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Foreword

Nowadays, computing devices are omnipresent. The vision of the Ambient Intel-
ligent society is becoming a reality very rapidly. Information is exchanged at the
speed of light, everybody is connected anytime and anywhere, and new techno-
logical developments in the world are taking place faster than ever before. This
evolution is the result of the progress in semi-conductor manufacturing processes
and technologies which make ICs every year smaller, faster, and more powerful.
Mobile devices, (smart) phones, PCs, laptops, smart cards, RFID-tags, personal
secure tokens, sensors, etc., are typical products enabling ambient intelligence.
Within this environment, information has become one of the most valuable goods
and its early availability often means a competitive advantage or a guarantee to our
overall security and safety. Human beings on the one hand and industrial as well
as governmental organizations on the other hand have become highly dependent on
the availability, accessibility, and the flow of correct information for their everyday
operations.

Without proper protection, however, information is at the same time the Achilles
heel of such a society. When a malicious person or organization can obtain or tamper
with sensitive information, the most unexpected and severe consequences may arise.
The competitive advantage of a company might disappear, the privacy of individuals
and even the security of a whole nation can be compromised. In order to deal with
the confidentiality and authenticity of information, cryptographic algorithms are
implemented in modern computing devices to protect the link between endpoints.
The fact that state-of-the-art cryptographic algorithms are very strong implies that
not the links but the physical devices and implementation of the algorithms in those
devices have become the weak link in the chain. In particular the secure storage
of secret keys and the secure implementation of algorithms and architectures with-
standing physical attacks represent some of the major challenges for the security
community. The main problem stems from three facts. First, computations are phys-
ical processes that leak information on the data being processed through physical
side-channels. Second, memories leak information on the stored data to attackers
having the availability of “sophisticated” devices such as laser cutters, focused ion
beams, and electron microscopes. Unfortunately such tools are readily available for
rent nowadays. Third, security measures have to be based on and implemented in
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vi Foreword

a low-cost manner to be economically viable while attackers have high to almost
unlimited budgets available.

A particular field of applications where physical attacks pose an important threat
is that of counterfeiting of goods. The terminology “goods” has to be understood
here in its most general sense, i.e., physical goods as well as digital goods such as
(embedded) software programs, music, video, and designs. Examples of physical
goods being counterfeited are automotive and avionic parts, pharmaceuticals, bank
passes, smart cards, routers, etc. The total annual value of the trade in fake goods has
risen from $200 billion in 2002 to as much as $450 billion in 2006 and the number
is expected to have risen to $600 billion in 2009. From these numbers it follows that
counterfeiting has a huge economic impact. However, since those products have
often lower quality they might additionally lead to brand damage for the legitimate
company as well. When counterfeit components are used within critical infrastruc-
tures, it is important to realize that the quality level might not only cause damage
but contain hidden components whose functionality is not specified. Without doubt
this is a threat to the national security of a country.

Recently, a new field of security research dealing with the problem of “physical
attacks” and “physical leakage of information” started to develop. Many research
groups started to investigate algorithmic as well as physical countermeasures to
these threats. Although no general theory dealing with this problem is available,
several sub-fields are well developed. The general theory of side-channel secure
cryptography has made big progress and goes under the name of physical observ-
able cryptography. Apart from general theoretic developments various practical and
efficient countermeasures have been developed as well. Hardware Intrinsic Security
on the other hand is a much younger field dealing with secure secret key storage.
By generating the secret keys from the intrinsic properties of the silicon, e.g., from
intrinsic physical unclonable functions (PUFs), no permanent secret key storage is
required anymore and the key is only present in the device for a minimal amount
of time. The field of Hardware Intrinsic Security is extending to hardware-based
security primitives and protocols such as block ciphers and stream ciphers entangled
with hardware. When successful, this will raise the bar of IC security even further.
Finally, at the application level there is a growing interest in hardware security for
RFID systems and the necessary accompanying system architectures.

It is a pleasure for me to write the foreword of this book. The fields of Hard-
ware Security in general and Hardware Intrinsic Security in particular are very
challenging fields with many open problems of high practical relevance. It brings
together researchers and practitioners from academia and industry from collabo-
rating and competing groups. The field is highly interdisciplinary by nature. Here,
expertises and results from different fields such as physics, mathematics, cryptog-
raphy, coding theory, and processor theory meet and find new applications. The
meeting at Dagstuhl in the summer of 2009, from which this book is the result,
brought together many experts from all over the world to discuss these topics in
an open and stimulating atmosphere. Personally, I am convinced that this book will
serve as an important background material for students, practitioners, and experts
and stimulates much further research and developments in hardware security all
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over the world. Without doubt the material covered here will lay the foundations of
the future security devices guaranteeing the necessary privacy, confidentiality, and
authenticity of information for our modern society.

January 2010 Pim Tuyls
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Part I
Physically Unclonable Functions (PUFs)





Physically Unclonable Functions: A Study on the
State of the Art and Future Research Directions

Roel Maes and Ingrid Verbauwhede

1 Introduction

The idea of using intrinsic random physical features to identify objects, systems,
and people is not new. Fingerprint identification of humans dates at least back to the
nineteenth century [21] and led to the field of biometrics. In the 1980s and 1990s
of the twentieth century, random patterns in paper and optical tokens were used for
unique identification of currency notes and strategic arms [2, 8, 53]. A formalization
of this concept was introduced in the very beginning of the twenty-first century,
first as physical one-way functions [41, 42], physical random functions [13], and
finally as physical(ly) unclonable functions or PUFs.1 In the years following this
introduction, an increasing number of new types of PUFs were proposed, with a
tendency toward more integrated constructions. The practical relevance of PUFs
for security applications was recognized from the start, with a special focus on the
promising properties of physical unclonability and tamper evidence.

Over the last couple of years, the interest in PUFs has risen substantially, making
them a hot topic in the field of hardware security and leading to an expansion of
published results. In this work we have made, to the best of our knowledge, an
extensive overview of all PUF and PUF-like proposals up to date in an attempt
to get a thorough understanding of the state of the art in this topic. Due to the
wide variety of different proposals, the different measures used for assessing them,
and the different possible application scenarios, making an objective comparison
between them is not a trivial task. In order to generalize this and future overview
attempts, we identify and concretize a number of properties on which different PUF

R. Maes (B)
K.U. Leuven, ESAT/COSIC and IBBT, Leuven, Belgium
e-mail: roel.maes@esat.kuleuven.be

This work was supported by the IAP Program P6/26 BCRYPT of the Belgian State and by K.U.
Leuven-BOF funding (OT/06/04). The first author’s research is funded by IWT-Vlaanderen under
grant number 71369.
1 Note that there is a slight semantical difference between physical and physically unclonable func-
tions. Further on in this work, we argue why the term physically unclonable is more fitting. For the
remainder of this text, we will hence speak of PUFs as physically unclonable functions.

A.-R. Sadeghi, D. Naccache (eds.), Towards Hardware-Intrinsic Security, Information
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4 R. Maes and I. Verbauwhede

proposals can be evaluated. In the process of listing the different PUFs and their
properties, a number of interesting findings and future research and discussion topics
will surface.

This chapter is structured as follows: after a necessary introduction in the basic
PUF terminology in Sect. 2, an extensive and profound overview of all PUF and
PUF-like proposals up to date is presented in Sect. 3. Based on the findings in this
overview, we identify a number of fundamental PUF properties in Sect. 4 and assess
them for popular PUF proposals. As a result of this comparison, we try to point out
the necessary conditions for a construction to be called a PUF. After a brief overview
of the basic PUF application scenarios in Sect. 5, we introduce and discuss a number
of future research directions in Sect. 6. Finally, we present some concluding remarks
in Sect. 8.

2 PUF Terminology and Measures

We introduce a number of commonly used terms and measures used in describing
PUFs and their characteristics. We successively describe the challenge–response
terminology in Sect. 2.1, the commonly used inter- and intra-distance measures in
Sect. 2.2, and point out the problem of environmental effects and possible solutions
in Sect. 2.3.

2.1 Challenges and Responses

From its naming it is clear that a PUF performs a functional operation, i.e., when
queried with a certain input it produces a measurable output. We immediately stress
that in most cases, a PUF is not a true function in the mathematical sense, since an
input to a PUF may have more than one possible output. It is more appropriate to
consider a PUF as a function in an engineering sense, i.e., a procedure performed
by or acting upon a particular (physical) system. Typically, an input to a PUF is
called a challenge and the output a response. An applied challenge and its measured
response is generally called a challenge–response pair or CRP and the relation
enforced between challenges and responses by one particular PUF is referred to
as its CRP behavior. In a typical application scenario, a PUF is used in two distinct
phases. In the first phase, generally called enrollment, a number of CRPs are gath-
ered from a particular PUF and stored in a so-called CRP database. In the second
phase or verification, a challenge from the CRP database is applied to the PUF and
the response produced by the PUF is compared with the corresponding response
from the database.

For some PUF constructions, the challenge–response functionality is implied
by their construction, while for others it is less obvious and particular settings or
parameters have to be explicitly indicated to act as the challenge. Also, since for
most PUFs a number of post-processing steps are applied, it is not always clear at
which point the response is considered. It is preferred to denote both challenges
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and responses as bit strings; however, this might involve some decoding and quan-
tization, since the physically applied stimuli and measured effects are often analog
quantities.

2.2 Inter- and Intra-distance Measures

The fundamental application of PUFs lies in their identification purposes. To that
end, the concept of inter- versus intra-(class) distances was inherited from the theory
about classification and identification. For a set of instantiations of a particular PUF
construction, inter- and intra-distances are calculated as follows:

• For a particular challenge, the inter-distance between two different PUF instan-
tiations is the distance between the two responses resulting from applying this
challenge once to both PUFs.

• For a particular challenge, the intra-distance between two evaluations on one
single PUF instantiation is the distance between the two responses resulting from
applying this challenge twice to one PUF.

We stress that both inter- and intra-distance are measured on a pair of responses
resulting from the same challenge. The distance measure which is used can vary
depending on the nature of the response. In many cases where the response is a bit
string, Hamming distance is used. Often the Hamming distance is expressed as a
fraction of the length of the considered strings, and in that case one calls it relative
or fractional Hamming distance.

The value of both inter- and intra-distance can vary depending on the challenge
and the PUFs involved. For a particular type of PUF, the inter- and intra-distance
characteristics are often summarized by providing histograms showing the occur-
rence of both distances, observed over a number of different challenges and a num-
ber of different pairs of PUFs. In many cases, both histograms can be approximated
by a gaussian distribution and are summarized by providing their means, respec-
tively, μinter and μintra, and when available their standard deviations, respectively,
σinter and σintra.

Observe that μintra expresses the notion of average noise on the responses, i.e.,
it measures the average reproducibility of a measured response with respect to an
earlier observation of the same response. It is clear that we would like μintra as small
as possible since this yields very reliable PUF responses. On the other hand, μinter
expresses a notion of uniqueness, i.e., it measures the average distinguishability of
two systems based on their PUF responses. If the responses are bit strings, the best
distinguishability one can achieve is if on average half of the bits differ, i.e., in case
μintra is expressed as relative Hamming distance we would like it to be as close to
50% as possible. The practical use of both notions becomes clear when considering
the use of the PUF for identification purposes as explained in Sect. 5.1 and a typical
graphical representation is shown in Fig. 7. Note that the goals of minimizing both
μintra and |50% − μinter| can be opposing, and finding an appropriate trade-off is
often necessary.
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2.3 Environmental Effects

Since producing a PUF response generally involves a physical measurement, there
are a number of unwanted physical side effects which could interfere. It was already
pointed out in Sect. 2.2 that the same challenge applied to the same PUF does
not necessarily produce the same response, giving rise to so-called intra-distance
between PUF responses. This might be caused by completely random noise and
measurement uncertainties which will inevitably have a random disturbing effect
on the measurement. However, certain environmental factors also have a systematic
effect on the response measurement, e.g., temperature or supply voltage in case of
a PUF on an integrated circuit. Average intra-distances will probably increase when
measurements are considered over (largely) varying environmental conditions. To
enable a fair comparison between different results from literature, it is mentioned
when μintra is obtained from measurements in a fixed or a variable environment.2

Because environmental effects are systematic, techniques can be introduced to
reduce their influence on the PUF responses. Possible options are as follows:

• If the effects are partially linear and affect the whole device more or less equally, a
differential approach can be taken. By considering the relation (difference, ratio,
etc.) between two simultaneous measurements instead of one single measure-
ment, one obtains a much more robust measure. This technique was introduced
in [11, 13] and is called compensation.

• The impact of environmental effects mainly depends on the exact implementation
details of the PUF. Certain implementation strategies have a reduced environ-
mental dependency [57]. Another option is to select the environmentally robust
responses beforehand and ignoring the unstable ones [52].

• If PUF responses vary heavily over the range of an environmental factor, one can
measure this factor with an independent onboard sensor and introduce different
operation intervals, narrow enough to minimize the environmental effects within
one interval [27, 62].

3 PUF Instantiations

In this section, we provide, to the best of our knowledge, a very thorough overview
of all proposed instantiations of PUFs in literature up to now. We also take into
account certain constructions which have not been labeled a PUF by their orig-
inators,3 but which we consider to possess certain PUF-like properties. We have

2 Whenever not explicitly mentioned, a fixed environment is assumed.
3 Possibly because they were proposed before the name PUF had been coined, or they were intro-
duced in fields other than cryptographic hardware, where the notion of PUFs has not yet been
introduced. When the name of a PUF in the section headings is between quotation marks, it means
that we have introduced this name in this work for simplicity and easy reference.
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divided this extensive list of PUFs into a number of categories, mainly based on their
construction and operation principles. Note that not all proposals are discussed with
the same amount of detail, mainly due to a lack of available literature or because
some constructions are only mentioned for completeness. Also, within one section,
the discussed proposals are sorted in no particular order.

In Sect. 3.1, we describe PUFs or PUF-like proposals whose basic operation is
other than electronical. As will become clear, this includes a wide variety of dif-
ferent constructions. Section 3.2 lists a number of constructions consisting of elec-
trical and/or electronic building blocks whose response generation is mainly based
on analog measurements. Sections 3.3 and 3.4 describe so-called digital intrinsic
PUFs, i.e., PUFs which are embedded on an integrated circuit (IC), and of which
the basic building blocks are regular digital primitives for the chosen manufacturing
technology. This means that intrinsic PUFs are easy to construct, since they do not
need any dedicated processing steps during manufacturing and no specialized or
external equipment for their operation. For intrinsic PUFs, the measurement setup
is often an inherent part of the PUF construction and is integrated on the chip. We
discern two types of intrinsic PUFs, i.e., based on delay measurements (Sect. 3.3)
and based on the settling state of bistable memory elements (Sect. 3.4). To conclude,
we list in Sect. 3.5 a number of conceptual constructions. Some of them are tech-
nically not really PUFs, but can be considered as closely related extensions, e.g.,
POKs, CPUFs, and SIMPL systems. Others are true PUF proposals for which no
concrete implementations have been realized, but which possess additional interest-
ing properties distinguishing them from regular PUFs, e.g., quantum readout PUFs
and reconfigurable PUFs.

3.1 Non-electronic PUFs

In this section, we give an overview of a number of constructions with PUF-like
properties whose construction and/or operation is inherently non-electronic. How-
ever, very often electronic and digital techniques will be used at some point anyway
to process and store these PUFs’ responses in an efficient manner. The common
denominator non-electronic in this section hence only reflects the nature of the com-
ponents in the system that contribute to the random structure which makes the PUF
unique. It does not say anything about the measurement, processing, and storage
techniques which could be using electronics.

3.1.1 “Optical PUFs”

An early version of an unclonable identification system based on random optical
reflection patterns, a so-called reflective particle tag, was proposed in [53] well
before the introduction of PUFs. They were used for the identification of strategic
arms in arms control treaties.

Optical PUFs based on transparent media were proposed in [41, 42] as phys-
ical one-way functions (POWF). The core element of their design is an optical
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token which contains an optical microstructure constructed by mixing microscopic
(500 μm) refractive glass spheres in a small (10×10×2.54 mm) transparent epoxy
plate. The token is radiated with a helium–neon laser and the emerging wavefront
becomes very irregular due to the multiple scattering of the beam with the refractive
particles. The speckle pattern that arises is captured by a CCD camera for digital
processing. A Gabor hash is applied to the observed speckle pattern as a feature
extraction procedure. The result is a string of bits representing the hash value. It
is clear and was experimentally verified that even minute changes in the relative
orientation of the laser beam and the token result in a completely different speckle
pattern and extracted hash. The actual PUF functionality is then completed by a
challenge which describes the exact orientation of the laser and the resulting Gabor
hash of the arising speckle pattern as the response. The basic implementation and
operation of an optical PUF is graphically represented in Fig. 1.

A number of experiments were performed in [41, 42] testing the characteristics
of the constructed PUF. Four different tokens were tested using 576 distinct chal-
lenges. The inter- and intra-distance measures were evaluated for the obtained Gabor
hashes. This resulted in an average inter-distance of μintra = 49.79%(σintra = 3.3%)

and an average intra-distance of μintra = 25.25%(σintra = 6.9%). The information-
theoretic security aspects of optical PUFs were further studied in [25, 56, 60]. Using
the context-tree weighting method (CTW) [61], an average entropy content of 0.3
bit per pixel in the Gabor hash was estimated.

It is clear that the use of an optical PUF as described above is rather laborious
due to the large setup involving a laser and a tedious mechanical positioning system.
A more integrated design of an optical PUF, largely based on the same concepts, has
been proposed in [11] and also in [55].

Fig. 1 Basic operation of an optical PUF
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3.1.2 “Paper PUFs”

What we call paper PUFs are in fact a number of proposals made in literature which
basically consist of scanning the unique and random fiber structure of regular or
modified paper. As with the optical PUF, also for paper PUFs there were a number
of early proposals [2, 8] well before the introduction of the PUF concept, and they
were mainly considered as an anti-counterfeiting strategy for currency notes. In [6],
the reflection of a focused laser beam by the irregular fiber structure of a paper doc-
ument is used as fingerprint of that document to prevent forgery. A similar approach
is used in [7], but they explicitly introduce ultraviolet fibers in the paper during the
manufacturing process which can be measured by a regular desktop scanner. They
also introduce a method to strongly link the data on the document with the paper
by using a combined digital signature of data and the paper’s fingerprint which is
printed on the document.

3.1.3 “CD PUFs”

In [18], it was observed that the measured lengths of lands and pits on a regular
compact disk contain a random deviation from their intended lengths due to proba-
bilistic variations during the manufacturing process. Moreover, this deviation is even
large enough to be observed by monitoring the electrical signal of the photodetector
in a regular CD player. This was tested for a large number of CDs and locations
on every CD. After an elaborate quantization procedure, an average intra-distance
of μintra = 8% and an average inter-distance of μinter = 54% on the obtained
bit strings is achieved. Using the CTW method, an entropy content of 0.83 bit per
extracted bit was estimated. More details on CD fingerprinting are offered in the
chapter by Ghaith Hammouri, Aykutlu Dana, and Berk Sunar.

3.1.4 RF-DNA

A construction called radio-frequency- or RF-DNA was proposed in [9]. They con-
struct a small (25 × 50 × 3 mm) inexpensive token comparable to the one used
for the optical PUF, but now they place thin copper wires in a random way in a
silicon rubber sealant. Instead of observing the scattering of light as with optical
PUFs, they observe the near-field scattering of EM waves by the copper wires at
other wavelengths, notably in the 5–6 GHz band. The random scattering effects are
measured by a prototype scanner consisting of a matrix of RF antennas. The entropy
content of a single token is estimated to be at least 50, 000 bit. A detailed description
of RF-DNA is provided in the chapter by Darko Kirovski.

3.1.5 “Magnetic PUFs”

Magnetic PUFs [26] use the inherent uniqueness of the particle patterns in magnetic
media, e.g., in magnetic swipe cards. They are used in a commercial application to
prevent credit card fraud [36].
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3.1.6 Acoustical PUFs

Acoustical delay lines are components used to delay electrical signals. They convert
an alternating electrical signal into a mechanical vibration and back. Acoustical
PUFs [58] are constructed by observing the characteristic frequency spectrum of
an acoustical delay line. A bit string is extracted by performing principle compo-
nent analysis, and it is estimated that at least 160 bits of entropy can be extracted.
The considered construction can constitute to an identification scheme with a false
rejection rate of 10−4 and a false-acceptance rate at most 10−5.

3.2 Analog Electronic PUFs

In this section, we discuss a number of PUF constructions whose basic operation
consists of an analog measurement of an electric or electronic quantity. This in con-
trast to the constructions in Sect. 3.1, where the measured quantity was inherently
non-electronic, and to the proposals in Sects. 3.3 and 3.4, where the measurements
are performed digitally, and hence without the need for analog primitives.

3.2.1 “VT PUFs”

To the best of our knowledge, the first technique to assign a unique identification to
every single instance of a regular integrated circuit, without the need for special pro-
cessing steps or after-fabrication programing, was proposed in [32] and was called
ICID. The operation principle is relatively simple. A number of equally designed
transistors are laid out in an addressable array. The addressed transistor drives a
resistive load and because of the effect of manufacturing variations on the threshold
voltages (VT) of these transistors, the current through this load will be partially
random. The voltage over the load is measured and converted to a bit string with
an auto-zeroing comparator. The technique was experimentally verified on 55 chips
produced in 0.35 μm CMOS technology. An average intra-distance under extreme
environmental variations of μintra = 1.3% was observed, while μinter was very close
to 50%.

3.2.2 “Power Distribution PUFs”

In [20], a PUF was proposed based on the resistance variations in the power grid
of a chip. Voltage drops and equivalent resistances in the power distribution system
are measured using external instruments and it is again observed that these elec-
trical parameters are affected by random manufacturing variability. Experimental
results on chips manufactured in 65 nm CMOS technology show μinter ≈ 1.5 � and
μintra ≈ 0.04 � for the equivalent resistances.

3.2.3 Coating PUFs

Coating PUFs were introduced in [54] and consider the randomness of capacitance
measurements in comb-shaped sensors in the top metal layer of an integrated circuit.
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Fig. 2 Basic operation of a coating PUF. The upper left picture shows a schematic cross-section
of a CMOS integrated circuit

Instead of relying solely on the random effects of manufacturing variability, random
elements are explicitly introduced by means of a passive dielectric coating sprayed
directly on top of the sensors. Moreover, since this coating is opaque and chem-
ically inert, it offers strong protection against physical attacks as well. Measure-
ment results on 36 produced chips, each with 31 sensors, show high randomness
(μintra ≈ 50%) and low noise (μintra < 5%), after quantization. An experimental
security evaluation in [54] reveals that the coating PUF is also tamper evident, i.e.,
after an attack with a FIB the responses of the PUF are significantly changed. A
more theoretical evaluation of coating PUFs was done in [59]. It was estimated
that the entropy content of this PUF is approximately 6.6 bit per sensor. The basic
implementation and operation of a coating PUF is shown in Fig. 2.

3.2.4 LC PUFs

An LC PUF [17] is constructed as a small (≈ 1 mm2) glass plate with a metal
plate on each side, forming a capacitor, serially chained with a metal coil on the
plate acting as an inductive component. Together they form a passive LC circuit
which will absorb an amount of power when placed in a RF field. A frequency
sweep reveals the resonance frequencies of the circuit, which depend on the exact
values of the capacitive and inductive component. Due to manufacturing variations,
this resonance peak will be slightly different for equally constructed circuits. As
such, the LC PUF bares a resemblance to the coating PUF of Sect. 3.2.3 in that
it measures the value of a capacitance and to the RF-DNA of Sect. 3.1.4 in that it
observes the wireless power absorption of a token during a frequency sweep over the
RF field. Contrarily to RF-DNA, the LC PUF construction is intrinsically a (passive)
electrical circuit and not a random arrangement of copper wire. Experimental data
from 500 circuits presented in [17] show a reproducibility of the resonance peak
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below 1 MHz at a constant temperature and an entropy content between 9 and 11
bits per circuit.

3.3 Delay-Based Intrinsic PUFs

In Sects. 3.1 and 3.2 a number of PUF and PUF-like proposals were discussed. They
all basically start from an analog measurement of a random physical parameter,
which is later quantized and can be used as an identifier of the whole system. In
Sects. 3.3 and 3.4, intrinsic PUFs are discussed. Although no formal definition of
an intrinsic PUF is provided in literature, we distinguish two prerequisites for a PUF
to be called intrinsic:

1. The PUF, including the measurement equipment, should be fully integrated in
the embedding device.

2. The complete PUF construction should consist of procedures and primitives
which are naturally available for the manufacturing process of the embedding
device.

The first condition implies that the device can query and read out its own PUF
without the need for external instruments and without the need for the challenge
and response to leave the device. Note that some earlier discussed examples already
meet this condition, e.g., the coating PUF or the integrated version of the optical
PUF. The second condition implies that the complete PUF construction comes at
virtually no additional overhead besides the space occupied by the PUF, i.e., no
extra manufacturing steps or specialized components are required. This does not
hold anymore for the coating PUF and the integrated optical PUF, since they both
need highly specialized processing steps. A number of intrinsic PUFs have been
proposed so far, all integrated on digital integrated circuits.4 The big advantage of a
PUF integrated on a digital chip is that the PUF responses can be used directly by
other applications running on the same device. We distinguish two different classes,
i.e., intrinsic PUFs based on digital delay measurements in this section and intrinsic
PUFs based on settling memory elements in Sect. 3.4.

3.3.1 Arbiter PUFs

The initial proposal of an arbiter PUF was made in [30, 31]. The basic idea is to
introduce a digital race condition on two paths on a chip and to have a so-called
arbiter circuit decide which of the two paths won the race. If the two paths are
designed symmetrically, i.e., with the same intended delay, then the outcome of the

4 Note that we do not use the term silicon PUFs in this work. It has been used to describe (a
class of) PUFs which can be implemented on silicon digital integrated circuits and use the intrinsic
manufacturing variability in the production process as a source of randomness. As such, they can
be considered a particular case of intrinsic PUFs.
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race is not fixed beforehand. During production of the chip, manufacturing varia-
tions will have an effect on the physical parameters determining the exact delay of
each path and causing a small random offset between the two delays. This leads to a
random and possibly device-specific outcome of the arbiter and hence explains the
PUF behavior of such a construction. If the offset is too small, the setup-hold time
of the arbiter circuit will be violated and its output will not depend on the outcome
of the race anymore, but be determined by random noise. This last phenomenon is
called metastability of the arbiter and introduces noise in the PUF responses.

The initial design of [30, 31] uses so-called switch blocks to construct the two
symmetrical paths and a latch or flip-flop to implement the arbiter circuit. The switch
blocks each have two inputs and two outputs and based on a parameter bit, they are
connected straight or switched. Connecting a number of switch blocks in series
creates two parameterizable delay lines feeding into the arbiter. The setting of the
switch blocks will be the challenge of the PUF and the output of the arbiter the
response. Note that the number of possible challenges is exponential in the number
of switch blocks used. The basic arbiter PUF construction is schematically described
in Fig. 3. This design was implemented on ASIC, chaining 64 switch blocks. Experi-
mental validation on 37 chips shows μinter = 23% and μintra < 5%, even under con-
siderable variations of temperature and supply voltage. Equivalent tests on FPGA
show much less unique randomness (μinter = 1.05% and μintra = 0.3%), probably
due to the discrete routing constraints implied by the FPGA architecture.

Simultaneously with the introduction of delay-based PUFs, it was recognized
that digital delay is additive by nature, e.g., in case of the arbiter PUF from [30, 31],
the delay of the chain of switch blocks will be the sum of the delays of the separate
blocks. This observation leads to so-called model-building attacks [11, 13, 30, 31],
i.e., one can build a mathematical model of the PUF which, after observing a number
of CRP queries, is able to predict the response to an unseen challenge with relatively
high accuracy. Such an attack was shown feasible for the basic arbiter PUF design
in [14, 30, 31] using simple machine-learning techniques, achieving a prediction
error of 3.55% after observing 5,000 CRPs for the ASIC implementation and a pre-
diction error of 0.6% after observing 90,000 CRPs for the FPGA implementation.
All subsequent work on arbiter PUFs is basically an attempt to make model-building
attacks more difficult, by introducing non-linearities in the delays and by controlling
and/or restricting the inputs and outputs to the PUF.

Fig. 3 Basic operation of an arbiter PUF



14 R. Maes and I. Verbauwhede

Feed-forward arbiter PUFs [31] were a first attempt to introduce non-linearities
in the delay lines. It is an extension to a regular arbiter PUF, where some challenge
bits are not set by the user but are the outcomes of intermediate arbiters evaluating
the race at some intermediate point in the delay lines. This was equivalently tested
on ASIC leading to μinter = 38% and μintra = 9.8%. Note that the responses are
much noisier, which is probably caused by the increased metastability since there
are multiple arbiters involved. It was shown that the simple model-building attacks
which succeeded in predicting the simple arbiter do not work any longer for this
non-linear arbiter PUF. However, later results [37, 47] show that with more advanced
modeling techniques it is still possible to build an accurate model for the feed-
forward arbiter PUF, e.g., [47] achieves a prediction error of less than 5% after
observing 49,000 CRPs from a simulated design.

In [38], an elaborate attempt to construct a secure arbiter-based PUF on FPGA
was discussed. They use an initial device characterization step to choose the optimal
parameters for a particular instantiation and use the reconfiguration possibilities of
FPGAs to implement this.5 To increase randomness and to thwart model-building
attacks, they use hard-to-invert input and output networks controlling the inputs
and outputs to the PUF, although these are not shown cryptographically secure.
By simulation, they show that this construction gives desirable PUF properties and
makes model building much harder. However, in [47] and especially in [44] it was
again shown that model building of these elaborate structures might be feasible.
In [47] they present a model of a slightly simplified structure as the one proposed
in [38], which achieves a prediction error of 1.3% after observing 50,000 CRPs from
a simulated design.

Finally, a different approach toward model-building attacks for arbiter PUFs was
taken in [19, 39, 40]. Instead of preventing the attack, they use the fact that a model
of the PUF can be constructed relatively easy to their advantage. They adapt a
Hopper–Blum style protocol [24] to incorporate a modelable arbiter PUF.

3.3.2 Ring Oscillator PUFs

Ring oscillator PUFs, as introduced in [11, 13], use a different approach toward
measuring small random delay deviations caused by manufacturing variability. The
output of a digital delay line is inverted and fed back to its input, creating an
asynchronously oscillating loop, also called a ring oscillator. It is evident that the
frequency of this oscillator is precisely determined by the exact delay of the delay
line. Measuring the frequency is hence equivalent to measuring the delay, and due
to random manufacturing variations on the delay, the exact frequency will also be
partially random and device dependent. Frequency measurements can be done rel-
atively easy using digital components: an edge detector detects rising edges in the

5 Note that there are different meanings given to the term reconfigurable PUF. The interpreta-
tion used in this work is the one described in Sect. 3.5.3 and is not directly related to the use of
reconfigurable logic devices like FPGAs as meant in [38].
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Fig. 4 Basic operation of a ring oscillator PUF

periodical oscillation and a digital counter counts the number of edges over a period
of time. The countervalue contains all the details of the desired measure and is
considered the PUF response. If the delay line is parameterizable as with the basic
arbiter PUF design, the particular delay setting is again considered the challenge.
The basic building blocks of the simple ring oscillator construction are shown in
Fig. 4.

As explained in Sect. 2.3, some environmental parameters might undesirably
affect the PUF responses. In case of delay measurements on integrated circuits,
the die temperature and the supply voltage heavily affect the exact delay. For
arbiter PUFs, this effect was not so big since they implicitly perform a differen-
tial measurement by considering two parallel delay paths simultaneously. For ring
oscillator PUFs, these effects are much larger and some sort of compensation is
needed. In [11, 13], the proposed compensation technique is to divide the coun-
tervalues of two simultaneously measured oscillations, which leads to much more
robust responses. This compensation technique is shown in Fig. 5a. They tested a
ring oscillator PUF with division compensation on four FPGA devices obtaining
μinter ≈ 10 × 10−3 and μintra ≈ 0.1 × 10−3 with measurements taken over a 25◦C
temperature interval. It was also shown that supply voltage variations increase μintra
with another 0.003 × 10−3 per mV variation. They use the same delay circuit as in
the basic arbiter PUF design from [30, 31] which is hence also susceptible to model-
building attacks. Moreover, it has been shown in [34] that in that case, there exists
a high correlation, both between responses coming from the same challenge on dif-
ferent FPGAs and responses on the same FPGA coming from different challenges.

In [52], a slightly different approach was taken. The basic frequency measure-
ment by counting rising edges is the same, but now a very simple and fixed delay
circuit is used. A number of oscillators with the same intended frequency are

(a) Ring oscillator PUF with division
compensation

(b) Ring oscillator PUF with comparator
compensation

Fig. 5 Types of ring oscillator PUFs. (a) Ring oscillator PUF with division compensation, (b) Ring
oscillator PUF with comparator compensation
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implemented in parallel. The challenge to the PUF selects a pair of oscillators, and
the response is produced by comparing the two obtained countervalues. This is a
very simple and low-cost form of compensation and is shown in Fig. 5b. Exper-
iments on 15 FPGAs with 1,024 loops per FPGA lead to μinter = 46.15% and
μintra = 0.48%. It has to be remarked that in order to obtain these results, the
authors used a technique called 1-out-of-8 masking, which considers only the most
stable response bit from 8 loop pairs. This improves the reproducibility drastically
and hence decreases μintra, but comes at the cost of a relatively large implementation
overhead, i.e., 7 out of 8 loop pairs are unused. We note that more details regarding
ring oscillator PUFs and more elaborate compensation techniques for them can be
found in the chapter by Inyoung Kim et al.

3.4 Memory-Based Intrinsic PUFs

In this section we discuss another type of intrinsic PUFs, based on the settling state
of digital memory primitives. A digital memory cell is typically a digital circuit with
more than one logically stable state. By residing in one of its stable states it can store
information, e.g., one binary digit in case of two possible stable states. However, if
the element is brought into an unstable state, it is not clear what will happen. It
might start oscillating between unstable states or it might converge back to one of
its stable states. In the latter case, it is observed that particular cells heavily prefer
certain stable states over others. Moreover, this effect can often not be explained by
the logic implementation of the cell, but it turns out that internal physical mismatch,
e.g., caused by manufacturing variation, plays a role in this. For this reason, the
stable settling state of a destabilized memory cell is a good candidate for a PUF
response. We discuss different proposals from literature, based on different kinds of
memory cells such as SRAM cells, data latches, and flip-flops.

3.4.1 SRAM PUFs

SRAM PUFs were proposed in [15], and a very similar concept was simultane-
ously presented in [22]. SRAM or static random-access memory is a type of digital
memory consisting of cells each capable of storing one binary digit. An SRAM
cell, as shown in Fig. 6a, is logically constructed as two cross-coupled inverters,
hence leading to two stable states. In regular CMOS technology, this circuit is
implemented with four MOSFETs, and an additional two MOSFETs are used for
read/write access as shown in Fig. 6b. For performance reasons, the physical mis-
match between the two symmetrical halves of the circuit (each implementing one
inverter) is kept as small as possible. It is not clear from the logical description of
the cell at what state it will be right after power-up of the memory, i.e., what happens
when the supply voltage comes up? It is observed that some cells preferably power-
up storing a zero, others preferably power-up storing a one, and some cells have no
real preference, but the distribution of these three types of cells over the complete
memory is random. As it turns out, the random physical mismatch in the cell, caused
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(a) Logical circuit of an
SRAM (PUF) cell

(b) Electrical circuit of an SRAM
(PUF) cell in standard CMOS
technology

(c) Logical circuit of a latch
(PUF) cell

(d) Schematical circuit
of a butterfly PUF cell

Fig. 6 Comparison of the implementation of different memory-based PUF cells. (a) Logical cir-
cuit of an SRAM (PUF) cell, (b) Electrical circuit of an SRAM (PUF) cell in standard CMOS
technology, (c) Logical circuit of a latch (PUF) cell, (d) Schematical circuit of a butterfly PUF cell

by manufacturing variability, determines the power-up behavior. It forces a cell to
0 or 1 during power-up depending on the sign of the mismatch. If the mismatch is
very small, the power-up state is determined by stochastical noise in the circuit and
will be random without a real preference.

In [15], extensive experiments on SRAM PUFs were done. They collected the
power-up state of 8,190 bytes of SRAM from different memory blocks on different
FPGAs. The results show an average inter-distance between two different blocks
of μinter = 49.97% and the average intra-distance within multiple measurements
of a single block is μintra = 3.57% for a fixed environment and μintra < 12% for
large temperature deviations. In [16], the authors estimate the entropy content of the
SRAM power-up states to be 0.76 bit per SRAM cell. In [22, 23], the SRAM power-
up behavior on two different platforms was studied. For 5,120 blocks of 64 SRAM
cells measured on eight commercial SRAM chips, they obtained μinter = 43.16%
and μintra = 3.8% and for 15 blocks of 64 SRAM cells from the embedded memory
in three microcontroller chips, they obtained μinter = 49.34% and μintra = 6.5%.
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For more details on SRAM PUFs and a further security analysis we refer to the
chapter by Helena Handschuh and Pim Tuyls.

3.4.2 Butterfly PUFs

In [15], SRAM PUFs were tested on FPGAs. However, it turns out that in gen-
eral this is not possible, since on the most common FPGAs, all SRAM cells
are hard reseted to zero directly after power-up and hence all randomness is lost.
Another inconvenience of SRAM PUFs is that a device power-up is required to
enable the response generation, which might not always be possible. To counter
these two drawbacks, butterfly PUFs were introduced in [28]. The behavior of an
SRAM cell is mimicked in the FPGA reconfigurable logic by cross-coupling two
transparent data latches. The butterfly PUF cell construction is schematically shown
in Fig. 6d. Again, such a circuit allows two logically stable states. However, using
the clear/preset functionality of the latches, an unstable state can be introduced after
which the circuit converges back to one of the two stable states. This is comparable
to the convergence for SRAM cells after power-up, but without the need for an actual
device power-up. Again, the preferred stabilizing state of such a butterfly PUF cell
is determined by the physical mismatch between the latches and the cross-coupling
interconnect. It must be noted that due to the discrete routing options of FPGAs,
it is not trivial to implement the cell in such a way that the mismatch by design is
small. This is a necessary condition if one wants the random mismatch caused by
manufacturing variability to have any effect. Measurement results from [28] on 64
butterfly PUF cells on 36 FPGAs yield μintra ≈ 50% and μintra < 5% for large
temperature variations.

3.4.3 “Latch PUFs”

What we call a latch PUF is an IC identification technique proposed in [51] which
is very similar to SRAM PUFs and butterfly PUFs. Instead of cross-coupling two
inverters or two latches, two NOR gates are cross-coupled as shown in Fig. 6c,
constituting to a simple NOR latch. By asserting a reset signal, this latch becomes
unstable and again converges to a stable state depending on the internal mis-
match between the electronic components. Equivalently to SRAM PUFs and but-
terfly PUFs, this can be used to build a PUF. Experiments on 128 NOR latches
implemented on 19 ASICs manufactured in 0.130 μm CMOS technology yield
μinter = 50.55% and μintra = 3.04%.

3.4.4 Flip-flop PUFs

Equivalently to SRAM PUFs, the power-up behavior of regular flip-flops can be
studied. This was done in [33] for 4,096 flip-flops from three FPGAs and gives
μinter ≈ 11% and μintra < 1%. With very simple post-processing consisting
of 1-out-of-9 majority voting, these characteristics improve to μinter ≈ 50% and
μintra < 5%.



Physically Unclonable Functions: A Study on the State of the Art 19

3.5 PUF Concepts

In the final section of this extensive overview, we discuss a number of proposed con-
cepts which are closely related to PUFs. Some of them are generalizations or even
modes of operation of PUFs. Others are actual PUF proposals for which no work-
ing implementation has been provided and whose feasibility remains yet uncon-
firmed.

3.5.1 POKs: Physically Obfuscated Keys

The concept of a physically obfuscated key or POK has been introduced in [11] and
has been generalized to physically obfuscated algorithms in [5]. The basic notion
of a POK is that a key is permanently stored in a physical way instead of a digital
way, which makes it hard for an adversary to learn the key by a probing attack.
Additionally, an invasive attack on the device storing the key should destroy the
key and make further use impossible, hence providing tamper evidence. It is clear
that POKs and PUFs are very similar concepts, and it has already been pointed out
in [11] that POKs can be built from (tamper-evident) PUFs and vice versa.

3.5.2 CPUFs: Controlled PUFs

A controlled PUF or CPUF, as introduced in [12], is in fact a mode of operation for
a PUF in combination with other (cryptographic) primitives. A PUF is said to be
controlled if it can only be accessed via an algorithm which is physically bound to
the algorithm in an inseparable way. Attempting to break the link between the PUF
and the access algorithm should preferably lead to the destruction of the PUF. There
are a number of advantages in turning a PUF into a CPUF:

• A (cryptographic) hash function to generate the challenges of the PUF can pre-
vent chosen challenge attacks, e.g., to make model-building attacks more diffi-
cult. However, for arbiter PUFs it has been shown that model-building attacks
work equally well for randomly picked challenges.

• An error correction algorithm acting on the PUF measurements makes the final
responses much more reliable, reducing the probability of a bit error in the
response to virtually zero.

• A (cryptographic) hash function applied on the error-corrected outputs effectively
breaks the link between the responses and the physical details of the PUF mea-
surement. This makes model-building attacks much more difficult.

• The hash function generating the PUF challenges can take additional inputs, e.g.,
allowing to give a PUF multiple personalities. This might be desirable when the
PUF is used in privacy-sensitive applications to avoid tracking.

It is clear that turning a PUF into a CPUF greatly increases the security. A num-
ber of protocols using CPUFs were already proposed in [12] and more elaborate
protocols were discussed in [50]. It must be stressed that the enhanced security



20 R. Maes and I. Verbauwhede

of a CPUF strongly depends on the physical linking of the PUF with the access
algorithms which can be very arbitrary and might be the weak point of a CPUF.

3.5.3 Reconfigurable PUFs

Reconfigurable PUFs or rPUFs were introduced in [29]. The basic idea behind an
rPUF is that it extends the regular CRP behavior of a PUF with an additional oper-
ation called reconfiguration. This reconfiguration has as effect that the partial or
complete CRP behavior of the PUF is randomly and preferably irreversibly changed,
hence leading to a new PUF. The authors of [29] propose two possible implementa-
tions of rPUFs where the reconfiguration mechanism is an actual physical reconfig-
uration of the randomness in the PUF. One is an extension of optical PUFs, where
a strong laser beam briefly melts the optical medium, causing a rearrangement of
the optical scatterers, which leads to a completely new random CRP behavior. The
second proposal is based on a new type of non-volatile storage called phase-change
memories. Writing to such a memory consists of physically altering the phase of a
small cell from crystalline to amorphous or somewhere in between, and it is read out
by measuring the resistance of the cell. Since the resistance measurements are more
accurate than the writing precision, the exact measured resistances can be used as
responses, and rewriting the cells will change them in a random way. Both proposals
are rather exotic at this moment and remain largely untested. A third option is actu-
ally a logical extension of a regular PUF. By fixing a part of a PUF’s challenge with a
fuse register, the PUF can be reconfigured by blowing a fuse, which optimally leads
to a completely changed CRP behavior for the challenge bits controlled by the user.
However, the irreversibility of such a logical rPUF might be questionable, since the
previous CRP behavior is not actually gone, but just blocked. Possible applications
enabled by rPUFs are key zeroization, secure storage in untrusted memory, and pre-
vention of downgrading, e.g., of device firmware.

3.5.4 Quantum Readout PUFs

Quantum readout PUFs were proposed in [49] and present a quantum extension to
regular PUFs. It is proposed to replace the regular challenges and responses of a
PUF with quantum states. Because of the properties of quantum states, an adversary
cannot intercept challenges and responses without changing them. This leads to
the advantage that the readout mechanism of the PUF does not need to be trusted
anymore, which is the case for most regular non-quantum PUFs. Up to now, the
feasibility of this proposal has not been practically verified. Moreover, it is unclear
if presently existing PUFs can be easily extended to accept and produce quantum
states as challenges and responses.

3.5.5 SIMPL Systems and PPUFs

A number of attempts to use PUFs as part of a public-key-like algorithm have
been proposed. SIMPL systems were proposed in [45] and are an acronym for
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SImulation Possible but Laborious. Two potential implementations of such a system
are discussed in [46]. A very similar concept was proposed in [3] as Public PUFs
or PPUFs. Both SIMPL systems and PPUFs rely on systems (PUFs) which can be
modeled, but for which evaluating the model is laborious and takes a detectable
longer amount of time than the evaluation of the PUF itself.

4 PUF Properties

After the extensive overview of the wide variety of different PUF proposals in
Sect. 3, it becomes clear that the notion of a physically unclonable function will
be hard to capture in one single closed definition. Previous attempts at defining a
PUF are often too narrow, excluding certain PUFs, or too broad, including other
things than PUFs, and mostly ad hoc, i.e., giving an informal description of the per-
ceived qualities of the proposed construction. Moreover, in many of these attempts,
properties are included which are not even validated but just assumed. In this work,
we will not yet attempt to come up with a more complete or formal definition of
PUFs. Instead, we will first look deeper into proposed PUF properties in Sect. 4.1
and check different PUF proposals against them in Sect. 4.2. Finally, we try to detect
a least common subset of necessary properties for a construction to be called a PUF
in Sect. 4.3.

4.1 Property Description

Here, we will list the most important properties which we selected from different
definition attempts and/or identified in the PUF proposals. Although we do not
completely formalize the discussed properties, we give a hint toward a possible for-
malization and try to make the descriptions as clear as possible to avoid ambiguity
in this and future works.

To simplify the property description, we start from a very basic classification for
a PUF as a physical challenge–response procedure. Note that already this implicitly
assigns two properties to PUFs, i.e., an instantiation of a PUF cannot merely be
an abstract concept but it is always (embedded in) a physical entity, and a PUF is
a procedure (not strictly a function) with some input–output functionality. Since
these properties are fundamental and are immediately clear from the construction
for every PUF proposal up to now, we will not discuss them further. For brevity,
we use the notation � : X → Y : �(x) = y to denote the challenge–response
functionality of a PUF �.

We begin by listing seven regularly occurring properties identified from multiple
attempted PUF definitions and give a concise but accurate description of what we
mean by them. We immediately note that these are not completely formal properties,
but a hint toward a more formal description is given. In fact, the informal parts of
the property descriptions are clearly marked in sans serif font. A more elaborate
discussion on each of these properties follows directly below:
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1. Evaluatable: given � and x , it is easy to evaluate y = �(x).
2. Unique: �(x) contains some information about the identity of the physical

entity embedding �.
3. Reproducible: y = �(x) is reproducible up to a small error.
4. Unclonable: given �, it is hard to construct a procedure � �= � such that ∀x ∈

X : �(x) ≈ �(x) up to a small error.
5. Unpredictable: given only a set Q = {(xi , yi = �(xi ))}, it is hard to predict

yc ≈ �(xc) up to a small error, for xc a random challenge such that (xc, ·) /∈ Q.
6. One-way: given only y and �, it is hard to find x such that �(x) = y.
7. Tamper evident: altering the physical entity embedding � transforms � → �′

such that with high probability ∃x ∈ X : �(x) �= �′(x), not even up to a small
error.

We now discuss all seven properties in more detail:

1. Whether or not a PUF is evaluatable can be interpreted very broadly. From a
theoretical perspective, easy can mean that we want the evaluation to be possible
within polynomial time and effort. From a practical perspective, it means that we
want the evaluation to induce as little overhead as possible, e.g. in the restricted
timing, area, power, and energy constraints of an integrated chip. Also note
that if a PUF is evaluatable, it is already implied that the PUF is constructible
to begin with. It is clear that all PUF proposals which provide experimental
results are constructible and at least theoretically evaluatable. Whether the over-
head of their evaluation is also practically considered feasible depends on the
application.

2. Regarding the description of the uniqueness property, there can still be some
ambiguity about the meaning of information and identity. We look at this in an
information theoretic sense. If a well-defined set or population of PUF instanti-
ations is considered, the information contained in a PUF response �(x) relates
to the partition one can make in the population based on this response. Consec-
utive responses allow for smaller and smaller partitions of the population until
optimally a partition with a single PUF instantiation remains, in which case the
considered set of CRPs uniquely identifies the PUF in the population. Based on
the size of the population and the characteristics of the PUF responses, such a
unique identification might or might not be possible. One possible measure of
uniqueness which is provided in most experimental results is the inter-distance
histogram, summarized by its average value μintra.

3. The reproducibility property is clear from its description. The responses to differ-
ent evaluations of the same challenge x on the same PUF � should be close in the
considered distance metric. For experimental results, this is mostly measured by
the intra-distance histogram and summarized by its average value μintra. Repro-
ducibility is the property which distinguishes PUFs from true random number
generators (TRNGs).

4. As is clear from its name, unclonability is the core property of a PUF. The pro-
vided description is relatively obvious; however, there are many details to be
taken into consideration. First, note that the clone � is described as a procedure,
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but not necessarily a physical procedure, since we explicitly distinguish between
physical and mathematical unclonability. If it is hard to come up with a phys-
ical entity containing another PUF �� �= �6 such that ∀x : ��(x) ≈ �(x),
we say that � is physically unclonable. Note that the hardness of producing a
physical clone even holds for the manufacturer of the original PUF � and is
for that reason also called manufacturer resistance. If it is difficult to come up
with an (abstract) mathematical procedure f� such that ∀x : f�(x) ≈ �(x), we
say that � is mathematically unclonable. Note that physical and mathematical
unclonability are fundamentally different properties since a construction can be
easy to clone physically but not mathematically or vice versa. In order to be
truly unclonable, � needs to be both physically and mathematically unclonable.
Again, the hardness of cloning can be considered from a theoretical and a prac-
tical point of view. Practically, cloning can be very hard or infeasible. Demon-
strating theoretical unclonability on the other hand is very difficult. The only
known systems which can be proven to be theoretically unclonable are based on
quantum physics.

5. Unpredictability is in fact a relaxed form of unclonability. If one can correctly
predict the outcome of a PUF for a random challenge, only from observing a set
of CRPs, it is easy to build a mathematical clone if one has access to the full PUF.
Hence, predictability implies mathematical clonability and hence clonability.

6. One-wayness is a classical property coming from cryptography. We include it
since the earliest definition of PUFs describes them as a physical variant of one-
way functions [41].

7. Over time, a number of notions were proposed in literature regarding tampering
and security against tampering. Under tampering, we understand making per-
manent changes to the integrity of a physical entity. We distinguish between
tamper proof systems, i.e., systems for which tampering does not reveal any use-
ful information and tamper-evident systems, i.e., systems for which tampering
may be possible but leaves indelible evidence. We call a PUF tamper evident
if tampering with the physical entity embedding the PUF with high probability
changes the CRP behavior of the PUF.

4.2 Property Check

In this section, we will check a number of PUF proposals against all seven properties
identified and discussed in Sect. 4.1. The proposals we consider are basically all pro-
posed digital intrinsic PUFs for which concrete implementation details are available
and two well-studied non-intrinsic PUFs. However, we believe that the conclusions
of this study in Sect. 4.3 can be generalized to all discussed PUF proposals from

6 By “�� �= �” here we mean that �� and � are (embedded in) physically distinct entities.
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Sect. 3. We begin by summarizing the most important implementation details and
experimental results for the discussed PUFs in Table 1.

To draw some sensible conclusions, we have to compare these PUF proposals
with some non-PUF reference cases. We check against the following three reference
cases which we describe in a challenge–response-like style for easy comparison
with PUFs:

• A true random number generator. The single challenge is the request for a
random number. The response is a random number extracted from a stochastical
physical process.

• A very simple RFID-like identification protocol. The single challenge is the
request for identification. The response is an identifier string which was hard-
programed in the device by the manufacturer.

• A public key signature scheme. A challenge is a message string. A response
is signature on that message generated using a private key which was hard-
programed by the device manufacturer.

The result of this study is shown in matrix format in Table 2. Note that we explic-
itly distinguish between physical and mathematical unclonability since we consider
them fundamentally different notions.

4.3 Least Common Subset of PUF Properties

Looking at Table 2, we spot two properties, i.e., evaluatability and uniqueness,
which hold for all discussed PUFs, and all reference cases! This means that these are
necessary properties for a PUF, but they are certainly not sufficient, since they also
allow programed identifiers, public key signatures, and TRNGs. A third necessary
property, reproducibility, excludes TRNGs. Finally, the core property of physical
unclonability completely distinguishes the PUF proposals from the reference cases
based on a hard-programed unique identifier or key. We remark that this observation
elegantly justifies the naming of the primitives studied in this work, i.e., physically
unclonable functions.

Drawing further conclusions from Table 2, we notice that mathematical unclon-
ability is an unachievable property for most of these naked PUFs. However, mathe-
matical unclonability can be greatly improved by turning these PUFs into controlled
PUFs as described in Sect. 3.5.2, e.g., to prevent exhaustive readout and model-
building. One-wayness does not seem to be a good PUF property since no single
PUF turns out to be truly one-way. Even for optical PUFs, which were originally
introduced as physical one-way functions in [41], this property is unclear. Finally,
although widely believed to be one of the main advantages of PUF technology,
tamper evidence was only experimentally verified for the (non-intrinsic) optical and
coating PUFs.
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5 PUF Application Scenarios

As a final overview part of this work, we briefly present the three classes of appli-
cation scenarios which we envision for PUFs, i.e., system identification in Sect. 5.1,
secret key generation in Sect. 5.2, and hardware-entangled cryptography in Sect. 5.3.

5.1 System Identification

Because of their physical unclonability property, using PUFs for identification is
very interesting for anti-counterfeiting technologies. PUF responses can be used
directly for identification very similarly as in a biometrical identification scheme.
During an enrollment phase, a number of CRPs from every PUF from the popu-
lation are stored in a database, together with the identity of the physical system
embedding the PUF. During identification, the verifier picks a random CRP from
the CRPs stored in the database for the presented system and challenges the PUF
with. If the observed response is close enough to the response in the database,
the identification is successful, otherwise it fails. In order to prevent replay attacks,
each CRP should be used only once for every PUF and has to be deleted from the
database after the identification.

The threshold used to decide on a positive identification depends on the separa-
tion between the intra-distance and the inter-distance histograms. If both histograms
do not overlap, an errorless identification can be made by placing the threshold
somewhere in the gap between both histograms. If they do overlap then setting the
threshold amounts to making a trade-off between false-acceptance rate (FAR) and
false-rejection rate (FRR). The determination of the FAR and FRR based on the
overlap of the inter- and intra-distance histograms is shown in Fig. 7. The optimal
choice, minimizing the sum of FAR and FRR, is achieved by setting the threshold
at the intersection of both histograms, but other trade-offs might be desirable for

Fig. 7 Details of basic PUF-based system identification. Shown is the inter- and intra-distance
distribution and the determination of the FAR and the FRR based on the optimal identification
threshold
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specific applications. Additionally, it is obvious that a unique identification is only
possible with high probability if the response contains enough entropy with regards
to the population size.7

5.2 Secret Key Generation

Intrinsic PUFs in integrated circuits have interesting properties for use in secret
key generation and storage. Since the key is generated from intrinsic randomness
introduced by inevitable manufacturing variability, no explicit key-programing step
is required, which simplifies key distribution. Moreover, since this randomness is
permanently fixed in the (sub-)microscopical physical details of the chip, no con-
ventional non-volatile key memory is required. This also offers additional security
against probing attacks and possibly other side-channel attacks, since the key is not
permanently stored in digital format, but only appears in volatile memory when
required for operation. Finally, possible tamper evidence of the PUF can be used to
provide tamper-proof key storage.

For cryptographic algorithms, uniformly random and perfectly reliable keys are
required. Since PUF responses are usually noisy and only contain a limited amount
of entropy, they cannot be used as keys directly. An intermediate processing step
is required to extract a cryptographic key from the responses. This is a problem
known in information theory as secret key extraction from close secrets and is gen-
erally solved by a two-phase algorithm. During the initial generation phase, the PUF
is queried and the algorithm produces a secret key together with some additional
information often called helper data. Both are stored in a secure database by the
verifier, but not on the device. In the reproduction phase, the verifier presents the
helper data to the algorithm which uses it to extract the same key from the PUF as
in the generation step. In that way, the device containing the PUF and the verifier
have established a shared secret key. It is possible to construct these algorithms
such that the key is perfectly secret, even if the helper data is observed, i.e., the
helper data can be publicly communicated from the verifier to the device. Practical
instances of these algorithms have been proposed, e.g., in [10] and the cost of actual
implementations thereof is assessed in [4, 35].

5.3 Hardware-Entangled Cryptography

A recently introduced application scenario transcends the generation of secret keys
from PUFs for use in existing cryptographic primitives. Instead, it fully integrates
the PUF in the primitive itself, leading to so-called hardware-entangled crypto-
graphic primitives. No key is generated anymore, but the secret element of the
primitive is the full unique CRP behavior of the PUF instantiation in the embedding
device. The fundamental difference between classical cryptography with a PUF-

7 A response containing n bits of entropy optimally allows for a unique identification in a popula-
tion with an average size of 2

n
2 because of the birthday paradox.
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(a) Classical cryptography with 
PUF-based secret key generation

(b) Hardware-entangled 
PUF-based cryptography

Fig. 8 Schematic comparison of cryptography with PUF-based key generation and hardware-
entangled cryptography

based key and hardware-entangled cryptography is conceptually depicted in Fig. 8.
The first result [1] based on this principle proposes a PUF-based block cipher and
shows that it is possible to prove regular security notions for this construction based
on reasonable assumptions for the PUF. In-depth details of this construction can be
found in the chapter by Frederik Armknecht et al.

Hardware-entangled cryptographic primitives are basically keyless, i.e., not at
any point in the algorithm a secret digital key is stored in memory, neither in non-
volatile memory nor in volatile memory. Not only does this offer full security against
non-volatile memory attackers, as was already the case for PUF-base secret key gen-
eration, but additionally it largely prohibits volatile memory attackers from learning
anything useful. In this view, hardware-entangled cryptography is closely related to
the field of provable physical security, see, e.g., [43]. A discussion on the practical
aspects of this field is given in the chapter by François-Xavier Standaert et al.

6 PUF Discussions and Some Open Questions

After the overview and study of PUF instantiations, properties, and application sce-
narios, respectively, in Sects. 3, 4, and 5, we touch upon some discussion points and
open questions. The field of physically unclonable functions has grown a lot over
the last couple of years and is still expanding. In this section, we try to point out
some interesting future research directions.

6.1 Predictability Versus Implementation Size

From Tables 1 and 2, it is clear that certain PUFs suffer from predictability due to
model-building attacks after a relatively small number of CRPs have been observed.
This is especially the case for delay-based PUFs such as the arbiter PUF, whereas
most memory-based PUFs are reasonably considered to withstand model-building
attacks since their responses are based on independent random elements. On the
other hand, all memory-based PUFs, and also other PUFs such as the coating PUF
and the comparator-based ring oscillator PUF, suffer from another disadvantage.
Their implementation size grows exponentially with the desired length of their chal-
lenges. In other words, for these PUFs the number of possible CRPs scales linearly
with their size, whereas for the modelable arbiter PUF this scales exponentially.
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This means that for both types of digital intrinsic PUFs, the number of unpredictable
CRPs is limited to an amount, which is at best polynomial in the size of the PUF.
For arbiter-like PUFs, this limitation is due to model-building attacks, whereas for
memory-based PUFs it is simply because of the limited number of available CRPs.

This is a peculiar observation since it is not clear whether this is a sign of an
underlying physical bound on the number of unpredictable CRPs, which is obtain-
able for any intrinsic PUF, or whether this is merely a result of the particular PUF
constructions, which have been proposed thus far. Moreover, it limits the possible
application scenarios, since an intrinsic PUF with a superlinear or even an expo-
nential amount of unpredictable CRPs could lead to stronger security assumptions.
From a physical point of view one could say that since the amount of (thermo-
dynamical) entropy in a physical system is at best polynomial in the size of the
system, the number of truly independent random CRPs for a single PUF can never
be exponential in the PUF’s size. However, for many cryptographical applications
we aim for computational rather than perfect measures of security, i.e., even if the
true entropy content is limited there still could be a large number of computationally
unpredictable CRPs. In other words, model building could be possible in theory but
infeasible in practice. Further study on this topic, both from a theoretical and from
a practical point of view, is definitely recommended.

6.2 Formalization of PUF Properties

The properties which we studied for a number of PUF proposals in Sect. 4 were
described informally in Sect. 4.1. In order to make strong claims on the security of
PUFs and PUF applications, it is necessary to come up with a formalized version
of these property descriptions. This formalization will act as a convenient inter-
face between the people involved in the practical implementation of a physically
unclonable function and the people designing PUF-based security primitives and
applications. The actual PUF designers should validate their constructions against
the proposed properties and further focus on making them as efficient as possible.
Application developers can build upon the specified properties without having to
worry about the physical details of the underlying PUFs, and they can use the for-
mal nature to prove strong security notions for their proposals. Especially for the
further development of hardware-entangled crypto primitives, the need for a formal
description of PUF qualities seems inevitable.

We acknowledge that for some of the properties discussed in Sect. 4.1, coming up
with a formal definition is far from trivial. Especially the more practical properties,
i.e., physical unclonability and tamper evidence, will be hard to fit into a theoretical
framework. Moreover, even from a practical point of view it is not yet exactly clear
what these properties stand for. With regard to tamper evidence, further experiments
on intrinsic PUFs are highly recommended in order to get a better feeling of its
feasibility. Physical unclonability, although considered to be the core property of
PUFs, is for the moment a rather ad hoc assumption primarily based on the apparent
hardness of measuring and controlling random effects during manufacturing pro-
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cesses. However, for a number of intrinsic PUF proposals, it is not clear how difficult
this assumption is in reality. Further research into these topics is required.

6.3 Reporting on PUF Implementation Results

In the growing body of literature on the implementation of PUFs, extensively sum-
marized in Sect. 3, a number of different concepts and figures are used to demon-
strate the practicality and security of the proposed constructions, some more useful
than others. We remark that this poses a possible risk to objectivity. First, without
the proper argumentation it becomes rather subjective to assess one’s PUF based on
one’s own proposed measures. Second, a wide variety of measures makes it difficult
to objectively compare different PUF proposals. For these two reasons, it is impor-
tant to agree upon a number of standardized measures which can assess the practical
and security-related characteristics of differently constructed PUFs in an objective
manner. For some characteristics, this is closely related to a further formalization of
different PUF properties as discussed in Sect. 6.2.

We briefly discuss a number of used concepts which we consider to be important
for comparison of different PUF proposals.

• Sample size. Before even touching upon concrete characteristics, we point out
that the sample size used to estimate these characteristics is important, i.e., the
number of distinct devices, the number of distinct challenges, the number of
distinct measurements of every response, etc. Up to now, most works were con-
scientious in mentioning the used devices and the size of the sample population
that was tested. However, to the best of our knowledge, for none of the PUF
proposals a statistical analysis was performed pointing out the confidence level
on the estimated characteristics. For further formal analysis of PUFs, this will be
of increasing importance.

• Inter- and intra-distance histograms. The importance of both inter- and intra-
distance as a measure for, respectively, the uniqueness and the noise present in a
PUF measurement has been pointed out a number of times earlier in this work.
Luckily, these two measures are almost always provided in the body of litera-
ture, making at least a partially objective comparison between early proposals
possible. However, a number of remarks have to be made. First, these histograms
are often assumed to be approximately gaussian and are summarized by their
average μ, and sometimes their standard deviation σ . It is important to validate
this gaussian approximation with a statistical test. Moreover, it is highly advised
to always mention both μ and σ since this at least allows to calculate the optimal
FAR and FRR for system identification applications (Sect. 5.1). Second, although
inter-distance gives a good feeling of the uniqueness of a response, it cannot be
used to assess the actual independent entropy present. Some PUFs, e.g., the basic
arbiter PUF, which have reasonably large inter-distances suffer from predictabil-
ity due to the dependence between their responses.

• Entropy estimations. To overcome this last problem, a number of works
proposing PUFs provide an estimate of the actual entropy present in a large
number of PUF responses. Two methods which are used to do this are testing the
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compressibility of the response strings, mostly using the context-tree weighting
method [61], and running standardized randomness tests such as the Diehard test
and the NIST test [48]. We remark that due to the limited length of the available
responses, both methods generally offer only a low level of confidence on their
outcome. In particular for the randomness tests, which are in fact designed to test
the apparent randomness in the output of pseudo-random number generators, it
is not clear whether the passing of these tests is of any significance for PUFs.
Finally, we point out that both methods only estimate the independent entropy
within one single PUF, i.e., how much uncertainty does an adversary have about
the outcome of an unseen response, even if he has learned all other responses
from that PUF. However, for a PUF to be secure, it also has to be unpredictable
given responses from other PUFs. This last notion is not assessed by the consid-
ered entropy estimates.

• Environmental influences. As discussed in Sect. 2.3, PUF responses are subject
to unwanted physical influences from their direct environment. For a PUF to be
used in a practical application, these effects have to be rigorously quantified in
order to prevent unforeseen failures. For intrinsic PUFs on integrated circuits, at
least the influence of the die temperature, supply voltage, and device aging on the
PUF’s responses should be studied.

• CRP yield and predictability. In Sect. 6.1 we discussed the remarkable observa-
tion that for all proposed intrinsic PUFs up to now, the number of unpredictable
CRPs is limited to an amount at best polynomial in the size of the PUF. To assess
the usefulness of a particular PUF in some applications, it is important to know
how many unpredictable response bits one can optimally obtain from a PUF of a
given size. This requires a further study of predictability in PUF responses.

• Implementation cost and efficiency. It is evident that, in order to be of any prac-
tical use, PUFs and PUF-based applications should be as cost-effective as pos-
sible. Measuring the implementation and operation cost in terms of size, speed,
and power consumption is an exercise which should be made for any hardware
implementation and is not limited to PUFs.

• Tamper evidence. A number of remarks concerning the tamper evidence property
of PUFs were already discussed in Sect. 4. We point out again that any claims
or assumptions regarding the tamper evidence of a particular PUF construction
only make sense if they are backed up by an experimental validation. A detailed
description of the performed tampering experiments and the resulting effect on
the PUF’s CRP behavior is invaluable in that case. To the best of our knowledge,
such practical results only exist for optical PUFs [41] and coating PUFs [54].

7 Conclusion

In this chapter, we tried to cover the complete field of PUF constructions up to date.
From this overview, it becomes clear that a physically unclonable function is not a
rigorously defined concept, but a collection of functional constructions which meet a
number of naturally identifiable qualities such as uniqueness, physical unclonability,
and possibly tamper evidence. A more concrete and comparative study of these
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properties for different PUFs leads to a common subset of necessary conditions
centered around the core property of physical unclonability. This study also reveals
some blind spots and open questions which point to a number of interesting future
research directions. From a theoretical point of view, a further formalization of the
identified properties is necessary to enable the development of strong PUF-based
security primitives, notably hardware-entangled cryptography. On a practical level,
more concrete and standardized characteristics need to be adapted and verified in
order to make objective decisions possible, both in the design of new PUFs and
their applications. This will lead to more competitive results on a fair basis, which
naturally advances the state-of-the-art research in this field.
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Hardware Intrinsic Security from Physically
Unclonable Functions

Helena Handschuh, Geert-Jan Schrijen, and Pim Tuyls

1 Introduction

Counterfeiting of goods in general and of electronic goods in particular is a growing
concern with a huge impact on the global economy, the society, and the security
of its critical infrastructure. Various examples are known where companies suffer
from economic and brand damage due to competition with counterfeit goods. In
some cases the use of counterfeit components has even led to tragic accidents in
which lives were lost. It has also recently become clear that counterfeit products can
penetrate the critical and security infrastructure of our modern societies and hence
cause a threat to national security. One of the difficulties to deal with this problem
stems from the fact that counterfeit goods can originate from sources that are able
to make copies that are very hard to distinguish from their legitimate counterpart.
A first well-known aspect of counterfeiting is product cloning. A second much less
known but increasingly dangerous aspect consists of overproduction of goods.

A special, but modern, case of counterfeiting is theft of Intellectual Property such
as software and designs. The attractive part from the attackers’ point of view is that
it is relatively easy to steal and has a high value without having to do huge invest-
ments in research and development. From a high-level point of view one can state
that the attack can be thwarted by using encryption and authentication techniques.
Device configuration data or embedded software can, for example, be encrypted
such that it will only run on the device possessing the correct cryptographic key.
Since encrypted data is still easy to copy, it now becomes essential that the secret
key is well protected against copying or cloning.

In order to deal with these two aspects of counterfeiting, a secret unclonable
identifier is required together with strong cryptographic protocols. In this chapter
we focus on a new way to address these problems: Hardware Intrinsic Security.
It is based on the implementation and generation of secret physically unclonable
identifiers used in conjunction with cryptographic techniques such as encryption and

H. Handschuh (B)
Intrinsic-ID, San Jose, CA 95l10, USA; ESAT-COSIC, Katholieke Universiteit Leuven, Leuven,
Belgium
e-mail: helena.handschuh@intrinsic-ID.com

A.-R. Sadeghi, D. Naccache (eds.), Towards Hardware-Intrinsic Security, Information
Security and Cryptography, DOI 10.1007/978-3-642-14452-3_2,
C© Springer-Verlag Berlin Heidelberg 2010

39



40 H. Handschuh et al.

authentication algorithms which allow to secure the critical information stored in the
system. According to common practice in security, the used algorithms are often
public but they use a secret key that is stored securely somewhere in the system.
Using secret physically unclonable identifiers to derive secret keys for the system is
our proposed solution to achieve strong anti-counterfeiting and anti-cloning mech-
anisms in electronic devices.

In every security system, it is essential that the key remains completely secret
to keep a high level of protection. The system is broken, i.e. does not guarantee
protection anymore when the secret key has leaked. Nowadays, encrypted texts cre-
ated with state-of-the-art cryptographic algorithms do not leak much information
on the secret key. However, since secret keys are stored in everyday objects like
smart cards, attackers can easily subject such objects to physical attacks with all
kinds of tools in order to get access to the secret keys. Common examples of such
tools are very high-resolution microscopes such as optical, atomic force, scanning
electron, laser scanning, confocal microscopes, or more destructive tools such as
focused ion beams and laser cutters. It has been shown in many occasions that by
using these physical means the secret key bits can be visualized and hence the secret
key can be retrieved. Although these tools are sophisticated, they are more and more
widespread nowadays and affordable for many parties.

Currently an arms race between security IC manufacturers and attackers is taking
place to protect the secret keys in improved ways. It turns out, however, that the
traditional methods to protect secret keys are approaching their limits and inducing
more and more costs and longer time to market. A low cost but strong secret key
storage technology is one of the missing links to make affordable but strong security
systems. It is a necessary requirement for ICs in smart cards, defense and govern-
mental applications, e-health systems, passports, and so on that protect valuable
and sensitive data and that upon failure would cause not only very huge financial
losses but also brand and reputation damage and could even expose a nation’s critical
assets.

Secure key storage is a small but indispensable part of a security system. Since
a security system is only as strong as its weakest link, it is important to have a
strong key storage mechanism. Moreover, when a secure and unclonable key stor-
age mechanism is combined with good cryptography, a strong anti-counterfeiting
system can be built. The unclonable key is used as a unique identifier and trans-
fers its unclonability to the product it is embedded in. In order to detect whether
a product has been counterfeited, a so-called authenticity check is performed. The
authenticity check is usually carried out in a protocol between a verifier and the
component to be verified. For example, the protocol could be run between a reader
and an unclonable smart card or RFID Tag, or between a program running on a
processor and the unclonable chip that implements the processor. In the first exam-
ple, the unclonability of the device guarantees that when the verification succeeds
the device is genuine. In the second example, the verifier is embedded in the pro-
gram. It will authenticate the IC by verification of its secret key in a secure protocol.
As a result, the program will not run on a counterfeit IC and protect the Intellectual
Property contained in the processor design.
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2 Rethinking Secure Key Storage Mechanisms

Current key storage mechanisms produce secret keys that are stored on the device
that carries out the security operations. Off-chip storage of a secret key is vulnerable
to a competent attacker using a logic analyzer to tap the bus between the external
memory and the chip.1 Therefore the storage mechanisms below have to be consid-
ered as embedded on-chip storage systems.

2.1 Limitations of Current Key Storage Mechanisms

A number of approaches exist to permanently store keys in a device. Among these
we distinguish between volatile and non-volatile approaches. Non-volatile mecha-
nisms rely on hardwired information or fuse-type technologies or floating gate-type
technologies. Volatile approaches based on RAM memory typically use batteries
to permanently store information. In this section we provide an overview of the
limitations of each type of permanent storage mechanism before highlighting the
advantages of our new proposed solution.

• ROM memory. ROM (read-only memory) masks are typically generated during
manufacturing stages and can thereafter not be erased or modified anymore. This
has two implications. First of all, any secret key hidden in ROM is permanently
stored there even if the device is powered off and can therefore be extracted with
typical failure analysis tools used at manufacturing sites. Second, ROM is about
as inflexible as carving the key in stone. Once it has been designed into the IC
and taped-out it can never be changed again. In terms of time to market, ROM
masks take a number of months to be produced. Since it is impossible to consider
that every new device would receive a new key and require a new ROM mask,
this implies that ROM stored keys are necessarily master keys and all the more
interesting to reverse engineer.

• Fuse-based storage mechanisms. Examples of fuse-based storage mechanisms
are polyfuses, laser fuses, e-fuses, and anti-fuses. Again, as is the case with ROM
memory, the keys stored in these fuses are permanently present in the system
even when the device is powered off. Additionally fuses are quite easy to spot in a
lay-out because they are quite large; they are all the easier to analyze using typical
failure analysis tools from manufacturing sites. Some types of fuses, namely anti-
fuses, require an additional charge pump in the system and are thus not as cost-
efficient as one might hope for.

• Floating gate technologies. These technologies include Flash memory, EEP-
ROM, and EPROM cells. The principle is that an electronic charge is trapped
on the floating gate between two drains and remains there until a given threshold
voltage is applied to remove it. Again, the information is trapped in the device

1 Note that in systems where the external memory is encrypted, there still needs to be an on-chip
key to decrypt the data from the memory as it is being read or written.
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even when it is powered off and can be read using advanced imaging and failure
analysis tools. Floating gate technologies are also vulnerable to fault attacks in
which one tries to erase or modify the value trapped on the floating gate while
being read or written and infer secret information from the consequences of the
modification. Floating gate memory technologies are by no means standard tech-
nology components and appear only as process options in the later generations
of a new process node. For a customer requiring a new technology node this can
cause a substantial delay in the time to market of the product. Floating gate-based
technologies also need 6–10 additional mask steps which adds significantly to
the product cost. Due to the complicated nature of the processes for these various
non-volatile technologies, it is at this point in time believed that it is not eco-
nomically viable to have all these technologies available in all the process nodes.
For example, embedded Flash is only available down to 90 nm technology at this
time.

• Battery-backed RAM. Battery-backed RAM does not suffer from the security
issues most other storage mechanisms have, but has one clear disadvantage com-
pared to all others: It requires an additional component, namely a battery. This
induces additional cost and assumes that there is enough room in the system to
add a battery. In most embedded ICs, this is not the case. Another drawback of
batteries is that they are not always very reliable and the information in the RAM
is lost if they fail. This means that such devices can easily become nonfunctional.

As can be seen from the previous discussion, every current key storage mecha-
nism has a number of limitations which cannot be easily overcome, the main one
certainly being the permanent presence of the key in the system even when it is
powered off.

2.2 A Radical New Approach to Secure Key Storage

Given the drawbacks of the current non-volatile storage mechanisms as described
above, there is clearly an exposed gap in hardware security which is playing into
the hands of determined attackers. To counter this increasing threat a radically new
approach to key storage is needed. Important criteria for this new approach are the
following:

1. First of all, the key should not be permanently stored in digital form on the
device.

2. Second, it should be extracted from the device only when required. And after
having been used, it should be removed from all internal registers, memories,
and locations so as to not leave a single trace when the system is powered off
again.

3. Third, it should somehow be uniquely linked to a given device such that one
cannot reproduce it or manufacture a device with a precise key.
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Our new approach that extracts the key from the intrinsic properties of the device
overcomes many of the limitations of traditional approaches mentioned above. The
implementation of such an approach without the need for technology-dependent
components or embedded non-volatile memory has the following advantages:

• Security: It offers an unparalleled security level since the key is not even present
when the device is switched off. It can be seen as key storage without storing the
key.

• Cost: It does not require any additional mask steps or additional analog compo-
nents. Therefore this solution saves cost instead of adding costs as compared to
key storage alternatives.

• Time to Market: It is ready to use with the newest process nodes without requiring
the extensive qualifications required for new process options.

• Standard Availability: Clearly, when properties of standard components are used
to extract the key, the solution is available in most common process nodes.

• Flexibility: It is field upgradeable. Keys based on this principle can be updated in
the field even after the device has left the production facility.

• Reliability: It offers reliability against a wide range of external influences, such as
temperature and voltage variations and humidity. It does not suffer from the pres-
ence of an additional component such as a battery and remains stable throughout
the device’s lifetime without really being there.

3 Hardware Intrinsic Security

3.1 Physically Unclonable Functions

The concept of a physical unclonable function (PUF) forms the basic idea on which
the implementation of our new key storage approach is built. PUFs will be used as
the hardware from which the key is extracted and can be considered as the intrinsic
electronic fingerprint or biometric of a device. We will refer to security mechanisms
built on electronic fingerprints as Hardware Intrinsic Security. The underlying elec-
tronic PUF technology has been extensively investigated in the literature and has
been recognized as a new powerful security primitive. The previous chapter in this
book by Maes and Verbauwhede provides a complete overview of existing PUF
technologies and their essential properties.

An electronic PUF consists of a physical object that is very hard to clone due to
its unique micro- or nano-scale properties that originate from the (deep-submicron)
manufacturing process variations. An electronic PUF has to meet the following
requirements:

1. Low Cost: The measurement circuit should be low cost and easy to implement,
i.e. with standard components.

2. Resistance to Physical Attack: A physical attack meant to find out the behavior
of the structure should cause damage to the structure. In particular this implies
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that the functional behavior of the PUF should change to such an extent that
tampering is detectable. The PUF should not be based on a secret that has to be
guarded securely.

3. Reliable: The PUF responses should exhibit a low amount of noise in a wide
range of circumstances, e.g., when being present in low- and high-temperature
environments, environments with electromagnetic radiation, or environments
that cause changes in the operating voltage of the device. Finally, still after many
years of silicon aging effects, the noise level should be sufficiently low. The next
chapter in this book by Schaumont et al. provides a thorough analysis of such
aging effects.

3.1.1 Unclonability

PUFs are by definition very hard to clone. This means that it is very difficult, i.e.,
takes a lot of resources and a lot of time to make either a hardware clone, a math-
ematical model of the behavior of the structure, or a software program that can
compute the response to a challenge in a reasonable amount of time. In order to be
able to perform these actions, one would have to know the locations and properties
of all the particles in the system with very high accuracy. Since physical systems
consist of a very large amount of particles, this becomes a very time-consuming
task.

3.1.2 Biometrics

There is a striking analogy between intrinsic PUFs and biometrics, in fact an intrin-
sic PUF can be seen as the biometric modality, i.e., the intrinsic electronic fingerprint
of an IC. Even the ways of working with PUFs and biometrics are very similar. Both
require a registration phase: it is necessary to perform some pre-processing before
one can work with them. Once the pre-processing has been performed and some
reference data based on this has been stored, the biometric/electronic fingerprint
can be used for authentication and key storage purposes.

3.2 Examples of PUFs

3.2.1 SRAM PUFs

The best known memory-based intrinsic PUF based on standard available compo-
nents is the SRAM PUF. Other memory-based intrinsic PUFs are also described in
the previous chapter by Maes and Verbauwhede. SRAM or static random access
memory is a standard component that is used in most devices (e.g.,ASICs, micro-
processors, DSPs, ASSPs) today. It consists of two cross-coupled invertors and two
additional transistors for external connection, hence six transistors in total. It is
widely used due to its speed for short-term data storage.
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When a voltage is applied to a memory cell, it chooses its logical preference
state: the logical 1-state or the logical 0-state. Each cell has a unique preference
state due to its composition; the composition determines the values of the thresh-
old voltages in the transistors that make up the two cross-coupled invertors. The
unique properties of each transistor stem from deep submicron process variations.
It is known that the fluctuations in the threshold voltages scale according to the law
of Pelgrom: Δ(VT) ∼ 1√

LW
where L is the length and W is the width. A complex

interaction between all these physical variables determines in the end the logical
preference states of the memory cells. The important observation in this example is
that the threshold voltages of different transistors may well seem almost identical
at the macroscopic level but that it is the difference between two of these threshold
voltages that will actually govern the start-up value of each individual cell. Due to
tiny local process variations, it is the difference between these differences that leads
to a completely random start-up behavior of neighboring SRAM cells on a device
as shown in Fig. 1.

The string determined by all the preference start-up values of the memory cells
of an SRAM memory array forms a random identifier that identifies the SRAM
memory uniquely. This identifier is the PUF response. A schematic representation
of the SRAM PUF is shown in Fig. 2. This phenomenon has been verified in many
experiments and on many SRAM types. Among the devices we have tested in our
own facilities we can list the following: Alliance SRAMs, Cypress SRAMs, IDT
SRAM, Faraday Standard Performance SRAM, and Virage Logic SRAMs, both
High-Density and High-Speed. All these SRAM memories cover a large range of
technology nodes, namely 180, 150, 130, 90, and 65 nm from different foundries,
namely UMC and TSMC. A number of experiments were performed for each and
every one of them showing that such SRAM memories do indeed start-up in a
random fashion and are suitable for PUFs over a large range of environmental
conditions.

Tiny variations in threshold
voltages

SRAM cell 1

VT

VT

Δ1 Δ2

VT

VT

SRAM cell 2

Randomly
distributed
differences

Fig. 1 Schematic representation of the differences in threshold voltages between two neighboring
SRAM cells. Even though the threshold voltages are almost identical, their tiny differences are
randomly distributed
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Fig. 2 Schematic representation of an SRAM PUF. The left side represents a single SRAM cell,
consisting of two cross-coupled inverters. On the right-hand side, the SRAM PUF response of a
whole SRAM memory is shown, where a black pixel can be interpreted as a logical 1 and a white
as a logical 0

3.2.2 PUFs on FPGAs

Since the SRAM PUF is not available on all mainstream FPGA platforms (because
no uninitialized SRAM is available on most types) we present briefly two examples
of other types of PUFs that are targeted toward and can be configured on FPGAs:
(i) the Butterfly PUF and (ii) the Ring Oscillator-based PUF. These two as well as
further examples of memory-based and delay-based electronic PUFs are introduced
in the previous chapter of this book by Maes and Verbauwhede.

Butterfly PUF:

The idea behind the Butterfly PUF is similar to the one behind the SRAM PUF.
At a high level it consists of two integrated components: (i) an array of Butterfly
PUF cells and (ii) a processing component. A single Butterfly PUF cell consists
of two cross-coupled latches. Due to this cross-coupling the Butterfly cell has two
stable states the logical “0” and the logical “1,” just as the SRAM PUF cell. The cell
is challenged by bringing this system into an unstable state and letting it converge
during a specific time interval to one of the stable states. The preferential stable state
is determined by the mismatch defined by the process variations during manufactur-
ing. Its stability with respect to external stresses is guaranteed by tight integration
with the processing component. In Fig. 3, a schematic overview of a Butterfly PUF
cell is shown.

Ring Oscillator-based PUF:

This PUF consists of an oscillating loop that is constructed by putting a number of
delay elements next to each other and feeding the signal back to its starting point.
The frequency at which this circuit oscillates is determined by the physical proper-
ties of its building blocks and can therefore be used as a basis for a unique identi-
fier. By measuring the unique oscillating frequencies of a number of these loops, a
unique identifier is generated that can be translated into a secret key. Since the PUF
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Fig. 3 Schematic representation of a single Butterfly PUF cell on an FPGA

Fig. 4 Schematic representation of one oscillation loop of a ring-oscillator PUF

responses are analog values, the PUF is integrated with a secure and noise-reducing
analog to digital conversion algorithm. Apart from security, it guarantees robustness
of the PUF responses against external stresses. In Fig. 4 a schematic representation
of one oscillation loop of the Ring Oscillator PUF is presented.

3.3 Secure Key Storage Based on PUFs

Our proposed method of deriving the key using a PUF comprises two stages:

• Noise Cancellation: Physical measurements are typically noisy. Secret keys used
in the context of cryptographic algorithms must always be exactly the same.
Otherwise they produce completely corrupt results. Consequently, noise has to
be removed from the physical measurements before they can be used to create
secret keys.

• Randomness Extraction: Even after noise has been removed, a further processing
step is required. The security from the cryptographic keys is based on the fact that
they are completely random from one device to the next, i.e., very hard to guess.
Physical measurements have a high degree of randomness but are usually not uni-
formly random. By processing the physical data and extracting the randomness
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via appropriate compression functions (extractors), a uniformly random key can
be generated.

For a practical implementation of such a key derivation mechanism, in order to
use, for example, an SRAM PUF for Hardware Intrinsic Security, three functional
modules are needed:

• A PUF Measurement Circuit: A measurement circuit that is able to read out the
device-unique characteristics of the PUF and translate this into digital PUF Data.
In case of an SRAM PUF, this is simply a circuit that reads out the start-up values
of a specific range of SRAM memory that is exclusively reserved for this purpose.

• A Key Extractor: This is a module that converts noisy PUF responses into a
robust secret key. It implements the noise cancellation and randomness extrac-
tion algorithms. Besides the PUF responses it needs an activation code as input.
This activation code contains error correction data needed to remove the noise
from the PUF data and information about the compression function needed to
extract randomness. The Key Extractor module can be implemented not only as
an IP block integrated in an IC but also as a software module that runs on an
(embedded) processor.

• An Activation Code Constructor: This module computes the public activation
code that is needed by the Key Extractor. It takes as input the PUF data and
optionally a user-selected key that needs to be reconstructed in the future. The
module can be implemented as an IP block on the same IC as the key extractor is
located or as part of an external device or service, depending on the application.

Typically the Activation Code Constructor is used only once in a so-called enroll-
ment phase. Once the Activation Code is generated, it is stored in a memory that is
accessible by the Key Extractor. Note that this memory may be external to the device
on which the Key Extractor is implemented and does not need to be secure. Each
time the device needs to use the secret key, a new PUF measurement is done and the
Key Extractor is used to reconstruct the key from the measured PUF data and the
stored Activation Code. This is called the reconstruction phase. The reconstruction
phase is typically carried out many times during the lifetime of the device (each time
the key is needed).

4 Quality of a PUF

The quality of a PUF is determined by two main parameters which are reliability
and security. Reliability addresses the fact that a PUF has to work under many dif-
ferent external circumstances and has to have a sufficiently long lifetime. On the
other hand, security addresses the level of protection offered against a wide range
of attacks. A very important parameter for security is the amount of randomness or
entropy present in the PUF. A further in-depth discussion of reliability and statistical
modeling of PUFs is performed in the next chapter of this book by Schaumont et al.



Hardware Intrinsic Security from PUFs 49

4.1 Reliability

Electronic PUFs are based on features of electronic components whose behavior
under varying operating conditions is modeled and tested extensively before a PUF
is commercially deployed. It must be guaranteed that the cryptographic key or
unique identifier derived from the PUF is exactly the same under all circumstances.
The following operating conditions can have an influence on the PUF behavior:

• Temperature
• Core voltage
• Electromagnetic radiation.

The influence of these conditions has been investigated by continuously reading
out data from PUF implementations while varying the above-mentioned conditions
in a climate chamber. The tests we performed included the following: measuring
PUF responses under different ambient temperatures and under a gradient of tem-
peratures, typically ranging from −40◦C to +80◦C; measuring the PUF responses at
extremely low and extremely high temperatures, sometimes up to 125◦C, and at very
high humidity levels; measuring the PUF responses at different core voltage levels;
measuring the PUF responses when exposed to different electromagnetic fields. The
differences between the measured PUF data and reference measurements taken in a
controlled environment were analyzed. It turns out that PUFs are very robust with
respect to these variations for a wide range of SRAM types as well as FPGA devices
and families of FPGA devices. For some PUF types some data processing is used to
make a particular implementation robust against such influences.

Besides dealing with a variety of operating conditions, it is also important to
guarantee that a PUF works properly over time. It is known that silicon slowly
degrades when in use for a long time. Several mechanisms contribute to this aging
effect, the most important ones being

• Electro Migration (EM): the transport of conductor material due to momentum
exchange between electrons and the metal lattice.

• Hot Carrier Injection (HCI): carriers generate sufficient kinetic energy to over-
come a potential barrier and get injected into the gate oxide, causing interface
states and charge traps.

• Time-Dependent Dielectric Breakdown (TDDB): formation of conducting path
through the gate oxide.

• Negative Bias Temperature Instability (NBTI): build up of interface charges due
to a negative gate-source bias at an elevated temperature.

These mechanisms can influence the behavior of the PUF over time. Depending
on the type of PUF, different mechanisms are of importance. For example, the most
important aging effects for oscillator-based PUFs are NBTI and HCI. FPGAs incor-
porating this technology have been submitted to extensive stress tests simulating the
aging effect due to both NBTI and HCI. The result is that aging effects have almost
no influence on the behavior of an oscillator PUF. As a matter of fact, none of the
tests that we performed on the FPGAs both under extreme operating conditions and
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simulating aging effects ever resulted in the cryptographic keys being wrong. The
same key was always reconstructed no matter how the devices were stressed. The
most important aging effect for the SRAM PUF is NBTI. In order to investigate its
influence, experiments were done where the NBTI effect was accelerated by apply-
ing an increased voltage on the SRAM memory and by placing it in an environment
with a high ambient temperature for a long time. This way an effective aging of
10–20 years was achieved in only a few months time. The experiments showed
that if no countermeasures are taken, the start-up behavior of the SRAM PUF is
changing. However, when the right countermeasure (or anti-aging mechanism) is
applied, the impact of aging vanishes completely and even the noise on the derived
PUF data is reduced.

4.2 Security

Three important security parameters of a PUF are its entropy, its tamper evidence
and its unclonability. These properties are discussed below.

4.2.1 Entropy

In order to extract a high-quality secret key from a PUF, a sufficient amount of
randomness is needed in the PUF responses. In the literature the amount of entropy
present in various PUFs was analyzed. An overview is given in Table 1.

4.2.2 Tamper Evidence

PUFs provide very strong protection against physical attacks and are therefore very
well suited to implement read-proof hardware. Read-proof hardware is hardware
that is very hard to read by an attacker even when a whole arsenal of physical tools
is available. Hence, a good key storage mechanism should be implemented by read-
proof hardware.

Physical attacks can be invasive as well as non-invasive. An invasive physical
attack is defined as an attack where the attacker physically breaks into a device
and thereby modifies its structure. A non-invasive physical attack is one where the
attacker performs measurements without modifications to the device’s structure.

When a PUF is attacked in a physical manner, its behavior will change. By this
we mean that when the same challenge is applied to a PUF, a substantially dif-
ferent response will be generated. A substantially different response is a response
whose noise level (w.r.t. to an enrollment measurement) is higher than the noise

Table 1 Entropy of different PUF types

PUF type Entropy per 1,000 bits

SRAM PUF 950
Delay PUF 130
Butterfly PUF 600
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level of responses caused by environmental stresses. The implementation of a detec-
tion mechanism of these higher noise levels, allows the device to take appropriate
measures when an attack is detected. In case when the PUF responses are used
to implement a secure key storage mechanism these higher noise levels lead to a
substantially different secret key being generated. Effectively this implies that the
secret key in the device is being destroyed and cannot be recovered by an attacker
anymore.

In order to assess the security of PUFs against invasive attacks, we submitted
our SRAMs to an independent evaluation facility. This lab concluded that the most
efficient way to attack these SRAMs consisted of trying to apply voltage contrast
attacks. After experimenting for some time and trying different delayering tech-
niques, it turned out that either the chips were functionally destroyed and could not
operate anymore or no voltage contrast could be seen on the SRAMs for those which
were still functional. This is mainly due to the fact that successful voltage contrast
attacks require a very high voltage to be applied to the device and most devices
simply do not survive such experiments. As a consequence, SRAM PUFs are shown
to be resistant against voltage contrast attacks; the results of voltage contrast attacks
on SRAMs will be described in a future detailed publication. We conclude that
SRAM PUFs indeed qualify as a read-proof hardware implementation.

4.2.3 Unclonability

The fact that PUFs are unclonable implies that they can be used for anti-
counterfeiting purposes and secure key storage.

When PUFs are used for the detection of the authenticity of a product, a physical
property of the PUF is measured, translated into a bit string and verified. The physi-
cal unclonability of PUFs prevents building of a similar physical structure that upon
interrogation produces a similar bitstring that would pass the verification test as the
original one.

When the PUF responses are used as a source for secret keys, it is important that
the PUF responses are only dealt with within the device to keep them protected from
the attackers. In that way, one is protected against attackers that would be able to
make a literal clone from a design point of view. Since clones based on an identical
design do not translate into literal physical clones, the attacked devices will not have
the same secret key or identifier as the original one.

5 Conclusions

In summary, a radically new approach, hardware intrinsic security, is available
today to prevent cloning of semiconductor products and preserve the revenues of
those companies. PUFs are used to generate the intrinsic fingerprint inherent in
each device which is combined with a unique activation code to produce the secret
key. No key is actually stored in hardware thereby significantly raising the level of
security available beyond alternative methods.
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From Statistics to Circuits: Foundations
for Future Physical Unclonable Functions
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Vignesh Vivekraja, and Huaiye Zhang

1 Introduction

Identity is an essential ingredient in secure protocols. Indeed, if we can no longer
distinguish Alice from Bob, there is no point in doing a key exchange or in verifying
their signatures. A human Alice and a human Bob identify one another based on
looks, voice, or gestures. In today’s networked world, Alice and Bob are computer
programs. Their identity relies on the computer hardware they execute on and this
requires the use of a trusted element in hardware, such as a Trusted Platform Module
(TPM) [1]. In the future, Alice and Bob will include tiny embedded computers that
can sit anywhere – in a wireless key, in a cell phone, in a radio-frequency identifier
(RFID) [2]. Such tiny electronics cannot afford a full-fledged TPM for identification
and authentication. There is thus a great need to develop cost-efficient, reliable,
stable, and trustworthy circuit identifiers that can fit in a single chip combined with
the rest of the system.

Traditional approaches to hardware identity, such as non-volatile memories,
increase system cost, may be tamperable, and at times are not trustworthy. We are
therefore investigating electronic fingerprints that are based on the existing, small
and random manufacturing variations of electronic chips.

Physical unclonable functions (PUFs) are a known solution to create an on-
chip fingerprint. However, the issues of scalability, cost, reliability, and the threats
of reverse engineering have not been fully investigated. We advocate a cross-
disciplinary approach to combine recent advances in the field of statistics with those
in circuits design. Our main concerns in PUF design are to come up with designs that
(a) are cheap to build and integrate, (b) show a high reliability toward environmental
changes and aging, and (c) are able to prevent some common attacks. In this chapter,
we will report several steps toward achieving these objectives.
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Fig. 1 Combining statistics, architecture, and circuit in the PUF design process

Figure 1 illustrates the two layers in our cross-disciplinary approach: statistics
and modeling and prototyping. Novel data-processing ideas are created in the statis-
tics layer and passed down to the architecture layer. The architecture layer, in turn,
implements prototypes and specific optimizations and returns prototype test data to
the statistics layer.

• Statistics: Based on data obtained from prototype architectures, we are devel-
oping a novel test statistic that can be used as a unique on-chip fingerprint. A
test statistic (TS) is an expression that transforms the measurement data into a
single number. Besides a TS, we are also working on adequate hypothesis testing
techniques to distinguish chips. Based on non-parametric statistics, the measure-
ment data can be directly used, and assumptions on the underlying statistical
distributions are avoided [3].

• Modeling and Prototyping: We are also working on prototype architectures in
CMOS technology. The target architectures include field-programable gate arrays
and standard cells. The designs are driven by the TS requirements, but they extend
it with architecture-level optimizations and circuit-level optimizations. The mod-
eling layer supports threat analysis by investigation of the response of the result-
ing PUF designs to specific active and passive attacks.

This chapter is structured as follows. In the next section, we describe a generic
model for a PUF architecture. We identify the major phases of PUF operation (sam-
ple measurement, identity mapping, and quantization), and we demonstrate how
each phase can be handled using different techniques. Next, we discuss related
work, with specific attention to the research that has been done to improve relia-
bility, cost, and threat sensitivity. We then cover our research efforts in PUF design.
This includes a discussion on circuit-level optimization techniques based on sub-
threshold voltage operation (Sect. 3), a discussion on architecture-level optimiza-
tion techniques to efficiently implement redundancy (Sect. 4), and a discussion on
statistical techniques for identity mapping an testing (Sect. 5). We provide outlook
and conclusions in Sect. 6.
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2 Components and Quality Factors of a PUF Design

This section describes a generic template for CMOS-based PUF designs. We pro-
vide numerical expressions for the various PUF quality factors. We also discuss
sources of wanted and unwanted variability in CMOS technologies. For a review of
existing PUF technologies, we refer to the chapter by Maes and Verbauwhede.

2.1 Components of a PUF

Figure 2a illustrates the three components of a PUF. They include sample mea-
surement, identity mapping, and quantization. Figure 2b shows the example of a
Ring Oscillator PUF (RO PUF), which takes a 2-bit challenge C and which produces
a single-bit response R.

• A Sample Measurement converts a digital challenge C into a vector of physi-
cal measurements that reflects the identity of the device. In the example of the
RO PUF in Fig. 2b, the challenge selects two out of four oscillators. To complete
the measurement, the frequency of both selected ROs is measured. The frequen-
cies are determined by the round-trip delay of each RO, which in turn depends
on the process manufacturing variations of the digital components for the RO.
Hence the pattern of frequencies is unique for each chip.

• In Identity Mapping, a vector of measurements is converted into a single,
real valued, decision variable. In the example of the RO PUF, the test statistic
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Fig. 2 (a) Generic PUF structure (b) A sample implementation: the ring oscillator PUF
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(TS) is the frequency difference of the two selected RO. Because physical mea-
surements can be noisy, the TS will be influenced by noise as well.

• The Quantization step maps the real-valued TS into a digital response R. In the
example of Fig. 2b, the quantization function is a simple check on the sign of the
TS value: negative yields a 0 response and, positive or zero yields a 1 response.
Several researchers have generalized the quantization step as a fuzzy-extraction
process that generates, besides the response R, additional helper-data bits
[4, 5]. The role of these helper-data bits is to correct for the effects of noise
in the TS. Indeed, using channel-coding techniques, the helper-data bits can be
used to correct for bit errors in future noisy responses [6, 7]. This guarantees that
a given challenge will always map to the same response.

Figure 2a can be used as a template for different types of PUF technologies.
In recent years, proposals have been made that exploit the startup state of SRAM
and flip-flops [8–10], on-chip logic delay [11–13], and the resistance of the on-chip
power grid [14, 15]. Hence, there is general agreement that modern silicon technol-
ogy contains ample amounts of process variation to implement Identity Mapping.

The typical use of a PUF is as follows. The C/R pairs available from a PUF are
used for authentication of the PUF. A verifier that wants to use a PUF obtains a table
with known C/R pairs. This table is provided by a trusted source that can enroll PUF
devices before they are deployed. To authenticate the PUF, the verifier then selects
a challenge from the table, sends it to the PUF, and compares the response with the
enrolled response in the table. In order to prevent playback attacks, each C/R pair
in the table may be used only once. Hence, the trustworthy lifetime of a PUF is
determined by the number of C/R pairs in the table. In addition, in order to prevent
aliasing between PUFs, each C/R pair must be unique over the PUF population.
Therefore, the total number of unique C/R pairs determines the number of PUF
circuits that can be fielded.

2.2 PUF Quality Factors

In their chapter, Handschuh and Tuyls already defined reliability and security as two
PUF quality factors. We can add a third metric, namely design cost. A good PUF
design will seek a trade-off between these three factors.

• Cost: A low-cost on-chip fingerprint means that the smallest possible circuit area
is used to identify a given population of chips or that a given PUF design can
distinguish the largest possible population of chips.

• Reliability: A stable on-chip fingerprint requires that a given PUF characteris-
tic is insensitive to environmental variations (temperature, voltage, noise) and to
temporal variations (aging).

• Security: A high-quality PUF should provide a high entropy (a large amount of
secret bits), should be resistant against tampering, and should provide unclonabil-
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ity. Majzoobi describes unclonability as being resistant to reverse engineering, as
well as being resistant to emulation [16].

We need to be able to quantify these factors. This is not an easy task. The most
straightforward factor is design cost, which is directly proportional to the silicon
area of a PUF design. A smaller design is cheaper to manufacture.

Maes and Verbauwhede described two metrics in their chapter that can be used to
estimate the PUF reliability and entropy. They introduce intra-distance as the Ham-
ming distance between two evaluations in a single PUF under the same challenge.
They also define inter-distance as the Hamming distance between the responses of
two different PUFs under the same challenge.

We can use these metrics as an estimate of reliability and security. Assuming we
have a set of PUF, then the reliability can be defined as the average number of bits
from a response that will stay unchanged under the same challenge. Increased relia-
bility simplifies the quantization step in Fig. 2. Numerically, reliability is estimated
as follows.

S|C1 = 100% − max
i, j

{HD(Ri , R j )}
m

× 100% (1)

with HD equal to the Hamming distance between any two responses Ri and R j from
the same PUF to the same challenge C1, and m the number of response bits. The
optimal reliability is 100%. Measuring reliability implies that one is able to control
the environmental factors that can affect a PUF’s responses.

A similar metric is created from the inter-distance metric, which is called unique-
ness by Maes and Verbauwhede in their chapter. Uniqueness is an estimate for the
entropy available from a PUF. Over a similar population of PUF, uniqueness can be
calculated as follows:

U |C1 = 2

k(k − 1)

i=k−1∑

i=1

j=k∑

j=i+1

HD(Ri , R j )

m
× 100% (2)

with HD equal to the Hamming distance between any two responses Ri and R j from
different PUFs to the same challenge C1, k the number of PUFs in the population
under test, and m the number of response bits. The optimal uniqueness is 50%.

We refer to the earlier chapters by Maes and Verbauwhede and by Handschuh
and Tuyls, for further discussion on PUF quality factors.

2.3 Sources of CMOS Variability and Compensation of Unwanted
Variability

In order to design new CMOS PUF architectures or to improve upon existing ones,
we need to understand the sources of variability in digital circuits. We distinguish
several different sources in Fig. 3.
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• Process Manufacturing Variations: The random and permanent deviation from
the designed, nominal value of a circuit structure, caused by random effects
during manufacturing [25]. Process manufacturing variations (PMV) can be
separated into two categories. The first category covers variations in process
parameters, such as impurity concentration densities, oxide thicknesses, dif-
fusion depths. These result from non-uniform conditions during the deposi-
tion and/or the diffusion of the dopants. The second category covers variations
in the dimensions of the devices. These result from limited resolution of the
photo-lithographic process which in turn causes width and length variations in
transistors.

• Environmental Variations: These are temporary variations caused by changes
in the environmental parameters, including temperature, operating voltage, and
external noise coupling. Because the PUF environment cannot always be con-
trolled, the effect of these variations should be minimized. A increase in tem-
perature, and a decrease in power supply, will slow down a circuit. Moreover,
the performance loss is not linear, and it may affect different parts of a circuit
differently. This will affect the reliability of the PUF.

• Aging: Ultra-slow, but eventually permanent, variations that generally deteriorate
circuit performance. Aging results in slower operation of circuits, irregular timing
characteristics, increase in power consumption, and sometimes even in functional
failures [26–28]. Circuit aging is accelerated by use of increased voltages. Aging
is largely dependent on how often the circuit is used. Therefore, blocks of a
design that are used more often suffer a larger deviation of characteristics with
time.

As shown in Fig. 3, each of these variabilities eventually has a similar impact on
the observable circuit characteristics. In order to create a stable PUF behavior, we
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need to detect the process manufacturing variations while tolerating or compensat-
ing as much as possible for environmental variations and aging. Figure 4 demon-
strates three different strategies to remove the effect of these unwanted variations.
Each of these three techniques is implemented on different parts of a PUF design.
We briefly describe the general concepts in this section, and we will address their
detailed implementation in later sections.

The first approach is to use circuit-level and architecture-level optimizations
to provide sample measurement with improved reliability. This will not entirely
remove the effect of environmental variations, but it will reduce their effect on the
response bits R. The second approach is to improve the identity mapping step, by
selecting a test statistic that takes environmental parameters into account. Such a test
statistic will estimate the process manufacturing parameters, while ignoring others.
The third approach is to use coding techniques that generate helper data in addition
to the response. The helper data can be used to reconstruct the correct response at
a later time [6, 7]. Each of these three approaches thus work at a different level of
abstraction, and therefore they can be combined.

3 Circuit-Level Optimization of PUF

In a CMOS-based PUF, a design built as a CMOS circuit is used to produce random
responses, which constitute the basis of the PUF. It is, therefore, very important
that the circuit is optimized to improve the quality of the PUF. Conventional circuit
design strives to achieve quality factors such as low power and high speed for cir-
cuits. Another goal of conventional circuit design is to build the circuit such that
a large population of chips have a similar set of characteristics so that they can
be conveniently used in their targeted application. In PUF circuit design, although
power consumption and overall speed of the PUF have some importance, they are
second-hand citizens to quality factors discussed in Sect. 2.2. Therefore, circuit-
level decisions have to be made in a completely different fashion.

These decisions include circuit operating voltage, body bias voltage, technology
node (transistor length), gate size (transistor width), gate family (high-speed low-
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VT versus low-speed high-VT gates), and layout decisions (placement of the gates).
These decisions vary in terms of their effectiveness in optimizing the PUF quality. In
this chapter, we study the effect of the first two in this list, namely, circuit operating
(supply) voltage and body bias voltage.

3.1 Methodology

The graphs and numbers presented in this chapter were collected using SPICE
simulations. The simulations were performed on a 90 nm technology node, using
transistors models and process variation models from UMC [29]. The test circuit is
an RO PUF (see Sect. 2.1) with 32 ring oscillators of 11 NAND stages each. The
characteristics of 20 different PUF ICs were obtained by applying Monte Carlo sim-
ulation on the SPICE model, while enabling both the intra-die and inter-die process
variation flags. We ensured that our results are as close as possible to the actual
implementation by using the simulation libraries from a commercial foundry and
by running the simulation at the highest possible accuracy setting.

3.2 Background: Operating Voltage and Body Bias

It is well known that the power consumption and the frequency of a CMOS circuit
are critically controlled by the supply voltage and to some extent by the body bias.
The purpose of this section is to explain the impact of these two parameters, not
on power and performance, but on the sensitivity of the circuit to process variation,
which is key to quality of a PUF. In this regard, we use a key metric: Coefficient
Variation (CV). CV is defined as the ratio of standard deviation of a population to
its average. For example, the CV of a group of ‘n’ ring oscillators is the ratio of the
standard deviation of its characteristic frequency ‘f ’ to the average characteristic
frequency of all ring oscillators, as shown in formula-(3). In statistics, CV is used to
compare two different populations with two different averages, in order to see which
one has a population whose members are more spread apart. Consequently, in our
example, if we build our PUF with two different circuit configurations and the first
configuration has a higher value of CV, it indicates that the frequency of the ring
oscillators in different chips for this configuration is more spread apart. In other
words, the design is more susceptible and less tolerant toward process variation.
The motivation behind studying CV is that we believe higher variability can result
in higher uniqueness. We investigate this claim in the rest of this section.

CV = σ( f1, f2, . . . fn) (n)

Σ( f1, f2, . . . fn)
. (3)

3.2.1 Operating Voltage

Traditionally, the reduction of supply voltage, also known as voltage scaling, has
been successfully employed to reduce the power consumption of a circuit. How-
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ever, lowering the supply voltage increases the sensitivity of the circuit to process
variation. This has been shown in Fig. 5 (the middle line with body bias of 0 V),
which shows the CV of a ring oscillator with respect to operating voltage. The graph
was obtained through Monte Carlo SPICE simulation of a ring oscillator using the
setup explained previously in this chapter.

In recent years, it has been shown that the supply voltage of a CMOS circuit can
be scaled even further, to voltages below the threshold voltage, which is called sub-
threshold operation. Various subthreshold circuits have been successfully designed,
fabricated, and tested to prove the effectiveness and viability of subthreshold oper-
ation [30–32]. However, the sensitivity of the circuit to process variation increases
drastically in this region. As can be seen in Fig. 5, the CV increases at a slow but
steady pace as we reduce the voltage from nominal voltage to the threshold voltage,
around 500 mV. However, around this point the circuit starts to show significant
increase in susceptiblity toward process variation. The reason behind this is that
below the threshold voltage, transistors are not switching as usual and rely heav-
ily on leakage current for charging and discharging the load capacitance. Leakage
current is more affected by process variation, which results in overall higher CV
in subthreshold region. This effect is considered a drawback of subthreshold oper-
ation in general designs. However, we believe this effect can be employed to our
advantage when designing a PUF circuit.

3.2.2 Body Bias Voltage

Figure 6 identifies the source, drain, gate, and bulk contacts of the PMOS and
NMOS transistors in a CMOS circuit. Reverse body biasing (RBB) is the process of
raising the voltage of the PMOS N-wells with respect to supply voltage or lowering
the voltage of the substrate relative to ground. In a forward body bias (FBB) config-
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VDD

Fig. 6 A CMOS inverter with substrate nodes identified

uration, the PMOS is biased with a voltage lower than supply voltage or the voltage
of the NMOS substrate is made negative relative to ground. Traditionally, RBB [33]
is employed to reduce the leakage current of the circuit, thereby reducing its leakage
power. But this configuration makes the design more susceptible to inherent process
variations and decreases its performance. Forward body biasing on the other hand
has been used for increasing the frequency of operation and making the design more
tolerant toward process variation. Figure 5 shows the effect of body bias on a ring
oscillator’s CV.

3.3 Effect of Operating Voltage and Body Bias on PUF

Figure 7 presents the scaling of uniqueness with a varying supply voltage for a
circuit with three different levels of body bias: zero, forward, and backward. It can
be seen that reverse body biasing results in higher uniqueness in a PUF design.
However, the effect of reducing operating voltage is much more pronounced and
return of using reverse body bias is almost insignificant in subthreshold voltages. It
can be concluded from this graph that operating the PUF in subthreshold voltages,
which is a relatively cheap technique and requires a very small amount of hardware
overhead, is a very effective approach in improving uniqueness of a PUF. This can
be explained by the fact that population of frequencies of ROs in subthreshold have
a much higher CV compared to a population in nominal voltage. In fact, in the
subthreshold region, the circuit’s sensitivity toward process variation is so high that
the value of uniqueness tends to reach the theoretical maximum of 50%.

Of course, increasing a circuit’s sensitivity towards process variation may also
increase its sensitivity toward other sources such as variations of temperature and
operating voltage. This may reduce the stability of the PUF design. Figure 8 shows
the stability of the design as the temperature is varied between −15 and +85◦C.
Initially, decreasing the operating voltage of the circuit decreases the Stability under
temperature variations. This is caused by RO frequencies “crossing” each other,
which affects the C/R characteristic of the PUF [34]. However, below 500 mV the
stability recovers. This is explained as follows. By reducing the voltage, the cir-
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Fig. 8 A CMOS inverter with substrate nodes identified

cuit is exponentially more sensitive toward process variations (Fig. 7) exceeding its
sensitivity toward temperature. Therefore, the “crossing” of RO frequencies can be
suppressed, and the effects of temperature can be avoided.

4 Architecture-Level Optimization of PUF

Architecture-level optimizations on a PUF aim to optimize PUF quality factors, such
as uniqueness and reliability, while at the same time minimizing the circuit cost.
An architecture-level optimization distinguishes itself from a circuit-level optimiza-
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tion in that it considers the architecture of the entire PUF. Therefore, it is sensi-
tive to the spatial organization of the PUF. Architecture-level optimizations can be
used to address two quality issues in PUF design: compensation of environmental
effects and compensation of correlated process manufacturing variations (PMV).
We describe each of these two aspects.

4.1 Compensation of Environmental Effects

The impact of environmental effects can be addressed at architectural level through
redundancy. First, we should observe that the effect of a temperature change or a
voltage change on a PUF is only problematic when the quantization of the response
bits has a low signal-to-noise ratio. In this case, the relative magnitude of the effect
of PMV is similar or smaller than the effect of environmental variations. As a
result, changes in environmental conditions have a dominant effect on the PUF
output.

Lim describes a redundant ring oscillator PUF as follows [13]. Each ring-
oscillator is replicated four or eight times, thereby creating several redundant oscil-
lators. Each set of redundant oscillators is one group. Next, instead of comparing
individual ring oscillator frequencies, one will compare groups of ring oscillators.
For each comparison, one ring oscillator is chosen from each group such that their
frequency difference is maximal. This will ensure that the contribution of PMV is
maximized, and hence will create a stable response.

The disadvantage of redundancy is increased architecture cost. We developed a
simple, economical implementation of the redundancy technique for ring oscillators
[35]. Figure 9a illustrates a configurable ring oscillator. In this design, each stage
of the ring oscillator is configurable and can select one of two inverters. The design
in the figure has three stages and therefore can implement eight different ring oscil-
lators. Of particular interest for -ield-programable gate array designs is that this
structure can be efficiently implemented. Figure 9a illustrates the mapping of this
configurable ring oscillator in a single configurable logic block (CLB) of a Xilinx
FPGA. The configurable ring oscillator occupies the same configurable area as a
non-configurable ring oscillator, which means that this redundancy technique comes
for free in an FPGA.

The configurable ring oscillator is used as follows. When, in a given PUF design,
two oscillators A and B need to be compared, we will select A’s and B’s configu-
ration such that their difference is maximal. Figure 9b illustrates the effect of this
simple strategy on the PUF reliability as a function of circuit voltage and tempera-
ture, obtained over a population of five different XC3S500E FPGA’s. By adaptively
choosing a configuration that maximizes the frequency different, the reliability
remains almost perfect. In contrast, when having a non-adaptive strategy that fixes a
single, fixed configuration, the reliability is as below 70% for voltage variations and
below 90% for temperature variations. Note that the overall reliability of the fixed
configuration can be worse than the reliability of a single case because different
environmental conditions can affect different PUF response bits.
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voltage on the reliability of the resulting PUF. These results were obtained over a population of 5
Spartan XC3S500E FPGA’s

Another recently proposed scheme to compensate of environmental effects is
the use of so-called cooperative ring oscillators [34]. In this case, a ring oscillator
group is adaptively constructed, depending on the response of ring oscillators. This
approach also provides significant area savings. However, since the group-forming
data depends on the environmental parameter (such as temperature), it may reveal
details about the internal PUF structure and therefore this data must be adequately
protected.

4.2 Compensation of Correlated Process Variations

Architectural techniques are also useful to address correlated process variations. In
this case, we will make use of our knowledge on the spatial organization of the PUF.

First, we briefly clarify correlated PMV. Figure 10a shows 256 ring oscillators
arranged as a 16-by-16 matrix in an FPGA fabric. These 256 oscillators form a
ring oscillator-based PUF, and the comparison of their frequencies will lead to the
response bits R. If one would observe the oscillator frequencies of a chip with
ideal PMV, the oscillator frequencies would look like Fig. 10b. In this case, the
challenge/response scheme can select any two oscillators for comparison, and the
comparison outcome would depend on the PMV only. In a real FPGA, however, one
can observe a spatial dependency of the average ring oscillator frequency, as illus-
trated in Fig. 10c. This is caused by various effects, including the detailed structure
of the power grid, the irregularities of the reconfigurable fabric due to hard macro’s,
and the systematic intra-die variations in the FPGA chip.
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(a)

(b)

(c)

Fig. 10 (a) 256 ring oscillators arranged as a 16-by-16 matrix in a Spartan 3ES500 FPGA (b)
Oscillator frequencies of an FPGA with ideal PMV (c) Spaital dependency of the average ring
oscillator frequency of a real FPGA

Correlated PMV degrade the entropy that can be extracted from the FPGA. Con-
sidering Fig. 10c, it is clear that the comparison of ring oscillators, located far apart
from each other, is likely to be biased due to systematic variations. If we need to
minimize the effect of correlated variations, we should only compare frequencies of
ring oscillators that are close together. Note that this simple strategy will reduce the
amount of entropy as well [35].

An alternate strategy to cancel correlated variations is to make use of a common
centroid technique [36]. In this case, redundant ring oscillators are used to establish
a common average, and then the differential on this average is analyzed. For exam-
ple, for a group of four ring oscillators with frequency A, B, C , D, the differential
(A + D) − (C + B) will be evaluated.

To summarize, architecture-level optimization is complementary to circuit-level
optimization, and it can be used to remove environmental effects as well as corre-
lated process variations. In the next section, we focus on the design and implemen-
tation of the identity mapping step using a test statistic and non-parametric statistics.

5 Identity Mapping and Testing

Recall that the design of a PUF scheme includes three steps: sample measurement,
identity mapping, and quantization. The previous sections described strategies for
sample measurement using circuit-level and architecture-level techniques. In this
section, we describe a new approach to identity mapping, based on a new test statis-
tic (TS). We will demonstrate that this TS improves over known schemes in terms
of extracted entropy. Further, we will also show that the nonlinear nature of the TS
provides protection against reverse engineering.

Complementary to the TS, we also propose a non-parametric hypothesis test to
evaluate it, and we demonstrate experimental results obtained from five different
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FPGA. We wrap up the chapter with an overview of pending challenges in Identity
Mapping and Testing.

5.1 Statistical Preliminaries

We first define some notations and introduce a statistical model to explain our
approach in detail. Let fi jl be the frequency value for the lth measurement of the
j th RO in chip i , where i = 1, . . . , n, j = 1, . . . , m, and l = 1, . . . , r . Using these
frequency data, we consider the following statistical model which is expressed as a
function of unknown parameters and an additive error term,

fi jl = fi j + εi jl,

where fi j is the fixed unknown mean frequency for the i th chip and the j th RO and
εi jl is a random measurement error following unknown distribution.

5.1.1 Bootstrapping the RO frequency

Since fi j is unknown parameter, we need to estimate fi j without assuming any
distribution of εi jl . For this kind of situation, the bootstrapping approach [37] can
be applicable. The bootstrapping approach is a resampling-based approach; we start
from one sample which represents the unknown population from which it was drawn
and then create many re-samples by repeatedly sampling with replacement. Each
re-sample is the same size m as the original random sample. Using each re-sample,
we estimate fi j which minimizes the least square estimation criterion

argmin fi j

∑

i jl

ε2
i jl = argmin fi j

∑

i jl

( fi jl − fi j )
2.

The bootstrap distribution of a fi j collects its values from many re-samples.
The bootstrap distribution gives information about the sampling distribution. The
procedure of bootstrapping approach is summarized in Fig. 11.

Using the bootstrap distribution, we can estimate fi j and also obtain a confidence
interval of fi j which indicates the precision with which the parameter is estimated.
Because bootstrap approach can be used without assuming distribution of εi jl , it is
called a non-parametric approach. This approach is especially useful in situation
where less is known with small sample size.

5.1.2 Hypothesis Testing

Statistical test plays a key role in experimental research and aids in problem-
solving and decision-making processes. Statistical test enables us to draw inferences
about a phenomenon or process of interest. These inferences are obtained by using
TS to draw conclusions about postulated models of the underlying data generat-
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Fig. 11 The procedure of bootstrap approach

ing mechanism. To do this, we need to specify statistical hypotheses which are
statements about theoretical models or about probability or sampling distributions.
There are two hypotheses that must be specified in any statistical testing proce-
dure: the null hypothesis and alternative hypothesis. In the context of a statistically
designed experiment, the null hypothesis, denoted H0, defines hypothesis of no
change or experimental effect and alternative hypothesis, denoted Ha , indicates
change or experimental effect. One hypothesis of interest in our study is whether
chips are different from each other. Thus one set of hypotheses of interest in com-
parison of all chips is H0: the distribution of all chips are the same vs Ha : the
distribution of all chips are different. This set of hypotheses is equivalent to that
H0: the distribution of any two chips are the same vs Ha: the distribution of some
two chips are different. To decide whether or not we reject H0, we need to make a
decision rule which is constructed by TS. Hence, for our testing, we develop a new
TS and propose to use its distribution as a unique on-chip fingerprint in this chapter.

For testing our hypothesis, H0: the distribution of any two chips are the same vs
Ha : the distribution of some two chips are different, we use two statistical methods.
One is bootstrap-based confidence interval and the other is Kolmogorov–Smirnov
non-parametric test [38].

The first method which we implemented is the bootstrap-based confidence inter-
val. For each chip, we calculate Q values (The Q value is the result of our pro-
posed identity mapping step and will be explained in Sect. 5.2). Next, we obtain
the difference between two Q values of two chips which we want to test whether
they are different. Using bootstrapping approach, we obtain the distribution of the
difference between two chips and calculate a bootstrap-based confidence interval
which is 95% percentile-based confidence interval [2.5%, 97.5%] for the mean of
difference between two Q values. We then obtain these confidence intervals for all
possible pairs of chips. If the confidence interval does not include 0, we make a
decision of rejecting H0 which means that there are statistical evidence that any two
chips are different.
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The second method which we used is Kolmogorov–Smirnov test. It is used
whether two underlying distributions differ. Since this test does not specify what
that common distribution is, it is a non-parametric test. It is a form of minimum
distance estimation used as a non-parametric test of equality of two distributions.
The Kolmogorov–Smirnov statistic quantifies the distance between two distribution
of Q values obtained from two chips. If the distance is larger than a critical values
of the Kolmogorov distribution, we make a decision of rejecting H0 which supports
that there are statistical evidence that two chips are different.

5.2 A New Test Statistic: Q

5.2.1 Motivation

The need for a new TS can be motivated by means of an example. Let us say that
we are evaluating a ring oscillator PUF design. For a given challenge, we select four
ring oscillators. The response R needs to be derived from the resulting frequencies.
Assume that two different chips return the following four frequencies:

chip1 = (5, 2, 1, 3),

chip2 = (9, 3, 2, 5).

These chips are clearly different. We will show, however, that these chips
are indistinguishable using the conventional approach. Indeed, the conventional
approach compares the magnitude of the ring oscillator frequencies with one
another, and thus builds the response R based on the rank of each ring oscillator
frequency. The rank is the relative order of a number in a list. The frequency ranks
of both chips are given as follows:

chip1 = (4, 2, 1, 3),

chip2 = (4, 2, 1, 3).

In this case, the rank list of both chips is the same. The conventional identity
mapping approach will therefore treat these two chips as identical, while they are
clearly not the same! We will therefore develop a TS which can look across the
frequency rank, and which directly considers the frequency values in terms of their
distance. Each distance is then evaluated using a nonlinear power function, and the
distribution of the resulting distance is used as the chip response R. Before giving a
formal derivation, we illustrate this approach with an example.

First, we derive all frequency distances in each list. These are defined based on
the creation of frequency subsets. The two chips have the following subsets:

chip1 = {(5, 2), (5, 1), (5, 3), (2, 1), (2, 3), (1, 3),

(5, 2, 1), (5, 2, 3), (5, 1, 3), (2, 1, 3), (5, 2, 1, 3)},
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chip2 = {(9, 3), (9, 2), (9, 5), (3, 2), (3, 5), (2, 5),

(9, 3, 2), (9, 3, 5), (9, 2, 5), (3, 2, 5), (9, 3, 2, 5)}.

Next, we evaluate the set of distances between the frequency subsets. For exam-
ple, an Euclidean metric for tuples and triples of frequencies would be as follows:

d( f1, f2) = ( f1 − f2)
2,

d( f1, f2, f3) = ( f1 − f2)
2 + ( f2 − f3)

2 + ( f1 − f3)
2.

This way, the set of distances for each chip leads to a distribution defined as the
Q value:

Qchip1
= (9, 16, 4, 1, 1, 4, 26, 14, 24, 6, 36),

Qchip2
= (36, 49, 16, 1, 4, 9, 86, 56, 74, 14, 119).

A kernel density plot of these two distributions is shown in Fig. 12. This plot
shows that one distribution is sharper than the other, which suggests that the two
distributions are different. Note that the Q value is not the actual bitpattern that
defines the response R. The bitpattern is only obtained after the quantization step.
In the following sections, we provide a formal derivation of the Q-value definition
and explain the ideas that define it.
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5.2.2 Proposed Q Test Statistic

We define the sample spaces S2, . . . , Sk which are the sets of possible outcomes
of a particular experiment and random variables Q2, . . . , Qk which are functions
mapping from the sample space to a real number (R), where k ≤ m.

Let S2 be the sample space which contains all possible frequency pairs. The
S3 is the sample space for all possible frequency triples. Then finally we have
Sk = {( fi1, fi2, . . . , fik)} for all possible k frequency values. Denoting || · || as
the distance, let Qk be a random variable which is a nonlinear function mapping
from Sk to R,

Qk : Sk → R such that Qk( fi1, fi2, fi3, . . . , fik) =
(k

2)∑

t=1

wi12 · || fi1 − fi2||q .

The weight factor wi12 can include additional information on the design, such as
the Euclidian distance between the two ROs under consideration. q may be any real
number, e.g., q = 1/2, 2 for Euclidian distance. The choice of k depends on m, the
number of RO’s in the chip. While the ideal value of k is m, the construction of Qk

can be computationally expensive when m is large. In that case, we can reduce k
while ensuring that the entropy of the resulting Qk still remains large. Once q and
k are chosen, our Q value is defined as Q = (Q2, . . . , Qk). Q can be quantized as
needed to create a suitable response space. For example, we can use (1% percentile,
3% percentile, 5% percentile,. . . ,99% percentile) of Q as the identifier of each chip,
or we can use five summary values (minimum, 25% percentile, 50% percentile,
75% percentile, maximum) as the identifier. This Q value is a natural extension of
the traditional method based on ordering RO frequencies. Hence, we propose this
Q value for TS.

The distribution of Q values can be obtained using bootstrapping approach. We
create many re-samples by repeatedly sampling with replacement. Using each re-
sample, we calculate Q values. The bootstrap distribution of a Q collects its values
from many re-samples. The distribution of TS can be used as a unique on-chip
fingerprint.

5.2.3 Entropy of the Q Test Statistic

We now show that our approach based on the Q value has a larger entropy compared
to the traditional approach based on rank. The most obvious effect of increased
entropy is that the wordlength of the response R can grow. Thus, for a given PUF
architecture, the probability of aliasing reduces, which means that the C/R space
is more efficiently used. The entropy of the proposed approach, H(Q), is obtained
from H(Q2),. . .,H(Qk) as follows. Since all possible subsets are mC2 = (m

2

)
in

Q2, the probability of choosing one set with equal probability is 1/mCk . Hence, the
entropy is

H(Q2) =
mC2∑

e=1

{
− 1

nC2
log

(
1

mC2

)}
= log mC2.
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Similarly, we can calculate H(Q3) = log mC3, . . ., H(Qk) = log mCk . Then
the entropy H(Q) is

H(Q) =
mC2 m C3...mCk∑

e=1

{
− 1

mC2 mC3 . . .m Ck

}
log

(
1

mC2 mC3 . . .mCk

)

= log mC2 + · · · + log mCk = H(Q2) + · · · + H(Qk)

= log2 ( mC2 ·m C3 · · ·m Ck)

On the other hand, the entropy of a traditional RO-based PUF is log mC2. The
entropy for an arbited-based PUF is given by its challenge space 2m . Hence, the
probability choosing one of them with equal probability is 1/2m . The entropy H(Td)

of an arbiter-based approach is therefore

H(Td) =
2m∑

e=1

(
− 1

2m

)
log2

(
1

2m

)
= log2 2m = m.

The comparison between traditional approach and our proposed approach is sum-
marized in Table 1. This result clearly shows that our proposed approach yields a
larger entropy for the PUF.

5.3 Experimental Results

We have implemented five instances of an FPGA-based PUFs which contain 128
ROs. We obtained 25 frequency measurements for each RO. For given q = 1
and k = 2, we obtained Q values and used them as a TS value. We then test the
hypothesis whether the distributions of Q values are the same among chips. Using
Kolmogorov–Smirnove test, all chips are distinguished well. The KS result is sum-
marized in the Table 2 which suggests that there is strong statistical evidence that
all chips are quite different because all p values for all possible comparison between
any two chips are very small. A p value is the probability of obtaining a value for a
test statistic that is as extreme as or more extreme than the observed value, assuming
the null hypothesis is true.

In order to confirm this result, we compared bootstrap-based 95% confidence
intervals of the mean of the difference between Q values of two chips, which is

Table 1 Summary of entropy comparison

Traditional approach Entropy Comparison Our proposed approach

Ring oscillation log2(mC2) < log2(mC2 mC3 · · ·m Ck)

Delay-based approach log2(2
m) < log2(mC2 mC3 · · ·m Ck)

Example, m = 4, log2(2
4) < log2

(
24 · 3

2

)
= log2( 4C2 ·4 C3)



From Statistics to Circuits: Foundations for Future Physical Unclonable Functions 75

Table 2 The result of Kolmogorov–Smirnov test

Chip # Chip # p Value of KS test Are two chips significantly different?

1 2 1.11e-07 Yes
3 3.75e-09 Yes
4 1.45e-06 Yes
5 4.35e-34 Yes

2 3 2.30e-19 Yes
4 3.97e-13 Yes
5 1.24e-38 Yes

3 4 3.55e-02 Yes
5 1.95e-16 Yes

4 5 9.94e-15 Yes

p Value is the probability of obtaining a value for a test statistic that is as extreme as or more
extreme than the observed value, assuming the null hypothesis is true.

The confidence interval of the difference 

between Q values of two chips does not

contain zero, meaning the two chips are 

–2e+07 –1e+07 0e+00

Upper boundLower bound

1e+07

significantly different.

Fig. 13 95% bootstrap-based confidence interval for the mean of the difference between Q values
of two chips

shown in Fig. 13. In this figure, each band represents the confidence interval. All
intervals are far from 0, which strongly suggests that all chips are significantly dif-
ferent from each other.

5.4 Compensation of Environmental Effects

The proposed approach has three advantages compared to traditional methods. First,
it is a nonlinear mapping, and it is therefore more effective against reverse engineer-
ing. Second, it is able to increase the entropy of the PUF which makes the PUF
lifetime longer. Third, it is very flexible to be extended easily to control several
source of variations such as temperature, voltage, and aging. For example, let us
assume that fi jl is measured at temperature Ti jl , voltage Vi jl , and aging Ai jl . Then
we can model as

fi jl = fi j + β1Ti jl + β2Vi jl + β3Ai jl + εi jl , l = 1, . . . , r.

Using bootstrapping approach we can estimate fi j , β1, β2, β3. We then adjust
frequency, f ∗

i jl = fi jl − β̂1 − β̂2Vi j − β̂3 Ai j . Using this adjusted frequency value we
can construct Q value with weight. This way, we can control the effect of several
sources of variation. The resulting identifier will have a higher accuracy, and the
testing can be done with higher confidence.
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5.5 Open Challenges

Our present efforts address the following open challenges.

1. For a desired level of entropy, we need to select the optimal number of RO that
minimizes the overall cost.

2. Q can be constructed in many ways, based on selection of measurements, the
choice of q and k, and the conversion into an identifier. We need to find what
exact format is the best feasible one as well as the optimal one.

3. We need to develop a testing technique to evaluate the distribution of the dif-
ference of Q values among chips. Since Q is a multidimensional quantity, not
a scalar number, we also need to find the optimal testing approach. Although
our experiment result shows that the distribution of the difference of Q val-
ues distinguishes all chips very well using both Kolmogorov–Smirnove statis-
tic and bootstrap-based confidence interval, we need to investigate what testing
approaches will be optimal.

4. To implement the identity mapping step, the Q test statistic formula needs to
be implemented in hardware. We will develop efficient architectures to do this,
based on efficient signal processing architectures. We will also evaluate the pos-
sibility of using on-chip embedded software post-processing.

6 Conclusions

The design and implementation of reliable and efficient PUF covers many differ-
ent aspects, including circuit-level optimization, architecture-level optimization, and
statistical analysis. Through our research, we find that a cross-disciplinary approach
is important to cover this very large design space. For example, by employing sub-
threshold circuits, we can increase the sensitivity of the design to process manu-
facturing variations. By using clever redundancy at architecture level, we can then
compensate any non-desirable sensitivities to environment variables (such as to tem-
perature and operating voltage). Finally, using an appropriate test statistic, we can
harvest the entropy in a statistically optimal way. Clearly, this type of design relies
on a range of skills rather than a point specialty. We are currently developing proto-
types of the ideas described in this chapter, using FPGA as well as ASIC technology.
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Strong PUFs: Models, Constructions,
and Security Proofs

Ulrich Rührmair, Heike Busch, and Stefan Katzenbeisser

1 Introduction

Electronic devices have pervaded our everyday life to a previously unseen extent,
and will likely continue to do so in the future. But their ubiquity also makes them
a potential target for adversaries and brings about privacy and information security
issues.

The tools that classical cryptography offers in order to fight these issues all rest
on the concept of a secret binary key. They assume that devices can contain a piece
of information that is, and remains, unknown to the adversary. Unfortunately, this
assumption can be difficult to uphold in practice: Physical attacks such as invasive,
semi-invasive, or side-channel attacks, as well as software attacks like API attacks
and viruses, can lead to key exposure. The fact that the employed devices should be
inexpensive, mobile, and cross-linked aggravates the problem.

The described situation was one of several motivations that inspired researchers
to develop the concept of a physical unclonable function (PUF). A PUF is a phys-
ical system S that can be challenged with so-called stimuli or challenges Ci and
which reacts with corresponding responses RCi . The responses shall depend on
manufacturing variations or structural disorder in S that is beyond the control of the
original manufacturer and which cannot be cloned or reproduced exactly. The tuples
(Ci , RCi ) are often called challenge–response pairs (CRPs) of the PUF. More details
on the foundations of PUFs can be found in the chapter by Maes and Verbauwhede.

Two important subtypes of PUFs are so-called Strong PUFs and Weak PUFs
[8]; the latter have also been called Physically Obfuscated Keys (POKs) in [6].
Strong PUFs must possess a very large number of possible challenges. A com-
plete determination/measurement of all challenge–response pairs within a limited
time frame (such as several days or even weeks) must be impossible. Furthermore,
it must be difficult for an adversary to numerically predict or guess the response
RC of a Strong PUF to a randomly selected challenge C . This should hold even
if many other challenge–response pairs are known to him. Thus, a Strong PUF’s
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challenge–response behavior must be complex and difficult to imitate and “learn.”
A well-known example of a Strong PUF is the Optical PUF of [16, 17], which also
historically is the first PUF that has been suggested.

Typical applications of Strong PUFs are key establishment and identification
protocols [17]. The latter usually work in the following manner: A central author-
ity (CA) holds a secret list of many CRPs of a PUF S. The PUF is assumed to
be embedded in a hardware system or contained on a security token. In order to
identify the PUF, the CA sends k randomly chosen challenges C1, . . . , Ck from the
CRP list. If the hardware/token can return the correct, corresponding PUF responses
RC1 , . . . , RCk , then the identification is successful. Note that such an approach
avoids the storage of secret binary keys in the PUF-embedding hardware. It also
avoids the use of standard symmetric or asymmetric cryptosystems, whose security
depends on a small set of well-known, but unproven assumptions. It also obviates
the potentially costly implementation of standard cryptosystems in mobile devices.

Weak PUFs, on the other hand, have few challenges – in the extreme case just
one, fixed challenge. Their response(s) are used to derive a classical binary secret
key, which is subsequently processed by the embedding system in a standard fash-
ion, i.e., as a secret input for classical cryptosystems. This makes Weak PUFs similar
to a non-volatile key storage. Their advantage is that they may be harder to read
out invasively than common non-volatile memory such as EEPROM. Since they
depend on inherent manufacturing variations, they can individualize hardware with-
out costly, dedicated individualization steps in the production. Typical examples of
Weak PUFs are the SRAM PUF [8], Butterfly PUF [11], and Coating PUF [22].

Since Weak PUFs are nothing else than a special form of secret key storage,
they can be used for essentially all cryptographic schemes and applications. Please
note, however, that this also makes them susceptible to side-channel attacks like
power consumption or emanation analysis, in just the same manner as classical
schemes. Protocols based on Weak PUFs usually show the same dependency on
computational assumptions as standard cryptoschemes built on secret binary keys.
Furthermore, since zero errors in the derivation of the secret key from the PUF are
tolerable, error correction plays a critical role for Weak PUFs.

In this chapter, we focus on Strong PUFs and investigate their formal foundations
and their application for identification purposes. We start by an overview of cur-
rently existing Strong PUF implementations in Sect. 2. Then, we analyze currently
existing definitions of (Strong) PUFs in Sect. 3 and devise new adversarial models
and definitions in Sect. 4. We introduce PUF-based identification schemes in Sect. 5.
Subsequently, we perform a formal security proof for identification based on Strong
PUFs in one of our models. We conclude the chapter in Sect. 6.

2 Implementations of Strong Physical Unclonable Functions

We start by briefly surveying the current candidates for Strong Physical Unclonable
Functions; more details can be found in the chapter by Maes and Verbauwhede in
this book. In 2001, Pappu [16] suggested an optical system as the historically first
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PUF. It consists of a laser beam, which is directed at a transparent scattering token
comprising of many randomly distributed scatterers. The laser light is scattered mul-
tiple times in the token and interferes constructively and destructively with itself.
This leads to an interference pattern of bright and dark spots on a subsequently
placed CCD. This pattern sensitively depends not only on the location of the scat-
terers in the token but also on the angle and point of incidence of the laser light (and
on other parameters of the setup).

The angle and point of incidence of the laser beam are usually regarded as the
challenge of this PUF, while the interference pattern (or a suitably chosen image
transformation of it) is interpreted as its response. This optical Strong PUF offers
high internal complexity and security. On the downside, it cannot be integrated
easily into an electronic microsystem, and requires an external, precise readout
apparatus.

Relatively soon afterward, integrated, electrical candidates for Strong PUFs have
been suggested. One important example is the so-called Arbiter PUF [5, 14], which
exploits the natural variations in the runtime delays of integrated circuits. The
Arbiter PUF consists of a sequence of k stages (e.g., multiplexers), which are con-
ditioned by a corresponding sequence of k external bits (b1, . . . , bk). An incoming
electrical signal is split into two signals, which race against each other in parallel
through the sequence of stages. Their exact paths are thereby determined by the val-
ues bi . At the end of the structure, an “arbiter element” (consisting of a latch) deter-
mines whether the top or bottom path arrived first, and correspondingly outputs a
zero or a one. The Arbiter PUF thus maps a k-bit input challenge Ci = (b1, . . . , bk)

to a 1-bit response RCi .
However, it has been noted early by its inventors that the Arbiter PUF can be

attacked successfully by standard machine learning (ML) methods, such as Support
Vector Machines or Perceptrons [5, 13]. An attacker collects a number of CRPs
and uses them to train the ML algorithm. If trained successfully, the algorithm will
subsequently be able to predict the correct responses to other challenges with high
probability.

In order to improve their resilience to ML attacks, several variants of the basic
Arbiter PUF have been proposed. Examples include XOR Arbiter PUFs [4], Feed-
Forward Arbiter PUFs [5, 12], and Lightweight Secure PUFs [15]. All of them are
based on runtime delays, but employ the basic Arbiter PUF as a building block
in more complex architectures. Nevertheless, it has been shown recently that even
these improved variants can be attacked by more sophisticated ML techniques
[20, 21], at least, for instances, of medium lengths.

Another potential Strong PUF candidate that must be considered is the Power
Grid PUF of [9]. It exploits the resistance variations in the power grid of integrated
circuits. A Power Grid PUF can in principle be used both as Weak PUF and as
Strong PUF. Due to its simple linear model, however, the Power Grid PUF is pre-
sumably susceptible to ML attacks just like other linear PUF structures. This makes
it more useful as Weak PUF, as already noted in [9].

Two approaches that follow new routes to machine learning resilient Strong PUFs
have been suggested just recently. In [2, 3], analog circuits, in particular so-called
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Cellular Nonlinear Networks (CNNs), have been introduced as Strong PUFs. CNNs
are two-dimensional, cellular, analog computing arrays, in which every cell is cou-
pled in an analog fashion to its direct neighbors. Commercially available, pro-
gramable CNNs contain millions of transistors, while operating in a stable fashion.
CNN-PUFs promise to allow stable PUFs with a very large number of interact-
ing components, whose output strongly depends on a very large number of random
components. Furthermore, their internal models are driven by complex differential
equations, which complicates re-modeling and machine learning attacks.

A second recent approach to machine learning resistant Strong PUFs [10, 18, 19]
is to employ as many densely packed, independent random subunits as possible,
which are read out individually and independently of each other at slow readout
rates. It was shown in [10, 18] that large, monolithic, memory-like crossbar struc-
tures based on random diodes can practically implement this approach. They reach
optimal information densities of up to 1010 bits per cm2 and can be designed such
that the slow readout rate is not enforced by an artificially slow access module or the
like, but by the inductive and resistive capacitances of the structure itself [18]. Faster
readout leads to overloading and immediate destruction of the wiring, rendering the
remaining structure unusable.

The resulting Crossbar PUFs are provably immune against machine learning and
any other computational attacks. Their security merely depends on the access time
of the adversary and on the ratio of the already readout bits vs. the number of overall
bits stored in the structure. Modeling attacks subsequent to readout are fruitless,
since all components are independent of each other. Whether the limited readout
speed is a severe disadvantage depends on the intended application of this Strong
PUF. Rührmair et al. [19] suggested the term SHIC PUFs (pronounce as chique
PUFs) for this new category of Strong PUFs, where SHIC stands for Super High
Information Content.

3 Physical Unclonable Functions: Toward a Formal Definition

In the following we take a closer look at formal definitions proposed for PUFs,
which is a necessary prerequisite to being able to formally reason about the security
of PUF-based protocols. Our discussion follows [21].

3.1 Physical One-Way Functions

We start our overview with the historically first definition, which is the definition
of physical one-way functions [16]. The following Notation 1 and Definition 1 are
taken directly from [16].

Notation 1 (Notation for Physical One-Way Functions) Let Σ be a physical sys-
tem in an unknown state X ∈ {0, 1}l . X could also be some property of the physical
system. l is a polynomial function of some physical resource such as volume, energy,
space, matter.
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Let z ∈ {0, 1}k be a specific state of a physical probe P such that k is a polynomial
function of some physical resource. Henceforth, a probe P in state z will be denoted
by Pz.
Let y = f (X, Pz) ∈ {0, 1}n be the output of the interaction between system
Σ containing unknown state X and probe Pz.

Definition 1 (Physical One-Way Functions) f : {0, 1}l × {0, 1}k → {0, 1}n is a
PHYSICAL ONE-WAY FUNCTION if

• ∃ a deterministic physical interaction between P and Σ which outputs y in O(1),
i.e., constant time.

• Inverting f using either computational or physical means requires Ω(exp(l))
queries to the system Σ .
This may be restated in the following way: The probability that any probabilistic
polynomial time algorithm or physical procedure A′ acting on y = f (X, Pr ),
where y ∈ {0, 1}n is drawn from a uniform distribution, is able to output X or Pr

is negligible. Mathematically,

Pr[A′( f (X, Pr )) outputs X or Pr ] <
1

p(l)

where p( ) is any positive polynomial. The probability is taken over several real-
izations of r .

We also stipulate that for any physical one-way function f

• Simulating y, given X and P , requires either O(poly(l)) or O(exp(l)) in
time/space resources depending on whether f is a WEAK or STRONG physical
one-way function.

• Materially constructing a distinct physical system Σ ′ such that its unknown state
X ′ = X is hard.

Definition 1 is reminiscent of the well-known definitions of mathematical one-
way functions. It transfers the concepts known from that area (such as polynomial
time and negligible probability) to the physical, finite context of PUFs. We would
like to stress that the definition certainly owns the great merit of being the first
formalization attempt in the field. It is associated with the highly respected, seminal
work of [16] that established the whole field. But nevertheless, it touches upon a few
noteworthy issues.

First, let us address some formal aspects. Definition 1 employs the concept of
polynomial resources and of negligible probability. However, these concepts cannot
directly be applied to finite functions f : {0, 1}l → {0, 1}k . In particular, no such
function can meet the “hard to invert” condition of Definition 1, since there is always
an algorithm that contains f hard coded as a lookup table in its code. Since l and
k are constant, this table has constant size; browsing the table for inverting f thus
requires constant time as well.

These formal problems could be resolved by a suitable asymptotic treatment.
Such a treatment might work along similar lines as collections of one-way functions
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[7] and could consider infinite families ( fi )i∈I of physical one-way functions. Per-
haps such a treatment was already attempted in Notation 1, when it is stated that
l and k are a polynomial function of some physical resource. However, in Defini-
tion 1, l and k are treated as constants, and also the other relevant parameters of
Definition 1, such as the polynomial runtime of A′, are not functions of an external
parameter.

Still, even if we assume that Definition 1 was meant to be asymptotic in some
physical resource, and if l and k were intended to be functions of this resource,
another interesting issue arises. The parameter n, which describes the length of
f (X, Pr ), is a constant both in Definition 1 and Notation 1. At the same time, the
runtime of A′ is required to be polynomial in | f (X, Pr )| = n = const. This is not
meaningful, since A′ should be given longer computation time for a growing size of
the considered PUF instances. If Definition 1 was intended asymptotically, it might
be better to formulate the non-invertability condition in the following manner:

Pr[A′( f (X, Pr ), 1k+l ) outputs X or Pr ] <
1

p(l)
. (1)

There are some interesting conceptual aspects of Definition 1 as well. For exam-
ple, it can be observed that Definition 1 excludes functions with small ranges, e.g.,
ones with a binary output {0, 1}. Such functions are not hard to invert in the sense of
Definition 1. The reason is that for each of the two possible output values, some pre-
image can always be found efficiently – simply by testing several randomly chosen
challenges for their response until there is a match. Most electrical candidates for
PUFs (e.g. variations of the Arbiter PUF or the Ring Oscillator PUF) have only a sin-
gle bit or a fixed number of bits as output. They are hence excluded by Definition 1.
Note that it cannot be regarded as a flaw of Definition 1 that it excludes electrical
PUFs, as they were only introduced after the definition was written. Nevertheless,
our observation points at two facts: (i) The concept of Physical One-Way Functions
cannot serve as a comprehensive PUF definition today. (ii) The non-invertibility con-
dition of Definition 1 might not be the essential feature that makes PUF applications
work. To our knowledge, the only PUF application where the non-invertability of f
plays a role is the bit commitment protocol that was described in [16].

3.2 Physical Unclonable Functions

Another characterization of PUFs was given in [8]. It is not marked as a formal
definition in the original text of [8], whence we term it a description here. It distin-
guishes between Strong PUFs and Weak PUFs and is as follows.

Description 1 (Physical Unclonable Functions) Physical unclonable functions
consist of inherently unclonable physical systems. They inherit their unclonability
from the fact that they consist of many random components that are present in the
manufacturing process and cannot be controlled. When a stimulus is applied to the
system, it reacts with a response. Such a pair of a stimulus C and a response R is
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called a challenge–response pair (CRP). In particular, a PUF is considered as a
function that maps challenges to responses.
The following assumptions are made on the PUF:

1. It is assumed that a response Ri (to a challenge Ci ) gives only a negligible
amount of information on another response R j (to a different challenge C j ) with
i �= j .

2. Without having the corresponding PUF at hand, it is impossible to come up
with the response Ri corresponding to a challenge Ci , except with negligible
probability.

3. Finally, it is assumed that PUFs are tamper evident. This implies that when
an attacker tries to investigate the PUF to obtain detailed information of its
structure, the PUF is destroyed. In other words, the PUF’s challenge–response
behavior is changed substantially.

We distinguish between two different situations. First, we assume that there is a
large number of challenge–response pairs (Ci , Ri ), i = 1, . . . , N , available for the
PUF; i.e., a strong PUF has so many CRPs such that an attack (performed during
a limited amount of time) based on exhaustively measuring the CRPs only has a
negligible probability of success and, in particular, 1/N ≈ 2−k for large k ≈ 100.
We refer to this case as Strong PUFs. If the number of different CRPs N is rather
small, we refer to it as a Weak PUF. Due to noise, PUFs are observed over a noisy
measurement channel, i.e., when a PUF is challenged with Ci a response R′

i which
is a noisy version of Ri is obtained.

Description 1 stipulates that Strong PUFs shall have an exponential number N
of CRPs, with 1/N ≈ 2−k for some k with k ≈ 100. In addition, item 1 of Descrip-
tion 1 demands that all CRPs of the PUF shall only reveal a negligible amount of
information about each other. It is not fully clear how and under which conditions
these two requirements can be met simultaneously. For example, it is argued in detail
in [21] that the information content of any physical system is bounded polynomi-
ally in its size. If this is true, then the two above requirements mutually exclude
each other. Again, this definition excludes PUFs whose output consists only of a
single bit (such as the aforementioned Arbiter PUF and the Ring Oscillator PUF),
as the probability to guess the PUF output correctly is at least 1/2. This is better
than negligible. Therefore, all these PUFs are excluded as Strong PUFs by Descrip-
tion 1.

The concept of Weak PUFs in the sense of Description 1 is logically consistent.
But it is a relatively restrictive notion. From all currently known PUFs, only coating
PUFs and SRAM-based PUFs are Weak PUFs. The reason is that (i) they only have
very few possible challenges and (ii) their responses to different challenges are fully
independent of each other, since they read out single, non-interacting subunits of
the PUF (isolated SRAM cells in the case of SRAM PUFs and spatially isolated
sensor arrays in the case of coating PUFs). Therefore the mutual information that
different responses give about each other is essentially zero. For all other known
PUFs (in particular the Arbiter PUF including all of its variants, Ring Oscillator
PUFs, and Pappu’s Optical PUFs), most responses to different challenges contain
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a non-negligible mutual amount of information about each other. This contradicts
item 1 of Definition 1.

3.3 Physical Random Functions

Another PUF definition, taken from [5], is as follows:

Definition 2 (Physical Random Functions) A PHYSICAL RANDOM FUNCTION

(PUF) is a function that maps challenges to responses, that is embodied by a phys-
ical device, and that verifies the following properties:

1. Easy to evaluate: The physical device is easily capable of evaluating the function
in a short amount of time.

2. Hard to predict: From a polynomial number of plausible physical measurements
(in particular, determination of chosen challenge–response pairs), an attacker
who no longer has the device, and who can only use a polynomial amount of
resources (time, matter, etc.) can only extract a negligible amount of information
about the response to a randomly chosen challenge.

The terms short and polynomial are relative to the size of the device.1

Definition 2 is very compact and intuitively appealing. It also stipulates some
sort of asymptotic treatment, with the parameter being the size of the system.
A few interesting conceptual aspects can be observed. The underlying security
model allows an adversary to measure polynomially many challenge–response pairs
(CRPs). This has the consequence that several PUFs cannot meet the definition,
since they only possess polynomially many challenges at all. An adversary can
create a full lookup table without breaking the polynomial CRP bound and can
use this table to imitate/predict the PUF. This applies, for example, to the Ring
Oscillator PUF [4], which has only a quadratic number of challenges. It also holds
for the Optical PUF of [16, 17]: Its number of CRPs is directly proportional to the
dimensions of the scattering token, multiplied by the number of distinct laser angles
realizable by the measurement set-up. This means that this Optical PUF only has
polynomially many challenges. Similar considerations also apply to the Crossbar
PUF [18, 19], which only has quadratically many challenges, too. All these PUFs
are excluded by Definition 2, while especially the Optical PUF and the Crossbar
PUF seem secure in practice.

4 Alternative Attack Models

Our discussion in the last section showed that the familiar notion of polynomial
resources and the usual asymptotic treatment of mathematical cryptography cannot
be transferred to PUFs easily. We therefore work out an alternative treatment in this
chapter, which is based on concrete time bounds. We start with semi-formal models
in this section and provide a more formal version later.

1 In the original text this sentence is placed after the definition.
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4.1 Semi-formal Models for Strong PUFs

We start by some fundamentals and some notation for PUFs.

Specification 1 (SEMI-FORMAL SPECIFICATION OF PUFS) A PUF is a physical
system S that maps stimuli or challenges Ci to responses RCi . The set of all possible
challenges of S is denoted as CS, and the set of all possible responses as RS. Without
loss of generality, CS and RS are assumed to be finite subsets of {0, 1}∗. By its
challenge–response behavior, S implements a function FS with

FS : CS → RS, C �→ RC .

We further assume that in each PUF, the responses are notably influenced by fabri-
cation variations beyond the control of the manufacturer (a fact that distinguishes
PUFs from purely digital systems based on secret binary keys).

We suggest that apart from these basic requirements, no further security features
should be required from a (plain) PUF. In our opinion, such additional security fea-
tures should strictly be associated with special subnotions derived from PUFs, such
as Strong PUFs and Weak PUFs. We will now present a first, semi-formal security
model for Strong PUFs (see also [21]):

Specification 2 (SEMI-FORMAL SPECIFICATION OF STRONG PUFS) Let S be a
PUF according to Specification 1. S is called a STRONG (tL , tA, tP , q, ε) PUF if no
cryptographic adversary Eve limited by the current state of technology will succeed
in the following experiment with a probability of at least ε.

SecExp (S, tL , tA, tP , q):

PHASE 1: LEARNING. Eve is given a time period tL for learning the PUF S.
Within that period, she is given physical access to S at adaptively chosen
points in time and for time periods of adaptive length. The sum of all time
periods for which she had access to S must not excel tA. Further, Eve can
adaptively query an oracle OFS for the function FS at most q times. After the
end of the learning phase, Eve cannot access S or OFS any more.

PHASE 2: PREDICTION. A challenge C0 is chosen uniformly at random from the
set CS and is given to Eve. Within time tP , she must produce an output VEve.

Thereby the experiment is called successful if VEve = RC0 . The probability ε is
taken over the uniformly random choice of the challenge C0, and the random choices
or procedures that Eve might employ during Phases 1 and 2.

The specification models real application scenarios relatively closely. Typically,
Eve will have a relatively long “learning period” tL in practice. During this phase,
she may gather information about the PUF in several ways: (i) She can obtain stan-
dard CRPs, for example, through protocol eavesdropping, via direct physical access
to the PUF, or remotely (e.g., by a virus in the embedding system). These possibil-
ities are comprehensively included via the adaptive oracle access and the physical
access period tA that we grant Eve. (ii) Eve may attempt arbitrary measurements
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(beyond mere CRP determination) on the PUF, including measurement of internal
system parameters and invasive probing. This possibility is included in our model
through the physical access time tA. Note that Eve will often not be able to execute
her physical access at adaptively chosen points in time or for periods of adaptive
time length. But specifying our model in this way includes worst-case scenarios and
puts us on the safe side.

In practice, tL is typically relatively long and is only limited by the lifetime of
the device embedding the PUF and/or the relevance of the data that was encrypted
with a key derived from the PUF. Contrary to that, the physical access time tA is
usually short and costly. This motivates a distinction between these two parameters
in our model.

The further distinction between tL and tP , on the other hand, is not relevant
for all applications of Strong PUFs, but plays a role in many of them. In order
to obtain definitions with maximal generality, we opted to include it in our model.
To illustrate this point, let us consider two typical applications of Strong PUFs,
namely key establishment and identification. In key establishment, the main security
requirement is that Eve will not be able to predict the responses RCi that were used
to derive a key between the cryptographic players. Usually no distinction between
tL and tP is necessary here – we are only interested in the sum tL + tP of the two
values, and hope for the sake of security that tL + tP is impractically large. In PUF-
based identification, however, an adversarial attack strategy that leads to very long
prediction times tP is worthless. It can be countered in practice through measuring
the response time of the identifying party. In other words, Eve’s attacks on PUF-
based identification protocols are only successful if they deliver the RCi fast.

Specification 2 provides a workable model for Strong PUFs. The definition is
non-asymptotic, whence it allows statements about concrete PUF instances. For
example, as machine learning results show [20, 21], we can make the following
statements2:

• A 64-bit Arbiter PUF is no (0.6 s, 0 s, 0.001 s, 18050, 0.99)-Strong PUF.
• A 64-bit Arbiter PUF that produces CRPs at a 1 MHz frequency is no (0.6 s,

0.01805 s, 0.001 s, 0, 0.99)-Strong PUF.

The formalism can also be used to make positive statements, not only negations:

• Assuming that its readout speed cannot be accelerated,3 a Crossbar PUF of size
105 × 105 and readout speed of 100 bits/s is a (tL , 107 s, tP , 0, 0.6)-Strong PUF
for arbitrary values of tL and tP .

2 The statements follow from machine learning experiments-based simulation data, which were
reported in Table 1 of [20]. They show that a 64-bit Arbiter PUF can be broken (in simulations)
with the respective parameters in terms of learning times, access times, prediction times, CRPs,
and prediction rates.
3 It is argued in [18] in all detail that such an acceleration is indeed practically impossible if the
crossbar’s design is chosen appropriately.
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• Assuming that its readout speed cannot be accelerated, a Crossbar PUF of size
105 × 105 and readout speed of 100 bits/s is a (tL , 0, tP , 109, 0.6)-Strong PUF
for arbitrary values of tL and tP .

Specification 2 also has its limitations. Most importantly: How do we model
Eve? Since we allow Eve arbitrary physical actions, a standard Turing machine is
insufficient. This lack of a formal model leads to two problems. First, in a strict
sense, we do not know over which set we quantify when we state in Specification 2
that “. . . no cryptographic adversary Eve limited by the current state of technology
will succeed in the following experiment . . . .”. This logical problem is awkward.
But it could perhaps be acceptable under the following provisions: (i) Specification 2
is not understood as a formal definition, but as a semi-formal specification. (ii) The
main purpose of Specification 2 is to put down a precise, but not overly technical
description of the essence of Strong PUFs, which can be used as a common basis
by all communities involved in PUF research. The second problem that results from
the lacking model for Eve is perhaps more severe, at least for theoreticians. Without
a formal model for Eve, we cannot perform reductionist security proofs.

In order to resolve this dilemma, we could introduce a new computational model,
which captures arbitrary physical actions (some sort of “Physical Turing Machine”).
But this seems very intricate. Alternatively, we may restrict the attack model; this
route is taken in the rest of the chapter.

4.2 The Digital Attack Model

In the digital attack model, we follow the basic adversarial model that was put down
in Specification 2, with one exception: We do not grant Eve direct physical access
to the PUF S, and do not allow arbitrary physical measurements on S. Instead, we
restrict her to the measurement of CRPs of the PUF. This restriction is not as unre-
alistic as it may seem: The natural tamper sensitivity of many PUFs enforces this
setting by itself. If a PUF is embedded in a device, separating it from the device to
make arbitrary measurements will often be impossible.

The advantage of the digital model is that Eve can be formalized by a standard
probabilistic Turing machine with an oracle that provides her with CRPs of the PUF
S, or, more precisely, with an oracle for the function FS . This will allow us to carry
over reductionist techniques from the security proofs of mathematical cryptography
to PUFs.

Let us now define what it means to break the security properties of a Strong PUF
in the digital model.

Definition 3 (BREAKING STRONG PUFS IN THE DIGITAL ATTACK MODEL) Let
S be a PUF. Let an adversary A be given by a tuple (L,M), where L is a probabilis-
tic oracle Turing machine, and M is a probabilistic Turing machine. We say that A
(tL , tP , q , ε)-BREAKS S AS A STRONG PUF IN THE DIGITAL ATTACK MODEL if
A succeeds in the following security experiment with a probability of at least ε:
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SecExp (S, tL , tP , q):

PHASE 1: LEARNING. L is provided with an oracle OFS for the function FS

and is started with an empty input. It may make at most q adaptive queries to
OFS . After at most tL Turing steps, it outputs a string z and halts.

PHASE 2: PREDICTION. A challenge C0 is chosen uniformly at random from
the set CS , and M is started with input (z, C0). Within tP Turing steps, M
must outputs a string VADV and halts.

Thereby the experiment is called successful if VADV = RC0 . The probability ε is
taken over the uniformly random choice of the challenge C0, and the random coins
that L and M might employ during Phases 1 and 2.

5 Identification Schemes Based on Strong PUFs

We will now work toward a security proof of PUF-based identification schemes in
the digital model. We start by defining the concept of a PUF-based identification
scheme.

5.1 PUF-Based Identification Schemes

Roughly speaking, a PUF-based identification scheme is a protocol where one
party P , known as prover, tries to convince another party V , known as verifier, of its
identity. The prover possesses a PUF that he can query at will. The protocol should
both assert the identity of the prover and the physical availability of the PUF. More
precisely, a PUF-based identification scheme is defined as a tuple (K,P,V):

Definition 4 (PUF-BASED IDENTIFICATION SCHEME) Let S be a PUF. An identi-
fication scheme based on S is a tuple (K,P,V), where K is a probabilistic oracle
Turing machine, P is a probabilistic interactive oracle Turing machine, and V is a
probabilistic interactive Turing machine, which together fulfill the following prop-
erties:

INITIALIZATION. On input 1k , and provided with an oracle OFS for the function
FS , the instantiation algorithm K returns a string xin.

INTERACTIVE IDENTIFICATION. In the identification process, P and V execute
a joint interactive computation, where 1k is their joint input, P is provided
with an oracle O, and V gets a private input x . At the end of the computation,
V outputs a bit d ∈ {0, 1}.

COMPLETENESS CONDITION. We require that if in the identification process,
P is run with oracle OFS , and V is run with xin as private input, the output of
V at the end of the interactive computation is “1” with probability 1.
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VERIFIER (   )

Private input:
(Ci , Rci),i = 1,...,k

Accept, if Rci = Vi for all i
Reject, otherwise.

C1,...,Ck

V1,...,Vk

PROVER

Oralce: FS

Set Vi FS 
(Ci)

( )

Fig. 1 Canonical identification scheme based on a PUF S

Let us consider the following “canonical” PUF-based identification scheme,
illustrated in Fig. 1. In a setup phase, the verifier V chooses a set of k random
challenges (where k denotes a security parameter) C1, . . . , Ck and measures the
PUF response for each challenge. V stores the set of all chosen challenge–response
pairs as private data. Subsequently, the device is given to the prover P . The inter-
active identification protocol starts when P presents its device to a reader: the ver-
ifier V sends the challenges C1, . . . , Ck to the prover, who answers with responses
V1, . . . , Vk which are derived from PUF measurements with challenges C1, . . . , Ck .
V accepts if all responses match the pre-recorded responses RC1 , . . . , RCk during
initialization.

More formally, we define the canonical identification scheme based on a PUF S
as the tuple (K,P,V), where the algorithms (K,P,V) implement the above proto-
col. In particular,

• K takes as input 1k and as oracle OFS . It chooses C1, . . . , Ck uniformly at random
from the set CS and produces as output xin = (C1, RC1 , . . . , Ck, RCk ).

• V gets the public input 1k and the private input xin = (C1, RC1 , . . . , Ck, RCk ). It
sends C1, . . . , Ck to P . Subsequently, it receives values V1, . . . , Vk from P , and
outputs “1” if and only if

Vi = RCi for all i = 1, . . . , k.

• P gets as public input 1k and as oracle OFS . Upon receiving values C1, . . . , Ck , it
queries OFS for the values V1 = FS(C1), . . . , Vk = FS(Ck) and sends the oracle
responses to V .

5.2 Security of PUF-Based Identification in the Digital
Attack Model

We now state what it means to break a PUF-based identification scheme in the digital
attack model. We closely follow the IMP-CA security notion of traditional identifi-
cation schemes [4]. Thereby, the adversary’s goal is to impersonate the prover, that
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is to make the verifier accept, despite he has no access to the PUF. More precisely,
the definition consists of two phases: a learning and an impersonation phase. In
the learning phase, the adversary has access to an oracle OFS in order to collect
PUF measurements up to a certain maximum number. Furthermore, the adversary
is allowed to play a cheating verifier which can interact with an honest prover for
an arbitrary number of independent protocol runs. In the impersonation phase, the
adversary tries to impersonate the prover such that the verifier accepts the false
proof.

Definition 5 Let S be a PUF, and let IDS = (K,P,V) be an identification scheme
based on S. Let an adversary A be a tuple (V∗,P∗), where V∗ is a probabilistic
oracle Turing machine, and P∗ is a probabilistic Turing machine. We say that A
(tL , tP , q , r , ε)-BREAKS IDS FOR THE SECURITY PARAMETER k if A succeeds in
the following security experiment with a probability of at least ε:

SecExp (S, tL , tP , q, r, k):

PHASE 1: INITIALIZATION. K is run on input 1k and produces an output xin.
PHASE 2: LEARNING. V∗ is provided with an oracle OFS for the function FS

and is started with input 1k . It may make at most q adaptive queries to OFS .
Furthermore, it may interact at most r times with the honest prover P , instan-
tiated with a fresh random tape, whereby P gets OFS as oracle and 1k as input
at each of these interactions. After at most tL Turing steps, V∗ must output a
string z.

PHASE 3: IMPERSONATION. P∗ is provided with the private input z. V is
provided with the private input xin. Both get as joint input 1k and execute
a joint computation. Within tP Turing steps, V outputs a bit d ∈ {0, 1}.

We say that the experiment was successful if V outputs “1” at the end of Phase 3.
The probability ε is taken over the random coins that K,V,P,V∗,P∗ employ dur-
ing Phases 1–3.

We will now perform a reductionist security proof for the canonical PUF-based
identification scheme. The following statement informally says that if S is a Strong
PUF, then the canonical identification scheme based on S is secure.

Theorem 1 Let S be a PUF. Then there is a generic black-box reduction that con-
structs from any adversary A = (V∗,P∗), which (tL , tP , q, r , ε)-breaks the canoni-
cal identification scheme based on S for the security parameter k, another adversary
A′ = (L,M), which (tL + c · �k/ε�, �k/ε� (tP + c · k), q + kr + �k/ε�, 0.6 k

√
ε/k)

breaks S as a Strong PUF. Thereby c is a small constant independent of k.

Proof In the following, we show how to build an adversary A′ = (L,M) that
predicts the response to a given challenge by running black-box simulations of
A = (V∗,P∗).

More precisely, L runs a black-box simulation of V∗. Whenever V∗ makes a
query to OFS , L simulates this query by using his oracle OFS . L keeps track of



Strong PUFs: Models, Constructions, and Security Proofs 93

all oracle queries and their responses in a list crp to avoid duplicate oracle queries.
Whenever V∗ engages in a protocol run with the prover, L simulates this interaction
as follows: upon receipt of a list of k challenges (C1, . . . , Ck), L creates a corre-
sponding list of PUF responses (RC1, . . . , RCk ), either by looking up the result in
crp or by querying OFS . Once V∗ stops with output z, L proceeds to draw � = �k/ε�
further (previously unused) challenges randomly from the set of challenges and
obtains their answers by querying OFS ; all challenges and responses collected in
this last step are collected in a list CR = (Ĉ1, R̂1, . . . , Ĉ�, R̂�). Subsequently L
halts and outputs (z, CR).

On receiving a challenge C1, M performs the following operations:

1. M selects uniformly at random a position k0 with 1 ≤ k0 ≤ k and constructs
a list of k challenges (C̄1, . . . , C̄k) as follows: he sets C̄k0 = C1 and C̄i = Ĉi

for 1 ≤ i ≤ k0 − 1; furthermore he sets all C̄i with k0 + 1 ≤ i ≤ k to random
challenges from CS .

2. M runs P∗ on (C̄1, . . . , C̄k) and input z to obtain (R̄1, . . . , R̄k).
3. If R̄i = R̂i for 1 ≤ i ≤ k0 − 1, algorithm M outputs R̄k0 and stops. Otherwise,

M deletes the first (used) k0 − 1 entries of the list CR and re-starts the operation
at step 1. After m = �k/ε� unsuccessful runs, M stops and fails.

We denote by Ai the probability that P∗ (when run in the game of Defini-
tion 5) outputs the correct response for the i th challenge it is given. We thus have
Prob[P∗ succeeds] = Prob[⋂i=1,...,k Ai ] > ε. We can write Prob[⋂i=1,...,k Ai ] as

Prob[A1] Prob[A2 | A1] Prob[A3 | A2 ∩ A1] . . . Prob[Ak | Ak−1 ∩ . . . ∩ A1].

Since Prob
[⋂

i=1,...,k Ai
]

> ε, we know that one of the factors in the above
product must be larger than k

√
ε. Thus, there exists a position 1 ≤ k̄ ≤ k in which

P∗ succeeds with a higher probability, under the condition that the algorithm has
predicted all prior challenges correctly. The reduction attempts to exploit this fact.
It guesses this position k̄. Then, it outputs the response of P∗ for the k̄th challenge,
but only in case P∗ has predicted all previous challenges correctly. Otherwise, this
(sub-)run of M fails, and a new run is started, up to m = �k/ε� overall iterations.

The probability that M succeeds to guess this position k̄ in one iteration is 1/k;
the probability that M outputs a correct guess in this round is Prob[Ak̄ | Ak̄−1 ∩
. . . ∩ A1] ≥ k

√
ε, since the reduction is constructed in a way that it outputs a guess

only if P∗ predicts all challenges C̄1, . . . , C̄k̄ correctly. Due to the independence of
successive runs of P∗, we can estimate the overall success probability of M as

Prob[M succeeds] ≥ 1/k(1 − (1 − ε)k/ε) k
√

ε

≥ 1/k(1 − (1/e)k) k
√

ε

≥ 0.6 k
√

ε/k.

The bounds on the run times of V∗ and P∗ can easily be obtained by observ-
ing that the simulation requires an overhead that scales linearly in the security
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parameter k. The precise scaling constant c is dependent on the machine model
and is independent of k. Furthermore, V∗ makes at most q + kr + �k/ε� oracle
queries. This proves the theorem.

6 Conclusions

We investigated the formal foundations and applications of Strong physical unclon-
able functions. The problem of defining PUFs and Strong PUFs in a formally sound
way turns out to be complicated. One reason for the occurring obstacles is that PUFs
are a hybrid between physics and computer science. Some of their properties, such
as their unclonability or the dependence of their output on uncontrollable manufac-
turing variations, can hardly be expressed in a formalism based on standard Turing
machines. On the other hand, some other central features of Strong PUFs – such as
their unpredictability, even if many CRPs are known – are closely related to compu-
tational complexity. Expressing them formally requires some sort of computational
model. Finally, a purely information-theoretic approach to PUF security is not going
to work for all Strong PUFs: Several electrical Strong PUF candidates contain only
a relatively small amount of relevant structural information.

We made the following contributions. We started by analyzing existing defi-
nitions of physical one-way functions, physical random functions, and physical
unclonable functions and noted some interesting aspects in these definitions. We
subsequently proposed new semi-formal specifications for Strong PUFs. They have
some limitations from a strictly formal point of view and do not enable reductionist
proofs. But they are intuitive and not overly technical and also specify an adversarial
model and its security relevant parameters relatively exactly. The specifications also
have the asset of being non-asymptotic, meaning that they can be applied directly to
concrete PUF instances.

Next, we introduced a restricted adversarial model, the digital attack model,
and gave a security definition for breaking Strong PUFs, which eventually enabled
reductionist proofs. In principle, it is based on the adversarial scenario of the above
informal specifications. But it restricts the adversary’s measurements on the PUF to
mere CRP determination. This constraint allowed to model the adversary by oracle
Turing machines and made classical reductionist techniques applicable. Finally, we
showed that the security of the “canonical” PUF identification scheme can be prov-
ably based on the security of the underlying Strong PUF without any complexity
theoretic assumptions.
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Leakage Resilient Cryptography in Practice
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1 Introduction

Theoretical treatments of physical attacks have recently attracted the attention of the
cryptographic community, as witnessed by various publications, e.g., [1, 17, 22, 24,
29, 31, 33, 34, 42]. These works consider adversaries enhanced with abilities such
as inserting faults during a computation or monitoring side-channel leakages. They
generally aim to move from the ad hoc analysis of the attacks toward stronger and
more systematic security arguments or proofs. Quite naturally, these more general
approaches also have limitations that are mainly caused by the versatility of physical
phenomenons. Namely, since it is impossible to prove the security against an all
powerful physical adversary, one has to find ways to meaningfully restrict them.
This is in fact similar to the situation in classical cryptography, where we need
to rely on computational assumptions. That is, when moving to a physical setting,
we need to determine what are the physical limits of the adversary. Therefore, the
question arises of how relevant these physical models are and to which extent they
capture the engineering experience. In order to tackle this question, it is useful to
first introduce some usual terminology, e.g., from the side-channel lounge [14]:

1. Invasive vs. non-invasive attacks. Invasive attacks require depackaging the chip
to get direct access to its inside components. A typical example of this is the
connection of a wire on a data bus to see the data transfers. A non-invasive attack
only exploits externally available information (the emission of which is, however,
often unintentional) such as running time and power consumption.
One can go further along this axis by distinguishing local and distant attacks:
a local attack requires close but external (i.e., non-invasive) proximity to the
device under concern, for example, by a direct connection to its power supply.
As opposed, a distant attack can operate at a larger distance, for example, by
measuring an electromagnetic field several meters (or hundreds of meters) away.
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Fig. 1 Informal classification of physical attacks

2. Active vs. passive attacks. Active attacks try to tamper with the devices proper
functioning. For example, fault induction attacks will try to introduce errors in
the computation. By contrast, passive attacks will simply observe the devices
behavior during its processing, without disturbing it.

As an illustration, Fig. 1 classifies different physical attacks according to these
two axes. With this respect, it is important to remark that seemingly similar abili-
ties can have very different costs in practice. For example, probing attacks such as
described by Anderson and Kuhn [3] and the recent memory attacks based on data
remanence issues [20] both allow the adversary to learn the value of certain bits
in a cryptographic device. But the first one can only target depackaged chips and
may require very expensive tools to probe circuits, e.g., when realized in advanced
(65 nm or smaller) technologies. By contrast, memory remanence-based attacks can
take advantage of cheap “cold boot” techniques to read memory. In addition, the
cost of an attack is not the only factor to consider when discussing its applicability.
The likelihood to find its scenario in real-life conditions is obviously as important.
As a result, side-channel attacks are usually considered as the most dangerous type
of physical attacks. They are at the same time low cost and realistic, e.g., when
applied against small embedded devices, as in the Keeloq case study [13].

In this report, we consequently investigate the relation between theoretical mod-
els and practical engineering works in the area of side-channel attacks. In particular,
we consider the pseudorandom generators (PRG) proposed at ASIACCS 2008 [33]
and Eurocrypt 2009 [34], respectively. These constructions are based on the same
core ideas. First, they assume a bounded leakage for each iteration of the PRG.
Second, they rely on frequent key updates in order to avoid the application of stan-
dard DPA attacks. In fact, these ideas were not new. Directly after the publication
of the first power analysis attack [26], Paul Kocher listed possible countermeasure
in which key updates combined with bounded leakage were explicitly mentioned
[27, 28]. Hence, the novelty in the previous PRGs is not really in the design prin-
ciples but rather in the advanced techniques for their analysis, leading to a better
confidence in their security levels.
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Both papers have pros and cons. Summarizing, the ASIACCS PRG was the
first one to provide a systematic analysis of a block cipher-based construction in
a physically observable setting. It initiated a study of forward secure cryptographic
primitives with their relation to side-channel issues. The underlying model in this
work [42] is a specialization of Micali and Reyzin [31] and is motivated by the need
to evaluate side-channel attacks on a fair basis. As will be shown in Sect. 5.4 of this
report, this connection to the practice of side-channel attacks is required anyway,
anytime a leakage bound needs to be assumed (and hence, quantified). In other
words, the framework presented at Eurocrypt 2009 [42] is also useful to the work
of Pietrzak [34] and more generally to any construction based on a λ-bit leakage: it
can be used to estimate practical values for λ. On the negative side, the analysis in
[33] considers black box security and physical security separately. It also relies on
the existence of ideal ciphers.

The main advantage of [34] is to analyze the security of a PRG in a combined
fashion, mixing black box and physical security issues, and in the standard model. It
also introduces useful tools for the systematic investigation of physically observable
devices (e.g., the quantification of the leakages with the HILL pseudoentropy). On
the negative side, the PRG of Eurocrypt 2009 lacks a secure initialization process
(as discussed in Sect. 6.1). It is also designed in order to face unrealistic (i.e., too
powerful) leakages, e.g., the so-called future computation attacks that we describe in
Sect. 5.1. As a result, it exploits a (less efficient) “alternating structure” for which it
is not clear if it is really required to prevent actual side-channel attacks or if it is only
caused by proof technicalities. Eventually, its security proofs rely on the assumption
that “only computation leaks” (or relaxed but related assumptions) which may not
always be respected.

Following these observations, the goal of this report is threefold.

First, we aim to connect Micali and Reyzin’s definition of leakage function to the
practice of side-channel attacks. Doing so, we review the intuitions behind some
important results, e.g., the non-equivalence between the unpredictability and indis-
tinguishability of PRGs implemented in leaking devices. Second, we aim to inves-
tigate the underlying assumptions and the concrete security provided by two PRGs,
with and without alternating structure, in a systematic manner. Doing so, we pro-
vide a proof of security for an efficient construction similar to the one of Bellare
and Yee [5], using the random oracle methodology. We also introduce definitions
allowing us to formalize the practical security of an implementation, inspired by
the q-limited adversaries used in Vaudenay’s decorrelation theory [48]. Third, we
analyze the initialization of a leakage resilient PRG with a public seed. Doing so,
we put forward the incompatibility of a secure initialization with a fully adaptive
selection of the leakage functions. We also emphasize that standard constructions of
pseudorandom functions (PRF) [18] can be shown leakage resilient, in the random
oracle model. We conclude this chapter with a negative result. We show with a sim-
ple example that the leakage resilience of Bellare and Yee’s PRG cannot be directly
(meaning, without additional computational and physical hypotheses) proven in the
standard model. We leave as an open problem to determine the minimum black box
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assumptions and restrictions of the leakage function that would be required for this
purpose.

Note that this work mainly focuses on the formal techniques used to analyze two
PRGs, namely [33] and [34]. Obviously, they are not the only attempts to study
side-channel attacks from a more theoretical point of view. Several other references
could be acknowledged, e.g., [8, 41], typically. However, we believe these two PRGs
are emblematic of one approach for proving the security against side-channel attacks
that we denote as the “global approach” in Sect. 4.

2 Background

2.1 Notations

We take advantage of notations from [39, 42]. In particular, let x
R←− X be a uni-

formly distributed plaintext picked up from a set X and k
R←− K be a uniformly

distributed key picked up from a set K. For simplicity, we take X = K = {0, 1}n .
Let also Ek(x) be the encryption of a plaintext x under a key k with a n-bit block
cipher. In classical cryptanalysis, an adversary is able to query the block cipher in
order to obtain pairs of the form [xi , Ek(xi )]. In side-channel attacks, he is addition-
ally provided with the output of a leakage function of which exemplary outputs are
illustrated in Fig. 2. Let xq = [x1, x2, . . . , xq ] be a vector containing a sequence
of q input plaintexts to a target implementation. In our notations, the measurements
resulting from the observation of the encryption of these q plaintexts are stored
in a leakage vector that we denote as lq = [l1, l2, . . . , lq ]. Each element li of the
leakage vector is referred to as a leakage trace and is in the set of leakages L.
Typically, L = R

Nl , where Nl is the number of samples per trace (possibly coming
from multiple channels [44]). For example, Fig. 2 represents four leakage traces,
corresponding to four input plaintexts encrypted under the same key. Eventually, we
denote the t th leakage sample of a trace as li (t).

2.2 Definition of a Leakage Function

Following [31], a leakage function is an abstraction that models all the specificities
of a side channel (e.g., the power consumption or the EM radiation of a chip), up to
the measurement setup used to monitor the physical observables.

Using the previous notations, it means that each leakage sample li (t) in a leakage
trace li is the output of a leakage function Lt . In our block cipher example, this leak-
age function takes at least a plaintext xi and a secret key k as inputs. But in theory,
the leakages take many more parameters into account. For this reason, Micali and
Reyzin consider three input arguments, namely the target device’s internal config-
uration C , a measurement parameter M, and a random string R. Note that in order
to be reflective of actual physical leakages, C has to contain all the configurations
of the device before the computation corresponding to its current inputs, i.e., before
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Fig. 2 Exemplary leakage traces

the t th sample of input xi has been produced in our block cipher example. This
incorporates the fact that the leakages can in principle be dependent on anything
that has been computed prior to this time sample t , e.g., on the transitions between a
former state and a current state in standard CMOS devices. Since Micali and Reyzin
define a leakage function as a polynomial time function of its input arguments, this
“history” is necessary to include forward secure primitives for which previous states
are not polynomial time computable from current states. It yields

li (t) = Lt ((xi , k, . . .)︸ ︷︷ ︸, M, R). (1)

C

For convenience and in order to avoid unnecessarily heavy notations, we will omit
the parameters of Eq. (1) that are not directly useful for our discussions in the
following of this chapter (e.g., M, typically). We will also sometimes replace the
generic state C by the parts of the state for which the leakage dependencies are
exploited in a side-channel attack (e.g., inputs and keys).

We note that polynomial time functions actually correspond to more power-
ful leakages than what is usually observed in practice. As will be discussed in
Sect. 5.1, leakage functions generally have a limited complexity of which the exact
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specification is an interesting direction to obtain more efficient side-channel resis-
tant constructions. Also, a consequence of the previous generic definition is that we
potentially have a different leakage function for every implementation.1 It implies
that any security analysis that one may perform in the context of side-channel attacks
has to be positioned between two extremes:

1. On the one hand, we can analyze cryptographic primitives with respect to a
generic adversary who is enhanced with an arbitrary leakage function. But then,
generic and positive statements are hard to obtain and prove. They are also diffi-
cult to interpret for a specific device.

2. On the other hand, we can completely fix one instance of leakage function (i.e.,
perform an experimental attack against a given target device). But then, the con-
clusions obtained are only valid within this particular setting.

Quite naturally, an interesting approach would be to investigate the existence of
intermediate contexts, i.e., to restrict the leakage function in such a way that con-
clusions can be drawn as long as the leakages fulfill a set of practically meaningful
conditions. It is typically the approach followed, e.g., by [22, 33, 34].

Note that a concurrent solution for the analysis of physical security issues in
cryptography is to rely on the existence of some minimum primitives from which
it is possible to build secure devices. This corresponds, e.g., to the “minimal one
way function” of Micali and Reyzin [31] or the “tamper proof” pieces of hardware
in [17, 24]. As a matter of fact, these approaches are complementary. Namely, one
focuses on the construction of physically secure objects while the other focuses on
their exploitation in the construction of advanced functionalities.

3 Unpredictability vs. Indistinguishability

Although protecting leaking devices against key recovery attacks is already diffi-
cult, ensuring security against this type of attacks is unfortunately not sufficient.
One generally expects pseudorandom generators, functions, or permutations to be
indistinguishable from truly random. For example, we can refer to the formal defi-
nitions of security for symmetric encryption schemes in [4]. As an illustration, we
use the real or random indistinguishability. In this setting, the adversary has access
to an oracle Enck(RR(·, b)) that takes an input message x and does the following:
toss a coin b, if b = 0, return Enck(x), else return Enck(r), where Enck(x) is an
encryption scheme (i.e., typically, our block cipher Ek(x) put into a certain mode of

operation) and r
R←− X is a uniformly distributed random message.

Definition 1 Let Enc : K×X → X be an encryption scheme and A be an algorithm
that has access to the oracle Enck(RR(·, b)). We consider

1 In [31, 42], an implementation is defined as the combination of a target device and a measurement
setup. We use the same definition in this chapter.
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Succror−ind−b
Enc,A = Pr[k R←− K : A(Enck(RR(·, b))) = 1]

The ror-advantage of a chosen plaintext adversary A against Enc is:

Advror−cpa
Enc,A =

∣∣∣Succror−ind−1
Enc,A − Succror−ind−0

Enc,A

∣∣∣

We say that an encryption scheme Enc is ror-indistinguishable if this ror-advantage
is negligible for any polynomial time adversary.

The central issue when trying to adapt this definition to a physically observ-
able device is that in general, a leakage trace easily allows distinguishing real
inputs/outputs from random ones. This can be intuitively understood by looking
at Fig. 3 where the leakage trace corresponding to an encryption yi = Enck(xi )

is plotted. In this trace, we see that different dependencies can be observed and
exploited: the beginning of the trace mainly leaks about the input xi ; the core of
the trace leaks jointly about the input xi and the secret key k; finally, the end of the
trace mainly leaks about the output yi . In most practical side-channel attacks, the
leakage is in fact sufficient to recover the secret key k, provided a sufficient amount
of (different) encrypted plaintexts can be observed.

Say now that the adversary does not have to recover the key, but to distinguish a
real output Enck(xi ) from a random one Enck(r), given the input xi and the leakage
trace corresponding to the encryption of xi . In fact, the leakage trace will easily
allow doing this distinction. For example, imagine that some samples in the leakage
trace depend on the Hamming weight HW (xi ), a frequently considered model in
practice. With high probability, this Hamming weight will not be equal to HW (r). In

Fig. 3 Impossibility to assume indistinguishability for block ciphers
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other words, since we can hardly achieve implementations secure against key recov-
ery, it is even harder to achieve implementations providing an indistinguishability
notion. At least, this is definitely not something that we can take for granted. Note
that for exactly the same reasons, the existence of durable functions and maximal
one-way functions as assumed in [31] cannot be considered as reasonable founda-
tions for a leakage resilient cryptography.

The previous discussion suggests that “protecting” the inputs/outputs of a crypto-
graphic algorithm against distinguishing attacks enhanced with physical leakages is
a difficult task. Following this observation, a natural idea is to try analyzing simpler
security notions for simpler primitives first. For example, [22, 31, 33, 34] consider
PRGs. In this context, two security definitions can be considered, namely the next bit
unpredictability introduced in [6] and the current output indistinguishability intro-
duced in [49]. In a black box setting, these two notions are equivalent. But as pointed
out in [31], this equivalence does not hold anymore with physically observable
devices. The reason of this difference can be easily understood from the example in
Fig. 3. Intuitively, what essentially matters from a side-channel point of view is the
word “next” in these definitions. That is, distinguishing current outputs from random
ones is trivial if one can access the leakage corresponding to this output (as in the
Hamming weight example). But predicting the next output bit may still be difficult
in this case. Therefore, the following sections will consider a definition of security
that corresponds to the next output indistinguishability (or equivalently to the next
bit unpredictability). We denote this security notion as physical indistinguishability.

Definition 2 Let Gq : K → K×X q be an iterative pseudorandom generator, with q
iterations denoted as [k1, x1] = G(x0), [k2, x2] = G(k1), . . . , [kq , xq ] = G(kq−1).
Let lq = [L(k1, x1), L(k2, x2), . . . , L(kq , xq)] be the leakage vector corresponding
to these q iterations. Let Pq = (Gq , L) be the physical implementation correspond-
ing to the combination of the pseudorandom generator Gq with the leakage function
L. Let finally A be an algorithm that takes the plaintexts xq = [x1, x2, . . . , xq ] and
leakages lq as input and returns a bit. We consider

Succprg−ind−0
Pq ,A = Pr[k0

R←− K, [xq+1, kq+1] = Pq+1(k0) � lq+1 : A(xq+1, lq) = 1),

Succprg−ind−1
Pq ,A = Pr[k0

R←− K, [xq , kq ]=Pq(k0)� lq; xq+1
R←−X : A(xq+1, lq)=1).

The ind-advantage of A against Pq is defined as:

Advprg−ind
Pq ,A =

∣∣∣Succprg−ind−0
Pq ,A − Succprg−ind−1

Pq ,A

∣∣∣

The implementation of a PRG is physically indistinguishable if the ind-advantage
of any polynomial time adversary against this implementation is negligible.

We observe that, contrary to the definitions of Dziembowski and Pietrzak [12,
34], our definition is not adaptive in the sense that the leakage function is the pre-
defined before the q iterations of the PRG. We believe that this definition is realistic
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since the information leaked is essentially a function of the targeted device rather
than a choice of the adversary. Besides, letting the adversary select different leakage
functions for different runs of the circuit results in an overly strong definition in
many cases, as we will further discuss in Sects. 5.1 and 6.4.

4 Physical Assumptions: Local vs. Global Approach

Since the apparition of power analysis attacks in the late 1990s, various solutions
have been proposed to counteract them. Among these countermeasures, a first cat-
egory aims to provide design guidelines for the implementation of cryptographic
primitives. That is, they study how to implement (e.g.,) a block cipher is in such a
way that it leaks as little as possible. Such local countermeasures have been inten-
sively analyzed in the last 10 years and typically include hiding [47] or masking
[19]. Their limitation is that up to now, no solution allows to completely get rid
of the leakages. For example, masking schemes have been shown vulnerable to
higher order attacks [32] and hiding countermeasures generally give rise to small
data-dependent leakages that can be exploited by an adversary. As a consequence,
a complementary approach is to accept that cryptographic implementations leak a
certain amount of information and try to use them in such a way that these leakages
do not lead to complete security failures. In this global approach, one essentially
assumes that a single iteration of the target cryptographic primitive “does not leak
too much” in some sense.

In the following of this chapter, we investigate this second option. It implies the
need to define what is meant by “bounded leakage.” For this purpose, the proofs in
[34] assume a leakage of λ bits on a key K if this key is (computationally) indis-
tinguishable from a distribution Y having an average min entropy conditioned on
the leakage of n − λ bits. This is formalized by the notion of HILL pseudoentropy.
Here, we denote with δD(K ; Y ) the advantage of a circuit D in distinguishing the
random variables K , Y , i.e., δD(K ; Y ) = | Pr[D(K ) = 1]− Pr[D(Y ) = 1]|. We also
define δs(K ; Y ) as the maximum of δD(K ; Y ) taken over all circuits D of size s. We
finally use the standard definitions:

Definition 3 The min entropy of a random variable K is defined as:

H∞(K ) = − log max
k∈K

Pr[K = k],

and the average min entropy of K conditioned on L is defined as:

H∞(K |L) = − log

(
El←L

[
max
k∈K

Pr[K = k|L = l]
])

,

Then, we define the following computational analogues:

Definition 4 K has HILL pseudoentropy n, denoted by HHILL
ε,s (K ) ≥ n, if there exist

a distribution Y with min entropy H∞(Y ) ≥ n where δs(K ; Y ) ≤ ε.
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Definition 5 K has HILL pseudoentropy n conditioned on L , denoted by HHILL
ε,s

(K |L) ≥ n, if there exists a collection of distributions Yl (giving rise to a joint
distribution (Y ,L)), such that H∞(Y |L) ≥ n and δs((K , L); (Y, L)) ≤ ε.

From such definitions, there are two possible research directions. First, one can
investigate how to best exploit a λ-bit leakage, e.g., in the design of PRGs (this will
be analyzed in Sect. 5). Second, it is also required to determine what is a reasonable
value for λ, in practical settings. As already mentioned, this amount of leakage
highly depends on the target device and adversarial strategy. Leakage traces can be
made of gigabytes of data and the selection of a good decoding algorithm to extract
λ bits of information is a quite challenging issue. As for classical cryptanalysis
concerns, this is where reasonable assumptions have to be introduced in accordance
with practical works in the area of side-channel attacks. We show in this section that
the framework of [42] can be used for this purpose. Without entering into details that
are out of the scope of this chapter, the goal of this framework is to provide tools
allowing one to evaluate a leaking implementation and a side-channel adversary. As
summarized in Fig. 4, it can be seen as an interface between practical and theoretical
concerns raised by physically observable devices. When designing new attacks or
local countermeasures, it allows determining their effectiveness with a combination
of information theoretic and security metrics. For example, it is shown in [43] that
an information theoretic metric nicely captures the impact of a local countermeasure
such as masking. When building new cryptographic primitives, it allows to quantify
the λ-bit leakage assumed in the proofs of constructions such as [12, 34].

Literally, the min entropy H∞(X) is the negative logarithm of the probability that
a variable X is determined correctly with only one guess of the form “is X equal
to x?” with an optimal strategy [7]. Since an exact evaluation of the min entropy
(and its computational analogues such as the HILL pseudoentropy) is generally
hard to obtain, a simple assumption is to approximate it with the success rate of a

Fig. 4 Interfacing the theory and practice of side-channel attacks
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side-channel key recovery attack (briefly recalled in Sect. 10.1), as can be estimated
in practical settings:
Assumption. The HILL pseudoentropy remaining after a q-query side-channel
key recovery attack has been performed against a key variable K is approx-
imated by HHILL

ε,s (K |Lq) � − log2 (Succsc−kr−1,K
AEK ,L

(τ, m, q)), where AEK ,L is a “best

available” adversary with time, memory, and data complexity τ , m, and q.
Otherwise said, we have: λ(τ, m, q) � n + log2(Succsc−kr−1,K

AEK ,L
(τ, m, q)). Exem-

plary values for λ in different contexts will be discussed in the next section. We
mention that considering the success rate of specific attacks may appear as weak
from a theoretical point of view. But this assumption is in fact imposed to some
extent by the computational difficulty of perfectly estimating the side-channel leak-
age, as we now argue. That is, ideally, estimating λ would require, for each key
value (that is the only unknown variable in a side-channel attack):

- to estimate the probability distribution of the leakage conditionally to this key,
- to compute the (e.g., average min) entropy by integrating this distribution.

For practical ciphers (e.g., the AES Rijndael), this would mean the estimation of
2128 distributions, which is unfeasible. Note that for large leakage traces (as usu-
ally observed in practice, see [44]), even the estimation of one distribution may be
computationally hard (e.g., assuming that the leakages are normally distributed, it
requires to estimate a covariance matrix of size Nl × Nl). In order to avoid such lim-
itations, actual side-channel attacks generally exploit the approximated probability
distribution of a reduced set of leakage samples and for enumerable subkeys, i.e.,
the generic template attacks detailed in [42].

As a consequence, there is a hardly avoidable gap between the λ-bit leakage
assumed in the proofs and the λ-bit leakage that can be approximated in practice.
Solutions to reduce this gap can also be devised in two directions. On the one
hand, the approximations of λ should consider reasonable security margins, as in
the practical security approach when designing block ciphers, e.g., in [25]. On the
other hand, proofs could be based on weaker assumptions than n − λ bits of HILL
pseudoentropy. For example, one could try to exploit the unpredictability entropy
defined in [36] (that is implied by HILL pseudoentropy):

Definition 6 K has unpredictability entropy n conditioned on L , denoted by
Hunp

s (K |L) = n, if for any A of size s it holds that Pr[A(L) = K ] ≤ 2−n .

Or, alternatively, one could assume that the leakage function is hard to invert
(which seems a very minimal assumption), as in the work of Dodis et al. on cryp-
tography with auxiliary input. We will use this assumption in Sect. 5.3.

Note finally that the parameters τ and m correspond to the circuit size s in our
definitions of computational entropy. They allow considering the effectiveness of
techniques combining side-channel leakages with classical cryptanalysis such as
the collision or algebraic side-channel attacks introduced in [40] and [36, 37], i.e.,
attacks in which the time (and memory) complexity are non-negligible.
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4.1 Analogy with Classical Cryptanalysis

Before moving to the security analysis of different PRGs, it is worth emphasiz-
ing that this situation, although not satisfying, is not very different than the one in
classical (e.g., linear, differential) cryptanalysis. In this case, one also considers the
best available attacks to evaluate the security of a cipher. Hence, local and global
countermeasures are not contradictory. It is both required to know how to design
implementations that do not leak too much and how to exploit such implementations
in order to provide good cryptographic properties. By analogy, there is no contradic-
tion between the wide trail strategy [9], that has been used in the design of the AES
Rijndael (i.e., a type of local countermeasure against linear/differential attacks), and
the proof that an encryption mode is secure if its underlying block cipher is indis-
tinguishable from a pseudorandom permutation [4] (i.e., a more global approach).
Similarly, countermeasures such as masking and hiding (or more formal solutions
like [8, 16, 22]) can be used to design implementations with limited leakages that
can then be used in secure PRG (or other) constructions.

5 Leakage Resilient PRGs

5.1 On the Difficulty of Modeling a Leakage Function

An appealing solution to build PRGs secure against side-channel attacks is to con-
sider forward secure primitives, e.g., as introduced in [5] for symmetric encryption.
In this section, we analyze the “future computation attack” to illustrate the need
of a new type of construction in [34]. This attack can be explained from Fig. 5, in
which a length doubling PRG is denoted as 2PRG and the l states corresponding to
l iterations of the arbitrary length PRG are denoted as Si .

In [34], the leakage of each iteration of the 2PRG is bounded to λ bits. As dis-
cussed in the previous section, this is a reasonable abstraction. But the λ bits leaked
by the computation of a state Si can be selected adaptively by the adversary, as
long as they are a polynomial time function of this state. Therefore, a straightfor-
ward attack depicted on the figure is to select λ bits of Sl during the computation
of S1, another λ bits of Sl during the computation of S2, etc., until the state Sl

Fig. 5 The “future computation attack”
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is completely revealed which trivially (and completely) breaks the security of the
scheme. Looking at the physical reality, this attack is obviously an overestimation
of what a side-channel adversary could achieve. In general, the leakage function
is not selected by the adversary, at least not arbitrarily. It is rather a feature of the
target device. In certain settings (e.g., electromagnetic leakages), one could imagine
that the antenna is moved adaptively during the attack. But it at least remains that
a leakage function never leak about future computations. In reaction to this type of
(unrealistic) attacks, three different positions could be adopted that we now detail:

1. One can consider stronger assumptions for the 2PRG. For example, in the ideal
cipher model, the outputs of any iteration of the PRG are uniformly random and
the computation of a state Si cannot leak about any state S j with j > i . This is
typically the solution considered in [33].

2. Another solution is to keep the model as it is (i.e.,unrealistic with respect to the
physics) and to build constructions that can even cope with this type of leakage.
This is typically the solution considered in [34].

3. Eventually, a more elegant solution is to restrict the leakage function in a mean-
ingful way. A natural direction with this respect would be to limit the complexity
of this function (e.g., in terms of circuit size).

The goal of the next section is to analyze the security of different PRGs against
side-channel attacks. For simplicity, we selected the forward secure PRG from [5]
and the leakage resilient PRG from [34], pictured in Fig. 6.

Note that the block cipher-based PRG from [33] could be similarly investigated
(i.e., it has the same properties as [5] in terms of leakage resilience). Following
these chapters, we aim to work out the question: “Is the alternating structure of [34]

(a) 

(b)

Fig. 6 Two PRG constructions. (a) Forward secure PRG from [5], (b) Leakage resilient PRG from
[34]
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a requirement for leakage resilient PRGs or is a forward secure primitive such as
[5, 33] sufficient to withstand side-channel attacks?”

5.2 Theoretical Security Analysis and Limitations

We start with an intuitive description of the two approaches.

5.2.1 Alternating Structure

As previously mentioned, a central difficulty when modeling a leakage function is
the fact that polynomial time computations from a state Si may potentially leak
information about future states S j with j > i . The solution proposed in [34] may
be summarized as follows:

1. Double the key size and use an “alternating structure” such as in the lower part
of Fig. 6 in which wPRF is a weak pseudorandom function (i.e., a PRF in which
the inputs are not chosen by the adversary but at random).

2. Assume that when computing the odd states (i.e., S1, S3, . . .), the even states
(i.e., S2, S4, . . .) are not manipulated by the device and therefore do not leak.

As a result, the sequence of keys k0, k2, k4, . . . cannot be determined from the
sequence k1, k3, k5, . . . It implies that, e.g., when leaking λ bits about S1, the states
Si for any i > 1 are not polynomial time computable from S1 because k1 is still safe.
This prevents the future computation attack. The main limitation of this proposal is
that it is not clear if the alternating structure is only motivated by the proof technique
(i.e., the willing to be in the standard model) or if there is also a physical concern
that makes it necessary. Its main advantage is the security analysis combining phys-
ical and classical security notions (whereas, e.g., [33] was dealing with both issues
separately, in a more specific scenario).

5.2.2 Forward Secure PRGs

Alternatively, one can prevent side-channel attacks with a forward secure primitive
without alternating structure. But if no additional restrictions are considered for the
leakage function, proving the security against the future computation attack then
requires the assumption that the 2PRGs in the construction of Fig. 6a behave as
random oracles that the leakage function cannot query. Interestingly, this solution
also allows to get rid of certain physical assumptions, as will be detailed in the next
section.

The main security features of these two approaches are listed in Table 1. In sum-
mary, we have an efficient construction that requires strong black box assumptions
on the one hand. And on the other hand, we have a less efficient construction proven
in the standard model. It is worth to emphasize that the random oracle is only used
to prove the leakage resilience of [5]. Yet, in the black box setting, this construction
remains secure in the standard model. In other words, the random oracle essentially
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Table 1 Summary of the security features for two leakage resilient PRGs

Forward secure PRG [5] Alternating structure [34]

Black box assumptions Random oracles Standard model
Leakage assumptions Non-invertibility [10] +

non-adaptivity
HILL pseudoentropy +

“independent leakages”
Key size n 2n
Output bits per round n n
Exhaustive key search ≈ 2n ≈ 2n

Construction 2PRG � PRG wPRF � PRG
Tolerated leakage λ = αn (with α ∈ [0, 1]) λ ≈ log2(n) (if wPRF

secure against poly. size
adversaries)

λ = αn (if wPRF secure
against exp. size
adversaries)

prevents the “future computation attack,” which seems a reasonable abstraction,
while keeping the proofs simpler.

5.3 Proving Leakage Resilience with Random Oracles

In this section, we provide a proof of security for the PRG depicted in Fig. 6a. For
this purpose, we first detail the three assumptions that we require for our proof to
hold and discuss their pros and cons compared to the approach in [34].

a. Random oracles. In order to ensure the locality of the leakages, we model
2PRG : ki → (ki+1, xi+1) as a random oracle mapping values from {0, 1}n to
values in {0, 1}2n . Then, during the i th invocation of 2PRG , the attacker receives
two leakages associated to this evaluation, Li

i (ki−1) and Lo
i (ki , xi ), together with

the output xi of the execution of 2PRG. Most importantly, we assume that the
leakage functions cannot query 2PRG, which makes it impossible to use them
to obtain information about previous or future invocations of 2PRG.
The fact that we model 2PRG as a random oracle that the leakage function can-
not query corresponds to the experimental observation that any useful informa-
tion obtained through the side channels of a circuit implementation is related to
simple functions of the inputs and outputs of that circuit, but will not provide any
sophisticated function that is not present in the circuit state, e.g., a future output
of the PRG. This, in particular, appears to be realistic for circuits implementing
block ciphers where the measured information can be interpreted as a simple
function of the block cipher input and key during the first few rounds of the block
cipher computation and/or as a simple function of the block cipher output and key
during the last few rounds of the block cipher computation, but where any useful
function of the block cipher input and output remains elusive (or would be the
sign of a completely broken implementation, e.g., as in [36, 37]).
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b. Bounded leakage per iteration. Formally, we require that the leakages given to
the adversary preserve the secrecy of the PRG seed in the following sense: the
probability that an adversary recovers the seed used as input or provided as output
during two iterations of the PRG construction should be small. Considering two
iterations is minimal here since half of the output of an iteration is the input of the
next iteration, and there are therefore two leakages taken on each secret variable.
This is formalized through the following definition.

Definition 7 Let (Lo, Li ) be a pair of functions, A2PRG an algorithm represent-
ing the side-channel adversary with oracle access to 2PRG, n a fixed integer,
and PrGuess(n) the following probability: Pr[A2PRG(Lo(k1, x1), x1, Li (k1)) =
k1 : k0 ← {0, 1}n; (k1, x1) := 2PRG(k0)]. The pair (Lo, Li ) is said to be ε-
seed preserving for security parameter n and A2PRG if PrGuess(n) ≤ ε. A pair of
functions (Lo, Li ) is said to be seed preserving if, for every PPT A2PRG, there is a
negligible function ε such that (Lo, Li ) is ε(n)-seed preserving for every security
parameter n and A2PRG running on input 1n . A sequence of pairs of functions
(Lo

1, Li
1), . . . , (L

o
l , Li

l ) is said to be uniformly seed preserving if, for every PPT
A2PRG, there is a negligible function ε such that each pair of this sequence
is ε(n)-seed preserving for every security parameter n and A2PRG running on
input 1n .

Assuming that adversaries only receive outputs of seed-preserving functions
is in fact similar to the assumptions made in the cryptography with auxiliary
input setting [10]. We believe it captures physical leakages particularly well in
the sense that we do not put any constraint in the form of the leakage: it can
be a simple computation time, a huge sequence of power consumption mea-
surements, a map of electromagnetic radiations, or anything else. Moreover, it
might very well be the case that the full information about the 2PRG seeds is
included in these leakages. We only require that the leakage functions cannot be
inverted efficiently. Overall, this is a weaker assumption than requiring a high
HILL pseudoentropy as in [12, 34]. But when to be quantified in practice, it also
suffers from the gap described in Sect. 4. That is, we can hardly evaluate the
performance of every possible adversary and need to rely on specific attacks.

Stronger versions of these notions of seed preservation would provide the extra-
ability to the adversary to check whether a candidate key k1 is the correct one.
This can happen in different contexts in practice: it might be the case that half of
2PRG(k1) is available as public output of a next round, enabling the adversary
to perform some comparisons; it might also be the case that the adversary is able
to re-initialize the circuit to a value of his choice and to compare the leakages
observed in the targeted execution to the leakage occurring in an execution trig-
gered after re-initialization. The security of the PRG and PRF construction, as
claimed next in Theorems 1 and 2, could be rephrased in terms of this strength-
ened notion of seed preservation. The proofs would remain the same, except that
the reductions would become tighter by a factor corresponding to the number of
random oracle queries made by the adversary.
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c. Only the current iteration leaks. We assume that the leakage of each state Si

only depends on its current inputs/outputs and is independent of the previous
states. This is a reasonable restriction in regard to most experimental side-channel
attacks. But in fact, even if history effects were observed in the leakages (e.g., if
the leakage in state Si was dependent on ki−2), it would be possible to relax this
assumption by simply generalizing the seed-preserving property to more than
two PRG iterations. We then would require, for instance, that a triple of leakage
functions (L1, L2, L3) with appropriate inputs does not give any PPT adversary a
non-negligible advantage in guessing any of the involved secrets.

Finally, it is worth emphasizing that we do not need the “only computation
leaks” assumption that was first introduced in [31]. This is interesting since in
advanced CMOS technologies (65 nm or smaller), the power consumption is not
dominated by its dynamic part anymore and the so-called static leakages start
to play a significant role. This means that leakages happen independently of the
fact that computations are performed. In our setting, these non-computational
leakages can simply be given to the adversary in Definition 7, as long as they
provide a negligible advantage in guessing the seeds.

Similarly, we do not need the condition of independent leakages as in [34]. In
this respect, and contrary to what is claimed in [35], this independence require-
ment is not a completely mild assumption and it may be contradicted by coupling
effects in microelectronic devices. As an illustration, [2] suggests different leak-
age models that can be observed, among which linear and quadratic ones. If we
denote by S(i) the i th bit of a state S, it yields

Lquad(S) =
∑

i

αi × S(i)

︸ ︷︷ ︸

+
∑

i, j

βi, j × S(i) × S( j) + · · ·

Llin(S)

Clearly, if the quadratic term (that typically captures coupling effects) is non-
negligible and S contains two consecutive states of the alternating structure, their
leakages are not independent (i.e., depend on the combination of both parts).
Note that even if partially unverified, none of these assumption has the poten-
tial to break the constructions in practice. But quantifying them empirically and
reflecting non-computational or dependent leakages in the proofs would increase
their relevance. Summarizing, the combination of an alternating structure and the
assumption of independent leakages can be seen as the counterparts that one has
to pay in order to get rid of the random oracles in the proofs of [34].

d. Security of the forward secure PRG of Fig. 6a. We define the security for the
PRG construction of Fig. 6a through the experiment PredA2PRG,L(n) during

which the adversary A2PRG tries to predict something about the next round’s
output of PRG given the output and leakages from the past rounds, where the
leakages are taken from a family of leakage functions L := 〈Li

1, Lo
1, Li

2, Lo
2, . . . 〉.



116 F.-X. Standaert et al.

Experiment PredA2PRG,L(n):

1. During initialization, a key k0 is selected uniformly at random in the set {0, 1}n , and a
counter i is set to 0.

2. On input 1n , adversary A2PRG starts sending request queries. On each request query,
the counter i is incremented, the pair (ki , xi ) is computed as 2PRG(ki−1), and the leak-
ages Li

i (ki−1) and Lo
i (ki , xi ) are returned to A2PRG, together with xi .

3. When A2PRG outputs a test query, a bit b ∈ {0, 1} and a value r ∈ {0, 1}n are chosen
uniformly at random, and r is given to A2PRG if b = 0 or xi+1 is given otherwise,
computed as (ki+1, xi+1) := 2PRG(ki ).

4. A2PRG outputs a bit b′, and PredA2PRG,L(n) is set to 1 iff b = b′.

We show that as long as the pairs of leakage functions that are evaluated on
the same keys are uniformly seed preserving and can be evaluated efficiently, no
efficient adversary can efficiently predict the output of the next round of the PRG
from the outputs and leakages of the past rounds. That is

Theorem 1 Let A2PRG be a PPT adversary playing the PredA2PRG,L(n) experiment.

Then, we have Pr[PredA2PRG,L(n) = 1] = 1
2 + negl(n), provided that the family

of pairs of leakage functions (⊥, Li
1), (Lo

1, Li
2), . . . is uniformly seed preserving and

that all leakage functions can be evaluated in probabilistic polynomial time.

In other words, the implementation of the PRG in Fig. 6a is physically indistin-
guishable (as in Definition 2). The proof is given in Sect. 10.2.

5.4 Practical Security Analysis

The previous section provided an overview of the theoretical security analysis for
two PRGs. Given a “small enough” leakage, these two constructions are expected
to be secure against side-channel attacks. In order to observe these results for real
devices, it then remains to evaluate exactly how much information is leaked in prac-
tice. For this purpose, a first step is to instantiate the 2PRGs and wPRFs that are
necessary to implement the leakage resilient PRGs. For illustration and because they
are usual targets of practical works in the area of side-channel attacks, we used the
block cipher-based constructions in Fig. 7, following the suggestion of Pietrzak [34]
for his wPRF implementation.

As detailed in Sect. 4, a reasonable estimation of the leakage in one iteration
of a PRG is given by the success rate of the “best available adversary” for which
the most important parameter is the data complexity q. A consequence is that the
practical security of a construction is mainly determined by the number of different
traces that can be exploited to identify each secret key. In other words, the practical
security of a construction can be related to the notion of q-limited adversary that
has been formalized by Vaudenay in his decorrelation theory [48]. For example, in
the context of block ciphers, it yields

Definition 8 An adversary against a block cipher Ek(x) is q-limited for a key k if
he can only observe the encryption of q different plaintexts under this key.



Leakage Resilient Cryptography in Practice 117

Fig. 7 Instantiation of a 2PRG and a wPRF with the AES Rijndael

Following this definition, it is clear that the 2PRG and wPRF of Fig. 7 are similar
in terms of practical security. For both constructions, one iteration limits the side-
channel adversaries to two queries. We can then refine the definition:

Definition 9 A block cipher-based construction is q-limiting for a side-channel
adversary A if this construction limits the number of different encryptions performed
under a single key that A can observe (i.e., the data complexity) to q.

Of course, having a q-limiting construction is not a sufficient condition to be
secure against side-channel attacks. Overall, we need a combination of theoretical
security (i.e., the physical indistinguishability discussed in Sects. 3, 5.2 and 5.3)
and practical security. But the q-limit allows hardware designers to know how much
leakage they need to face. If a construction is 2-limiting, their goal will be to limit
the success rate of the best available adversary for q = 2 queries. As an illustration,
Table 2 provides the estimated success rates for different attacks against implemen-
tations of the DES and AES Rijndael.

These results illustrate that small differences in data complexity can lead to
largely different success rates. Recall that side-channel attacks can be performed
in various contexts (e.g., allowing the profiling of a device or not) which explains
this large variance. Hence, the table makes a case for evaluating the metrics of [42]
in various experimental settings, e.g., for protected circuits. Initiatives such as the
DPA Contest [11] could typically be used for this purpose.
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Table 2 Approximated success rates for different attacks

Algorithm Device Attack References q = 2 q = 10 q = 100

AES PIC 8-bit
controller

Algebraic [37] ≈ 1 ≈ 1 ≈ 1

AES Atmel 8-bit
controller

Hexavariate
templates

[45] ≈ 2−16 ≈ 1 ≈ 1

AES Atmel 8-bit
controller

Correlation [45] ≈ 2−128 ≈ 2−37 ≈ 1

DES 64-bit ASIC DoM test [46] ≈ 2−56 ≈ 2−56 ≈ 2−12

Note that the table already suggests that, for small devices (like 8-bit controllers),
a reasonable λ-bit leakage can hardly be achieved if no additional (local) counter-
measures are considered. For example and when applicable, the 1-limited algebraic
side-channel attacks in [37] leak the complete AES key.

We also mention that it is important to distinguish the data complexity of a
side-channel attack from the number of measurements performed by the adversary.
Indeed, for a given data complexity q, the adversary may wish to repeat the mea-
surement of his q different traces several (say nr ) times. For example, the left part
of Fig. 8 illustrates the impact of measuring the same leakage trace l1 three different
times (giving rise to measurements l1, l ′1 and l ′′1 ). Intuitively, the combination of
these measurements can be used to remove the noise from the traces, e.g., in order
to obtain a more precise information about an intermediate value Y in the target
cryptographic computation. This information can then be translated into informa-
tion about a subkey S. Here the data complexity is q = 1 and we have nr = 3. By
contrast, standard DPA attacks generally try to combine the leakage corresponding
to different plaintexts. As illustrated in the right part of Fig. 8, each trace then brings
a different information about the target intermediate value Y . And by translating
these leakages into subkey information, one can have the intersection between the
set of possible subkeys arbitrary small. Here, the data complexity is q = 2 and we
have nr = 1.

Following this observation, the expectation when using q-limiting constructions
is that even if a polynomial time adversary can remove a significant part of the noise
from his side-channel traces (e.g., the ones in Fig. 2), there remains some uncertainty

Fig. 8 Repeating a measurement vs. measuring a new trace
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on the key because of the bounded data complexity. At least, one can hope that it is
easier for hardware designers to guarantee this condition than to bound the success
rate for a non-limiting construction.

We conclude this section with two remarks.

5.4.1 Remark 1

It is interesting to mention that, depending on the block cipher used in the 2PRG
construction of Fig. 7, such an instantiation may introduce a gap with the assump-
tions of Sect. 5.3. Just observe that we consider the leakage on the output of a
2PRG Lo(ki , xi ) and the one on its input Li (ki−1) as independent. But if a block
cipher with an invertible key scheduling algorithm (e.g., the AES Rijndael) is
used in Fig. 7, the output leakage may potentially leak on the key that was used
to produce this output. This observation is not expected to modify the practical
security of the resulting PRG (a similar leakage actually occurs for the wPRF
construction too), but suggests that carefully instantiating block cipher-based con-
structions may be important to prevent side-channel attacks. It also recalls that
non-invertible key scheduling algorithms (e.g., as in the FOX block cipher [23])
are desirable in the context of leaking devices. Alternatively, strictly respecting the
assumption of Sect. 5.3 may require some performance overheads, e.g., by replacing
2PRG(x) := (

BCx (0 n), BCx (1||0 n−1)
)

by a slightly more expensive one, e.g.,
2PRG(x) := (BCBCx (0)(0 n), BCBCx (0)(1||0 n−1)

)
.

5.4.2 Remark 2

It is also worth noticing that by adding more block ciphers to the 2PRG example of
Fig. 7, one can easily extend it toward a 3PRG, 4PRG, . . . This leads to a simple
tradeoff between security and performance. Namely, for a given q-limit, one can use
a qPRG in Fig. 6a and consequently generate n·(q−1)

q pseudorandom bits per block
cipher execution.

6 Initialization Issues

6.1 Breaking [34] with a Standard DPA

The claim in [34] is that the alternating structure in Fig. 6b can be used as a leak-
age resilient stream cipher. This implies the need of an initialization process with
a public initialization vector. For this purpose, the authors suggest to pick up the
keys k0 and k1 as well as the public x0 at random. But this is in fact in contradiction
with the practical requirements of a stream cipher. It is generally expected that one
can re-initialize or re-synchronize a stream cipher without picking up new keys at
random (e.g., see [15]). This is important, e.g., if the stream cipher has to be used
in a challenge–response protocol. Unfortunately, using x0 as an initialization vector
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without changing the keys k0 and k1 in the same time leads to straightforward DPA
attacks that break the stream cipher of [34] in practice. Just observe that, because of
the AES-based construction in Fig. 7, the adversary targeting the alternating struc-
ture for a given x0 is 2-limited. Say now the adversary re-initializes the PRG with
multiple random x0 values, e.g., say he does it t times with the same key (k0, k1).
Then, the first iteration of the PRG is not 2-limited anymore but 2 · t-limited, where
t can be arbitrarily large. As a consequence, the construction is no more leakage
resilient. A standard DPA attack such as in the right part of Fig. 8 can be applied.

Summarizing, the alternating structure from [34] is limited to a fixed x0 and its
proof holds – but then, the resulting stream cipher cannot be efficiently re-initialized,
re-synchronized, used in a challenge–response protocol, . . . Or it allows the adver-
sary to observe multiple x0 values – but then it is insecure. In other words, there is
a component missing in this construction.

6.2 Secure Initialization Process

In order to avoid the previous issue, [33] proposed a secure initialization process
of which different variants can be designed. Essentially, the idea is to bound the
increase of the q-limit during initialization at the cost of some performance over-
heads. This can be simply achieved by adding multiplexors in the implementation
and using the selection bit(s) to insert the random I V progressively in the PRG
iterations. In its original form, pictured in Fig. 9, this process was made of two
phases (we refer to the original publication for the details):
1. In a first (initialization) phase, n iterations of the PRG are executed with inputs

zi ’s that are obtained as follows: zi = C0 if I V (i) = 0, zi = C1 if I V (i) = 1,
where I V (i) is the i th bit of the initialization vector and C0, C1 are two con-
stants. The n first yi values are not transmitted as output.

2. In a second (generation) phase, the PRG goes on iterating with a fixed input C0
and now transmits the pseudorandom blocks yi as outputs.
In this basic proposal and if a n-bit I V is considered, the secure initialization

requires n iterations of the PRG before pseudorandom blocks can be produced. The
advantage of this constructions is that it is still 2-limiting. Trading performances for
security is again possible by adapting the q-limit and using larger multiplexors (i.e.,
incorporating more I V bits in each iteration).

Fig. 9 Secure initialization process from ASIACCS 2008
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Applying this idea to the PRGs of [5, 34] can then be done in different ways. The
simplest one is to use the I V bits to select which of the 2PRG and wPRF outputs is
used as a key in the next round (i.e., if I V (i) = 0, use the lower outputs in Fig. 7, if
I V (i) = 1, use the upper one) – again without generating any pseudorandom block
during initialization. Adding a multiplexor as in Fig. 9 and XORing its output with
the plaintexts (or keys) in the PRG constructions of Fig. 6 is another solution that
also allows various tradeoffs (but may requires a more careful analysis). The next
section details yet another simple solution that we only apply to the forward secure
PRG of [5] for convenience.

6.3 A More Elegant (and Standard) Construction

In fact, the initialization of [33] can be directly related to the construction for pseu-
dorandom functions introduced by Goldreich, Goldwasser, and Micali in 1986 [18].
This leads to the simple process represented in Fig. 10. In its basic form (in the left
part of the figure), this construction can be viewed as a binary tree of depth n. The
value of the root equals k0. Then, depending on the I V bits, the left or right outputs
of the 2PRG are selected. After n iterations of the 2PRG, we obtain a key k′

0 that
has been initialized with a public I V and can be used as a seed in PRG of Fig. 6a.
Again, it is possible to reduce the depth of the tree (i.e., to increase performances)

Fig. 10 Leakage resilient PRF. Left: n-iteration, Right: n
2 -iteration
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by increasing the q-limit (e.g., the right part of Fig. 10 uses 4PRGs with q = 4 and
n/2 iterations), leading to the tradeoff:

• Number of block cipher executions for initialization: n/β,
• q-limit: 2β , where β is an integer ∈ [1, n].

The security of such an initialization process will be discussed in Sect. 7.

6.3.1 Remark 3

Combining the PRG in the upper part of Fig. 6 with the initialization process of
Fig. 10 leads to an overall tradeoff between security and performances. As an illus-
tration, two extreme solutions are given in section, Fig. 11. In the upper part, a
completely trusted block cipher is exploited. Hence, a 2n-limited construction is
tolerated, with an initialization process in one block cipher execution and producing
n pseudorandom bits per block cipher execution. In the lower part, the block cipher
has significant leakages. Hence, a 2-limited construction is used, with an initializa-
tion process in n block cipher executions and producing n/2 pseudorandom bits per
block cipher execution.

6.4 Remark on the Impossibility of a Secure Initialization Process
with an Adaptive Selection of the Leakages

It is interesting to highlight that a secure and efficient initialization process (i.e.,
where re-synchronization does not imply a new key exchange) is incompatible with
a fully adaptive selection of the leakage function for stateless devices (i.e., devices
that do not save any part of their state between two reinitializations). Even the pre-
vious proposals can be broken in this context. Indeed, if a new leakage function
can be chosen anytime the PRG is initialized with the same input, then a “future
computation attack” exploiting only the first iteration of the initialization process
can be mounted. This can be intuitively related to Fig. 8. In fact, the goal of a secure
initialization process is to keep the q-limit as small as possible. Say for illustration
that we have a 1-limiting process. Then, the expectation is that repeating the mea-
surement of the same trace l1 can only be used to remove noise, as in the left part
of the figure. Good implementations should be such that this is not sufficient to leak
the whole subkey S. But say now the adversary can adaptively choose his leakage
function anytime he measures the trace corresponding to the same input plaintext x1.
Then, DPA attacks can again be mounted as in the right part of the figure. Quite
problematically, such an attack would imply that any leaking implementation can
be broken in linear number of measurements, making it impossible to build a secure
device.

One solution to prevent the previous issue could be to limit the adaptivity of the
leakage function to different inputs. That is, one could require that the same inputs
to the target device should always give rise to the same leakage function. But from
an operational point of view, the adaptivity of the leakage function relates to the
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Fig. 11 Securely re-initialized PRGs. UP: 2n -limited construction (i.e., best efficiency, worst secu-
rity); Down: 2-limited construction (best security, worst efficiency)



124 F.-X. Standaert et al.

possibility to change the measurement conditions during a side-channel attack (e.g.,
the antenna’s position in an electromagnetic analysis). Hence, whatever modifica-
tion of the setup that an adversary can do when changing the inputs can also be
done when these inputs are kept constant. Therefore, if we assume that the leakage
function cannot be chosen adaptively by the adversary when inputs are kept constant
(which is mandatory in order to avoid trivial attacks as just described), there is no
reason to allow it for variable inputs. We conclude that the leakage function should
not be considered as adaptively selected by the adversary. In fact, a better solution
to reflect the possible adaptivity of the measurement conditions is to include this
adaptivity in the adversary’s abilities and to quantify it directly in the λ-bit leak-
age bound.

7 Generalization to PRFs

In addition to its interesting features for initializing a PRG, the construction of
Fig. 10 can also be used as a PRF, if the I V is replaced by an input x . Proving
the security of these constructions can be done using essentially the same technique
as in Sects. 5.3 and 10.2. Namely, each I V determines one trail through the tree
of Fig. 10. And each of these trails is similar to one iteration of a PRG. As in
Sect. 3, we need to extend the black box security definition of a PRF (against adap-
tive queries) from [18] to physical indistinguishability in presence of all leakages
except for the challenge (here meaning that the output to be distinguished from
random does not come with a leakage). That is

Definition 10 Let F : X × K → X be a pseudorandom function and P = (F, L) be
the physical implementations corresponding to the combination of F with a leakage
function L. Let finally A = (A1, A2) be a pair of PPT algorithms where A1 takes a
set of plaintexts S and some information I as input and outputs a plaintext, while
A2 takes a plaintext, a ciphertext, and some information I as input and outputs a bit.
We consider the following experiments:

Expprf−ind−0
P,A Expprf−ind−1

P,A
S = ∅; S = ∅;
I = ∅; I = ∅;

k
R←− {0, 1}n; k

R←− {0, 1}n ;
for i = 1 : q for i = 1 : q

xi ← A1(S, I); xi ← A1(S, I);
S = S ∪ {xi }; S = S ∪ {xi };
I = I ∪ {xi , Fk(xi ) � li }; I = I ∪ {xi , Fk(xi ) � li };

end; end;
xq+1 /∈ S ← A1(S, I); xq+1 /∈ S ← A1(S, I);

– y
R←− {0, 1}n;

b ← A2(xq+1, Fk(xq+1), I); b ← A2(xq+1, y, I);

The ind-advantage of A against P is defined as:
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Advprf−ind
P,A = | Pr[Expprf−ind−0

P,A = 1] − Pr[Expprf−ind−1
P,A = 1]|

The implementation of a PRF is physically indistinguishable if the ind-advantage of
any polynomial time adversary against this implementation is negligible.

In other words, the leakage is provided for the q first queries but not for the
q + 1th one for which the indistinguishability game is played.2 Also, the plaintexts
can be selected adaptively by the adversary, but not the leakage function.

We show in this section that if the leakage functions corresponding to the dif-
ferent rounds of the PRF in Fig. 10 are seed preserving, then the implementation
of the PRF is physically indistinguishable (satisfying Definition 10). But we need
a slight modification of the seed-preserving notion for this purpose. Just observe
that Definition 7 has no guarantee for preserving the right-hand output of 2PRG.
For example, a leakage function such that Lo(k1, x1) = x1 satisfies this definition
but trivially leaks all PRF outputs rooted from x1 to adversary A2PRG. Hence, we
introduce symmetric seed-preserving leakage functions in Definition 11, and then
state the main result for our PRF construction in Theorem 2.

Definition 11 Let (Lo, Li ) be a pair of functions, A2PRG an algorithms represent-
ing the side-channel adversary with oracle access to 2PRG, n a fixed integer, and
PrGuess(n, b) the following probability: Pr[A2PRG(Lo(k0, k1), Li (kb), kb) = kb :
k ← {0, 1}n; (k0, k1) := 2PRG(k)]. The pair (Lo, Li ) is said to be ε-symmetric
seed preserving for parameter n and A2PRG if PrGuess(n, b) ≤ ε for any b ∈ {0, 1}.
A pair of functions (Lo, Li ) is said to be symmetric seed preserving if, for every
PPT A2PRG, there is a negligible function ε(n) such that (Lo, Li ) is ε(n)-symmetric
seed preserving for every security parameter n and A2PRG running on input 1n . A
sequence of pairs of functions (Lo

1, Li
1), . . . , (L

o
l , Li

l ) is said to be uniformly symmet-
ric seed preserving if, for every PPT A2PRG, there is a negligible function ε(n) such
that each pair of this sequence is ε(n)-symmetric seed preserving for every security
parameter n and A2PRG running on input 1n .

In order to state our theorem, let us assume X = K = {0, 1}n and denote the
input and key of the PRF in Fig. 10 as x = b1· · ·bn ∈ {0, 1}n and k ∈ {0, 1}n ,
respectively. Let us also define the following notations:

G0(k)‖G1(k)
def= 2PRG(k), with |G0(k)| = |G1(k)|,

kb1···bi

def= Gbi (· · · Gb2(Gb1(k)) · · · ) for 1 ≤ i ≤ n − 1,

kb1···bn

def= G0(Gbn (kb1···bn−1)),

where subscripts b1 · · · bi identify the invocation path from root node k with one
more invocation of G0 appended to the last level, and thus the PRF output Fk(x)

2 In fact, for the PRF construction of Fig. 10, we can prove a slightly stronger result. Namely, we
only need that the leakage of the last PRF round (i.e., the last 2PRG invocation) of the last query
xq+1 is not provided to the adversary.
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is simply given by kx . We observe that this construction is essentially the GGM
one [18], except that an extra round has been added in the end. This extra round
has been introduced in order to make sure that the leakage occurring during the
evaluation of Fk on one input does not trivially provide information on the output
of Fk evaluated on an input that would only differ from the first one by the last bit.
Note that, if 2PRG is implemented using two AES, as depicted in Fig. 7, then it
is possible to evaluate only one of the two output halves, and this extra round is
not needed anymore. As previously, we model the leakage function L with n + 1
pairs of functions, L := 〈(Li

1, Lo
1), . . . , (L

i
n+1, Lo

n+1)〉, such that for any j th level
PRG invocation (kb1···b j−10,kb1···b j−11) := 2PRG(kb1···b j−1 ), the leakage is given by
(Li

j (kb1···b j ), Lo
j (kb1···b j 0,kb1···b j 1)). It directly yields:

Theorem 2 The PRF construction given by Fk(x) = G0(Gbn (· · · Gb1(k) · · · ))
is physically indistinguishable provided that the family of pairs of leakage func-
tions {(⊥, Li

1), (Lo
1, Li

2), . . . , (Lo
n, Li

n+1)(L
o
n+1,⊥)}n∈N, is uniformly symmetric

seed preserving and can be evaluated in probabilistic polynomial time.

The proof of Theorem 2 is given in Sect. 10.3.

8 Remark on the Impossibility of Proving the Leakage Resilience
for the Forward Secure PRG of Fig. 6a in the Standard Model

Before to conclude this chapter, we finally note that restricting the leakage function
only will not be sufficient to prove the leakage resilience for the forward secure
PRG of Fig. 6a in the standard model. For example, say the 2PRG used in this
construction can be written as follows:

G(x1, x2, . . . , xn) = (x1, G∗(x2, x3, . . . , xn)) = (y1, y2, . . . , y2n),

with G∗ : {0, 1}n−1 → {0, 1}2n−1 a secure PRG. Using this 2PRG in the upper
scheme of Figure 6 gives rise to a secure PRG in the black box setting. But if the
first n bits of G(x1, x2, . . . , xn) are used as intermediate key and the second n bits
as output, then a simple leakage function that only leaks x1 will straightforwardly
allow breaking the scheme. Importantly, this attack assumes a non-adaptive leakage
function of which the computational complexity is very low (it just leaks one bit per
iteration). This counterexample shows that proving the leakage resilience of a PRG
such as [5] in the standard model also requires stronger black box assumptions than
traditionally considered for 2PRGs.

9 Open Problems

This report implies two important scopes for further research. A first one is to better
investigate side-channel resilient constructions of PRGs and PRFs (and their pos-
sible extension to PRPs). This requires to work on the minimum black box and
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physical assumptions that can be used to analyze the security of cryptographic
devices in a formal setting. For example, important assumptions include the fol-
lowing:

1. The adaptivity of the leakage function. As discussed in Sect. 6.4, it is reason-
able to remove this ability from the adversary’s power and to reflect the possible
adaptivity of the measurement setup in the λ-bit leakage bound.

2. “Only computations leak.” As discussed in Sect. 5.3, this (and related) assump-
tions should ideally be avoided or reflected in the proofs quantitatively, in order
to capture the behavior of advanced circuit technologies where static leakages
and coupling effects are not negligible. Or, alternatively, one could investigate
the exact type of dependencies that should be avoided (and translate them as
requirement for hardware designers) to keep sound proofs.

3. The computational limits of the leakage function. In [31, 34], the leakage func-
tion is assumed to be a polynomial time computable function of its inputs. As
discussed in Sect. 5.1, this incorporates attacks that exceed the power of actual
adversaries. Hence, an interesting direction would be to further restrict this func-
tion. Promising candidates can be found in the early literature on side-channel
attacks such as [2]. For example, considering linear functions of a device’s inter-
nal configuration (or quadratic functions in order to capture possible coupling
effects in the circuits) appears as a good starting point. At least, those type of
functions should be captured by theoretical analysis, in view of their close con-
nection to practice.

These physical assumptions then have to be combined with minimum black box
requirements. We note that considering the black box security and the physical
security with different assumptions may be an interesting alternative to demonstrate
the leakage resilience while keeping proofs simple. For example, one can show the
security of a construction in the standard model without leakage and then use a ran-
dom oracle (that cannot be queried by the leakage function) to prove side-channel
resilience, as in this report. Since the random oracle is then mainly used to cap-
ture the idea that “side-channel leakages do not leak about the future,” it seems a
reasonable abstraction in this context. Overall, this discussion shows that there are
interesting tradeoffs to consider between the black box and physical requirements
that one imposes to algorithms and implementations.

Second, we need to move from the abstract description of leakage resilient prim-
itives toward their concrete implementations, in order to quantify the actual infor-
mation leakages that they provide, in function of the adversary’s abilities (i.e., data,
time, and memory complexity). It implies extending Table 2 in this chapter and
evaluating the security of more algorithms and devices against various attacks. This
situation is in fact analogical to the classical cryptanalysis of block ciphers, where
it is essential to determine the best known attacks against various ciphers. In a
physical setting, the same question arises for every combination of algorithm and
device – with the additional difficulty of exactly specifying the adversary’s power,
e.g., in terms of profiling and a priori knowledge of the underlying hardware. Con-
centrating the community’s experimental efforts on a few implementations (e.g., by
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standardizing measurement boards [38]) would be very useful in this respect. Ini-
tiatives such as [11] could also be adapted for this purpose. We note that the large
variability of the success rates in Table 2 suggests that keeping λ as small as possible
in practical devices is certainly as challenging as properly exploiting small λ’s in
secure PRG (or other) constructions.

Eventually, physical security is a young topic and its proper formalization is still
a scope for further research. Hence, it is important to question the validity of the
models used to analyze the security of leaking devices first. Because of the physical
origin of, e.g., side-channel attacks, it implies the need of experimental evaluations.
And the implementation cost also has to be part of this analysis since overall (and
in particular for small embedded devices), what matters to hardware designers is to
obtain the best security at the lowest cost.

10 Further Details

10.1 Security Metric

We consider a side-channel key recovery adversary AEK ,L with time complexity τ ,
memory complexity m and q queries to the target physical computer. His goal is to
guess a key class s with non-negligible probability. For this purpose and for each
candidate s∗, he compares the actual observation of a leaking device lq with some
key-dependent model for these leakages M(s∗, .). Let T(lq , M(s∗, .)) be the statis-
tical test used in the comparison. We assume that the highest value of the statistic
corresponds to the most likely key candidate. For each observation lq , we store
the result of the statistical test T in a vector gq = T(lq , M(s∗, .)) containing the
key candidates sorted according to their likelihood: gq := [g1, g2, . . . , g|K|] (e.g.,
|S|=256 for key bytes). Then, for any side-channel attack exploiting a leakage vector
lq and giving rise to a result gq , we define the success function of order o against a
key byte s as: So

k(gq)=1 if k ∈ [g1, . . . , go], else So
k(gq)=0. It leads to the oth-order

success rate:

Succsc−kr−o,S
AEK ,L

(τ, m, q) = E
k

E
lq

So
k(gq). (2)

Intuitively, a success rate of order 1 (resp. 2) relates to the probability that the correct
key byte is sorted first (resp. among the two first ones) by the adversary.

10.2 Proof of Theorem 1

Proof (Theorem 1) Let A2PRG(1n) be an adversary who wins the PredA2PRG,L(n)

game with probability 1
2 +η(n), and let p be a polynomial such that p(n) is an upper

bound on the number of request queries made by A2PRG(1n). Let Queryl (resp.
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Querya) be the event that A2PRG(1n) makes a query to 2PRG on the last key ki

(resp. any key) computed by the challenger before the test query is made.
We distinguish between the cases where the Queryl event happens or not:

Pr[PredA2PRG,L(n) = 1] ≤ Pr[PredA2PRG,L(n) = 1 ∧ ¬Queryl ] + Pr[Queryl ].
The probability Pr[PredA2PRG,L(n) = 1 ∧ ¬Queryl ] is bounded by 1

2 + p(n)2

2n ,
which is the sum of the probability of a pure guess and an upper bound on the
probability that a collision happens between PRG’s last output and an output of a
previous round.

We now show that Pr[Queryl ] is negligible. To this purpose we build an adver-
sary A′2PRG as follows.:

Adversary A′2PRG:

1. On input 1n , start an instance of A2PRG with input 1n , and record all interactions
between A2PRG and the 2PRG oracle.

2. Pick j ← [0, p(n)] and r0 ← {0, 1}n uniformly at random, and set a counter i to 0.
3. Ask a challenger to pick k0 ∈ {0, 1}n uniformly at random, to compute (k1, x1) :=

2PRG(k0) and to provide (Lo
j (k1, x1), x1, Li

j+1(x1)).

4. On each request query from A2PRG, proceed as follows: increment the counter i , select
(ri , xi ) ← ({0, 1}n)2 uniformly at random, and submit Li

i (ri−1), yi and Lo
i (ri , yi ) to

A2PRG, unless i = j in which case Lo
j (k1, x1), x1 and Li

j+1(x1) are submitted instead.

5. On the test query from A2PRG, pick yi+1 ← {0, 1}n uniformly at random and submit
that value to A2PRG.

6. Let {z1, . . . , zq } be the set of requests made by A2PRG to 2PRG until it halts. Output
an element z selected uniformly at random into that set.

The strategy of adversary A′2PRG is based on the assumption that, in a normal
run of the PredA2PRG,L(n) experiment, A2PRG would make a query on (at least) one

of the keys involved in the experiment. So, A′2PRG makes a uniform guess on the
index of the first key on which such a query is made; guessing the first queried key
ensuring that key will only be correlated to one thing: the corresponding leakages
(and not any previous call on 2PRG). This guess will be correct with probability

1
p(n)+1 . Then, A′2PRG provides leakages to A2PRG computed from random values
of its own choice, except for the j index, for which the leakages and PRG output
are replaced by those obtained from a challenger for the seed-preserving property.
A′2PRG also provides a random value yl+1 as final input to A2PRG. If the guess on
the index j is correct, all the inputs sent to A2PRG are distributed exactly as in the
PredA2PRG,L(n) experiment, as long as A2PRG does not make a query on the value

k1 computed by the challenger. Therefore, when A2PRG halts, A′2PRG can select
one of the inputs of the q queries made by A2PRG and, if A2PRG made a query
on k1, that guess will be correct with probability 1

q . So, eventually, we have that

Pr[z = k1|Querya] = 1
q(p(n)+1)

.

Now, we observe that Pr[z = k1|Querya] ≤ Pr[z=k1]
Pr[Querya ] , and that Pr[Queryl] ≤

Pr[Querya], which implies that Pr[Queryl ] ≤ q(p(n) + 1) Pr[z = k1].
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Eventually, we observe that A′2PRG runs in PPT: A2PRG runs in PPT, and the
leakage functions can be evaluated in PPT too. Therefore, since the leakage func-
tion family L is uniformly seed preserving, there is a negligible function ε such that
Pr[x = k1] ≤ ε(n). As a result, Pr[Queryl] ≤ q(p(n)+1)ε(n), which is negligible.

So, we have that Pr[PredA2PRG,L(n) = 1] ≤ 1
2 + p(n)2

2n + q(p(n) + 1)ε(n), as
desired.

10.3 Proof of Theorem 2

Proof (Theorem 2) In the context of this construction, Expprf−ind−0
P,A (as in Defini-

tion 10) is the output of A2PRG with the first q adaptive queries to (F, L) and the

(q + 1)th query to F alone, which we visually write as A2PRG,〈(F,L)[1,q],(F,⊥)[q+1]〉
and analogously denote Expprf−ind−1

P,A as A2PRG,〈(F,L)[1,q],(R,⊥)[q+1]〉, where random
function R is constructed using the same tree structure except that all tree nodes are
fresh randomness (rather than being generating by invoking 2PRG on their parent
node as in the F), the output of R on input x is the leaf node reached by taking path
x from the root. Then, by triangle inequality we have

| Pr[Expprf−ind−0
P,A = 1] − Pr[Expprf−ind−1

P,A = 1]|
≤ | Pr[A2PRG,〈(F,L)[1,q],(F,⊥)[q+1]〉 = 1] − Pr[A2PRG,〈(R,L)[1,q],(R,⊥)[q+1]〉 = 1]|
+ | Pr[A2PRG,〈(R,L)[1,q],(R,⊥)[q+1]〉 = 1] − Pr[A2PRG,〈(F,L)[1,q],(R,⊥)[q+1]〉 = 1]|
≤ | Pr[A2PRG,(F,L)[1,q+1] = 1] − Pr[A2PRG,(R,L)[1,q+1] = 1]|
+| Pr[A2PRG,(R,L)[1,q] = 1] − Pr[A2PRG,(F,L)[1,q] = 1]|.

Therefore, we reduce the problem to showing the oracle indistinguishability
between (F, L) and (R, L).

The main idea of the rest proof is that the ability to distinguish (F, L) and (R, L)
using p queries to 2PRG and q queries to the above oracle pair (by a hybrid
argument and efficient simulation of the GGM tree [18]) implies an efficient algo-
rithm (with only slightly more complexity than the distinguisher) to invert one of
2q independent instances of symmetric seed-preserving functions with probability
of ε(n)/(2pn), or equivalently, solve one such instance with probability at least
ε(n)/(4pqn), and thus a contradiction to the symmetric seed-preserving property in
Definition 11.

Following Sect. 7, we use kb1···b j to denote the string on the j th-level tree node
by taking invocation path b1, · · · ,b j from the 0th level (root) node k. We consider
hybrids (H0, L0), · · · , (Hn+1, Ln+1), where each (Hj, Lj) is constructed using the
tree structure with all nodes of up to level j are randomly chosen, and the rest nodes
(of higher levels) obtained by invoking 2PRG on their parent node, and let Hj(x)

be the leaf node reached by taking path x from the root, and define Lj by invoking L



Leakage Resilient Cryptography in Practice 131

on the corresponding nodes. It is not hard to see that (F, LF) is identical to (H0, L0)
and that (R, LR) is identical to (Hn+1, Ln+1).

Suppose to the contrary that there exists A2PRG that distinguishes (F, LF) and
(R, LR) with advantage ε(n) by making p queries to 2PRG and q queries to
(F, LF)/(R, LR), then A2PRG can distinguish at least one neighboring hybrids
(Hj, Lj) and (Hj+1, Lj+1) with advantage at least ε(n)/(n+1) by the same number of
queries. We stress that (Hj, Lj) and (Hj+1, Lj+1) are identically distributed to anyone
without access to 2PRG, or otherwise said, A2PRG must obtain the ε(n)/(n + 1)

advantage by recovering of one of the j th level on-path (with respect to the q
queries) nodes of (Hj, Lj) and then run 2PRG on it iteratively to verify whether the
final output corresponds to the output of Hj. Note that the ability to recover nodes
on any other level does not gives A2PRG any advantage in distinguishing (Hj, Lj)
and (Hj+1, Lj+1), which can be seen by a comparison between the two. We show in
the following an inverting algorithm that uses the above distinguisher to solve one
of 2q independent instances of pair of functions (Lo

j−1, Li
j ) with probability at least

ε(n)/(2p(n + 1)).
The inverting algorithm Inv2PRG that runs A2PRG as subroutine, simulates

(Hj, Lj), and inverts 2q independent instances of (Lo
j−1, Li

j ) works as follows.
We recall (see Definition 11) that each problem instance is in the format of
(Lo

j−1(k0, k1), Li
j (kb),kb̄), and the challenge is to recover kb.

Adversary Inv2PRG:

1. Inv2PRG takes as input 1n , q independent instances of (Lo
j−1, Li

j ) with b = 0, and

another q independent instances with b = 1. On startup, Inv2PRG starts an instance of
A2PRG with input 1n .

2. For each query b1, · · · ,bn from A2PRG to (Hj, Lj), Inv2PRG simulates (Hj, Lj) as
follows: for the first query (otherwise skip the common prefix that matches any of
the previous ones), sample and record random strings k ′, (k′

b1
,k ′

b1
), (k ′

b1b2
,k ′

b1b2
), . . . ,

(k ′
b1···b j−2b j−1

,k ′
b1 ···b j−2b j−1

) of level up to j − 1, and compute corresponding leakages

using the leakage functions from L. At the j th level, if b1, · · · ,b j−1 does not match the

prefix of previous queries, toss a random bit at
R←− {0, 1} (1 ≤ t ≤ q) and install a

new instance of (Lo
j−1, Li

j ) with b = b j ⊕at on it, i.e.„ (Lo
j−1(k0, k1), Li

j (kb),kb̄) as the
output-layer leakage of level j , input-layer leakage on input k ′

b1···b j−1b, and k ′
b1···b j−1b̄

,

respectively. In case that at = 1 (i.e., b j = b̄), the strings and leakages on level j
and above can be simulated by invoking 2PRG (on kb̄ and onward) and computing the
leakage functions, and in the other case that at = 0, the simulation is identical except
that k ′

b1···b j 0 and k′
b1···b j 1 are sampled randomly instead of being obtained by invoking

2PRG on kb̄.

3. Inv2PRG records all A2PRG’s queries to 2PRG. When A2PRG halts, Inv2PRG randomly
selects one of the recorded p queries and produces it as output, and then halts.

As discussed, A2PRG can invert one (say the t th) of the 2q instances with chance
at least ε(n)/(n+1) on condition that it is selected from the p candidates (with prob-
ability 1/p) and that at = 0 (with probability 1/2), and thus the overall probability
is ε(n)/(2p(n + 1)), as desired.
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Memory Leakage-Resilient Encryption Based
on Physically Unclonable Functions

Frederik Armknecht, Roel Maes, Ahmad-Reza Sadeghi, Berk Sunar,
and Pim Tuyls

1 Introduction

Modern cryptography provides a variety of tools and methodologies to analyze and
to prove the security of cryptographic schemes such as in [6–9]. These proofs always
start from a particular setting with a well-defined adversary model and security
notion. The vast majority of these proofs assume a black box model: the attacker
knows all details of the used algorithms and protocols but has no knowledge of
or access to the secrets of the participants, nor can he observe any internal com-
putations. The idealized model allows one to derive security guarantees and gain
valuable insights.

However, as soon as this basic assumption fails most security guarantees are off
and a new open field of study arises. In cryptographic implementations long-term
secret keys are typically stored by configuring a non-volatile memory such as ROM,
EEPROM, flash, anti-fuses, poly- or e-fuses into a particular state. Computations on
these secrets are performed by driving electrical signals from one register to the
next and transforming them using combinatorial circuits consisting of digital gates.
Side-channel attacks pick up physically leaked key-dependent information from
internal computations, e.g., by observing consumed power [29] or emitted radiation
[1], making many straightforward algorithms and implementations insecure. It is
clear that from an electronic hardware point of view, security is viewed differently,
see, e.g., [32, 46, 50, 51].

Even when no computation is performed, stored secret bits may be leaked. For
instance, in [45] it was shown that data can be recovered from flash memory even
after a number of erasures. By decapsulating the chip and using scanning electron
microscopes or transmission electron microscopes the states of anti-fuses and flash
can be made visible. Similarly, a typical computer memory is not erased when its
power is turned off giving rise to so-called cold-boot attacks [24]. More radical
approaches such as opening up an integrated circuit and probing metal wires or
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scanning non-volatile memories with advanced microscopes or lasers generally lead
to a security breach of an algorithm, often immediately revealing an internally stored
secret [45].

Given this observation, it becomes natural to investigate security models with
the basic assumption: memory leaks information on the secret key. Consequently,
a recently initiated line of research has focused on the use of new cryptographic
primitives that are less vulnerable to leakage of key bits [2, 38]. These works estab-
lish security by adapting public-key algorithms to remain secure even after leaking
a limited number of key bits. However, no security guarantees can be given when
the leakage exceeds a certain threshold, e.g., when the whole non-volatile mem-
ory is compromised. Furthermore, they do not provide a solution for the traditional
settings, e.g., for securing symmetric encryption schemes.

Here we explore an alternative approach: Instead of making another attempt to
solve the problem in an algorithmic manner, we base our solution on a new physical
primitive. So-called physically unclonable functions (PUFs) provide a new crypto-
graphic primitive able to store secrets in a non-volatile but highly secure manner.
When embedded into an integrated circuit, PUFs are able to use the deep submicron
physical uniqueness of the device as a source of randomness [12, 15, 22, 49]. Since
this randomness stems from the uncontrollable subtleties of the manufacturing pro-
cess, rather than hard-wired bits, it is practically infeasible to externally measure
these values during a physical attack. Moreover, any attempt to open up the PUF
in order to observe its internals will with overwhelming probability alter these vari-
ables and change or even destroy the PUF [49].

In this chapter, we take advantage of the useful properties of PUFs to build an
encryption scheme resilient against memory leakage adversaries as defined in [2].
We construct a block cipher that explicitly makes use of the algorithmic and physical
properties of PUFs to protect against physical and algorithmic attacks at the same
time. Other protection mechanisms against physical attacks require either additional
algorithmic effort, e.g., [26, 36, 41, 47], on the schemes or separate (possibly expen-
sive) hardware measures.

Our encryption scheme can especially be useful for applications such as secure
storage of data on untrusted storage (e.g., hard disk) where (i) no storage of secrets
for encryption/decryption is needed and keys are only re-generated when needed,
(ii) copying the token is infeasible (unclonability), (iii) temporary unauthorized
access to the token will reveal data to the adversary but not the key (i.e., forward
security is preserved), or (iv) no non-volatile memory is available.

Contribution. Our contributions are as follows:

• A new cryptographic primitive: PUF-PRF. We place the PUFs at the core of a
pseudorandom function (PRF) construction that meets well-defined properties.
We provide a formal model for this new primitive that we refer to as PUF-PRF.
PRFs [21] are fundamental primitives in cryptography and have many applica-
tions, e.g., see [20, 33, 34].

• PUF-PRF-based provably secure stream and block ciphers. One problem with
our PUF-PRF construction is that it requires some additional helper data that
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inevitably leaks some internal information. Hence, PUF-PRFs cannot serve as a
direct replacement for PRFs. However, we present a provably secure stream and
block ciphers based on PUF-PRFs that remain secure despite the information
leakage. Furthermore, no secret key needs to be stored, protecting the scheme
against memory leakage attacks. The tight integration of PUF-PRFs into the cryp-
tographic construction improves the tamper resilience of the overall design. Any
attempt at accessing the internals of the device will result in change of the PUF-
PRF. Hence, no costly error detection networks or alternative anti-tampering
technologies are needed. The unclonability and tamper-resilience properties of
the underlying PUFs allow for elegant and cost-effective solutions to specific
applications such as software protection or device encryption.

• An improved and practical PUF-PRF construction. Although the information
leakage through helper data is unavoidable in the general case, the concrete case
might allow for more efficient and secure constructions. We introduce SRAM-
PRFs, based on so-called SRAM PUFs, which are similar to the general PUF-
PRFs but where it can be shown that no information is leaked through the helper
data if run in an appropriate mode of operation. Hence, SRAM-PRFs are for all
practical purposes a physical realization of expanding PRFs.

Organization. This chapter is organized as follows. First, we give an overview of
related work in Sect. 2. In Sect. 2, we define and justify the considered attacker
model and provide in Sect. 4 the necessary preliminaries. In Sect. 5, we intro-
duce a formal model for physically unclonable functions (PUFs). Based on this, we
define in Sect. 6 a new class of cryptographic primitives, called PUF-PRFs. These
can be seen as a physical realization of pseudorandom functions (PRFs) with the
main difference that for a correct mode of operation, some additional data needs
to be stored, called helper data, that leaks some information on the current inputs.
Nonetheless, we explain in Sect. 7 how PUF-PRFs can be deployed for memory-
leakage resilient encryption. We present both a stream cipher (Sect. 7.2) and a
block cipher (Sect. 7.3) based on PUF-PRFs and prove their security despite the
information leakage through the helper data. In Sect. 8, we explain for the concrete
case of SRAM-PUFs an improved construction that shares the same benefits like
general PUF-PRFs but where it can be argued that the helper data does not leak any
information. Finally, in Sect. 9 we present the conclusions.

2 Related Work

In recent years numerous results in the field of physical attacks emerged showing
that the classical black box model is overly optimistic, see, e.g., [3, 29, 30, 44, 45].
Due to a number of physical leakage channels, the adversary often learns (part of)
a stored secret or is able to observe some intermediate results of the private com-
putations. These observations give him a powerful advantage that often breaks the
security of the entire scheme. To cope with this reality, a number of new theoretic
adversary models were proposed, incorporating possible physical leakage of this
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kind. Ishai et al. [26] model an adversary which is able to probe, i.e., eavesdrop, a
number of lines carrying intermediate results in a private circuit, and show how to
create a secure primitive within this computational leakage model. Later, general-
izations such as Physically Observable Cryptography proposed by Micali et al. [36]
investigate the situation where only computation leaks information while assuming
leak-proof secret storages. Recently, Pietrzak [14, 41] and Standaert et al. [47] put
forward some new models and constructions taking physical side-channel leakage
into account.

Complementary to the computation leakage attacks, another line of work
explored memory leakage attacks: an adversary learns a fraction of a stored secret
[2, 38]. In [2] Akavia et al. introduced a more realistic model that considers the
security against a wide class of side-channel attacks when a function of the secret
key bits is leaked. Akavia et al. further showed that Regev’s lattice-based scheme
[43] is resilient to key leakage. More recently Naor et al. [38] proposed a generic
construction for a public-key encryption scheme that is resilient to key leakage.
Although all these papers present strong results from a theoretical security point
of view, they are often much too expensive to implement on an integrated circuit
(IC), e.g., the size of private circuits in [26] blows up with O(n2) where n denotes
the number of probings by the adversary. Moreover, almost all of these proposals
make use of public-key crypto primitives, which introduce a significant overhead in
systems where symmetric encryption is desired for improved efficiency.

Besides the information leakage attacks mentioned above, another important
field of studies are tampering attacks. Numerous countermeasures have been dis-
cussed, e.g., use of a protective coating layer [42] or the application of error
detection codes (EDCs) [17, 27]. Observe that limitations and benefits of tamper-
proof hardware have likewise been theoretically investigated in a series of works
[10, 18, 28, 37].

3 Memory Attacks

In this work we consider an extension of memory attacks as introduced by Akavia
et al. [2]. In a nutshell, the attacker in [2] can extract a bounded number of bits of
a stored secret. The model allows for covering a large variety of different memory
attacks, e.g., cold-boot attacks described in [24]. However, this general model might
not adequately capture certain concrete scenarios. For example, feature sizes on
ICs have shrunk to nanometer levels and probing such fine metal wires is even for
high-end IC manufacturers a difficult task. During a cryptographic computation a
secret state is typically (temporarily) stored in volatile memory (e.g., in registers and
flip-flops). However, in a typical IC, these structures are relatively small compared
to the rest of the circuit, making them very hard to locate and scan properly. Thus,
applying these attacks typically is usually significantly physically more involved for
the case of embedded ICs than for the non-embedded PC setting where additional
measures to access the memory exist, e.g., through software and networks.

On the other hand, storing long-term secrets, such as private keys, requires non-
volatile memory, i.e., memory that sustains its state while the embedding device is
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powered off. Implementation details of such memories like ROM, EEPROM, flash,
anti-fuses, poly- or e-fuses and recent results on physical attacks such as [45] indi-
cate that physically attacking non-volatile memory is much easier than attacking
register files or probing internal busses on recent ICs, making non-volatile memory
effectively the weak link in many security implementations.

Motivated by these observations, we consider the following attacker model in
this work:

Definition 1 (Non-volatile memory attacker) Let α : N → N be a function with
α(n) ≤ n for all n ∈ N, and let S be a secret stored in non-volatile memory.
A α-non-volatile memory attacker can access an oracle O that takes as input adap-
tively chosen a polynomial-size circuits hi and outputs hi (S) under the condition
that the total number of bits that A gets as a result of oracle queries is at most
α(|S|).

The attacker is called a full non-volatile memory attacker if α = id, that is the
attacker can extract the whole content of the non-volatile memory.

Obviously, a cryptographic scheme can only provide protection against full non-
volatile memory attackers if it does not use any long-term secrets that are stored
within non-volatile memory. One obvious approach is to require a user password
before each invocation. However, this reduces usability and is probably subject to
password attacks. In this chapter, we use another approach and make use of a phys-
ical primitive called physically unclonable function (PUF), which will be modeled
in the next section. PUFs allow to intrinsically store permanent secrets which are,
according to current state of knowledge, not accessible to a non-volatile attacker.

4 Preliminaries

We start with some basic definitions. An oracle is a (usually probabilistic) algorithm
that accepts inputs from an input domain and delivers values from an output domain.
Let O0 and O1 denote two oracles with the same input and output domain. A distin-
guisher D for O0 and O1 is a (possibly probabilistic) algorithm that has either access
to O0 or O1 and aims for distinguishing between these two cases. More precisely,
D generates (possibly adaptively chosen) values from the input domain of the oracle,
hands these to the oracle it has access to, and receives the outputs of the oracle.
At the end, D outputs either 0 or 1. The advantage of D is defined by

Adv(D)
def= | Pr[1 ← DO0] − Pr[1 ← DO1 ]|, (1)

where DOb denotes the case that D has access to Ob with b ∈ {0, 1}. Furthermore,
we define the advantage of distinguishing between O0 and O1 as

Adv(O0,O1)
def= max

D
Adv(D), (2)

where the maximum is taken over all distinguishers for O0 and O1.
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For a probability distribution D, the expression x ← D denotes the event that

x has been sampled according to D. For a set S, x
∗← S means that x has been

sampled uniformly random from S. For m ≥ 1, we denote by Um the uniform
distribution on {0, 1}m . The min-entropy H∞(D) of a distribution D is defined by

H∞(D)
def= − log2(maxx Pr[x ← D]). Min-entropy can be viewed as the “worst-

case” entropy [11] and specifies how many nearly uniform random bits can be
extracted from it.

For a distribution D we denote by OD an oracle that on input x samples an output
y ← D. Here, it takes care of consistency: same inputs are always responded with
the same output. At several occasions, we consider the difficulty of distinguishing
between two distributions D0 and D1. The advantage of a distinguisher D is defined
in this case as

Adv(D)
def= | Pr[1 ← DOD0 ] − Pr[1 ← DOD1 ]|. (3)

We will sometimes abbreviate DOD to DD. The advantage to distinguish between
D0 and D1 is defined as

Adv(D0, D1)
def= Adv(OD0 ,OD0). (4)

5 Physically Unclonable Functions

In this section, we introduce a formal model for physically unclonable functions
(PUFs). In a nutshell, PUFs are physical mechanisms that accept challenges and
return responses, that is behaving like functions. The main properties of PUFs that
are important in the context of cryptographic applications are the following:

Noise: The responses of PUFs are noisy in the sense that giving the same chal-
lenge twice can lead to different (but close) responses.

Non-uniform distribution: The distribution of the responses is usually non-
uniform.

Independence: Two different PUFs show completely independent behavior,
even if they stem from the same manufacturing process.

Unclonability: No efficient process is known that allows for physically cloning
PUFs.

Tamper evidence: Physically tampering with a PUF, e.g., trying to read it out,
will most likely destroy its physical structure and hence either make it unus-
able or turn it into a new PUF.

Remark 1 We want to emphasize that the properties above are of physical nature and
hence are very hard to prove in the rigorous mathematical sense. However, they are
based on experiments conducted worldwide and reflect the current assumptions and
observations regarding PUFs, e.g., see [49].
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We first provide a formal definition for noisy functions before we give a definition
for PUFs.

Definition 2 (Noisy functions) For three positive integers �, m, δ ∈ N with 0 ≤
δ ≤ m, a (�, m, δ)-noisy function f ∗ is a probabilistic algorithm accepts inputs
(challenges) x ∈ {0, 1}� and generates outputs (responses) y ∈ {0, 1}m such that the
Hamming weight between two outputs to the same input is at most δ. In a similar
manner, we define a (�, m, δ)-noisy family of functions to be a set of (�, m, δ)-noisy
functions.

Definition 3 (Physically unclonable functions) A set P is a (�, m, δ; qpuf, εpuf)-
family of PUFs if it is a physical realization of a family of probabilistic algorithms
that fulfills the following algorithmic and physical properties.

Algorithmic properties:

• Noise: P is a (�, m, δ)-noisy family of functions with δ < m
2• Non-uniform output and independence: There exists a distribution D on {0, 1}m

such that for any input x ∈ {0, 1}�, the following two distributions on
({0, 1}m)qpuf can be distinguished with advantage at most εpuf.

1. (Π1(x), . . . , Πqpuf(x)) for adaptively chosen Πi ∈ P .
2. (y1, . . . , yqpuf) with yi ← D.

In order to have a practically useful PUF, it should be that qpuf ≈ |P|, εpuf is
negligible and H∞(D) > 0.

Physical properties:

• Unclonability: No efficient technique is known to physically clone any member
Π ∈ P .

• Tamper evidence: For any PUF Π ∈ P , any attempt to externally obtain its
responses or parameters, e.g., by means of a physical attack, will significantly
alter its functionality or destroy it.

A number of constructions for PUFs have been implemented and most of them
have been experimentally verified to meet the properties of this theoretical defi-
nition. For more details we refer to the literature, e.g., [12, 22, 31, 48, 49]. One
important observation we make is that a number of PUF implementations can be
efficiently implemented on an integrated circuit, e.g., SRAM PUFs (cf. Sect. 8.2).
Their challenge–response behavior can hence be easily integrated with a chip’s dig-
ital functionality.

Remark 2 Due to their physical properties, PUFs became an interesting building
block for protecting against full non-volatile memory attackers. The basic idea is
to use a PUF for implicitly storing a secret: instead of putting a secret directly
into non-volatile memory, it is derived from the PUF responses during run time.
A possible instantiation is to store a challenge x and derive the secret from Π(x).
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As PUFs are, according to the current state of knowledge, neither (efficiently) read-
able nor clonable by an attacker, a non-volatile memory attacker is not able to
evaluate Π(x) by herself, hence protecting this value from her. Furthermore, due
to the (assumed) independence of PUFs, making the challenge x public does not
reveal anything about Π(x) (except of what is known about the output distribution),
even if the attacker has access to other PUFs from the same manufacturing process.
Together with additional measures, e.g., fuzzy extractors (see Sect. 6), this allows
to securely store a uniformly random secret which can be used with other crypto-
graphic schemes, e.g., AES for encryption.

6 Pseudorandom Functions Based on PUFs

In the Sect. 5, we explained how to use PUFs for protecting any cryptographic
scheme against full non-volatile memory attackers (see Remark 2). In the remainder
of this chapter, we go one step further and explore how to use PUFs for protecting
against algorithmic attackers in addition. For this purpose, we discuss how to use
PUFs as a source of reproducible pseudorandomness. This approach is motivated
by the observation that certain PUFs behave to some extent like unpredictable func-
tions. This will allow for constructing (somewhat weaker) physical instantiations of
(weak) pseudorandom functions.

The notion of pseudorandom functions (PRFs) [21] is established since long
in cryptography and many important cryptographic schemes can be constructed
from them (see, e.g., [20, 33, 34]). In the following, we first recall (weak) pseu-
dorandom functions, usually abbreviated to (w)PRFs, and show how PUFs can be
used (under certain assumptions) to construct a new cryptographic primitive, termed
PUF-(w)PRFs.

As PUF-(w)PRFs are weaker than (w)PRFs, known constructions based on
(w)PRFs are not directly applicable to PUF-(w)PRFs. We will show in Sects. 7.2
and 7.3a stream cipher and a block cipher, respectively, that are based on PUF-PRFs.
First, we present an extended definition of (weak) PRFs.

Definition 4 ((Weak) pseudorandom functions) Consider a family of functions F
with input domain {0, 1}� and output domain {0, 1}m . We say that F is (qprf, εprf)-
pseudorandom with respect to a distribution D on {0, 1}m , if the advantage to dis-
tinguish between the following two distributions for adaptively chosen pairwise dis-
tinct inputs x1, . . . , xqprf is at most εprf:

• yi = f (xi ) where f
∗← F

• yi ← D

F is called weakly pseudorandom if the inputs are not chosen by the distinguisher,
but uniformly random sampled from {0, 1}� (still under the condition of being pair-
wise distinct).

F is called (qprf, εprf)-(weakly)-pseudorandom if it is (qprf, εprf)-(weakly)-
pseudorandom with respect to the uniform distribution D = Um .
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Remark 3 This definition differs in several aspects slightly from the original defini-
tion of pseudorandom functions, e.g., [4, 5]. First, specifying the output distribution
D allows for covering families of functions which have a non-uniform output distri-
bution, e.g., PUFs. The original case, as stated in the definition, is D̃ = Um .

Second, the requirement of pairwise distinct inputs xi has been introduced to
deal with noisy functions where the same input can lead to different outputs. By
disallowing multiple queries on the same input, we do not need to model the noise
distribution, which is sometimes hard to characterize in practice. Furthermore, in the
case of non-noisy (weak) pseudorandom functions, an attacker gains no advantage
by querying the same input more than once. Hence, the requirement does not limit
the attacker in the non-noisy case.

Observe that the “non-uniform output and independence” assumption on PUFs
(as defined in Definition 3) does not automatically imply (weak) pseudorandomness.
The first considers the unpredictability of the response to a specific challenge after
making queries to several different PUFs while the later considers the unpredictabil-
ity of the response to a challenge after making queries to the same PUF.

In the following, we discuss how a family P of (noisy) PUFs that are (weakly)
pseudorandom with respect to some non-uniform distribution can be turned into
(weakly) pseudorandom functions (or, more precisely, a somewhat weaker variant of
it). Obviously, the main obstacle is to convert noisy non-uniform inputs into reliably
reproducible, uniformly distributed random strings. For this purpose, we employ an
established tool in cryptography, i.e., fuzzy extractors (FE) [13]:

Definition 5 (Fuzzy extractor) A (m, n, δ;μFE, εFE)-fuzzy extractor E is a pair of
randomized procedures, “generate” (Gen) and “reproduce” (Rep), with the follow-
ing properties:

Generation: The generation procedure Gen on input y ∈ {0, 1}m outputs an
extracted string z ∈ {0, 1}n and a helper string (also called helper data) ω ∈
{0, 1}∗.

Reproduction: The reproduction procedure Rep takes an element y′ ∈ {0, 1}m

and a bit string ω ∈ {0, 1}∗ as inputs.
Correctness: The correctness property of fuzzy extractors guarantees that if the

Hamming distance dist(y, y′) ≤ δ and z, ω were generated by (z, ω) ←
Gen(y), then Rep(y′, ω) = z. If dist(y, y′) > δ, then no guarantee is pro-
vided about the output of Rep.

Security: The security property guarantees that for any distribution D on {0, 1}m

of min-entropy μFE, the string z is nearly uniform even for those who observe
ω: if (z, ω) ← Gen(D), then it holds that SD((z, ω), (Un, ω)) ≤ εFE.

In [13], several constructions for efficient fuzzy extractors have been presented.
PUFs are most commonly used in combination with fuzzy extractor constructions
based on error-correcting codes and universal hash functions. In this case, the helper
data consists of a code-offset, which is of the same length as the PUF output, and
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the seed for the hash function, which is in the order of 100 bits and can often be
reused for all outputs.

Theorem 1 (Pseudorandomness of PUF-FE-composition) Consider a set P that
is a (�, m, δ; qpuf, εpuf)-family of PUFs which are (qprf, εprf)-pseudorandom with
respect to some distribution D. Let E = (Gen, Rep) be an (m, n, δ; H∞(D), εFE)

fuzzy extractor. Then, for any s ∈ {1, . . . , qprf} the advantage of any distin-
guisher that adaptively chooses pairwise distinct inputs x1, . . . , xs and receives
outputs (z1, ω1), . . . , (zs, ωs) to distinguish the following two distributions is at
most 2εprf + s · εFE:

1. (zi , ωi ) = Gen(Π(xi )) where Π
∗← P

2. (zi , ωi ) where zi ← Un, (z′
i , ωi ) = Gen(Π(xi )) and Π

∗← P
The analogous result holds if P is (qprf, εprf)-weak-pseudorandom and if the chal-
lenges xi are sampled uniformly random (instead of being adaptively selected), still
under the condition of being pairwise distinct.

Proof Let us name the two distributions by D1 and D2, respectively. That is it holds:

Distribution D1: (zi , ωi ) = Gen(Π(xi )) where Π
∗← P

Distribution D2: (zi , ωi ) where zi ← Un , (z′
i , ωi ) = Gen(Π(xi )) and Π

∗← P

Consider a distinguisher D that distinguishes between D1 and D2. We have to show
that Adv(D) ≤ εprf +s ·εFE. For this purpose, we introduce two further distributions
D̃1 and D̃2, being defined as follows:

Distribution D̃1: (zi , ωi ) = Gen(yi ) where yi ← D and Π
∗← P

Distribution D̃2: (zi , ωi ) where zi ← Un , (z′
i , ωi ) = Gen(yi ), yi ← D, and

Π
∗← P

By the usual triangular in equation, it holds that

Adv(D)
def= | Pr[1 ← DD1 ] − Pr [1 ← DD2 ]| (5)

≤ | Pr[1 ← DD1 ] − Pr [1 ← DD̃1 ]| + (6)

| Pr[1 ← DD̃1 ] − Pr [1 ← DD̃2 ]| + (7)

| Pr[1 ← DD̃2 ] − Pr [1 ← DD2 ]|. (8)

Observe that the values in (6), (7), and (8) are upper bounded by Adv(D1, D̃1),
Adv(D̃1, D̃2), and Adv(D̃2, D2), respectively. We will prove that Adv(D1, D̃1) ≤
εprf, Adv(D2, D̃2) ≤ εprf, and Adv(D̃1, D̃2) ≤ s · εFE what finally shows the claim.
To keep the description simple, we consider only the case of non-weak pseudoran-
dom functions. The other case can be shown analogously.
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Consider a distinguisher D1 between D1 and D̃1. We construct from D1 another
distinguisher D′

1 between D and the distribution given by yi = Π(xi ) where

Π
∗← P (see also Definition 1). Let OPRF denote an oracle that generates the latter

distribution. Summing up, we consider two distinguishers:

• Distinguisher D1 for the two oracles OD1 and O
D̃1

.
• Distinguisher D′

1 for the two oracles OD and OPRF.

Let O be the oracle that D′
1 has access to. That is O = OD or O = OPRF. D′

1
simulates the oracle for D1 as follows. Whenever D′

1 receives (adaptively chosen)
inputs xi from D1, it forwards them to O and gets back a value yi . Then, D′

1 com-
putes (zi , ωi ) := Gen(yi ) and hands this tuple to D1. When D1 finally produces
an output (0 or 1), then D′

1 uses this value as its own output. It is easy to see that if
O = OD, then the values yi are sampled according to D and D′

1 perfectly simulated
O

D̃1
. In the other case, i.e., O = OPRF, D′

1 perfectly simulated OD1 . Thus, it follows
that Adv(D′

1) = Adv(D1). As by assumption Adv(D′
1) ≤ εprf and as D1 is an

arbitrary distinguisher, we get that Adv(D1, D̃1) ≤ εprf. In a similar manner one can
show that Adv(D2, D̃2) ≤ εprf.

It remains to show that Adv(D̃1, D̃2) ≤ s · εFE. We define a sequence of inter-
mediate distributions D̃[i] as follows: the first i tuples are sampled according to D̃2
and the remaining s − i according to D̃1. In particular it holds that D̃[0] = D̃1 and
D̃[s] = D̃2. Thus it holds

Adv(D̃1, D̃2) ≤
s−1∑

i=0

Adv(D̃[i], D̃[i + 1]). (9)

Observe that the only difference between two subsequent distributions D̃[i] and
D̃[i + 1] is that (zi , ωi ) = Gen(yi ) in the first case while (zi , ωi ) where zi ← Un

and in the second. By the security property of fuzzy extractors (Def. 5), the statistical
distance between both distributions is ≤ εFE. It is common knowledge that this
implies Adv(D̃[i], D̃[i +1]) ≤ εFE as well. Hence, the claims follows with (9). This
concludes the proof. "#
Definition 6 (PUF-(w)PRFs) Consider a family of (weakly)-pseudorandom PUFs
P and a fuzzy extractor E = (Gen, Rep) (where the parameters are as described in
Theorem 1). A family of PUF-(w)PRFs is a set of pair of randomized procedures,
called generation and reproduction. The generation function Gen◦Π for some PUF

Π ∈ P takes as input x ∈ {0, 1}� outputs (z, ωx )
def= Gen(Π(x)) ∈ {0, 1}n ×{0, 1}∗,

while the reproduction function Rep◦Π takes (x, ωx ) ∈ {0, 1}�× ∈ {0, 1}∗ as input
and reproduces the value z = Rep(Π(x), ωx ).

Remark 4 Observe that although in cryptography usually only PRFs with a rea-
sonably large input space {0, 1}� and a huge number qprf of allowed queries are
considered, we do not put this condition here. The reason is to cover a broad range



146 F. Armknecht et al.

of PUF-PRF constructions with this model. Whether realizations with small values
of � or qprf are useful depends on the actual application. For the sake of consistency,
we use continuously the term PUF-PRF and a reader should keep in mind that this
does not automatically mean large values of � and qprf.

7 Encrypting with PUF-(w)PRFs

7.1 General Thoughts

A straightforward approach for using PUF-wPRFs against full non-volatile mem-
ory attackers would be to use them for key derivation where the key is afterward
used in some encryption scheme. However, in this construction PUF-wPRFs would
ensure security against non-volatile memory attackers only while the security of the
encryption scheme would need to be shown separately.

Theorem 1 actually shows that PUF-(w)PRFs and “traditional” (w)PRFs have
in common that (part of) the output cannot be distinguished from uniformly ran-
dom values. As many cryptographic designs are known where the security can be
reduced to the indistinguishability of the deployed PRFs, it is a promising thought
to put PUF-(w)PRFs into the core of cryptographic algorithms to achieve protection
against non-volatile memory attackers and algorithmic attackers at the same time.
One might be tempted to plug in PUF-(w)PRFs wherever (w)PRFs are required.
Unfortunately, things are not that simple since the information saved in the helper
data is also needed for correct execution. It is a known fact that the helper data
of a fuzzy extractor always leaks some information about the input, e.g., see [25].
Hence, extra attention must be paid when deploying PUF-PRFs in cryptographic
schemes.

In the following, we present a stream ciphers and a block cipher-based PUF-
(w)PRFs that are secure although the helper data is made public. These construc-
tions effectively describe keyless symmetric encryption systems which are provably
secure. Since there is no digital secret stored in non-volatile memory, even a full
non-volatile memory attacker has no advantage in breaking this scheme, which is a
clear advantage over conventional key-based ciphers. On the other hand, the absence
of a secret key limits the application of this scheme. Since no key can be shared
between parties, encrypting digital communication with a PUF-PRF-based cipher
is not possible. In other use cases this limitation does not pose a problem, e.g., for
encrypting data stored in untrusted or public storage. Also, the scheme does not need
to be bound to a certain physical location since the PUF-PRFs can be embedded in
a portable device, e.g., a USB dongle or a cell phone.

In this context an interesting observation is that making the helper data public
represents a special case of computational leakage. In that sense one could say that
using PUFs allows to transform memory leakage into computational leakage. We
leave for further work the question whether existing schemes that are secure against
computational leakage, e.g., [41], can be used in combination with PUF-(w)PRFs.
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In the best case, this may yield schemes which are secure against memory leakage
and computational leakage at the same time.

7.2 A Stream Cipher Based on PUF-PRFs

A stream cipher is an encryption mechanism that allows for efficient encryption
of data streams of arbitrary length. A common approach is to deploy a keystream
generator. The basic idea behind keystream generators is to mimic one-time pad
encryption. That is, given a short seed, the goal is to stretch the seed to a keystream
that “looks as random as possible.” Encryption is realized by simply adding the
keystream to the plaintext stream, giving the ciphertext stream. A recipient who
knows the seed (and who has access to the same keystream generator) can then
easily decrypt by first computing the same keystream and then subtracting it from
the ciphertext stream.

It is common knowledge that PRFs can be used for constructing pseudorandom
sequence generators under certain conditions. Probably the simplest approach is
based on PRFs where the output size exceeds the input size, that is f : {0, 1}� →
{0, 1}n with n > �. Given an initial seed S0 ∈ {0, 1}�, one iteratively computes

(Si ||Ki )
def= f (Si−1) with Si ∈ {0, 1}� and Ki ∈ {0, 1}n−�. Si represents the next

internal state while Ki can be used for the keystream. A more comprehensive treat-
ment of stream ciphers can be found in [19]. In the following, we will show that
similar constructions are possible with PUF-(w)PRFs. An interesting fact is that
only an authorized user has access to the PUF. This allows the use of the full internal
state as output.

Definition 7 (A PUF-PRF based stream cipher) Let F denote a family of PUF-
PRFs as specified in Definition 6 with n = �. Let f = ( fGen, fRep) ∈ F , that is
fGen = Gen ◦ Π and fRep = Rep ◦ Π , respectively, for some PUF Π . We define
a keystream generator C f as follows:

Input: The input to C f is a value S0 ∈ {0, 1}� which can be public.
State: The state before the i th round is Si ∈ {0, 1}�.
Encryption: Given an initial state S0 and a stream of plaintext blocks

P1, P2, . . . ∈ {0, 1}�, C f computes iteratively (Si+1, ωi+1)
def= fGen(Si ) ∈

{0, 1}n × {0, 1}∗ and outputs (Ci
def= Si ⊕ Pi , ωi ) for i ≥ 1.

Decryption: Given S0 and a sequence {(Ci , ωi )}i≥1, C f reconstructs the values
Si+1 = fRep(Si , ωi ) and decrypts Pi = Ci ⊕ Si .

The correctness of the scheme can be easily derived from the correctness of the
fuzzy extractor. The following theorem gives an upper bound on the advantage of
distinguishing the keystream from a random bit stream if the keystream is not too
long.
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Theorem 2 Let F denote a family of PUF-PRFs as specified in Definition 7 with
n ≥ �. Consider the following two oracles that, on input S0, generate a sequence
{(Si , ωi )}s

i=1 with s ≤ qprf. Oracle O1 generates these values as described for the

stream cipher C f (see Definition 7) for f
∗← F . Oracle O2 behaves in principle in

the same way but in addition randomizes the values {Si }i≥1. More precisely when-

ever a value Si is computed, it is first replaced by some value S̃i
∗← U� before the

next values are computed. It holds that

Adv(O1,O2) ≤ 2εprf + s · εFE. (10)

Proof The proof follows directly from Theorem 1. If we set xi
def= Si−1 and zi

def= Si ,
then in principle we have the same situation here as in Theorem 1 with the only
difference being that the choices of the inputs xi are fixed. That is, the class of
considered distinguishers is only a (weaker) subclass of the distinguisher covered by
Theorem 1. Hence, Adv(O1,O2) can be at most as big as the upper bound derived
there which is 2εprf + s · εFE. This shows the claim. "#

Observe that the proof does not translate directly to the case of PUF-wPRFs as
the distinguisher can partly choose the inputs, namely x1, and as the other inputs are
computed by following a strict rule instead of being randomly chosen. However, we
will show that already a small change is sufficient to make the encryption scheme
secure even if the only PUF-wPRFs are used (instead of PUF-PRFs).

Definition 8 (A PUF-wPRF based stream cipher) Let F denote a family of PUF-
wPRFs as specified in Definition 6 with n ≥ �. Let f = ( fGen, fRep) ∈ F , that is
fGen = Gen ◦ Π and fRep = Rep ◦ Π , respectively, for some PUF Π . We define
a keystream generator C′

f as follows:

Input: The input to C′
f is a value S′

0 ∈ {0, 1}� which can be public.
Encryption: Given an initial state S′

0 and a stream of plaintext blocks

P1, P2, . . . ∈ {0, 1}�, C′
f first choose ρ

∗← U� and computes S0
def= S′

0 ⊕ ρ.

Then, it generates iteratively (Si+1, ωi+1)
def= fGen(Si ) ∈ {0, 1}n × {0, 1}∗

and outputs (Ci
def= Si ⊕ Pi , ωi ) for i ≥ 1. In addition it reveals the value ρ.

Decryption: Given S′
0, ρ, and a sequence {(Ci , ωi )}i≥1, C ′

f sets S0
def= S′

0 ⊕ ρ,
reconstructs the values Si+1 = fRep(Si , ωi ) and decrypts Pi = Ci ⊕ Si .

Observe that the only difference between the stream cipher C f from Definition 7
and C ′

f from Definition 8 is that the latter first randomizes the initial state. The
reason for this is that it prevents an attacker to adaptively choose the internal states,
making C ′

f secure for wPRFs as well (instead for PRFs only as in the case of C f ).
More precisely we have

Theorem 3 Let F denote a family of PUF-PRFs as specified in Definition 7 with
n ≥ �. Consider the following two oracles that, on input S0, generate a sequence
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{(Si , ωi )}s
i=1 with s ≤ qprf. Oracle O1 generates these values as described for the

stream cipher C f (see Definition 7). Oracle O2 behaves in principle in the same way
but in addition randomizes the values {Si }i≥1. It holds that

Adv(O1,O2) ≤ s · (2εprf + εFE). (11)

Proof Consider a sequence of oracles O[i], i = 1, . . . , s. O[i] generates like O1
the outputs but randomizes in addition the first i values Si . As S0 gets randomized
via the value ρ, it holds that O[0] = O1. Furthermore, one may easily see that
O[s] = O2.

Now let i ∈ {1, . . . , s−1} and consider two subsequent oracles O[i] and O[i +1].
By definition, the only difference is that O[i+1] randomizes the value Si+1. Observe
that Si is uniformly at random sampled in both cases. Hence, we can apply Theo-
rem 1 for the PUF-wPRF case and get

Adv(O[i],O[i + 1]) ≤ 2εprf + εFE. (12)

The claim follows from the usual hybrid argument. "#

7.3 A Block Cipher Based on PUF-PRFs

One of the most important results with respect to PRFs was developed by Luby and
Rackoff in [34]. They showed how to construct pseudorandom permutations from
PRFs. Briefly summarized, a pseudorandom permutation (PRP) is a PRF that is a
permutation as well. PRPs can be seen as an idealization of block ciphers. Conse-
quently, the Luby–Rackoff construction is often termed as Luby–Rackoff cipher.

Unfortunately, the Luby–Rackoff result does not automatically apply to the case
of PUF-PRFs. As explained previously, PUF-(w)PRFs differ from (w)PRFs as they
additionally need some helper data for correct execution. First, it is unclear if and
how the existence and necessity of helper data would fit into the established concept
of PRPs. Second, an attacker might adaptively choose plaintexts to force internal
collisions and use the information leakage of the helper data for checking for these
events.

Nonetheless, we can show that a Luby–Rackoff cipher based on PUF-wPRFs
also yields a secure block cipher. For this purpose, we consider the set of concrete
security notions for symmetric encryption schemes that have been presented and dis-
cussed in [4]. More precisely, we prove that a randomized version of a three-round
Luby–Rackoff cipher based on PUF-PRFs fulfills real-or-random indistinguisha-
bility against a chosen-plaintext attacker.1 In a nutshell, a real-or-random attacker
adaptively chooses plaintexts and hands them to an encryption oracle. This oracle

1 Due to the lack of space, we consider here the simplest case, being a three rounds Luby–Rackoff
cipher and a chosen-plaintext attackers.
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encrypts either received plaintexts (real case) or some random plaintexts (random
case). The encryptions are given back to the attacker. Her task is to distinguish
between both cases. Thus, eventually she outputs a guess (a bit). The scheme is
real-or-random indistinguishable if the advantage of winning the game is negligible
(in some security parameter). We recall the formal definition:

Definition 9 (Real-or-random security) [4] An Encryption scheme with encryp-
tion mechanism E , decryption mechanism D, and keyspace K is said to be (q; ε)-
secure, in the real-or-random sense, if for any adversary A which makes at most q
oracle queries,

Advrr
A

def= |Pr [k ← K : AOEk (·) = 1] − Pr [k ← K : AOEk ($) = 1]|. (13)

The notation OEk (·) indicates an oracle which, in response to a query x , returns

y
def= Ek(x), while OEk($) is an oracle which, in response to a query x , chooses

x ′ ∗← {0, 1}|x | and then returns y
def= Ek(x ′).

Next, we first define the considered block cipher, a three-round PUF-PRF-based
Luby–Rackoff cipher and prove its security afterward. The working principle is very
similar to the original Luby–Rackoff cipher and is displayed in Fig. 1. The main
differences are twofold. First, at the beginning some uniformly random value ρ ∈
{0, 1}� is chosen to randomize the right part R of the plaintext. Second, the round
functions are PUF-wPRFs instead of PRFs.

Definition 10 (3-round PUF-wPRF-based Luby–Rackoff cipher) Let F denote a
family of PUF-wPRFs with input and output length n.2 The three-round PUF-PRF-

ω3ω2ω1

R

Plaintext

L

Ciphertext

Helper data

f1

f2

f3

X Y

z1

z2

z3

x1

x2

x3

ρ

Random value

Fig. 1 A randomized three-round Luby–Rackoff cipher based on PUF-PRFs

2 Although the fuzzy extractor usually reduces the output length, such situation can exist if the
output length of the PUF is bigger than the input length.
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based Luby–Rackoff cipher CF uses three different PUF-wPRFs f1, f2, f3 ∈ F
as round functions. That is each fi is composed of two functions Gen ◦ Πi and
Rep ◦ Πi for an appropriate fuzzy extractor E = (Gen, Rep).

Given a plaintext (L , R) ∈ {0, 1}n × {0, 1}n , first a random value ρ
∗← {0, 1}n is

sampled. Then, the following values are computed:

x1
def= R ⊕ ρ, (z1, ω1)

def= (Gen ◦ Π1)(x1) (14)

x2
def= L ⊕ z1, (z2, ω2)

def= (Gen ◦ Π2)(x2) (15)

x3
def= x1 ⊕ z2, (z3, ω3)

def= (Gen ◦ Π3)(x3) (16)

X
def= x2 ⊕ z3, Y

def= x3 (17)

The ciphertext is (X, Y, ω1, ω2, ω3, ρ).
Decryption works similar to the case of the “traditional” Luby–Rackoff cipher

where the helper data ωi is used together with the Rep procedure for reconstructing
the output zi of the PUF-PRF fi and the value ρ to “derandomize” the input to the
first round function f1. More precisely the following computations are performed:

x ′
3

def= Y, z′
3

def= (Rep ◦ Π3)(x ′
3, ω3), (18)

x ′
2

def= X ⊕ z′
3, z′

2
def= (Rep ◦ Π2)(x ′

2, ω2), (19)

x ′
1

def= x ′
3 ⊕ z′

2, z′
1

def= (Rep ◦ Π1)(x ′
1, ω1), (20)

L ′ def= x ′
2 ⊕ z′

1, R′ def= x ′
1 ⊕ ρ. (21)

Due to the correctness properties of the fuzzy extractor, one can deduce that
zi = z′

i and xi = x ′
i for i = 1, 2, 3. In particular it follows that L ′ = L and R′ = R.

Theorem 4 Let EF be the encryption scheme defined in Definition 10 using a family
F of PUF-wPRFs (with parameters as specified in Theorem 1). Then, the advantage
of a real-or-random attacker making up to qprf queries is at most 5εprf +2qprf ·εFE +
3 · qprf

2

2n .

Proof Let {(L(i), R(i)}i=1,...,qprf denote the sequence of the adaptively chosen plain-

texts, x (i)
j , z(i)

j be the values as specified in Eqs. (14), (15) and (16), ρ(i) the ran-
domly chosen values.

Let OE(·) denote the oracle that honestly encrypts given plaintexts while OE($)

encrypts randomly chosen plaintexts. We have to show that Adv(OE(·),OE($)) ≤
5εprf + 2qprf · εFE + 3 · qprf

2

2n . We prove the claim by defining a sequence of ora-
cles and estimating the advantages of distinguishing between them. The differences
between the oracles are that parts of the involved values are replaced by some
uniform random values. To allow an easier tracking of the differences, we intro-
duce the following notation. Let V := {L , R, x1, z1, ω1, . . . , x3, z3, ω3, ρ, X, Y } be
the set of values that occur during one encryption (see Eqs. (14), (15) and (16) in
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Definition 10). For V ⊆ V , oracle O[V ] encrypts given plaintexts but during each
encryption process, the values indicated in V are randomized.3 For example, it holds
that O[∅] = OE(·) (nothing is randomized) and O[{L , R}] = OE($) (the plaintexts
are randomized). Let D be an arbitrary distinguisher between O[∅] and O[{L , R}].
We will consider the following in equations:

Adv(D)
def= |Pr [1 ← DO[∅]] − Pr [1 ← DO[{L ,R}]]| (22)

≤ |Pr [1 ← DO[∅]] − Pr [1 ← DO[{x2}]]| + (23)

|Pr [1 ← DO[{x2}]] − Pr [1 ← DO[{x1,x2}]]| + (24)

|Pr [1 ← DO[{x1,x2}]] − Pr [1 ← DO[{L ,R}]]|. (25)

Similar to the proof of Theorem 1, we will give upper bounds for each expression
(23), (24), and (25). Let us start with (23): |Pr [1 ← DO[∅]] − Pr [1 ← DO[{x2}]]|.
Recall that x2 = L ⊕z1 (Eq. 15). Thus, randomizing x2 is equivalent to randomizing
z1 and hence O[{x2}] = O[{z1}]. By definition, the only difference between O[∅]
and O[{z1}] is the tuple (z1, ω1) = Gen(Π1(x1)), namely:

• (z1, ω1) = Gen(Π1(x1)) in the case of O[∅] and
• z1 ← Un and (z′

1, ω1) = Gen(Π(x1)) in the case of O[{z1}].
Under the assumption that the values x (i)

1 are pairwise distinct, the advantage to
distinguish between both cases is at most 2εprf + qprf · εFE according to Theorem 1.
Furthermore, as the values ρ(i) are uniformly random, the probability of a collision

in the values x (i)
1 is at most

qprf
2

2n . As a consequence, we have

Adv(O[∅],O[{x2}]) ≤ 2εprf + qprf · εFE + qprf
2

2n
. (26)

Next, we consider the differences between O[{x2}] and O[{x1, x2}]. As explained
above, randomizing x2 is equivalent to randomizing z1. Thus, we can consider the
differences between O[{z1}] and O[{x1, z1}], instead. Observe that the value x1 is
involved in the derivation of the following values:

1. z1 ← Un and (z′
1, ω1) = Gen(Π(x1)) (Eq. (14)).

2. x3 = x1 ⊕ z2 (Eq. (16)).

As z2 is independent of (z′
1, ω1), these two features are independent and can be

examined separately. Regarding the first feature, the difference is

1. z1 ← Un and (z′
1, ω1) = Gen(y1) with y1 = Π1(x1) in the case of O[{z1}].

2. z1 ← Un and (z′
1, ω1) = Gen(y1) with y1 ← D in the case of O[{z1, x1}].

3 As the randomization is done for every encryption, we omit for simplicity the superscripts (i) at
the values.
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As the PUFs are assumed to be wPRFs, the advantage to distinguish these two
cases is at most εprf if the values x (i)

1 are pairwise different and uniformly random.

As explained above the probability of a collision in the values x (i)
1 is at most

qprf
2

2n .

Furthermore, the values x (i)
1 are derived by an XOR with a uniformly random value.

Taking together, the advantage to distinguish between O[{z1}] and O[{z1, x1}] based

on the first feature is at most εprf + qprf
2

2n .
Now we turn our attention to the second feature: x3 = x1 ⊕ z2. With the same

arguments as above, randomizing x1 here is equivalent to randomizing z2. We make
here use of the fact that z2 is only involved in the definition of x3 (or, equivalently,
of Y ). Analogously to the case of randomizing z1 (see above) it follows that the
advantage of distinguishing between O[{z1}] and O[{z1, x1}] based on the second

feature is at most 2εprf + qprf · εFE + qprf
2

2n .
Altogether, it follows that

Adv(O[{x2}],O[{x1, x2}]) ≤ 3εprf + qprf · εFE + 2
qprf

2

2n
. (27)

Finally, we have to investigate Adv(O[{x1, x2}],O[{L , R}]). Recall that x1
def=

R ⊕ ρ (Eq. (14)). Thus, it is indistinguishable whether x1 is randomized or R.

Likewise x2
def= L ⊕ z1 (Eq. (15)) implies that it indistinguishable whether x2 or

L is realized. This implies that O[{x1, x2}] = O[{L , R}] and in particular

Adv(O[{x1, x2}],O[{L , R}]) = 0. (28)

Summing up, the advantage of a real-or-random attacker is at most 5εprf + 2qprf ·
εFE + 3 · qprf

2

2n what concludes the proof. "#

8 SRAM PRFs

In Sect. 6, we described a general approach for mimicking (w)PRFs by certain
PUFs, based on fuzzy extractors. In this section, we show that in the concrete case,
other approaches might exist that possibly lead to stronger results. First, we describe
the implementation and properties of SRAM PUFs, which are practical instantia-
tions of PUFs that are covered by our PUF model (Definition 3) and are (2�, 0)-
pseudorandom. Then, we introduce a new mode of operation for these SRAM PUFs
which likewise allows for generating uniformly random, reproducible values. As
opposed to the approach using fuzzy extractors, we can argue that the helper data
does not leak any information, neither on the PUF output itself nor if two outputs are
related. This leads to a new cryptographic primitive, termed SRAM-PRFs, that can
be viewed as a physical realization of an expanding PRF. Observe that one drawback
of SRAM-PRFs is that the hardware size grows exponentially with the input length.
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Thus, SRAM-PRFs are rather hardwired long random strings than PRFs in the usual
cryptographic sense. As explained in Remark 4, we keep the terminology PRF for
consistency. However, SRAM-PRFs cannot be used as a concrete instantiation of
PUF-PRFs for our constructions from Sect. 7. This section rather shows up an alter-
native approach for constructing cryptographic mechanisms based on PUFs despite
of the noise problem.

8.1 Physical Implementation Details of Static Random
Access Memory (SRAM)

An SRAM cell is a physical realization of the logical scheme shown in Fig. 2a.
The important part of this construction consists of the two cross-coupled inverters.4

This particular construction causes the circuit to assume two distinct logically stable
states, commonly denoted as “0” and “1.” By residing in one of both states, one
binary digit is effectively stored in the memory cell.

Definition 11 (SRAM) A (�, m)-Static Random Access Memory (SRAM) is
defined as a 2� × m matrix of physical SRAM cells, each storing an element from
{0, 1}.

8.2 The SRAM PUF Construction

In order to understand the operation of an SRAM PUF, we pay special interest to
the physical behavior of an SRAM cell during device power-up. Let R̃ ∈ {0, 1}2�×m

denote the state of the SRAM matrix immediately after a particular power-up of the
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Fig. 2 (a) Logical scheme of an SRAM cell. In its most common form, it consists of two logical
inverters (labeled 1 and 2) taking each others output as input. The cell assumes two logically
stable states: (AB = 01) and (AB = 10). (b) Typical two-transistor CMOS implementation of an
inverter, consisting of a p-channel (P) and an n-channel (N ) transistor

4 The output of the first inverter is connected to the input of the second one and vice versa.
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memory. A particular row of R̃ is addressed by x ∈ {0, 1}� and denoted as r̃x . The
i th bit of this row is denoted as r̃x,i .

We introduce the operation of an SRAM PUF by means of the following theorem:

Theorem 5 Let R̃ be the noisy power-up state bit matrix that arises after a spe-
cific power-up of a particular physical (�, m)-SRAM instantiation as described in
Sect. 8.1. The procedure that accepts as input a challenge x ∈ {0, 1}� and there-
upon returns the row vector y = r̃x ∈ {0, 1}m as a response is a realization of a
(�, m, δ; qpuf, εpuf)-PUF that is (2�, 0)-pseudorandom.

This PUF construction was originally introduced and experimentally verified
in [22] and is commonly called an SRAM PUF. A proof sketch for this theorem
follows from a number of physical assumptions regarding the SRAM power-up state
which are based on physical observations and model-based simulations of SRAM
cells:

Definition 12 (SRAM Assumptions) Let rx,i denote the power-up state of a partic-
ular SRAM cell in the absence of any stochastical noise component at the time of
power-up:

1. This noise-free power-up state rx,i of an SRAM cell is static for every power-up
of a particular cell, but independently and uniformly distributed over {0, 1} for a
randomly selected cell.

2. The actual power-up state of an SRAM cell is noisy by nature and given by
r̃x,i = rx,i ⊕ex,i , with ex,i a Bernoulli distributed random variable with Pr[ex,i =
1] def= px,i < 1

2 . The noise bit ex,i is drawn independently at every power-up of
every SRAM cell.

The first part of the SRAM Assumptions follows from applying basic electrical
laws to the implementation of the SRAM cell as shown in Fig. 2a. The implemen-
tation scheme of one logical inverter in CMOS technology is shown in Fig. 2b and
consists of one p-channel and one n-channel transistor. It is beyond the scope of
this work to explain the full transistor-level operation of the cell, which leads to the
determination of the power-up state. It suffices to know that the electrical behavior
of a transistor is mainly controlled by a physical parameter which is determined at
manufacturing time and is called the threshold voltage or VTh. The noise-free power-
up state rx,i of an SRAM cell is consequently determined by the sign of V P1

Th − V P2
Th ,

with V P1
Th and V P2

Th the respective threshold voltages of the p-channel transistors in
inverters 1 and 2 of the cell. In theory the threshold voltages of identically designed
transistors (such as P1 and P2) are equal, and hence their difference should be zero.
However, since VTh is a parameter determined by a physical manufacturing process,
it is never entirely deterministic, but it has a stochastic term due to the manufactur-
ing uncertainties. In fact, the threshold voltages V P1

Th and V P2
Th can be assumed to be

independently normally distributed random variables with the same mean value, and
the sign of their difference is by consequence independently uniformly distributed.
The first assumption follows directly from this physical observation.
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So far, any noise during power-up has been ignored. However, at temperatures
above absolute 0, there will always be some amount of random thermal noise affect-
ing the voltages in the SRAM cells, with the noise power increasing with temper-
ature. The noisy power-up state of an SRAM cell is determined by the sign of
V P1

Th − V P2
Th − Vnoise, with Vnoise the amplitude of the noise voltage in the cell at

the time of power-up. Vnoise is drawn independently for every cell from the normal
distribution N (0, σ 2

noise) and drawn again every time the cell is powered up. The
second part of the SRAM assumptions follows from the first part and the fact that
the additional Vnoise term can change the sign of V P1

Th − V P2
Th , causing a bit error

(ex,i = 1). Because Vnoise is assumed to be drawn independently for every SRAM
cell, possible bit errors occur independently in distinct cells, with probability px,i .
It is clear that this bit error probability increases with rising temperature.

8.3 SRAM PUF Parameters and Experimental Validation

To briefly demonstrate that an SRAM PUF meets the PUF definition (Definition 3),
we have to show that R contains independent random values, and that the Ham-
ming weight of a random error vector ex = (ex,0, . . . , ex,m−1) is bounded:

• The values � and m are design parameters of the SRAM memory. Mind that the
size of the memory (and hence the implementation cost) rises linearly in m, but
exponentially in �.

• From the SRAM assumptions it follows that the theoretical distribution of the
SRAM PUF responses has a min-entropy of μ = m bit/response (εprf = 0), even
if the whole SRAM is queried (qprf = 2�).

• If for an average bit error probability < 1
2 , the value for δ is chosen large enough,

then Pr[more than δ bit errors in m bits] can be made negligible.5

In [22] an SRAM PUF was constructed on an FPGA and the theoretical values for
the min-entropy and the average bit error probability were experimentally verified.
The performed experiments indicate that the average bit error probability of the
response bits is bounded by 4% when the temperature is kept constant at 20◦C, and
by 12% at large temperature variations between −20 and 80◦C. The probability of
more than δ bit errors occurring decreases exponentially with increasing δ according
to the Chernoff bound. δ is chosen high enough such that in practice, more than
δ bit errors will never be observed. Accurately determining the min-entropy from
a limited amount of PUF instances and responses is unattainable. In [35] it was
shown that the mean smooth min-entropy of a stationary ergodic process is equal
to the mean Shannon entropy of that process. Since the SRAM PUF responses are
distributed according to such a stationary distribution (as they result from a physical
phenomenon) it was estimated in [23] that its Shannon entropy equals 0.95 bit/cell.

5 For example, choosing δ large enough such that Pr[more than δ bit errors in m bits] ≤ 10−9 will
generally assure that more than δ bit errors will never occur in practice in a single response.
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Because the mean smooth min entropy converges to the mean Shannon entropy,
H ε∞(rx ) will be close to H(rx ). Given this motivation, it is safe to put that H ε∞(rx ) ≈
0.95 · m.

8.4 From SRAM PUF to SRAM PRF

Next, we will introduce a new mode of operation that, similarly to the fuzzy extrac-
tor approach in the previous section, allows for extracting uniform values from
SRAM PUFs in a reproducible way. This approach likewise stores some additional
helper data but, as opposed to the case of fuzzy extractors, the helper data does not
leak any information on the input. Hence, this construction might be of independent
interest for SRAM PUF-based applications. The proposed construction is based on
two techniques: Temporal Majority Voting and Excluding Dark Bits.

In general, we denote the individual bits of a PUF response as y = (y0, . . . , ym−1),
with yi ∈ {0, 1}. When performing a response measurement on a PUF Π , every bit
yi of the response is determined by a Bernoulli trial. Every yi has a most likely
value y(ML)

i ∈ {0, 1}, and a certain probability pi < 1/2 of differing from this value

which we define as its bit-error probability. We denote y(k)
i as the kth measurement

or sample of bit yi in a number of repeated measurements.

Definition 13 (Temporal majority voting (TMV)) Consider a Bernoulli dis-
tributed random bit yi over {0, 1}. We define temporal majority voting of yi over
N votes, with N an odd positive integer, as a function TMVN : {0, 1}N → {0, 1},
that takes as input N different samples of yi : y(0)

i , . . . , yN−1
i and outputs the most

often occurring value in these samples.

We can calculate the error probability pN ,i of bit yi after TMV with N votes as:

pN ,i
def= Pr

[
TMVN

(
y(0)

i , . . . , y(N−1)
i

)
�= y(ML)

i

]
= 1 − BinN ,pi

(
N − 1

2

)
≤ pi ,

(29)

with BinN ,pi the cumulative distribution function of the binomial distribution. From
Eq. (29) it follows that applying TMV to a bit of a PUF response effectively reduces
the error probability from pi to pN ,i , with pN ,i becoming smaller as N increases.
Figure 3 shows a plot demonstrating the decreasing average bit-error probability
after TMV as a function of the number of votes N . Given an initial error probability
pi , we can determine the number of votes N we need to reach a certain threshold
pT such that pN ,i ≤ pT . It turns out that N rises exponentially as pi gets close
to 1/2. In practice, we also have to put a limit NT on the number of votes we can
perform, since each vote involves a physical PUF response measurement. We call
the pair (NT , pT ) a TMV-threshold.
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Definition 14 (Dark Bit (DB)) Let (NT , pT ) be a TMV-threshold. We define a bit
yi to be dark with respect to this threshold if pNT ,i > pT , i.e., if TMV with NT
votes cannot reduce the error probability below pT .

TMV alone cannot decrease the average bit-error probability to acceptable levels
(e.g., ≤ 10−9) because of the non-negligible occurrence of dark bits. We use a bit
mask γ to identify these dark bits in the generation phase and exclude them during
reproduction. Similar to fuzzy extractors, TMVNT and the consequent identifying of
Dark Bits with respect to the TMV-threshold (NT , pT ), can be used for generating
and reproducing uniform values from SRAM PUFs:

Generation: The Gen-procedure takes sufficient measurements of every
response bit yi to make an accurate estimate of its most likely value y(ML)

i
and of its error probability pi . If yi is dark with respect to (NT , pT ), then
the corresponding bit γi in the bit mask γ ∈ {0, 1}m is set to 0 and yi is
discarded, otherwise γi is set to 1 and yi is appended to the bit string s. The
procedure Gen outputs a helper string ω = (γ, σ ) and an extracted string
z = Extractσ (s), with Extractσ a classical strong extractor6 with seed σ .

Reproduction: The Rep-procedure takes NT measurements of a response y′
and the corresponding helper string ω = (γ, σ ), with γ ∈ {0, 1}m as input. If

γi contains a 1, then the result of TMVNT

(
y′(0)

i , . . . , y′(NT −1)
i

)
is appended

6 See, e.g., [13, 39] for a definition of a strong extractor. Typical seed lengths of strong extractors
are in the order of 100 bits, and in most cases the same seed can be reused for all outputs.
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to a bit string s′, otherwise, y′
i is discarded. Rep outputs an extracted string

z′ = Extractσ (s′).

A strong extractor [39] is a function that is able to generate nearly uniform out-
puts from inputs coming from a distribution with limited min-entropy. It ensures
that the statistical distance of the extracted output to the uniform distribution is
negligible. The required compression rate of Extractσ depends on the remaining
min-entropy μ of the PUF response y after the helper data is observed. We call the
above construction a TMV-DB-SRAM-PUF.

Using analogous arguments as in Theorem 1, one can show that the output of
a TMV-DB-SRAM-PUF is indistinguishable from random except with negligible
advantage. Additionally, in an SRAM PUF as defined by Theorem 5, the most likely
value of a bit is independent of whether or not the bit is a dark bit, hence no min-
entropy on the PUF output is leaked by the bit mask.7

Lemma 1 For the SRAM PUF as described in Theorem 5, it holds that H̃∞(yi |γi ) =
H∞(yi ), i.e. revealing the bit mask bit γi does not decrease the min-entropy of the
SRAM PUF response bit yi .

Proof Starting from the SRAM assumptions as given by Definition 12 and their
physical background, it follows that for each SRAM cell, yi and γi are indepen-
dently distributed random variables, i.e., ∀a, b ∈ {0, 1} : Pr[a ← yi ∩ b ←
γi ] = Pr[a ← yi ] · Pr[b ← γi ]. We then start from the definition of conditional
min-entropy as introduced by Dodis et al. [13]:

H̃∞(yi |γi )
def= − log2 Eb2−H∞(yi |b←γi )

= − log2 Eb max{Pr[0 ← yi |b ← γi ], 1 − Pr[0 ← yi |b ← γi ]}
= − log2 Eb max{Pr[0 ← yi ], 1 − Pr[0 ← yi ]}
= − log2 max{Pr[0 ← yi ], 1 − Pr[0 ← yi ]} def= H∞(yi ).

"#
However, by searching for matching helper strings, an adversary might still be

able to find colliding TMV-DB-SRAM-PUF inputs (especially as the input size is
small), which can impose a possible security leak. In order to overcome this issue,
we present the following way of using a TMV-DB-SRAM-PUF:

Definition 15 (All-at-once mode) Consider a TMV-DB-SRAM-PUF as described
above. We define the all-at-once mode of operation to be the pair of procedures
(Enroll, Eval):

Enrollment: The enrollment procedure Enroll outputs a helper table Ω ∈
{0, 1}2�×∗ when executed. The helper table is constructed by running ∀x ∈
{0, 1}� the generation function (Gen◦�)(x), and storing the obtained helper
data ωx as the x-th element in Ω , i.e. Ω[x] := ωx .

7 By consequence, also no min-entropy on the PUF input is leaked.
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Evaluation: The evaluation function Eval : {0, 1}� ×{0, 1}2�×∗ → {0, 1}n takes
an element x ∈ {0, 1}� and a helper table Ω ∈ {0, 1}2�×∗ as inputs and
(after internal computation) outputs a value Eval(x,Ω) = z ∈ {0, 1}n , with
z = (Rep ◦ Π)(x,Ω[x]).

The Enroll-procedure has to be executed before the Eval-procedure, but it has
to be run only once for every PUF. Every invocation of Eval can take the same
(public) helper table Ω as one of its inputs. However, in order to conceal exactly
which helper string is used, it is important that the Eval-procedure takes Ω as a
whole as input and does not just do a look-up of Ω[x] in a public table Ω . The
all-at-once mode prevents an adversary from learning which particular helper string
is used during the internal computation.

Definition 16 (SRAM-PRF) An SRAM-PRF is a TMV-DB-SRAM-PUF that runs
in the all-at-once mode.

Using the arguments given above we argue that SRAM-PRFs are in all practical
views a physical realization of PRFs. Next, we demonstrate how to use them as
components in an unbalanced Feistel scheme with expanding round functions and
discuss some concrete parameters.

8.5 A Concrete Block Cipher Realization Based on SRAM-PRFs

In Sect. 7.3 it was shown how a secure block cipher can be constructed using n-to-n
bit PUF-wPRFs. However, when using SRAM PUFs, constructing a PUF-wPRF
with a reasonably large input size n is infeasible. Here, we construct a block cipher
with the practically feasible expanding SRAM-PRF. As an example, we discuss an
expanding Luby–Rackoff cipher. The security of such schemes was studied in [40]
and lower bounds on the number of rounds were given. We present details of a
SRAM-PRF construction taking an 8-bit challenge as input and producing a 120-bit
extracted output. As an instantiation for the PUF, we take an SRAM PUF with an
assumed average bit-error probability of 15% and an estimated min-entropy content
of 0.95 bit/cell, which are realistic values according to the experimental observations
in [22]. We use a TMV-threshold of (NT = 99, pT = 10−9), yielding a safe very
low average error probability using a practically feasible number of votes. Simula-
tions and experiments on the SRAM PUF show that about 30% of the SRAM cells
produce a dark bit with respect to this TMV-threshold. The strong extractor only has
to compress by a factor of 1

0.95 , accounting for the limited min-entropy in the PUF

response. An SRAM PUF containing at least 1
0.95 · 28·120

70% bits = 5.6 KB of SRAM
cells is needed to build this PUF-wPRF.

We determine the parameters for a proof-of-concept construction using the lower
bound of rounds derived in [40]. Observe that this does not automatically imply the
security of the scheme but shows a lower bound on the implementation size.
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• We construct a block cipher with block length 128.
• In every round, an expanding SRAM-PRF: {0, 1}8 → {0, 1}120 is used. Such a

SRAM-PRF uses about 5.6 KB of SRAM cells, as shown earlier. The PUF-wPRF
is operated in all-at-once mode.

• The results from [40] suggest to use at least 48 rounds, each with a different
PUF-wPRF.

• The entire block cipher uses 48 · 5.6 KB ≈ 271 KB of SRAM cells. The helper
tables also require 5.6 KB each.

Implementing 48 SRAM PUFs using a total of 271 KB of SRAM cells is feasible
on recent ICs, and 48 rounds can be evaluated relatively fast. Storing and loading
48 helper tables of 5.6 KB each is also achievable in practice. Observe that the
size depends linearly on the number of rounds. The according parameters for more
rounds can be easily derived. Reducing the input size of the SRAM-PRF will yield
an even smaller amount of needed SRAM cells and smaller helper tables, but the
number of rounds will increase. A time-area tradeoff is hence possible.

9 Conclusions

In this chapter we propose a leakage-resilient encryption scheme that makes use of
physically unclonable functions (PUFs). The core component is a new PUF-based
cryptographic primitive, termed PUF-PRF, that is similar to a pseudorandom func-
tion (PRF). We showed that PUF-PRFs possess cryptographically useful algorith-
mic and physical properties that come from the random character of their physical
structures.

Of course, any physical model can only approximately describe real life.
Although experiments support our model for the considered PUF implementations,
more analysis is necessary. In this context it would be interesting to consider other
types of PUFs which fit into our model or might be used for other cryptographic
applications. Furthermore, a natural continuation of this works would be to explore
other cryptographic schemes based on PUF-PRFs, e.g., hash functions or public-key
encryption.
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Hardware Trojan Horses

Mohammad Tehranipoor and Berk Sunar

1 What Is the Untrusted Manufacturer Problem?

Over the last two decades we have become dependent on a network of electronic
devices that supports a plethora of services, ranging from delivery of entertain-
ment and news to maintenance of business records to filing of legal forms. This
network provides a robust platform to handle all kinds of sensitive information at
the personal, corporate, or government levels. Furthermore, many physical systems,
e.g., the power grid, are currently being connected and to some extent controlled by
commands relayed over the very same network. In essence the network permeates
and blends into the physical infrastructure.

When we take a closer look at the network we see that it is composed of all kinds
of electronic devices put together from integrated circuits (ICs) such as switching
devices, analog acquisition boards, and microprocessors that run complex firmware
and software. Due to cost-cutting pressures the design and manufacture of the major-
ity of these ICs and other components are outsourced to third parties overseas. In
particular, it is expected that by the end of this decade that the majority of the ICs
will be fabricated in cheap foundries in China. This particular problem has recently
received significant attention in press and in defense-related circles [16, 23].

As for IP cores,1 many of them are already developed in Eastern European coun-
tries by engineers with low wages to keep the overall production cost low. We see
a similar trend in software. Many of the low-level device drivers and even higher
level software are already outsourced to Indian and Chinese companies. While the
economic benefits are clear and many of the manufacturers are honest, outsourcing
gives rise to a significant security threat. It takes only one malicious employee to
compromise the security of a component that may end up in numerous products.

M. Tehranipoor (B)
University of Connecticut, Storrs, CT 06269, USA
e-mail: tehrani@engr.uconn.edu

1 IP-core stands for intellectual property-core and represents third-party hardware modules that
achieve a useful isolated task such as audio-video decoders, error correction circuits etc.
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Simply stated the untrusted manufacturer problem occurs in two situations:

• an IP-core designer inserts a secret functionality that deviates from the declared
specification of the module

• a manufacturer modifies the functionality of the design during fabrication.

Clearly, besides tampering the goal of the malicious manufacturer is to operate
covertly. The ever increasing complexity of hardware and software designs makes it
much easier for untrusted manufacturers to achieve this goal.

Malicious tampering in manufacturing may manifest itself in a number of ways.
During the development of an IC design the entire industry relies heavily on CAD
tools. Either the synthesis tools themselves or cell libraries may have been compro-
mised to produce designs with additional hidden functionality. Once the design is
formed into an IC mask and shipped off to a foundry, another vulnerability emerges.
At the foundry the IC mask may be altered to include new functionality or the
ICs may simply be manufactured in such a way as to fail when certain conditions
are met or leak information through covert channels. Circuits inserted during the
manufacturing process are commonly now referred to as Trojan Circuits.2 Once the
IC is manufactured, more vulnerabilities are in the assembly of the ICs and in the
installation of the firmware and higher level software. For example, in a recent news
article it was reported that numerous Seagate Hard disks were shipped with a Trojan
software that purportedly sent users’ information to China [14].

It is clear that manufacturers have plenty of opportunities to inject Trojan func-
tionality at various levels of the implementation in both hardware and software.
Moreover, some of these designs may also be portrayed to have innocent bugs
which, even when detected, still allow a manufacturer to repudiate malicious tam-
pering. Indeed, even innocent manufacturing bugs may be exploited to attack cryp-
tographic schemes [10].

Manufacturing bugs are quite common in the industry, and the common practice
is to reduce them to an acceptable level via standard fault coverage tests. How-
ever, as it stands now the entire testing process focuses on ensuring the reliability
of the product and not on the detection of tampered devices. For coverage against
malicious faults, ICs could be reverse engineered and any Trojan circuitry could be
detected. However, due to the destructive nature of the reverse-engineering process
and the expense associated this approach does not appear to be practical.

Hardware Trojan detection is still a fairly new research area that has gained
significant attention in the past few years. This chapter presents the current state
of knowledge on existing detection schemes as well as design methodologies for
improving Trojan detection techniques.

2 To address this problem for ICs to be used in the military, some governments have been subsi-
dizing the operations of a few domestic, high-cost trusted fabrication plants.
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2 Hardware Trojans

The IC fabrication process contains three major steps, namely (i) design (including
IP, models, tools and designer), (ii) fabrication (including mask generation, fab,
and packaging), and (iii) manufacturing test. In today’s horizontal design processes,
the IPs are designed by IP vendors distributed across the five continents. The IPs
are employed by a system-on-chip (SOC) integrator. A SOC design can potentially
contain tens of IPs each coming from a different IP vendor. The IPs, models, and
standard cells used during the design process by the designer, SOC integrator and
post-design processes at the foundry are considered untrusted. The fabrication step
may also be considered untrusted since the attacker could substitute Trojan ICs for
genuine ICs during transit or subvert the fabrication process itself by implanting
a Trojan into the IC mask. The manufacturing test, if only done in the client’s
(semiconductor company or government agency) production test center, would be
considered as trusted.

In general, there are two main options to ensure that a chip used by the client
is “authentic,” i.e., it performs only those functions originally intended and nothing
more. The first option is to make the entire fabrication process trusted. This option is
prohibitively expensive with the current trends in the global distribution of the steps
in IC design and fabrication. The second option is to verify the trustworthiness of
the manufactured chips upon returning to the clients. To achieve this, it would be
necessary to define a post-manufacturing step to validate conformance of the chip
with the original functional and performance specifications. This new step is called
Silicon Design Authentication.

The countermeasures proposed for hardware-based attacks usually modify hard-
ware to prevent carrying a successful attack and to protect IPs or secret keys. How-
ever, the types of attacks we are concerned about are fundamentally different. Here,
the attacker is assumed to maliciously alter the design before or during fabrication,
i.e., the fabricated IC is untrusted. Detection of such alterations is extremely difficult
for several reasons [27]:

1. Given the large number of soft, firm, and hard IP cores used in system-on-chips
and given the high complexity of today’s IPs, detecting a small malicious alter-
ation is extremely difficult.

2. Nanometer IC feature sizes make detection via physical inspection and destruc-
tive reverse engineering extremely difficult and costly. Moreover, destructive
reverse engineering does not guarantee that the remaining ICs are Trojan free
especially when Trojans are selectively inserted into a portion of the chip popu-
lation.

3. Trojan circuits, by design, are typically activated under very specific conditions
(e.g., connected to low-transition probability nets or sense a specific design
signal such as power or temperature), which makes them very unlikely to be
activated and detected using either random or functional stimuli during test and
authentication.
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4. Tests used to detect manufacturing faults such as stuck-at and delay faults cannot
guarantee detection of Trojans. Such tests target nets in a netlist of a Trojan-
free circuit; they do not target multiple nets simultaneously and therefore cannot
activate and detect Trojans. Even when 100% fault coverage for all types of
manufacturing faults can be obtained, it does not provide any guarantees as far
as Trojans are concerned.

5. As physical feature sizes decrease due to improvements in lithography, the pro-
cess and environmental variations impact the integrity of the circuit parametrics.
Detection of Trojans using simple analysis of these parametric signals is ineffec-
tive in the presence of variations in addition to measurement noises.

3 A Taxonomy of Hardware Trojans

The first detailed taxonomy for hardware Trojans was developed in [29] to provide
the researchers with the opportunity to examine their methods against the differ-
ent Trojan types. Currently, there is a lack of metrics to evaluate the effectiveness
of methods in detecting Trojans thus, developing comprehensive taxonomy can
help analyze Trojan detection techniques and measure their effectiveness. As mali-
cious alterations to the structure and function of a chip can take many forms, the
authors decompose the Trojan taxonomy into three principle categories as shown in
Fig. 1, i.e., according to their physical, activation, and action characteristics.
Although it is possible for Trojans to be hybrids of this classification, e.g., have
more than one activation characteristic, this taxonomy captures the elemental char-
acteristics of Trojans and is effective for defining and evaluating the capabilities
of various detection strategies. This taxonomy details the vulnerabilities during the
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IC fabrication process (from GDSII to fabricated IC); a similar taxonomy can be
developed when detecting Trojans in IP cores.

The Physical characteristics category describes the various hardware manifesta-
tions of Trojans. The Type category partitions Trojans into functional and parametric
classes. The Functional class includes Trojans that are physically realized through
the addition or deletion of transistors or gates, while parametric refers to Trojans that
are realized through modifications of existing wires and logic. The Size category
accounts for the number of components in the chip that have been added, deleted, or
compromised while the Distribution category describes the location of the Trojan in
the physical layout of the chip. The Structure category refers to the case where the
adversary is forced to regenerate the layout to be able to insert the Trojan, then the
chip physical form factor may change. Such changes could result in different place-
ment for some or all the design components. Any malicious changes in physical
layout can change the delay and power characteristics of the chip would facilitate
Trojan detection. In [29], the authors have presented the adversary’s abilities for
minimizing the probability of detection.

Activation characteristics refer to the criteria that cause a Trojan to become active
and carry out its disruptive function. Trojan activation characteristics is partitioned
into two categories: labeled externally activated (e.g., by an antenna or a sensor
that can interact with the outside world) or internally activated which is divided
by Always-on and Condition-based as shown in Fig. 1. Always-on, as the name
implies, indicates that the Trojan is always active and can disrupt the function of
the chip at any time. This class covers Trojans that are implemented by modifying
the geometries of the chip such that certain nodes or paths in the chip have a higher
susceptibility to failure. The adversary can insert the Trojans on nodes or paths
that are rarely exercised. The Condition-based subclass includes Trojans that are
“inactive” until a specific condition is met. The activation condition can be based
on the output of a sensor that monitors temperature, voltage, or any type of external
environmental condition, e.g., electromagnetic interference, humidity, altitude, tem-
perature. Or it can be based on an internal logic state, a particular input pattern or
an internal countervalue. The Trojan in these cases is implemented by adding logic
gates and/or flip-flops to the chip, and therefore is represented as a combinational or
sequential circuit.

Action characteristics identify the types of disruptive behavior introduced by the
Trojan. The classification scheme shown in Fig. 1 partitions Trojan actions into
three categories: Modify function, Modify specification, and Transmit information.
As the name implies, the Modify function class refers to Trojans that change the
chip’s function through additional logic or by removing or bypassing existing logic.
The Modify specification class refers to Trojans that focus their attack on changing
the chip’s parametric properties, such as delay in cases where the adversary modifies
existing wire and transistor geometries. Finally, Transmit information class would
transmit key information to adversary.

Many types of Trojans have been designed by the researchers to evaluate their
detection techniques by targeting them in an IC [5, 19, 25, 28, 30]. To imitate
adversaries’ Trojan insertion, the authors in [5] classified the components needed
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for a hardware Trojan horse (HTH) into three categories: trigger, storage, and driver.
Trigger incites the planned HTH. After a trigger occurs, the action to be taken can
be stored in memory or sequential circuit. Driver implements the action prompted
by the trigger. Based on the above classification, [5] presents a systematic approach
to insert Hardware Trojans into the IC by pre-synthesis manipulation of the cir-
cuit’s structure. Such model addresses the issue of trust in intellectual property cores
designed by either a third party vendor or system integrator where a large number
of IP cores developed by many vendors are used.

Figure 2 shows an abstracted view of the design process. The Trojan designer
composes the high-level design description to find the computation model of the
circuit that can be represented by a finite state machine (FSM). HTH can be inserted
to the circuit by altering the FSM and embedding states into it. The modified FSM
should have trigger as an input and a driver hidden in the structure of the FSM. It
can be systematically hidden in the design by merging its states within the states
of the original design’s FSM. Thus, the HTH would be inseparable (unremovable)
from the original design’s functionality. A stealth communication, which uses the
medium for legitimate communications, can be used as covert channels to transfer
confidential data from the working chips. This Trojan embedding approach provides
a low-level mechanism for bypassing the higher level authentication techniques.

4 A High-Level Attack: Shadow Circuits

The authors in [19] investigate different types of attacks on a design at the register
transfer level (RTL). Specifically, the authors examine the possibility of designing
hardware Trojans that are able to evade state-of-the-art detection methodologies,
as well as passing functional test. In [21], the authors consider the malicious cir-
cuit design space and introduce hardware components that can enable a number
of attacks. In particular, they design and implement the Illinois Malicious Proces-
sor with a modified CPU. The malicious modifications allow memory access and
shadow mode mechanisms. The former permits the attacker to violate the operating
system (OS) isolation expectations while the latter admits stealthy execution of a
malevolent firmware. The attacks were evaluated on an FPGA development board
by modifying the VHDL code of the Leon processor that is an open source SPARC
v8 processor including the memory management unit. The overhead in logic is less
than 1% for both modifications, while the timing overhead was about 12%.
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The authors further design and implement three potential attacks: (i) a privilege
escalation attack, which gives the intruder access to the root without checking the
credentials or generating log entries, (ii) a login backdoor in the shadow mode let-
ting the intruder to log in as a root without using a password, and (iii) a service
for stealing the passwords and sending them to the attacker. This chapter concludes
that hardware tampering is practical and could support a variety of attacks while
it is also hard to detect. Note that mechanisms for actively controlling the IC can
also be used for designer malicious circuit insertion. For example, manipulation
of the states in the finite state machine which cannot be reversed engineered can
be used for embedding the Trojan circuitry by providing mechanisms for remotely
activating, controlling, and disabling [4].

5 Trojan Detection Methodologies

A number of Trojan detection methodologies have been developed over the past
few years. Without loss of generality, the methods are categorized as side-channel
analysis and Trojan full activation which are mainly chip-level solutions in addition
to architectural-level Trojan detection solutions. The detection methods in addition
to design-for-hardware-trust techniques are presented in this section.

5.1 Trojan Detection Using Side-Channel Signal Analysis

Side-channel signals, including timing and power, can be used for Trojan detection.
Trojans typically change the parametric characteristics of the design, e.g., degrade
performance, change power characteristics, and/or introduce reliability problems
in the chip regardless of the Trojan type. As a result, power/delay characteristics
of wires and gates in the affected circuit are influenced. Power-based side-channel
signals provide visibility of the internal structure and activities within IC, which
enables Trojans to be detected without fully activating them. Timing-based side
channel can be used to detect the presence of the Trojan if the chip is tested using
efficient delay tests that are sensitive to small changes in the circuit delay along the
affected paths and are able to effectively differentiate Trojans from process varia-
tions.

5.1.1 Transient Power-Based Analysis

The work in [3] was first to propose the use of side-channel profiles such as
power consumption and electromagnetic emanation for Trojan circuit detection. The
authors first generate the power signature profiles of a small number of ICs randomly
selected from a batch of manufactured ICs. These ICs serve as golden masters
(Trojan-free ICs). Once profiled the golden masters undergo a rigorous destruc-
tive reverse-engineering phase where they are compared piece by piece against the
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original design. If Trojan free, the ICs are then accepted as genuine ICs and their
profiles will serve as power templates. The remaining ICs now can be tested effi-
ciently and in a nondestructive manner by simply applying the same stimuli and
building their power profiles. The profiles are compared using statistical techniques
such as principle component analysis against the templates obtained from the golden
masters.

To understand why this technique works and where it breaks down we need to
consider the makeup of the power measurements:

1. power consumption of the original circuit;
2. measurement noise which can be drastically reduced via repeated measurements

and averaging;
3. noise introduced by process variations which is unique to each IC and cannot be

removed; and
4. the power consumption of the Trojan circuit.

The authors simulated their technique on two representative circuits with a 16-bit
counter, 8-bit sequential comparator, and a 3-bit combinational comparator Trojan
circuit. In all three cases the Trojan circuits were identified in the eigenvalue spec-
trum of the power profiles.3 Figure 3 shows the eigenvalue spectrum of the genuine
circuit before and after the Trojan circuit is introduced. Note that the Trojan circuit
stand out for eigenvalues beyond 12.

With the side-channel-based technique Trojans of various sizes and functional-
ities may be detected as long as their power consumption contribution statistically
stands out from that of process noise. Note that for detection the Trojan need not
be active nor draw a significant power. As long as the Trojan changes the parasitic
loading of the genuine circuit, it might change the statistics of the circuit and become

Fig. 3 Eigenvalue spectrum of circuit with and without Trojan

3 The smallest Trojan became only noticeable when the power profiles were sampled at the low-
noise parts of the signal.
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noticeable. Alternatively, the technique will fail in the presence of excessive process
noise.

The authors of [28] argue that most Trojans inserted into a chip require power
supply and ground to operate. The Trojans can be of different types and sizes and
their impact on the circuit power characteristics could be very large or very small.
The chapter develops a multiple-supply transient-current integration methodology
to detect the hardware Trojan. Then a Trojan isolation method based on localized
current analysis is introduced. The current is assumed to be measured from various
power ports or controlled collapse chip connections (C4s) on the die. Random pat-
terns are applied to increase the switching in the circuit in a test-per-clock fashion.

The amount of current a Trojan can draw could be so small that it can be sub-
merged into envelop of noise and process variations effects, and therefore it may be
undetectable by conventional measurement equipments. However, Trojan detection
capability can be greatly enhanced by measuring currents locally and from multiple
power ports/pads. Figure 4 shows the current (charge) integration methodology for
detecting hardware Trojans presented in [28]. There are four power ports on the die.
The golden die can be identified using an exhaustive test for a number of randomly
selected dies. It can also be identified using the pattern set that will be used in the
current integration method by comparing the results against each other for all the
patterns in an exhaustive fashion. If the same results (within the range of varia-
tions) are obtained for all the selected dies, they can be identified as Trojan free.
The paper assumes that adversary will insert the Trojans randomly in a selected
number of chips [28]. After identifying the golden dies, the worst-case charge is
obtained (dashed line in the figure) in response to the pattern set. The worst-case
charge is based on the worst-case process variations in one of the genuine ICs. Next,
the pattern set is applied to each chip and the current would be measured for each
pattern locally via the power ports or C4 bumps.

The figure shows the current waveform of n number of patterns applied to the
chips. The figure also illustrates the charge variations with time for all the current
waveforms obtained after applying the patterns. The charge corresponds to the area
produced by each current waveform. Qn(t) denotes the accumulative charge after
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Fig. 4 Current integration (charge) method
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applying n patterns. Qthr is the charge threshold to detect a Trojan which is in
fact the resolution measurement defined by the instrumentation. When applying the
patterns, the charge increases and is compared continuously against the worst-case
charge calculated for golden dies. Once the difference between the two curves ΔQ
is greater than Qthr then a Trojan is detected. The number of patterns, n, is expected
to be very small for large Trojans and large for very small Trojans and application
time is expected to be low since the patterns are applied in a test-per-clock fashion.

A region-based transient power signal analysis method to reduce the impact of
increasing levels of process variations and leakage currents was proposed in [25].
A region is defined as a portion of the layout that receives the majority of its power
from a set of surrounding power ports or C4 bumps. Figure 5a shows a six metal
layer power grid with nine power ports (PPs). Measurements are done through each
power port individually by applying patterns. The transient-current detection tech-
nique (known as IDDT) is based on a statistical analysis of the IDDT waveform areas
generated at the nine power ports as a test sequence is simulated on design. For each
orthogonal pairing of power ports, a scatter plot is constructed. In this chapter sev-
eral different process models are used for Trojan-free and Trojan-inserted designs.
Figure 5b shows that using a prediction ellipse derived from a Trojan-free design
with different process models, it is possible to distinguish between Trojan-inserted
and Trojan-free designs. The dispersion in the Trojan-free data points is a result of
uncalibrated process and test environment (PE) variations.

However, regional analysis by itself is not sufficient for dealing with the adverse
effects of PE variations on detection resolution. Signal calibration techniques are
used to attenuate and remove PE signal variation effects to fully leverage the reso-
lution enhancements available in a region-based approach. Calibration is performed
on each power port and for each chip separately, and it measures the response of
each power port to an impulse. The response of each power port X (PPX ) is nor-
malized by the sum of current drawn from power ports in the same row as PPX . The
normalized values of power ports make calibration matrix. After applying each test
pattern, the response is calibrated using calibration matrix. The results presented in
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this chapter shows that calibration can increase distance between Trojan-free and
Trojan-inserted (residual in Fig. 5b) designs under different process parameters.

Recently, a number of approaches for gate-level timing/power characterization
by nondestructive measurements have been proposed [6]. Each measurement forms
one equation. After a linear number of measurements are taken, a system of equa-
tions for mapping the measured characteristics to the gate-level will be formed.
The authors in [24] exploit the formulation of gate-level characterization by linear
programing and by singular value decomposition to detect Trojans. Both timing
and static power measurements are used. The Trojan detection task is performed
by constraint (equation) manipulation. The method attempts at finding the measure-
ment matrix with the highest rank and derives a number of heuristics for detecting
the gates with inconsistent characteristics compared to their original specified char-
acteristics. Learn and test and re-substitution statistical validation techniques are
used for estimating the bounds for the normal (nonmalicious) characteristics. The
experiments consider the error in noninvasive measurements but do not consider the
process variations. The evaluation results are promising as the gate-level character-
ization can be done with a high accuracy. The gate-level characterization methods
can find the characteristics of controllable (sensitizable) gates. This controllability
is known to be high for static power measurements and testing (IDDQ testing). The
authors in [6] use statistical convergence of the gate-level estimation and signal
integrity for Trojan detection. They find efficient robust approximations for the gate
power consumptions and identify the malicious insertions by multiple consistency
checking.

5.1.2 Timing-Based Analysis

In [22], the authors propose a delay-based physical unclonable function (PUF) for
Hardware Trojan detection. The method utilizes sweeping clock delay measure-
ment technique to measure selected register-to-register path delays. Trojans can be
detected when one or a group of path delays are lengthened above the threshold
determined by process variations level. The path delay measurement architecture is
shown in Fig. 6. The main circuit is a register-to-register combinational path that is
to be characterized and the registers on this path are triggered by the main system
clock (CLK1). The components outside the box are part of the testing circuitry.
The shadow register takes the same input as the destination register in the main
circuit, but it is triggered by the shadow clock (CLK2), which runs at the same
frequency as CLK1 but at a controlled phase offset. The results that are latched by
the destination register and the shadow register are compared during every clock
period. If the comparison result is unequal, the path delay is characterized with
a precision of the skew step size. To overcome the problem that temperature will
affect path delay, this method incorporates on-die temperature monitor, which uses
a ring oscillator as the clock input of a counter to measure operating temperature.
Since the oscillator is embedded within the main circuitry and its switching fre-
quency is temperature dependent, then the authenticator can calculate the effective
response from the reported temperature and delay signature. Although effective, this
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Clk 2

Clk 1

Main Circuit

Register
Combinational Path

Source Destination
Register

Register
Shadow

Comparator

Result
Bit

Fig. 6 Path delay measurement architecture using shadow register. Such architecture can be used
for IC authentication and Trojan detection

technique suffers from the very large area overhead when targeting today’s large
designs with millions of paths.

In [20], the authors propose a new fingerprint generating method using path delay
information of the whole chip. There are many delay paths in a chip and each one
represents one part of the characteristic of the entire chip. The timing features can be
used to generate a series of path delay fingerprints. No matter how small the Trojan
is compared to the whole size of the chip, it can be significant in the path view and
may be detected. The entire testing procedure includes three steps:

1. Path delay gathering of nominal chips: In this step, many chips are selected from
a fabricated design. High-coverage input patterns are then run on the sample
chips and high-dimensional path delay information is collected. Then, the sample
chips are checked under reverse engineering to ensure they are genuine circuits.

2. Fingerprint generation: According to the path delays, a series of delay finger-
prints are generated and mapped to a lower dimension space.

3. Trojan detection: All other chips are checked under the same test patterns. Their
delay information is reduced to low dimension and compared to the delay finger-
prints.

The method uses statistical analysis to deal with process variations. Since there
may be millions of paths in today’s circuits, measuring all paths and especially the
short ones is practically infeasible.

5.2 Trojan Activation Methods

Trojan activation strategies can accelerate Trojan detection process and have, in
some cases, been combined with power analysis during implementation. If a portion
of the Trojan circuitry is activated, more dynamic power will be consumed by the
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Trojan circuit that will further help differentiate the power traces of Trojan-inserted
and Trojan-free circuits. The existing Trojan activation schemes can be categorized
as follows.

5.2.1 Region-Free Trojan Activation

Region-free Trojan activation refers to methods that do not rely on the region and
depend on accidental or systematic activation of Trojans. For instance, [18] presents
a randomization-based probabilistic approach to detect Trojans. The authors show
that it is possible to construct a unique probabilistic signature of a circuit using
specific probability on its inputs. Input patterns are applied based on a specific
probability to IUA and outputs are compared with original circuit. In case there
is a difference between the outputs, existence of a Trojan is reported. For Trojan
detection in a manufactured IC, we can only rely on applying patterns based on
such probability to obtain a confidence level whether original design and fabricated
chip are the same.

Analyzing rare nets combinations in a design is found in [30]. These rare acti-
vated nets are used as Trojan trigger. At the same time, nets with low observability
are used as payload as shown in Fig. 7. The authors generate a set of vectors to
activate such nets and suggest combining it with traditional ATPG test vectors to
activate the Trojan and propagate its impact if the Trojan was connected to these
nets.

5.2.2 Region-Aware Trojan Activation

In [7], the authors develop a two-stage test generation technique that targets magni-
fying the difference between the IUA and the genuine design power waveforms. In
the first stage (circuit partitioning), region-aware pattern helps identify the potential
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Trojan insertion regions. Next, new test patterns concentrating on the identified
regions are applied to magnify the disparity between original and Trojan-inserted
circuits (activity magnification). In the circuit partitioning stage, to detect a Trojan
circuit, the activity within a portion of the circuit needs to increase while the activity
for the rest of the circuit must be minimized simultaneously. The flip-flops in a
circuit are classified into different groups depending on structural connectivity. For
activity magnification stage, based on the comparison of the relative difference in
the power profiles for the genuine and Trojan circuits using the vector sequence
generated in Stage 1, the regions (set of flip-flops) that exhibit increased relative
activity are identified. In this stage, more vectors for the specific region(s), marked
as possible Trojan regions, are generated using the same test generation approach as
the circuit partitioning stage.

Magnifying Trojan contribution by minimizing circuit activity is discussed in
[8]. This is done by keeping input pins unchanged for a number of clock cycles.
Thus, circuit activity comes from the state elements of design. The overall switching
activity is therefore reduced and can be limited to specific portions of the design
helping Trojan localization. Different portions of the design can be explored by
changing input vectors to localize a Trojan. At the same time, each gate is supplied
with two counters, namely TrojanCount and NonTrojanCount. With each vector, if
the number of transitions at the output of a gate is more than a specific threshold,
its TrojanCount would increase and vice versa. The TrojanCount/NonTrojanCount
ratio, called gateweight, indicates activity of a gate. High gateweight ratio means
the gate is considerably impacted by Trojan since there is relatively high power
difference corresponding to the gate activation.

Given that the type and size of Trojan are unknown to the test engineer, both
region-free and region-aware methods must be applied. If the inputs of Trojan circuit
come from part of the circuit where they are functionally dependent (i.e., part of the
same logic cone), then the region-aware method can be effective. However, if the
Trojan inputs are randomly selected from various parts of the circuit, then region-
free methods could increase the probability of detection.

6 Design-for-Hardware-Trust Techniques

Current design practices do not support the effective side-channel signal analysis
as well as pattern generation for Trojan detection. The CAD and test community
has long benefited from design-for-testability and design-for-manufacturability. In
this section, we look closely into some of the methods proposed by hardware
security and trust community to improve Trojan detection and isolation by chang-
ing/modifying the design flow. We call these methods design-for-hardware-trust.
The methods help in (i) preventing the insertion of Trojans, (ii) easier detection of
Trojans, and (iii) effective IC authentication.

In [26], the authors developed a methodology to increase the probability of gen-
erating a transition in functional Trojan circuits and analyze the transition generation
time. Transition probability is modeled using geometric distribution and is estimated
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Transition probability at Trojan output = 255/65536

Average clock cycle per transition by GD = 255.6

Average clock cycle per transition by simulation = 255.6
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Fig. 8 Analyzing transition probability in the original circuit

based on the number of clock cycles to generate a transition on a net. To increase
transition probability of nets whose transition probability is lower than a specific
probability threshold, an efficient dummy flip-flop insertion procedure is presented.
The procedure identifies nets with low-transition probability and inserts dummy
flip-flops such that it increases the transition probability. Figure 8 shows a circuit
with a Tgj as a Trojan gate. The transition probability at the output of the gate is
extremely low. However, after adding dummy scan flip-flop as shown in Fig. 9 to a
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Fig. 9 Analyzing transition probability after dummy scan flip-flop insertion
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net with low-transition probability, the transition probability at the output of Trojan
increased considerably; similarly the average number of clock cycles per transition
has decreased.

It should be noted that dummy flip-flops are inserted in a way not to alter the
design’s functionality and performance. The effectiveness of dummy flip-flop inser-
tion is examined by evaluating different transition probability thresholds for var-
ious Trojan circuits. The relationships among authentication time, the number of
required transitions in Trojan circuit, and the tester clock were studied in detail.
These parameters would help determine the transition probability threshold of a
design. The transition probability threshold, in turn, provides an estimation of area
overhead induced by inserted dummy flip-flops. This method help detecting Trojans
in two ways: (i) it can improve power-based side channel signal analysis methods
by increasing the number of Trojan switchings and (ii) it provides an opportunity for
fully activating a Trojan circuit and observing the erroneous response at the output
of the circuit.

An inverted voltage scheme is proposed in [9] to magnify Trojan activity. As
Trojan is assumed to be activated under rare condition, IC inputs could be changed
so that rare combinations are created to activate Trojan. For example, for an AND
gate with four inputs a rare condition would be when all its inputs are “1,” with
probability 1/16. The goal of the scheme is to change the functionality of Trojan to
remove the rare condition. Exchanging power (VDD) and ground (GND) of a gate
changes its function and reduces the noise margin as the output swings between
VDD − VTH and VTH (VTH is the voltage threshold of the transistor). Thus, AND
changes to NAND and “1” at the output of a NAND Trojan is not a rare value
anymore and its probability is 15/16 as shown in Fig. 10. This method would face
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Fig. 10 (top) Trojan logic under normal voltage supply, (middle) Trojan logic where only Tro-
jan gate is affected by inverted voltage supply and (bottom) Trojan logic where both Trojan and
Payload gate are affected by inverted voltage supply
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Fig. 11 A system-on-chip design with DEFENSE logic

the difficulty of switching between power and ground for each gate on the circuit as
current power distribution networks are not design to support it.

Employing reconfigurable Design-For-Enabling-Security (DEFENSE) [1] logic
to the functional design is proposed to monitor the system operation of IC and
detect unexpected or illegal behavior. When an attack is detected, the first step is
to deploy countermeasures such as disabling a suspect block or forcing a safe oper-
ational mode. Figure 11 shows the architecture of a system-on-chip with inserted
DEFENSE. Signal Probe Networks (SPNs) are configured to select a subset of the
monitored signals and transport them to Security Monitors. A Security Monitor is
a programable transaction engine configured to implement an FSM to check user-
specified behavior properties of the current signals. The Security and Control Pro-
cessor (SECOPRO) reconfigures SPNs to select the groups of signals to be checked
by SMs and reconfigures Security Monitors to perform the required checks. All the
configurations are encrypted and stored in the Secure Flash memory. The security
checks are application dependent and circuit dependent. This approach can detect
attacks and prevent the damage caused by attacks those are inserted during every
phase of the design flow. It is concealed from attackers trying to reverse engineer
the device as the reconfigurable logic is blank (un-programed) in a powered-off
chip. On the other hand, the security checkers are not accessible from either the
functional logic or from the embedded software. Similarly, SECOPRO is invisible
for the other on-chip application processors. However, this approach cannot detect
the Trojan unless the chip is fabricated and will not be able locate it. To increase the
efficiency of the method, a large number of nets in the circuit must be selected for
observation which could increase the area overhead.
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The authors in [12] introduce a design methodology called On-Demand Trans-
parency. The objective is to facilitate Trojan detection based on logic testing. They
define a special mode of operation (called transparent mode) for a multi module sys-
tem. In this operation mode, a signature is generated upon application of a specific
input. The hope is that Trojan tampering would affect the signature and would reveal
the Trojan. The selected nodes are those that are assumed to be most susceptible
to Trojan attacks, guided by the controllability and observability values. Note that
this type of signature generation for circuit watermarking and finding watermark
tampering was proposed and used earlier in literature. The drawback of the method
proposed in [12] is that it is well known that the states of a finite state machine
contain many do not cares and there are exponentially many states. Thus, generat-
ing a signature that would be affected by each kind of tampering is an extremely
challenging problem for larger circuits.

7 Circuit Obfuscation as a Countermeasure

A completely different approach in tackling the Trojan circuit problem is to cam-
ouflage or obfuscate the genuine circuit. For instance, some critical IC designs
are requested to be manufactured along with several non-critical ICs or the true
function of an IC is buried in complex logic. In fact, this technique has its roots
in software obfuscation where the functionality of a piece of code is scrambled
into a functionality equivalent code to prevent unauthorized parties from making
modifications typically to bypass some authentication function. In the IC industry
the obfuscation approach has been used for many years to protect the intellectual
property contained in the IC design. Hence, Trojan detection seems like a natural
application for circuit obfuscation. Since the technique requires modification to the
actual circuit, it presents an example of a Trojan prevention technique rather than a
detection technique.

Obfuscation against Trojan circuits was briefly mentioned in [15]. A concrete
technique was proposed in [11]. In [11] the authors focus on changing the function-
ality and structure of the IP core (by modifying the gate-level netlist) to obfuscate
the design and to embed authentication features. After the design is manufactured
the device may be checked by verifying the authentication response for a particular
input. In [13] a key-based obfuscation technique is proposed to achieve security
against hardware Trojans. The obfuscation scheme works by modifying the state
transition function of a given circuit. The technique is based on the premise that
an intelligent adversary would first locate a rare event in the circuit to insert the
Trojan circuit in order to make it stealthy. The authors propose to add fictitious
states to the circuit to prevent an adversary to locate a rare event state and inject
stealthy Trojans. Moreover, if the Trojans are inserted to activate at a fictitious state
value (that will never occur during normal mode operation) the Trojan will become
benign. The authors implemented the proposed obfuscation technique on the s1196
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ISCAS-89 benchmark circuit with 20,000 random instances of four-input Trojans
with a 4-bit obfuscation key. The simulation shows that the obfuscation hides the
true signal probabilities of a large number of nodes and makes a significant fraction
of the Trojans benign.

Despite its elegance and dual purpose (Trojan prevention & IP protection) there
are several disadvantages of the obfuscation approach:

• The original circuit needs to be modified. This adds more burden to the designer
and makes testing more difficult.

• Regular netlists are highly optimized and do not contain enough redundancy
to implement obfuscation, unless the circuit is augmented with artificial redun-
dancy. Thus the technique bears significant overhead compared to testing meth-
ods which bear little overhead.

• It is difficult to define metrics to quantify the attained security level by obfus-
cation. Most metrics such as identification rates for randomly injected Trojans
implicitly assume a fairly primitive adversarial model. For instance, obfuscation
will not prevent an attacker who only intends to disrupt the operation of the IC,
i.e., implement a Denial of Service attack.

Acknowledgments The authors would like to thank Farinaz Koushanfar of Rice University for
her contribution to the Trojan detection part of the chapter.
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Extracting Unknown Keys from Unknown
Algorithms Encrypting Unknown Fixed
Messages and Returning No Results

Yoo-Jin Baek, Vanessa Gratzer, Sung-Hyun Kim, and David Naccache

1 Introduction

In addition to its usual complexity postulates, cryptography silently assumes that
secrets can be physically protected in tamper-proof locations.

All cryptographic operations are physical processes where data elements must be
represented by physical quantities in physical structures. These physical quantities
must be stored, sensed, and combined by the elementary devices (gates) of any
technology out of which we build tamper-resistant machinery. At any given point
in the evolution of a technology, the smallest logic devices must have a definite
physical extent, require a minimum time to perform their function, and dissipate a
minimal switching energy when transiting from one state to another.

The rapid development of sophisticated digital communication systems has cre-
ated new academic interest in physical secret information leakage (cryptophthora)
[1]. According to our estimates more than 500 papers and 20 Ph.D. mémoires were
published as we write these lines.

While most aspects of side-channel leakage are now well understood, no attacks
on totally unknown algorithms are known to date.

By totally unknown we mean that no information on the algorithm’s mathemati-
cal description (including the plaintext size), the microprocessor, or the chip’s power
consumption model is available to the attacker.

This chapter describes such a side channel that we experimented successfully on
a test chip.

The precise assumptions we make sure that the attacker is given a device HK(•)

keyed with an unknown key K and a physically similar blank device H•(•) that he
can re-key at wish. The attacker only knows the plaintext size and the key size (in
other words the target is not even assumed to return the decrypted plaintext to the
attacker).
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Given a key k and a ciphertext c, Ek(c) will denote the power consumption
curve (Emanation) obtained when decrypting c under k. Although variants of our
attack with variable ciphertexts exist, throughout this chapter we will work with a
constant c (e.g.,the all-zero ciphertext). We will hence abridge notations by writing
dk = Ek(c).

Knowledge of the microprocessor’s word size w (8 bits, 16 bits, or 32 bits) is not
mandatory but may accelerate the attack. Usual countermeasures might slow down
the attack or thwart it.

2 The Intuition

The intuition behind our idea is the following: we start by collecting the power traces
of the target and average these to get a cleaner representation of dK.

Then, assuming that the target is an 8-bit machine, we know that the device’s
power consumption when decrypting c under an arbitrary candidate key k should
in principle coincide with dK on all samples until the moment where k and K start
being manipulated (sensed) by the devices.

Consequently, the sample-wise subtraction Δk = dK−dk produces a differential
curve whose beginning is flat up to a point where Δk suddenly becomes noisy.

Now, being an 8-bit machine, the microprocessor cannot manipulate more than
one byte at a time. Hence as soon as we guess correctly K’s first byte, we expect
to see the flat part of Δk extended. We can therefore progressively guess key bytes
ahead, until we get a completely flat Δk . A point at which K = k.

Note that since the microprocessor does not necessarily begin to work with the
key’s first byte,1 the experiment needs to be restarted for each potential byte posi-
tion, until the key is entirely discovered.

Hence, if K is n-word long, recovering K will require 2w−1(n2+n) < 2w|K|2/w2

differential experiments.
Substituting a few practical values (w = 8, 16, 32 and K = 64, 96, 128, 160, 256)

into this formula we get the results given in Table 1. However, as we will soon see,
the attack requires a very limited number of interactions with the target as the big
bulk of experimentations is done with the engineering sample. Hence, the above
work-factors can be divided by any factor representing the number of blank engi-
neering samples on which the attacker will run the attack in parallel.

Table 1 Attack complexity. Entries express 2x experiments

K = 64 K = 96 K = 128 K = 160 K = 256

w = 8 13 14 15 16 17
w = 16 19 20 21 22 23
w = 32 34 35 35 36 37

1 For example, the algorithm might start mixing the ciphertext’s fifth byte with the key’s third byte.
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Caveat

The present work assumes the following:

• The implementation Hk(c) allows fixing c to some arbitrary value (c is possibly
unknown to the attacker but common to the target and the sample).

• H is deterministic and stateless. That is, if Hk(c) is evaluated twice, the device
runs exactly the same instructions and manipulates exactly the same data.

• The emanation function E is such that for the c used in the attack:

k �= k′ ⇒ Ek(c) �= Ek′(c)

3 Notations and Statistical Tools

Statistics provide procedures for evaluating likelihood, called significance tests. In
essence, given two collections of samples, a significance test evaluates the probabil-
ity that both samples could rise by chance from the same parent group. If the test’s
answer turns out to be that the observed results could arise by chance from the same
parent source with very low probability we are justified in concluding that, as this is
very unlikely, the two parent groups are most certainly different. Thus, we judge the
parent groups on the basis of our samples and indicate the degree of reliability that
our results can be applied as generalizations. If, on the other hand, our calculations
indicate that the observed results could be frequently expected to arise from the
same parent group, we could have easily encountered one of those occasions, so our
conclusion would be that a significant difference between the two samples was not
proven (despite the observed difference between the samples). Further testing might,
of course, reveal a genuine difference, so it would be wrong to claim that our test
proved that a significant difference did not exist; rather, we may say that a significant
difference was not demonstrated on the strength of the evidence presented, which
of course, leaves the door open to reconsider the situation if further evidence comes
to hand at a later date.

We run the target and the engineering sample � times and collect � physical sig-
nals for each device. We denote by i the acquisition’s serial number. The device’s
emanation can be an array {dk[i, 0], dk[i, 1], . . . , dk[i, τ − 1]} (e.g., power con-
sumption) or a table representing the simultaneous evolution of � quantities (e.g.,
electromagnetic emanation samples or microprobes) during τ clock cycles. For the
sake of simplicity, we will not treat the table case in this chapter and focus on power
curves.2 The attack will hence operate on dk[i, t] and use (existing) significance
tests as a basic building block:

Definition 1 When called with two sufficiently large samples X and Y , a signif-
icance test S(X, Y ) returns a probability α that an observed difference in some
feature of X and Y could rise by chance assuming that X and Y were drawn

2 Generalizing the attack to spatial signals such as electromagnetic radiations is straightforward.
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Table 2 Hypothesis tests

Test S Notation Description

Distance of means DoM-test [3], (pp. 240–242) 7.9
Goodness of fit GoF-test [3], (pp. 294–295) 9.6
Sum of ranks SoR-test [3], (pp. 306–308) 10.3

from the same parent group. The minimal sample size required to run the test is
denoted size(S).

While we arbitrarily restrict our choice in this work to the three most popular
hypothesis tests (see Table 2): the distance of means, goodness of fit, and sum of
ranks, a variety of other hypothesis tests can be used for implementing our attack.
The reader may find the description of these procedures in most undergraduate
textbooks (e.g., [2, 3]) or replace them by any custom procedure compatible with
Definition 1.

4 The Attack

We start by selecting a significance test S (e.g., among DoM-test, GoF-test, and
SoR-test) and run the target � = size(S) times, collecting at each run an emanation
curve dK[i, 0 ≤ t ≤ τ − 1]. We will not need the target anymore during the attack.

As the attack starts we reset a global clock cycle counter c ← 0. c will track the
attack’s progression on the power curve and represent the rightmost curve coinci-
dence point between the target and the engineering sample.

Denoting by n = |K|/w the key-size measured in machine words, we assume
that we are given a procedure denoted Exhaust(k, i, c). Here k stands for an inter-
mediate key candidate and 0 ≤ i < n is a new word position to exhaust in k.
Exhaust returns a new key value ki and an associated new latest coincidence clock
cycle ci ≥ c.

(ki , ci ) ← Exhaust(k, i, c)

The attack progressively fills an n-bit string s = {s0, . . . , sn−1}, where positions
set to one stand for key words that have been already exhausted in k.

In practical implementations, we keep at each for iteration a few best scoring j
values and backtrack if the algorithm hits a dead-end (due to measurement inaccu-
racies or noise).

At the end of the process k is output as a hypothesis for K’s value (or as a con-
firmed key if the target returns a plaintext).

4.1 The Exhaust Routine

Exhaust gets as input a partially filled key k, a word index i , and a latest coin-
cidence point c. The routine exhausts the 2w possible values at position i , selects
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Algorithm 1 Attack Algorithm
let s ← {0, . . . , 0}
let k ← {02w , . . . , 02w }
while s �= {1, . . . , 1} do

for i ← 0 to n − 1 do
if si = 0 then

(ki , ci ) ← Exhaust(k, i, c)
end if

end for
j ← index for which c j = maxsi =0(ci )

s j ← 1
k ← k j
c ← c j

end while

the value which optimizes the coincidence with the target, and returns this optimal
coincidence point ci to the caller.

We will denote by ki←e the key k where the i th word was set to the value e and
by {dki←e [u, 0], . . . , dki←e [u, τ − 1]} the τ -sample acquisition collected during the
uth experiment, where H was keyed with ki←e (we perform � such experiments per
ki←e value). We compute for 0 ≤ e ≤ 2w − 1 and 0 ≤ t ≤ τ − 1:

αe[t] ← S({dki←e [1, t], dki←e [2, t], . . . , dki←e [�, t]}, {dK[1, t], dK[2, t], . . . , dK[�, t]})

and match the αe[t] to entire clock cycles by computing:

γe[n] =
∑

t∈cycle n

αe[t]

Assuming that at each clock cycle n ≥ c the random variable γX [n] follows a
normal distribution (with mean μn and standard deviation σn that we can easily esti-
mate from the 2w measurements available), we compute for each e the probability
λe (p value) that γe[n] would fall beyond the number of σn-s that separate γe[n]
from μn . The lowest λe determines our choice of e but the exploration of the curve
will continue until no deviation bigger than 2σn (i.e., a p value of 0.95%) is found,
in which case we consider that we have hit the next de-synchronization point and
report it by returning to the caller.

To distinguish complete coincidence3 from complete de-synchronization both of
which are characterized by deviations smaller than 2σn , we compare the value of σn
to a threshold σ ′ set experimentally. Cycles for which no deviation bigger than 2σn

was found and σn < σ ′ are considered are completely coinciding whereas cycles
for which no deviation bigger than 2σn was found and σn ≥ σ ′ are considered an
indication of complete de-synchronization.

3 For example, operations that do not manipulate the key nor the ciphertext.
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5 Practical Experiments

We tried the new attack on an experimental (unprotected) test chip containing the
AES key K = 0x0f1571c947d9e8590cb7add6af7f6798. Figure 1 shows the
stacking of all the Δk for k values of the form (i |random) with 0 ≤ i ≤ 255.

Δ0x0f, shown in red, is indeed flatter than the other differential curves as the
experiment starts. dK and dK curves were obtained by averaging 1,380 power traces
(1 GHz sampling rate).

Closer inspections of this graphic (Figs. 2 and 3) reveal that the first significant
difference between the red curve and the other curves appears between samples
5,500 and 6,500.

Fig. 1 Δk for k of the form i |random with 0 ≤ i ≤ 255. Samples 1–50,000

Fig. 2 Excerpt of Fig. 1: samples 1–10,000
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Fig. 3 Excerpt of Fig. 1: samples 5,000–7,000 and the corresponding |Δk |

Before launching the statistical analysis on |Δk |, we have noted (Fig. 4) the
repeated presence of spikes due to noise. The signal was hence pre-filtered as shown
in Fig. 5, we denote the filtered signal by f (|Δk |).

Table 3 Variance test λe values for several signals. Samples 5,800–6,400

e λe(Δk) λe(|Δk |) λe( f (|Δk |))
0x0f 0.0183 0.0074 0.0030
0x5e 0.0207 0.0087 0.0063
0x1d 0.0219 0.0093 0.0064
0x5f 0.0222 0.0100 0.0071
0x4e 0.0245 0.0105 0.0075
0x3f 0.0259 0.0114 0.0080
0xce 0.0290 0.0114 0.0081
0x3e 0.0291 0.0130 0.0082
0xee 0.0295 0.0140 0.0089
0x3a 0.0320 0.0141 0.0101

We have tried several non-parametric tests: the sign test for zero median,
Wilcoxon’s signed rank test for zero median and the DoM-test. All three tests
failed to distinguish the red curve. However, as shown in Table 3, the variance test
clearly declared the red curve. Indeed, one is reasonably founded in expecting the
red curve’s variance to be lower than those of the other differential curves.
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Fig. 4 Circled spikes: noise
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6 Implications and Further Research

The experiments reported in this chapter underline the risk of distributing engineer-
ing samples of improperly protected tamper-resistant devices. We showed that this is
important even in contexts where the algorithm is unknown to the attacker, a setting
frequent in telecommunications and pay-TV applications.

From a technical standpoint, it would be interesting to devise variants of the
attack that use other decision criteria (e.g., exploring the correlation coefficient
curve between the target’s power consumption and the engineering sample) or
devise specific countermeasures against this new class of attacks.

As a final note, we observed in several of our experiments that the key was dis-
closed before the algorithm even started to work. The attack had actually detected
key’s transfer from non-volatile memory to the target’s RAM.
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License Distribution Protocols from Optical
Media Fingerprints

Ghaith Hammouri, Aykutlu Dana, and Berk Sunar

1 Introduction

According to the Business Software Alliance about 35% of the global software mar-
ket, worth $141 Billion, is counterfeit. Most of the counterfeit software is distributed
in the form of a compact disc (CD) or a digital video disc (DVD) which is easily
copied and sold in street corners all around the world but mostly in developing coun-
tries. Given the severity of the problem at hand, a comprehensive solution taking into
account the manufacturing process, economical implications, ease of enforcement,
and the owner’s rights needs to be developed. While this is an enormous undertaking
requiring new schemes at all levels of implementation, in this work, we focus only
on a small part of the problem, i.e., secure fingerprinting techniques for optical
media.

To address this problem the SecuRom technology was introduced by Sony
DADC. The technology links the identifiers produced to executable files which may
only be accessed when the CD is placed in the reader. The main advantage of this
technology is that it can be used with existing CD readers and writers. While the
specifics of the scheme are not disclosed, in practice, the technology seems to be
too fragile, i.e., slightly overused CDs become unidentifiable. Another problem is
at the protocol level. The digital rights management (DRM) is enforced too harshly,
therefore significantly curtailing the rights of the CD owner.

In this chapter we take advantage of CD manufacturing variability in order to
generate unique CD fingerprints. The approach of using manufacturing variability to
fingerprint a device or to build cryptographic primitives has been applied in several
contexts. A popular example is a new hardware primitives called physical unclon-
able functions (PUFs). These primitives were proposed for tamper-detection at the
physical level by exploiting deep-submicron and nanoscale physical phenomena
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to build low-cost tamper-evident key storage devices [9, 15, 16, 19]. PUFs are
based on the subtleties of the operating conditions as well as random variations
that are imprinted into an integrated circuit during the manufacturing process. This
phenomenon, i.e., manufacturing variability, creates minute differences in circuit
parameters, e.g., capacitances, line delays, threshold voltages, in chips which other-
wise were manufactured to be logically identical. Therefore, it becomes possible to
use manufacturing variability to uniquely fingerprint circuits. These techniques are
fully explained in chapter “Physically Unclonable Functions: A Study on the State
of the Art and Future Research Directions” by Roel Maes and Ingrid Verbauwhede,
this volume. More recently, another circuit fingerprinting technique was introduced.
The technique exploits manufacturing variability in integrated chips to detect Trojan
circuits inserted during the manufacturing process [1]. This technique is discussed
in detail in chapter “Hardware Trojan Horses” by Mohammad Tehranipoor and Berk
Sunar, this volume.

Another secure fingerprinting technology named RF-DNA was developed by
Microsoft Research [6]. The RF-DNA technology provides unique and unclonable
physical fingerprints based on the subtleties of the interaction of devices when sub-
jected to an electromagnetic wave. The fingerprints are used to produce a crypto-
graphic certificate of authenticity (COA) which when associated with a high value
good may be used to verify the authenticity of the good and to distinguish it from
counterfeit goods. More details about this technique can be found in chapter “Anti-
counterfeiting: Mixing the Physical and the Digital World” by Darko Kirovski, this
volume. Another application of manufacturing variability is fingerprinting paper
objects. In [5] the authors propose Laser Surface Authentication which uses a high-
resolution laser microscope to capture the image texture from which the fingerprint
is developed. In a more recent proposal, a cheap commodity scanner was used to
identify paper documents [4]. While most of the results cited above were developed
in the last decade, the idea of using physical fingerprints to obtain security primi-
tives is not new at all. According to [6], access cards based on physical unclonable
properties of media have been proposed decades ago by Bauder in a Sandia National
Labs technical report [2].

Our Contribution: We introduce a method which exploits CD manufacturing
variability to generate unique fingerprints from logically identical CDs. The biggest
advantage of our approach is that it uses the electrical signal generated by the photo-
diode of a CD reader. Thus no expensive scanning or imaging equipment of the CD
surface is needed. This means that regular CD readers can implement the proposed
method with minimal change to their design. We investigate the new approach with a
study of over 100 identical CDs. Furthermore, we introduce a new technique, called
the threshold scheme, for utilizing fuzzy extractors over the Lee metric without
much change to the standard code offset construction [7]. The threshold scheme
allows us to use error correcting codes working under the Hamming metric for sam-
ples which are close under the Lee metric. The threshold scheme is not restricted
to CDs, and therefore can serve in any noisy fingerprinting application where the
Lee metric is relevant. With the aid of the proposed fuzzy extractor we give specific
parameters and a code construction to convert the derived fingerprints into 128-bit
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cryptographic keys. In this chapter we also present a family of license distribution
protocols which take advantage of the extracted fingerprint. The presented protocols
are essential for demonstrating usage scenarios for the fingerprinting techniques.
However, we stress that these protocols are an example of a much larger set of
possible usage scenarios.

The remainder of the chapter is organized as follows. In Sect. 2, we discuss the
physical aspects of CD storage, the sources of manufacturing variability, and the
statistical model capturing the CD variability. Section 3 presents experimental data
to verify our statistical model. In Sect. 4 we discuss the fingerprint extraction tech-
nique and determine the parameters necessary for key generation. We discuss the
robustness of the fingerprint in Sect. 5 and present a family of license distribution
protocols which utilize the extracted fingerprint in Sect. 6. Finally, we conclude in
Sect. 7.

2 Pits and Lands

On a typical CD data are stored as a series of lands and pits formed on the surface
of the CD. The pits are bumps separated by the lands to form a spiral track on the
surface of the CD. The spiral track starts from the center of the CD and spirals
outward. It has a width of about 0.5 μm and a 1.6 μm separation. The length of the
land or pit determines the stored data. The encoding length can assume only one of
nine lengths with minimum value in the range of 833–972 nm up to a maximum of
3, 054–3, 563 nm with increments ranging from 278 to 324 nm. Note that the range
is dependent on the speed used while writing the CD. To read the data on the CD the
reader shines a laser on the surface of the CD and collects the reflected beam. When
the laser hits the pits it will reflect in a diffused fashion thus appearing relatively
dark compared to the lands. Upon the collection of the reflected beam, the reader
can deduce the location and length of the lands and pits which results in reading the
data on the CD.

CDs are written in two ways, pressing and burning. In pressed CDs a master tem-
plate is formed with lands and pits corresponding to the data. The master template
is then pressed into blank CDs in order to form a large number of copies. In burned
CDs, the writing laser heats the dye layer on the CD-R to a point where it turns
dark, thus reflecting the reading laser in a manner consistent with physical lands.
Note that burned CDs will not have physical lands and pits but will act as if they
had these features. Figures 1 and 2 show the lands and pits of a pressed CD. We
captured Fig. 1 using an optical microscope and Fig. 2 using a scanning electron
microscope.

2.1 Source of Variation

Similar to any physical process, during the writing process CDs will undergo man-
ufacturing variation which will directly affect the length of the lands and pits. For
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Fig. 1 Lands and pits image
using an optical microscope

Fig. 2 Lands and pits image
using a scanning electron
microscope

burned CDs this variability will be a direct result of the CD velocity while writing
takes place. This velocity is assumed to be at a fixed rate between 1.2 and 1.4 m/s
where the velocity variation during writing should be within ±0.01 m/s [8]. Pressed
CDs are manufactured by molding thermoplastics from a micro or nanostructured
master prepared by lithographic methods. The molding process itself is optimized
for replication fidelity and speed with typical replication variations on the order of
tens of nanometers [17]. The molding process involves contacting the thermoplastic
with the master slightly above the glass transition temperature of the material, with
a preset pressure for a brief amount of time, cooling the master and the thermo-
plastic to below the glass transition temperature, and demolding. Local variations of
polymer material’s mechanical and thermal properties, local variations of the tem-
perature and pressure all potentially lead to variations in the imprinted structures.
The thermal stresses induced during cooling and demolding also potentially lead to
variations. In this chapter we aim at using the small variation in the length of lands
and pits to form a unique fingerprint for each CD. In the next section we characterize
the length features of lands and pits.
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2.2 Single Location Characterization

Together lands and pits form the full spiral track. Therefore, it makes sense to fin-
gerprint only lands or pits. The length of both lands and pits will follow similar
distributions which is why we will simply use the term location to refer to either of
them. We label the lengths of n consecutive locations by starting from a reference
point on the track as L1, L2, . . . , Ln . In the ideal setting Li = ci · L for a small
constant integer ci ∈ [3, 4, . . . , 11] and L ≈ 300 nm. However, due to the subtle
variations we discussed in the previous section we expect Li = ci · L + �i . The
variable �i is expected to be quite small compared to Li , and therefore difficult
to measure precisely. Still our measurements should be centered around the ideal
length. Hence, quite naturally across all identical CDs we model Li as a random
variable drawn from a Gaussian distribution Hi = N (Mi ,Σ) where Mi = ci ·
L and Σ denote the mean and the standard deviation, respectively.1

Here we are assuming that regardless of the location, the standard deviation Σ

will be the same. This is a quite a realistic assumption since Σ essentially captures
the manufacturing variability which should affect all locations similarly. The more
precise the manufacturing process is, the less of a standard deviation we would
expect Hi to have. A perfect manufacturing process would yield Σ = 0 and would
therefore give all CDs the same exact length of a specific location across all identical
CDs. On the other hand, for better identification of CDs we would like Hi to have a
relatively large Σ .

In a typical CD reader, the reading laser is reflected from the CD surface back into
a photodiode which generates an electrical signal that depends on the intensity of
the reflected laser. Therefore, the electrical signal is expected to depict the shape of
the CD surface. If these electrical signals are used to measure the length of any given
location, we expect these measurements to have a certain level of noise following
a Gaussian distribution. So for location i on CD j we denote this distribution by
Di j = N (μi j , σ ). The noise in the length measurements is captured through the
standard deviation σ . Since this quantity mainly depends on the reader’s noise, we
assume that its the same for all CDs and all CD locations. Contrary to Σ , to identify
different CDs using the length information of CD locations we would like to see a
relatively small σ .

3 Experimental Validation

To validate the statistical model outlined in the previous section, we conducted
extensive experiments on a number of CDs. We directly probed into the electrical
signal coming out of the photodiode constellation inside the CD reader. The inten-
sity of this signal will reflect the CD surface geometry, and therefore can be used to

1 N (μ, σ ) is a normal distribution with mean μ and standard deviation σ .
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study the length of the CD locations. To sample the waveform we used a 20 GHz
oscilloscope. Each CD was read a number of times in order to get an idea of the
actual D distribution. Similarly, we read from the same locations of about 100 iden-
tical CDs in order to generate the H distribution. Each collected trace required about
100 MB of storage space. Moreover, synchronizing the different traces to make sure
that the data were captured from the same location of the CD was quite a challenge.
We had to assign a master trace which represented the locations we were interested
in studying and then ran the other traces through multiple correlation stages with the
master to finally extract synchronized signals from the same locations on different
CDs. Automating the process in order to accurately capture these massive amount of
data was a time-consuming challenge. However, we note that all this work would be
almost trivially eliminated if we had access to the internal synchronization signals of
the CD reader chip. The captured signals were then further processed using Matlab
to extract the location lengths and obtain the distributions. After processing, we
extracted the length of 500 locations (lands) on the CDs. We used commercially
pressed CDs for all the experiments reported in this chapter.2

Figure 3 shows the histogram of lengths extracted from 550 reads for a randomly
chosen location on one CD. The mean length of the histogram is about μi j = 958
nm. This histogram captures the D distribution. The other locations observe similar
distributions with different mean lengths which will depend on the encoded informa-
tion. When considering data coming from different locations and different CDs we
obtain σ = 20 nm (with an average standard deviation of 2 nm on σ ). This will be a
good estimate for the noise observed during probing of the electrical signals. These
results verify the assumption that the noise in the electrical signal can be approx-
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Fig. 3 Histogram of reads coming from the same location on the same CD

2 We have verified a similar behavior for burned CDs. Not surprisingly, data coming from burned
CDs had a much larger variation and were easier to analyze.
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Fig. 4 Histograms of reads coming from the same location on two identical CDs

imated as Gaussian noise. Note that with Gaussian noise simple averaging can be
used to substantially reduce the noise level. As we are interested in studying the
behavior of the location lengths across different CDs, we next shift our attention to
two CDs before we look at a larger batch of CDs. Figure 4 captures a histogram for
the length of the same location on two identical CDs. What is important here is the
distance between the two Gaussian distributions. The larger this distance becomes
the easier it is to identify CDs. Our basic thesis for fingerprinting CDs is that the
length of a single location will vary across multiple identical CDs. As pointed out
earlier, this behavior can be modeled with the Gaussian distribution Hi . The his-
togram in Fig. 4 captures this for two CDs. To generalize these results and estimate
the Hi distribution we need a larger sample space. The major problem here is that
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Fig. 5 Histograms of reads coming from the same location on 100 identical CDs
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each data point needs to come from a different CD. Therefore, to obtain a histogram
which clearly depicts a Gaussian we would need to test on the order of 500 CDs.
This was not possible as each CD required substantial time, computing power and
storage space in order to produce final data points. However, we were able to carry
out this experiment for about 100 CDs. Each CD was read about 16 times to reduce
the noise. Finally, we extracted the lengths of 500 locations for each of the CDs.
Figure 5 depicts the histogram over 100 CDs for a randomly chosen location out of
the 500 extracted locations. The histogram in Fig. 5 has a mean of about 940 nm.
Over all locations, Σ had a mean of 21 nm (with an average standard deviation of 1.8
nm on Σ). The histogram in Fig. 5 looks similar to a Gaussian distribution generated
from 100 data points. However, it would be interesting to get a confirmation that
with more data points this histogram would actually yield a Gaussian. To do so, we
normalized the lengths of each location by subtracting the average length for that
particular location. Since the distribution for each location had roughly the same Σ

the normalization process effectively made all these distributions identical with a
mean of 0 and a standard deviation of Σ . We then collected all these data points (on
the order of 50,000 points) and plotted the corresponding histogram. This is shown
in Fig. 6. The histogram of Fig. 6 strongly supports our thesis of normally distributed
location lengths across different CDs. One might observe a slight imbalance on the
positive side of the Gaussian. This behavior seems to be a result of the DC offset
observed while reading some of the CDs. Fortunately, this will not pose a problem
for our fingerprinting technique as we will be normalizing each batch of data to
have a mean of zero, thus removing any DC components. We finish this section by
showing the histogram in Fig. 7. The main purpose of this histogram is to confirm
that what we are studying is in fact the length of data locations written on the CD.
We elaborated earlier that on a CD data are stored in discrete lengths ranging from
about 900 nm to about 3, 300 nm taking nine steps in increments of about 300 nm.
We build the histogram in Fig. 7 using the data collected from 500 locations over
the 100 CDs without normalizing each location’s length to zero. In Fig. 8 we show a
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Fig. 6 Histograms of reads coming from 500 locations on 100 identical CDs
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Fig. 7 Histogram of location lengths using the electrical signal

Fig. 8 Histogram of location areas using electron microscope images

similar histogram with data extracted by processing images coming from a scanning
electron microscope.

4 CD Fingerprinting

There are many challenges in deriving a robust and secure fingerprint. One impor-
tant issue is the reading noise. Similar to a human fingerprint, we saw in the previous
section that the readings used to extract the CD fingerprint are inherently noisy. The
extraction of a deterministic and secure fingerprint from noisy data has been pre-
viously studied in the literature [7, 12, 13]. Most relevant to our work is the fuzzy
extractor technique proposed by Dodis et al. in [7]. For the remainder of this section
we will present a quick review of the fuzzy extractor technique and then discuss
how this technique can be modified and applied to the CD setting. Moreover, we
will discuss the experimental results and present various bounds needed to achieve
high levels of security.
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4.1 Fuzzy Extractors

Loosely speaking a fuzzy extractor is a technique to extract an almost uniform
random string from a given input such that it is possible to reproduce the same
output string from a noisy version of the input. In [7] the authors show how a fuzzy
extractor can be built using an error correcting code along with a universal hashing
function. Their construction requires that the output of the fingerprint (the biometric
data in their language) be represented as an element of Fn for some field F and
an integer n which represents the size of the fingerprint. Moreover, it is naturally
assumed that the noise experienced by the fingerprint is upper bounded by a constant
distance from the original fingerprint in order to guarantee identical reproduction of
the extracted key. We start by quoting the following theorem introduced in [7], and
then give the specific construction which the theorem describes.

Theorem 1 ([7]) Given any [n, k, 2t + 1]F code C and any m, ε, there exists an
average-case (M, m, �, t, ε)-fuzzy extractor, where � = m +k f −n f −2 log(1

ε
)+2.

The generation algorithm GEN and the recovery algorithm REP are efficient if C has
efficient encoding and decoding.

We explain the parameters in the theorem by outlining an actual construction.
This construction is proposed in [7] and further explained in [9]. As stated in the
theorem, C is an error correcting code over the field F , where f = log(|F |).3
For the construction we will also need a family of universal hashing functions H.4

The generation algorithm GEN takes the fingerprint x ∈ Fn as input and outputs
the triplet (k, w, v). Here, x is drawn from some distribution X over Fn which
has min-entropy m. Note that in our context the parameter m captures the entropy
provided by the CD variability. GEN starts by computing w = x + c for a randomly
chosen code word c ∈ C and then computes the key k = hv(x) ∈ {0, 1}� for some
string v chosen uniformly at random such that hv ∈ H. The recovery algorithm
REP takes in the helper data (w, v) along with x ′, a noisy version of the fingerprint
x , and returns the key k. REP starts by computing c′ = w − x ′ which is a noisy
version of c. If the Hamming distance between x and x ′ is less than t then so will
the Hamming distance between c and c′. Therefore, using the error correcting code
C, REP can reproduce c from c′. Next, REP computes x = w − c and consequently
compute k = hv(x) which will conclude the recovery algorithm. All that remains
to be defined is the parameter ε which captures the security of the fuzzy extrac-
tor. Specifically, if the conditional min-entropy5 H∞(X |I ) (meaning X conditioned
on I )6 is larger than m then SD((k, (w, v), I ), (U�, (w, v), I ) ≤ ε) where
SD(A, B)= 1

2

∑
v |Pr(A = v) − Pr(B = v)| is the statistical distance between

3 Note that all logarithms in this chapter are with respect to base 2.
4 For details on universal hashing the reader is referred to [3].
5 The definition of min-entropy is H∞(A) = − log(maxa Pr[A = a]).
6 Typically we use the | operator to mean concatenation. This will be the only part of the chapter
where it will have a different meaning.
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two probability distributions A and B. Finally, U� is the uniform distribution over
{0, 1}� and I is any auxiliary random variable.

With this construction we will have a clear way to build a fuzzy extractor. How-
ever, the key size � and the security parameter ε will both depend on m and the code
used. Moreover, the code will depend on the noise rate in the fingerprint. We finish
this section by relating the min-entropy and the error rate of the fingerprint. Recall
that x is required to have a min-entropy of m and at the same time using the above
construction x will have n symbols from F . To merge these two requirements we
define the average min-entropy in every symbol δ = m/n. We also define ν to be
the noise rate in the fingerprint x and F = |F |. With these definitions we can now
prove the following simple bound relating the noise rate and the min-entropy rate
δ/ f .

Proposition 1 For the fuzzy extractor construction of Theorem 1, and for any mean-
ingful security parameters of ε < 1 and � > 2 we have HF (ν) < δ

f , where HF is
the F-ary entropy function.

Proof From Theorem 1 we now have that � = m + k f − n f − 2 log
(

1
ε

)
+ 2. Let

A = �+2 log
(

1
ε

)
−2 = m +k f −n f . From the conditions above we now have that

A > 0 and therefore m+k f −n f > 0. Let R = k/n which yields (δ+R f − f )n > 0
and therefore R > 1 − δ/ f . Using the sphere packing bound where R ≤ 1 − HF (ν)

we immediately get HF (ν) < δ
f .

As it is quite difficult to calculate the min-entropy for a physical source we will
estimate this quantity over the symbols of x . The bound given above will give us
an idea whether the min-entropy in the symbols of x will be sufficient to handle
the measured noise rate. Next we shift our attention to the fingerprint extraction
technique. Note here that we still did not address how the data extracted from the
CDs will be transformed into the fingerprint x .

4.2 Fingerprint Extraction

In Sect. 3 we described how the empirical data suggest that every CD has unique
location lengths. These location lengths as can be seen from Fig. 7 will have differ-
ent values depending on the encoded information. Moreover, we discussed earlier
that the raw data measured from the electrical signal will sometimes have different
DC offsets. Therefore, it is important to process the data before the different loca-
tions can be combined together in order to produce the final fingerprint x . The first
step in processing the data coming from every location on every CD is to remove
the signal noise. To achieve this, the length of every location on a CD is averaged
over a number of readings. Since we are assuming Gaussian noise, the noise level
σ will scale to σ/

√
a, where a is the number of readings used for averaging. Next,

we normalize the data using the ideal average of each location. As the ideal location
lengths are discretized it becomes easy to find the ideal length for every location
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and subtract it from the measured lengths. This will guarantee that all location
lengths have similar distributions as will be seen in Fig. 6. Finally, to remove the
DC component we need a second normalizing step. We subtract the mean of the
reading coming from different locations of the same CD. Figures 9 and 10 show the
variation in the length of 500 locations for two identical CDs after being averaged
and normalized. Each figure contains three traces with an added horizontal shift to
set the traces apart. The top two traces in each figure are obtained from readings
taken at different times using one CD reader. The bottom trace in each figure was
obtained 3 months after the first two traces using a second CD reader with a different
brand and model. The vertical axis represents the variation in nanometers from the
ideal length of that location. These figures clearly support the idea of identical CDs
having different fingerprints which are reproducible from different readers. We still
need to outline a technique to extract a final fingerprint. Even after the previous
averaging and normalization steps we will still have errors in the length readings.
Although we will be using a fuzzy extractor to correct the errors, the biggest chal-
lenge toward achieving an efficient extraction technique will be the nature of these
errors. The noise is Gaussian over the real values of the lengths. This means that
even when the data are discretized the error will manifest itself more as a shift error
from the ideal length rather than a bit flip error. Unfortunately, the Hamming metric
does not naturally accommodate for this kind of error. Moreover, if we assume that
every location length of the CD will be a symbol in the extracted fingerprint, then
the error rate would be very high as it is very difficult to get the same exact length
for the CD locations. A more natural distance metric in this situation would be
the Lee metric [14]. However, this will require finding long codes that have good
decoding performance under the Lee metric. To solve this problem we propose a
threshold scheme which uses the Hamming distance while allowing a higher noise
tolerance level. The threshold scheme also works naturally with the fuzzy extractor
construction of Theorem 1. Table 1 shows a formulation of the threshold scheme
applied to the CD setting. The threshold τ solves the error correcting problem
with respect to the Lee distance. In particular, τ helps control the error rate which
arises when treating the real values as symbols over some field. Without a threshold
scheme (τ = 0), the error rate will be very high. On the other hand, if τ grows too
large then the error rate will be low. However, the Hamming distance between the
extracted fingerprint originating from different CDs will decrease thus decreasing
distinguishability between CDs. An important aspect about the threshold scheme is
that it is very simple to compute and does not require previous knowledge of the
distribution average.

4.3 Entropy Estimation and 128-Bit Security

The previous sections dealt with the theoretical aspects of extracting the CD fin-
gerprint. In this section we take more of an experimental approach where we are
interested in computing actual parameters. The most important parameters that we
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Fig. 9 Length variation over 500 locations from CD1 with the bottom trace taken 3 months after
the top two traces

Fig. 10 Length variation over 500 locations from CD2 with the bottom trace taken 3 months after
the top two traces

need to estimate are the entropy of the source (the CD variability) and the noise
level. With these two parameters the rest of the parameters can be determined. The
first and hardest task here will be to decide the amount of entropy generated by
the source. In [9, 11] the authors use a universal source coding algorithm in order
to estimate the secrecy rate. In particular it was proposed to use the context-tree
weighting method (CTW) [21]. What is quite useful about the CTW algorithm is
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Table 1 Formulation of the threshold scheme for CD fingerprint extraction

Threshold Scheme: (GEN,REP) parameterized by M, m, �, t, ε, l, C, H, τ = 2s

GEN: (k, w, v) ← GEN(CD j)

1. Obtain (a) samples for the length of each of the n locations on CD j .

2. Generate z = zn . . . z1:

a. Average the lengths over a samples ,
b. Subtract the ideal mean from the averaged reads,
c. Normalize the sequence to have a zero mean and set that to z.

3. Find u such that −2u−1 ≤ zi ≤ 2u−1 − 1 for all i , and shift zi to 0 ≤ zi ≤ 2u − 1.

4. Shift the binary representation of zi left by l bits, round to an integer and set to ẑi .

5. Form z2,i , the lowest s + 1 bits of ẑi , and xi = z1,i , the remaining bits of ẑi .

6. Set x = xn . . . x1 to be the fingerprint template.

7. Choose a random code word c ∈ C, such that c = cn . . . c1.

8. Compute wi = (xi |z2,i ) + (c|τ) and form w = wn . . . w1.

9. Randomly choose v to compute k = hv(x) where hv ∈ H, and output (k, w, v).

REP: k ← REP(CD j, w, v)

1. Generate z′ = z′
n . . . z′

1 as ẑ = ẑn . . . ẑ1 was generated in Steps 1 through 4 of GEN.

2. Set c′
i to be the highest u + l − s − 1 bits of wi − z′

i .

3. Use C to correct c′ = c′
n . . . c′

1 to c = cn . . . c1.

4. Compute xi = wi − ci .

5. Form x = xn . . . x1 and return k = hv(x).

that in [20] it was shown that for any binary stationary and ergodic source X , the
compression rate achieved by CTW is upper bounded by the min-entropy H∞(X) as
the length of the input sequence approaches infinity. This is a good indication about
the entropy produced by the source provided enough bits are fed to the algorithm.
To apply this algorithm to our setting we start by using the data coming from the 100
CDs. On each CD we collected data from 500 locations and processed the data with
a threshold value of τ = 22. The final data came out to be in the range [0, 25 − 1]
and we did not use any fractional bits so, l = 0. With these parameters the size of
the symbols was f = 2. This means that every CD produced 1,000 bits. The data
were fed into the CTW algorithm which resulted in a compression rate of about 0.83
bits of entropy per extracted bit. Recall here that these samples were not averaged
over multiple reads. Therefore the error rate is quite high. When we averaged over
16 samples the combined entropy rate became 0.71. This is expected since the noise
will add to the entropy. In order to get a more precise estimate for the min-entropy
we decided to average over 225 reads. With this many reads we had to restrict our
sample to only 14 CDs as the amount of data quickly becomes large. With the new
sample the compression rate of the CTW algorithm was about 0.675 which seemed
to be a good estimate of our min-entropy. For this sample, the average error rate
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is Pe = 0.08. On the other hand the collision probability Pc, the probability of
extracting similar bits between two different CDs, is about 0.46.

Proposition 1 suggests that for a noise rate of 0.08 and f = 2 the entropy of the
source should be at least 0.40 which translates to δ = 0.8 < 1.35, and therefore
we conclude that we have enough entropy in our source. However, with this level of
entropy we are placing stringent conditions on R, i.e., the rate of the error correcting
code.7 To relax the restriction on the code rate we took a closer look at our source
bits. Ideally the two bits would have the same entropy. However, looking at Figs. 9
and 10 and multiple similar figures, we clearly see that there is a degree of depen-
dency between the adjacent locations. There is a low probability of a sharp change
in the length variability from one location to its neighbor. With this observation we
would suspect that the most significant bit will have less entropy as it is less likely
to change across adjacent locations. To verify this observation, we applied the CTW
algorithm to each of the two extracted bits separately. For the most significant bit,
the entropy for the cases of no averaging, averaging over 16 reads, and averaging
over 225 reads was 1, 0.9, and 0.6 bits of entropy, respectively. When we repeated
this process for the least significant bit we obtained 1, 1, and 0.98 bits of entropy,
respectively. Clearly, we have more entropy in the least significant bit. It seems
reasonable to only use the least significant bit to form the fingerprint and the final
key. This would effectively increase the entropy of our source while very slightly
affecting the error rate and the collision rate. For this least significant bit scheme we
obtained Pe = 0.08 and Pc = 0.46.

We now have Pe = 0.08, δ = 0.98, and f = 1. With these parameters we can
build a fuzzy extractor which can extract secure keys from CD fingerprints. For a
128-bit key we set � = 128. Similarly, to achieve a fuzzy extractor output which
reveals very little information about the fingerprint we set ε = 64. Using the equa-
tion of Theorem 1 we require that the error correcting code in the fuzzy extractor
should satisfy k ≥ 190 + 0.02n. Note that although Pe = 0.08, this is the expected
error rate. For a practical scheme we require the fuzzy extractor to correct around a
0.17 error rate. These parameters can now be satisfied using a binary BCH code of
[255, 45, 88]. More specifically, we define a code word containing seven code words
of this BCH code, which will make n = 1, 785. With this construction the failure
probability8 Pfail will be on the order of 10−6. Note here that treating the seven code
words separately to generate separate parts of the key would significantly decrease ε

but will decrease the failure probability. Therefore, in our failure probability we treat
the seven code words as a single entity. As we noted earlier, our data suffer from
higher error rates due to the external connections which we used. With an on-chip
process we can expect the error rate to drop significantly.

7 Recall from the proof of Proposition 1 that R ≥ A/n f + (1 − δ/ f ) for a security level of at least
A = � + 2ε − 2.
8 Here, Pfail = 1 −

(∑t=43
i=0

(255
i

)
Pi

e (1 − Pe)
255−i

)7
.
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5 Robustness of the Fingerprint

A CD fingerprint can be used to tie software licenses to individual CDs where the
software is stored. Under this use scenario it becomes important to address the
robustness of the fingerprint. In all our experiments the data collected came from
locations in the same sector of the CD. In a real application readings would typi-
cally be collected from different sectors, thus ensuring that a scratch or any physical
damage to a specific location will not render the CD fingerprint useless.

Another important concern regarding the robustness of the fingerprint is that
of aging. Although no quantitative estimate of fingerprint durability can be given
within the scope of this work, mechanisms related to viscoelastic relaxation in opti-
cal disc patterns need to be discussed briefly. Optical discs are printed on polymeric
substrates, which have glass transition temperatures typically above 150◦C. The
viscosity of such materials are temperature dependent and governed by an Arrhe-
nius type exponential temperature dependence, described by an activation energy
defined by the glass transition temperature. In its simplest form, the Arrhenius model

assumes that the rate of change is proportional to e
−Ea
kT where Ea is the activation

energy, k is the Boltzmann constant (an invariant physical parameter), and T is the
absolute temperature (temperature in degrees Kelvin). Even at lower temperatures
(natural operating and storage temperature range of the optical disc), viscosity of the
polymer remains finite. During the molding process, most of the internal stresses are
relieved upon cooling, resulting in fluctuations in the nanoscale structure of the bit
patterns. The pressed discs have a thin metal coating, which is typically coated on
to the polymer disc by evaporation or sputter coating, that results in the increase of
the surface temperature by up to 50◦C. This process is also likely to be a source
of local thermoelastic stress buildup which relaxes over the lifetime of the CD. In
a first-order approximation, the disc material can be thought of as a Kelvin–Voigt
material, and creep relaxation can be approximated by a single time-constant expo-
nential behavior. In such a case, most of the viscoelastic relaxation will occur at the
early stages of disc production, and latter timescales will have less of an effect. It
may be speculated that the fingerprints due to length fluctuations of 25 nm upon 300
nm characteristic bit length will persist within at least 10% of the CD lifetime, which
is predicted to be 217 years at 25◦C and 40% relative humidity conditions. This
gives an estimated 20-year lifetime for the fingerprint [18]. Due to the exponential
dependence of the relaxation on time, by recording the signature on a slightly aged
optical disc (months old), the persistence of the signature can be increased.

6 License Distribution Protocol

Once extracted the optical media fingerprints may be used in a number of applica-
tions. More specifically, in this section we focus our attention on license distribution
protocols, i.e., techniques for allowing/restricting access to the content of a CD. The
only users that are allowed to access the CD content are the ones with valid licenses
handed out at the purchase by the original producer of the CD. This scenario is vital
for digital rights management (DRM) in software and digital media distribution.
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In the simplest license distribution scheme the license key is delivered in printed
form (on the CD or its case). The offline license distribution scheme can be sum-
marized as follows: Identical copies of an installation software are pressed on the
CDs. A unique license key is printed on the cover of each CD. The CDs are sold to
customers. Customers run the installation software on their machines. During instal-
lation each customer enters the license key manually to the installer. The installer
checks the validity of the license. If valid, the installer copies the software to the
target machine.

This scheme is convenient as no network connection is required to complete
the installation process. However, the offline scheme has a number of shortcomings.
The licenses are checked for membership to the set of valid licenses. This means that
licenses are not tied to CDs. In other words, the software on an authentic CD can be
trivially copied for a fraction of a dollar to another CD, which will install under any
valid license key. One way to curb rampant CD counterfeiting is to require an online
license registration step, where a central database is contacted after verification of
the license which checks whether the number of valid installations is exceeded. If
not, the software is installed and the central database is updated accordingly. While
this simple online scheme is effective it is inconvenient as it requires an online
connection. Furthermore, the restriction on the number of installations is highly
restrictive and unfair to paying owners of the CD. The main difficulty in binding a
key to a CD is that CDs are pressed with one template since the production of the
template bears significant cost. This means that CDs coming off a production line
necessarily share an identical digital image. Here we propose to use the physical
fingerprints of the CDs as an identifier. We bind this identifier to the license and
thereby achieve unique licenses that are intrinsically tied to CDs without changing
the manufacturing process.

In this section we present three protocols. These protocols differ in the assump-
tions that are made for the validity of the protocol. We assume that the data pressed
on the CD are some software equipped with an installer. Moreover, in all the fol-
lowing protocols we assume that the CD reader can extract the noisy CD fingerprint
x from publicly known addresses on the CD and then return x to the PC. Before
we present the protocols we present the notation. Recall from the extraction pro-
cedure presented in Table 1 that (w, v) is the helper data. Also recall that k is the
cryptographic fingerprint extracted from the CD. We use EK (·) to indicate a secure
block cipher encryption using private key K . For clarity the reader can assume this
encryption algorithm to be AES. For public key cryptography we use EKe(·) to
denote encryption using the public key Ke and DKd(·) to denote decryption using a
private key Kd.

6.1 Simple Distribution Protocol

The simple distribution protocol shown in Table 2 demonstrates the simplest pro-
tocol to distribute licenses using CD fingerprints. Our goal here is to minimize the
assumptions and the changes made to current CD readers. Assumptions:

• The installer keeps a secret key K which cannot be compromised by an attacker.
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Table 2 Simple distribution protocol

Pre-distribution:

1. Data are pressed onto CD.

2. CD is processed to extract (w, v, k).

3. The triplet (w, v, EK (k)) is printed on the CD or its package as the license key.

Authentication Protocol:

1. The reader extracts the noisy fingerprint x ′ from the CD and returns it to the installer.

2. The installer prompts the user to enter the license key.

3. The user enters the triplet (w, v, EK (k)).

4. The installer runs the REP algorithm using (w, v, x ′) to retrieve k′.
5. If EK (k′) = EK (k) the installer grants access and installs the software, otherwise it

halts.

Strengths and Weaknesses: This protocol is straightforward. If an attacker tries to
copy the CD he will be changing the CD fingerprint x . Therefore, the installer
will fail to extract the correct key k from the CD and thus EK (k ′) �= EK (k). That
said, the attacker has a number of ways in which he can attack this protocol. One
way is to record the fingerprint x obtained from the first CD by directly reading
the communication between the CD reader and the PC. To use x the attacker will
have to override the driver of the CD reader and force it to feed the installer with
the recorded x rather than the actual fingerprint of the copied CD. This attack is
feasible but will require a highly skilled attacker. Another attack that can be carried
out against this protocol is to completely eliminate the installer. This problem seems
fundamental because there will always be a need for some entity which enforces the
license.

6.2 Secure Reader Protocol

In the previous protocol the biggest weakness was in the installer. In the secure
reader protocol shown in Fig. 3 we shift the license enforcing to the CD reader. This
approach requires more changes to the CD reader but will provide a higher level of
security.

Assumptions:

• The CD reader can perform the entire extraction process of Table 1.
• The CD reader can carry out public key encryption and decryption using a public

key/private key pair (Ke, Kd).
• The CD reader can carry out private key decryption and encryption.
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Table 3 Secure reader protocol

Pre-distribution:

1. Data D are encrypted using a randomly chosen key K to produce EK (D).

2. EK (D) is pressed onto the CD.

3. CD is processed to extract (w, v, k).

4. The string R is computed as R = K ⊕ k.

5. The triplet (w, v, EKe (R)) is printed on the CD or its package as the license key.

Authentication protocol:

1. The installer prompts the user to enter the license key.

2. The user enters the triplet (w, v, EKe (R)) which is passed to the CD reader.

3. The reader extracts the noisy fingerprint x ′ and uses (w, v) to extract k′.
4. Using the private key Kd the reader computes R = DKd (EKe (R)).

5. The reader computes K ′ = R ⊕ k ′.
6. Using K ′ the reader decrypts the data D and sends it back to the PC.

Strengths and Weaknesses: This protocol shifts all the verification steps on to the
CD reader. The installer does not have any control over the data. Even if an attacker
copies the CD, the fingerprint will change therefore causing K ′ �= K which will
prevent access to the data content. Note that the encryption key K never leaves the
CD reader and therefore the encrypted data cannot be decrypted outside the reader.
Even with this level of security, one should realize that once the data are decrypted
and sent to the PC any entity can copy the data. This is again a fundamental problem
which will exist as long as the data are accessed in an open format. This problem can
be addressed by assuming a trusted operating system which guarantees the security
of the information even if it is accessed in open format.

6.3 Online Distribution Protocol

In the previous protocols we assumed that the user will have to enter the helper data
(w, v). This is realistic in most scenarios but sometimes it is convenient to have
an entirely automated system. In the online distribution protocol shown in Fig. 4
we consider a scenario where the software is purchased online. This situation is
becoming more common in the real world. It would be convenient to tie the software
image sent via the Internet to the physical CD where the image will be written.
The important change in this protocol is that the CD writer can write to different
locations of the CD at different times. Note that in this protocol we are back to
making minimal assumptions on the reader, namely, the ability to extract the noisy
fingerprint x .
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Table 4 Online distribution protocol

Downloading phase:

1. The user connects to the server and purchases the software D.

2. The server sends back a random string R to be written to sector 1 of a blank CD.

3. The user inserts a blank CD on which the writer burns the image R to sector 1.

4. The CD reader extracts the noisy fingerprint x from Sector 1.

5. The fingerprint x is sent back to the server.

6. The server computes the triplet (w, v, k) using the extraction method of Table 1.

7. The server returns the string (Ek(D), EK (w, v)) to the user.

8. The CD writer burns (Ek(D), EK (w, v)) to sector 2 of the blank CD.

Authentication protocol:

1. The reader extracts the noisy fingerprint x ′ from sector 1 on the CD.

2. The reader returns x ′ along with (Ek(D), EK (w, v)) read from sector 2 on the CD.

3. Using K the installer computes (w, v) from which it extracts k′.
4. The installer retrieves D by decrypting Ek(D) using the extracted key k′.

Assumptions:

• The CD writer can write to different sectors of the CD at different times.
• The installer keeps a secret key K which cannot be compromised by an attacker.

Strengths and Weaknesses: This protocol requires minimal changes to the CD reader.
The strength of the protocol lies in having all relevant data on the CD. Any attempt
to copy the CD will change the fingerprint and will therefore result in k′ �= k.
Therefore, the installer will not be able to retrieve D since it will be using the wrong
key. Similar to the second protocol once the data are in open format an attacker can
copy the data circumventing any protection mechanism. The advantage this protocol
has over the first protocol is that the installer is essential for the retrieval of the data.
As long as the attacker is not granted access to the data in its open format he cannot
bypass the installer.

7 Conclusion

In this chapter we showed how to generate unique fingerprints for any CD. The
proposed technique works for pressed and burned CDs, and in theory can be used for
other optical storage devices. We tested the proposed technique using 100 identical
CDs and characterized the variability across the studied CDs. We also gave specific
parameters and showed how to extract a 128-bit cryptographic keys. Moreover, we
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presented three protocols which employ the extracted fingerprint in license distribu-
tion protocols. Our work here does not provide final solutions but rather a new door
of research in the area of CD IP-protection.
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Anti-counterfeiting: Mixing the Physical
and the Digital World

Darko Kirovski

1 Introduction

Counterfeiting is as old as the human desire to create objects of value. For example,
historians have identified counterfeit coins just as old as the corresponding origi-
nals. Archeological findings have identified examples of counterfeit coins from 500
BC netting a 600+% instant profit to the counterfeiter [2]. Test cuts were likely to
be the first counterfeit detection procedure – with an objective to test the purity
of the inner structure of the coin. The appearance of counterfeit coins with already
engraved fake test cuts initiated the cat-and-mouse game between counterfeiters and
original manufacturers that has lasted to date [2].

It is hard to assess and quantify the market for counterfeit objects of value today.
With the ease of marketing products online, it seems that selling counterfeit objects
has never been easier. Industries under attack include the software and the hard-
ware, the pharmaceutical, the entertainment, and the fashion industry. For example,
it is estimated that between 7 and 8% of world trade,1 10% of the pharmaceuticals
market,2 and 36% of the software market3 are counterfeited. Consequently, there
exists demand for technologies that can either resolve these problems or signifi-
cantly reduce the breadth of the search space for origins of counterfeits.
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1 According to the Interpol, World Customs Organization and International Chamber of Commerce
estimates that roughly 7 and 8% of world trade every year is in counterfeit goods.
2 In a study with the US Food and Drug Administration, Glaxo-Smith-Kline estimated that coun-
terfeit drugs account for 10% of the global pharmaceuticals market.
3 The Business Software Alliance estimates that 36% of software sales worldwide are counterfeit.
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1.1 Classification

We classify the related illegal trade into two groups:

• Piracy – where the buyer is confident that the purchased object is not genuine
due to an uncharacteristically low price or some other form of discrepancy with
respect to the original product. However, the buyer still willingly executes the
trade. Such transactions do not gain substantial revenue to the pirate; hence, it
is arguable what percentage of losses due to such events could be accounted as
lost revenue for the legal copyright owner. First, buyers of such products are
usually unlikely to purchase the original product. Second, one could argue that
frequently pirated products, due to their public display and widespread usage,
actually establish the pirated brand and consequently raise its value.

• Counterfeits – where the seller fools the buyer into believing that the merchandise
is authentic and collects the full “legal-market” price on the product. In this case,
the adversary collects substantial revenue with profit margins typically higher
than that of the original manufacturer due to lack of development and marketing
costs.

This classification is important as one could argue that it is perhaps impossible
to address the first class using only technological means. On the other hand, we
recognize that a suspecting buyer or a supply chain inspector could engage in a test
of authenticity to address the latter problem. Clearly, a technology designed to help
the buyer in the latter case is of no use in the case of piracy.

To the best of our knowledge there does not exist a study which breaks down
illegal trade estimates into the above categories; however, for certain markets such
as pharmaceuticals and supply chains for airplane parts nearly all illegal trade can
be claimed to be counterfeited. Looking into hundreds of billions of dollars lost
to counterfeits each year, we want to establish a set of requirements for a growing
class of anti-counterfeiting technologies that construct certificates of authenticity
using random hard-to-copy objects whose multi-dimensional features are crypto-
graphically signed to ensure reliable and convenient authentication.

2 Desiderata for Anti-counterfeiting Technologies

A certificate of authenticity (COA) is a digitally signed physical object of fixed
dimensions that has a random unique structure which satisfies the following require-
ments:

R1 inexpensive to manufacture – The cost of creating and signing original COAs
is small, relative to a desired level of security

R2 expensive to copy – The cost of manufacturing a COA instance is several orders
of magnitude lower than the cost of exact or near-exact replication of the unique
and random physical structure of this instance
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R3 inexpensive to authenticate off-line – The cost of verifying the authenticity of
a signed COA off-line is small, again relative to a desired level of security

R4 robust – COA must be robust to the environmental elements such as changes
in humidity and temperature, and ordinary wear and tear

The key to the analysis of a COA instance is the extraction of its “fingerprint,” i.e.,
a set of features that reliably represents its multi-dimensional structure. This process
is typically based on a specific physical phenomenon and produces a cardinality-N
vector of numbers x ∈ R

N . This imposes that

R5 physical one-way function – It should be computationally difficult to construct
an object of fixed dimensions with a “fingerprint” y such that ||x − y|| < δ,
where x is a given “fingerprint” of an unknown COA instance and δ bounds the
proximity of x and y with respect to a standardized distance metric || · ||.

This requirement establishes COA instances as physical one-way functions. By
having access only to the “fingerprint” the adversary should face a difficult task
of producing an object that has a near-equivalent “fingerprint.” For example, when
such a COA is attached to a credit card, it would prevent its physical replication
by an adversary who obtains all the digital information stored on the card. Such an
attack, often referred to as skimming, according to a Nielsen Report is responsible
for about US $2B annual loss relative to a US $16B aggregate profit to credit card
companies worldwide (data from 2008) [6].

R6 repetitiveness – The noise that stems from reading the “fingerprint” for a spe-
cific COA instance by different readers, in different environments, and/or at
different read-out misalignments should be such that the probability of a false
negative is smaller than a certain desired constant, Pr[||x − y|| < δ] ≤ εFN,
where x denotes the “fingerprint” read-out of an issued COA instance and y
denotes a “fingerprint” read-out for the same instance during an arbitrary in-
field verification

R7 non-collision – The probability of a false positive should be smaller than a
certain desired constant, Pr[||x − y|| < δ] ≤ εFP ' εFN, where x denotes the
“fingerprint” read-out of an issued COA instance and y denotes the “fingerprint”
read-out for any other distinct instance

R8 “fingerprint” interdependence – “Fingerprint” samples collected over a large
topological neighborhood should be mutually dependent. In addition, accu-
rate mathematical modeling of this dependence should be as computationally
expensive as possible. This dependence ensures that an adversary cannot forge
the “fingerprint” one sample at a time – if such an attack is possible with a
high success rate, typically its cost is linearly proportional to the number of
“fingerprint” samples [21]

Requirement R8 is one of the crucial requirements in thwarting attacks that do
not aim at manufacturing a near-exact copy of the authentic COA instance. Instead,
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the adversary aims to launch a simple search process that adjusts the object topogra-
phy so as to fit an authentic “fingerprint.” Each iteration of this process would adjust
a group of samples at a time. This attack could be even computational if requirement
R5 is not satisfied.

For example, COAs based on fibers relatively sparsely embedded in paper typi-
cally do not satisfy R8 [21]. Positioning of a single fiber in this case is not dependent
upon the remaining fibers; thus, the adversary can orient these fibers on paper one
by one. If this process is accurate, the cost of recreating a single COA instance is
small.

R9 tamper evidence – A COA instance could be conceived to represent a tamper-
evident feature, i.e., a seal. If opening a specific package can be done exclu-
sively via destroying the COA instance, and reproduction and reassembly of
the signed seal is not easily attainable, then we could use such an instance as
a tamper evidence.

R10 visual inspection of the verification path – The observed randomness is
scanned using a hardware device; however, the verification path from the ran-
dom object to the measurement circuitry/COA scanner must not be obstructed
by adversarial hardware and/or software. That is why random features in COA
instances should have relatively large minimum geometries so that they can be
inspected visually. In addition, contactless (optical, wireless) measurements
are preferred as static points of contact between a COA instance and a related
scanner which represent a perfect opportunity for the adversary to intercept
the verification path.

3 Digitizing the Physical World

COA systems as defined in Sect. 2 enable elegant off-line verification using a trusted
device that contains the public-key of the COA issuer. In this section, we review
how traditional public-key cryptography can be used to bind a product instance,
COA’s physical random features, and arbitrary information that the issuer desires
to associate with the product. A simple protocol is adopted from [13, 14, 21] and
presented in Fig. 1.

When creating a COA instance, the issuer digitally signs its “fingerprint” using
traditional public-key cryptography. First, the “fingerprint” is scanned, digitized,
and compressed into a fixed-length bit string f . Next, f is concatenated to an
arbitrary information t that the issuer wants to associate with the product instance
(e.g., product ID, expiration date, MSRP, coupon offers). The combined bit string
w = f ||t is then signed. Several signing protocols could be used here, for example,

• the Bellare–Rogaway protocol, PSS-R [5], for signing messages with message
recovery where an arbitrary signing mechanism such as RSA [29] could be used;
the resulting signature s is then encoded directly onto the COA instance using an
existing storage technology such as an RFID or
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Fig. 1 Block diagram of the key steps involved in issuing and verifying a COA instance

• the issuer could also use a traditional IEEE1363-like cryptographic signature
[15, 19], s, attach the plaintext w, and then encode s||w directly onto the COA
instance using an existing storage technology such as an RFID.

The resulting tag that contains both the COA and the associated RFID is now
attached to a product whose authenticity the issuer wants to vouch. The association
of the COA’s “fingerprint,” the issuer’s private key, and the product protected using
the COA can be verified in-field off-line using a device that has trusted access to
the issuer’s public-key. Secure delivery of this key calls for a simple public-key
infrastructure where the device is only expected to maintain the public-key of a
certifying authority, and the issuer stores a certificate, i.e., its public-key signed by
the private key of the trusted party, onto the RFID.

Verification of the tag is done using a simple protocol. First, the corresponding
signature, s, from the RFID is verified against the issuer’s public-key [5, 19]. In
case the integrity test is successful, the original “fingerprint” f (stored in the RFID
or extracted from a PSS-R signature) and the associated data, t , are extracted from
w. The verifier proceeds to scan in-field the actual “fingerprint,” f ′, of the attached
COA instance, i.e., obtain a new reading of the instance’s physical properties, and
compare them with f . If the level of similarity between f and f ′ exceeds a pre-
defined and statistically validated threshold δ, the verifier declares the instance to
be authentic and displays t . In all other cases, the reader concludes that the COA
instance is not authentic.

In order to counterfeit protected objects, the adversary needs to

(i) compute the private key of the issuer – a task which can be made arbitrar-
ily difficult by adjusting the key length of the used public-key crypto-system
[19, 29], or



228 D. Kirovski

(ii) devise a manufacturing process that can exactly replicate an already signed
COA instance – a task which is not infeasible but requires substantial expense
by the malicious party – the forging cost dictates the value that a single COA
instance can protect [21], or

(iii) misappropriate signed COA instances – a responsibility of the organization
that issues COA instances. For example, one possibility is to collect tags from
already sold products, attach them to counterfeits, and sell them as authentic
merchandise. One way to address this problem is to assign two COAs for each
product, one that vouches for product’s genuineness, another that vouches that
the product is new. Retailer’s responsibility is to devalue (i.e., tear apart) the
latter COA when the product is sold – an action that is trivial to verify at the
back-end of the supply chain (i.e., the retailer would have to send all torn COAs
back to the supply chain inspector). The same procedure can be used to signal
and/or value product’s “nth-owner.”

4 Applications

COA instances are generic “objects of value.” They have a fully horizontal perspec-
tive of possible applications. The value that one COA instance could maximally
represent approximately equals the cost to forge this instance [21]. Inexpensive ver-
ification makes COAs particularly attractive for several traditional applications as
well as for a myriad of new ones. Currency, checks, money orders, credit cards,
license and product tags, warranties, receipts, endorsements, ownership documents,
proofs of purchase/return, proof of repair, coupons, tickets, seals, tamper-evident
hardware can all be produced using COAs.

COAs whose “fingerprints” satisfy requirement R5, i.e., they do not reveal their
physical structure in a straightforward fashion, could be used against skimming
credit cards and falsifying personal identification documents such as passports,
visas, driver’s licenses, and national ID cards. Then, by accessing full credit card
information from a merchant database (e.g., holder’s name, card’s number and expi-
ration date, PIN code, and COA’s “fingerprint”), it would be still difficult for the
adversary to create a physical copy of the original credit card produced by the issu-
ing bank. To complete the operation, the adversary would have to gain physical
access to the original credit card and accurately scan its 3D structure (e.g., using
X-rays or other 3D imaging systems). Finally, the adversary would still have to
build the 3D object, a task that requires significant cost due to R2.

5 Review of Existing Methodologies

COA instances can be created in numerous ways. For example, when covering a sur-
face with an epoxy substrate, its particles form a lowrise but random 3D landscape
which uniquely reflects light directed from a certain angle. COAs based upon this
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idea were first proposed by Bauder and Simmons from the Sandia National Labs and
were used for weapons control during the Cold War [3]. To the best of our knowl-
edge this is the first design of COAs based upon the fact that individual instances
are difficult to near-exactly manufacture by a malicious well-financed party.

Fiber-based COA: Bauder and Simmons were also the first to propose COAs
created as a collection of fibers randomly positioned in an object using a transparent
gluing material which permanently fixes fibers’ positioning [3, 4, 31]. Readout of
the random structure of a fiber-based COA could be performed in numerous ways
using the following fact: if one end of a fiber is illuminated, the other end will
also glow. Bauder proposed fiber-based COAs for banknote protection – fibers in
that proposal were fixed using a semi-transparent material such as paper [4]. To
the best of our knowledge, only few efforts have followed the pioneering work
by Bauder and Simmons. Church and Littman have worked on extraction of ran-
dom optical fiber patterns in the context of currency anti-counterfeiting [8, 10]. The
first COA system based upon fiber-infused paper and public-key cryptography was
developed by Chen et al. [7, 21]. While efficient and inexpensive, fiber-based COAs
do not satisfy R5 and thus could be vulnerable to malicious attackers who con-
quer a technology for fiber placement on paper. Although such a technology is not
available, we categorize its objective as 2+D manufacturing and speculate that it is
substantially easier than manufacturing purely random 3D topologies.

Speckle scattering: Pappu was the first to create a class of physical one-way
functions via speckle scattering [27, 28]. A speckle pattern is a random intensity
pattern produced by the mutual interference of coherent wavefronts that are subject
to phase differences and/or intensity fluctuations. Pappu focused on Gabor wavelets
to produce short digests of the natural randomness collected from the optical phe-
nomenon. His Ph.D. thesis has a solid survey of the related but scarce work [27].
Škorić was the first to match experimentation and theoretical bounds on the amount
of randomness exhibited by keys formed from speckle [32]. Speckle scattering is a
phenomenon sensitive to microscopic changes to the source of scattering, hence, it is
difficult to build practical COAs that satisfy R4; in addition, it is poorly understood
how speckle filtering addresses R6 and R8.

Far-field RF: Finally, COAs in the electromagnetic domain have been proposed
by several companies [9, 11, 12, 20, 30], all of them aiming to detect COA’s random
structure in the far field. The basic idea with these proposals was to identify a certain
set of resonant features of dielectric and/or conducting materials in the far field4 as
a complement to RFID communication. As a consequence all proposals suffer from
the inability to satisfy R5 and R8, thus presenting relatively easy targets to malicious
parties who understand their re-radiation principles. In addition, far field detection
is prone to spoofing and jamming by a sophisticated attacker; thus, such schemes
often have difficulties satisfying requirement R10. Because the detection is taking
place in the far-field, these systems operate in the “expensive” 60 GHz frequency

4 We define far field as distance which is multiple wavelengths away from the source of the elec-
tromagnetic (re)-radiation.
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range making COA verification unnecessarily expensive with current semiconductor
technologies.

Physically unclonable functions based upon forced variability in semiconductor
manufacturing have been reviewed in Sect. 5.2.

5.1 RF-DNA

The first technology that has focused on identifying radio-frequency “fingerprints”
of dielectric and conductive resonators in the near field was developed by DeJean
and Kirovski [13, 14]. Their COA proposal, RF-DNA, is based upon the basic
re-radiation (including radio-wave resonance, Rayleigh, and Mie scattering) prin-
ciples described within the generalized extinction theorem [16, 26, 35]. RF-DNA
is substantially different from far-field RF schemes, as it aims to capture in its
“fingerprint” an accurate image of the variability exerted by the electromagnetic
field close5 to the source of re-radiation, i.e., COA instance. The imaging is done
using a dense matrix of patch antennae, each of them capable of transmitting and/or
receiving RF waves in the 5–6 GHz RF sub-band.

The technology fares well with respect to the set of desiderata. Each COA
instance costs less than a cent, with the COA reader expected to cost less than
US $100 and as low as several dollars in mass production. Near-exact replicas would
demand true 3D scanning and manufacturing of a specific 3D topology. It is robust
to wear and tear as the “fingerprint” read-out is contactless. Its physical one-way
function can be well formulated mathematically via the inverse design problem over
the Maxwell equations [1], which is an ill-defined problem [33] of exceptional, yet
never formally proven,6 computational difficulty. Even solving the forward simula-
tion problem over the Maxwell equations accurately is an exceptionally challenging
task for state-of-the-art electromagnetic field solvers [25]. Typically, the noise that
stems from simulations is well over 3 dB with respect to physical measurements
[25], whereas the expected noise due to misalignment, environmental factors, and
variances in the manufacturing of COA readers should be well within 0.5 dB [14].
DeJean and Kirovski have shown that the detection performance in their system
results in negligible rates of false positives and negatives [14]. The COA reader
by design enforces that “fingerprint” readouts are dependent across different neigh-
boring transmitter–receiver pairings, thus by minimally altering small part of her
design, the adversary would affect the “fingerprint” components of many (or almost
all) transmitter-to-receiver responses.

One of the open issues related to RF-DNA is its weak “fingerprint” robustness
with respect to noise stemming from re-radiating objects that could be attached to
COA instances as products. This is a limitation within requirement R4 that has not
been yet explored.

5 Less than one wavelength from the resonator.
6 To the best of the author’s knowledge.
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5.2 Challenge/Response COA Systems

COA systems that rely on small, imperceptible features, such as distinct semicon-
ductor circuits created using manufacturing variability, cannot be verified using a
passive protocol because the adversary can always hard-wire the resulting digitized
“fingerprint” into an appropriate part of the hardware state and fool the verifier that it
is measuring the actual unique manufacturing variability [24]. An active, challenge-
based protocol on the other hand, would require that the verifier contains either
(i) an accurate but private description of the distinct circuitry in each COA instance
so that it can compute the expected response from the COA under test or (ii) a
limited set of valid challenge/response pairs.

One major disadvantage of type (i) solutions is the fact that the private circuit
description must be kept away from the adversary (otherwise, the adversary can
use this description to manufacture the exact same circuit7); thus, the verification
process must be launched online. To the best of the author’s knowledge circuits of
type (i) have not been proposed to date.

There exist several proposals for type (ii) circuits [17, 18, 23, 34], often referred
to as physically unclonable functions, PUFs. The disadvantages of type (ii) propos-
als are necessity for online verification and high cost of storage and bandwidth that
needs to be allocated to support the overall COA system among others. Table 1
presents a comparison of expenses related to enabling anti-counterfeiting using
type (ii) semiconductor-based PUFs and RF-DNA. As one can observe a major cost

Table 1 Comparison table of expenses related to enabling anti-counterfeiting using type (ii)
semiconductor-based PUFs and RF-DNA
Property Semiconductor circuit PUF RF-DNA

Storage at server K challenge–response pairs need to be
stored, where K equals the anticipated
number of verifications per PUF

None

Storage at tag Yes, on-chip. Needs to store public-key
of certification authority

Yes, passive RFID
Cost: 2–6 cents

Cost of tag ∼ zero if embedded to protect chip or
several cents if used to protect-object,
i.e., similar to the cost of smartcard

∼ cost of RFID
+ cost of signing the
RF “fingerprint”

Communication
w/server during
in-field
verification

Server-auth TLS handshake with key
exchange, then ask for challenge,
receive challenge, compute/send
response, receive decision

None

Cost of server farm Linearly proportional to expected peak
number of concurrent server–PUF
connections

None

Verification
requirements

Communication channel to server RF-DNA scanner

7 We remind the reader that the variability is enforced, not unavoidable when manufacturing such
circuits.
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factor is the secure connectivity with the issuing server that needs to be established
for a PUF to be verified. Conversely, if PUFs are embedded within an existing semi-
conductor product, i.e., integrated chip, in order to protect it, their manufacturing
cost is negligible, yet their verification still requires a communication channel to the
issuing server.

Apart from probing and brute-force reverse engineering semiconductor PUFs,
one specific group of attacks that has not been launched on imperceptive chal-
lenge/response PUF systems yet is collusion of correct challenge/response pairs
from a single and/or multiple distinct PUF instances with an objective to reverse
engineer the underlying random circuit and its points of enforced variability. In
addition, power and delay analysis attacks are also possible against such schemes
[22]. We note that such attacks are not viable against COA systems outlined using
requirements R1–10.

6 Conclusion

Randomness is natural to many processes in the physical world. Early ideas by
Bauder and Simmons have resulted in a growing list of technologies that aim
at using such randomness to create distinct, cryptographically secure, and hard-
to-forge certificates of authenticity, i.e., physically unclonable functions. In this
chapter, we introduced a set of desiderata for such technologies and showed how
state of the art fares with respect to this set. We identified RF-DNA, a proposal by
DeJean and Kirovski, as a technology that appears to address well all of the require-
ments from this set.
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Anti-counterfeiting, Untraceability and Other
Security Challenges for RFID Systems:
Public-Key-Based Protocols and Hardware

Yong Ki Lee, Lejla Batina, Dave Singelee, Bart Preneel, and
Ingrid Verbauwhede

1 Introduction

Recently, the use of RFID (radio frequency identification) technology has expanded
enormously. It was developed in the middle of the twentieth century and is today
being applied in many areas: supply chains, access control, electronic passports,
health care, road pricing, etc. The advantage of RFID over bar-code technology is
that it does not require direct line-of-sight reading and that tags can be interrogated
at greater distances. The technology also enables the automation of some control
processes, which results in a significant gain in terms of time and cost.

However, the widespread use of RFID tags has raised privacy and security
concerns. Fortunately, these problems can be solved by using cryptographic tech-
niques. The tags have to implement cryptographic protocols to provide security
services such as authentication, confidentiality, data integrity, non-repudiation, anti-
counterfeiting, and anti-cloning. This is however not sufficient. RFID applications
also require the enforcement of strong privacy policies to protect the customer. The
privacy of RFID tags has been a hot issue recently [40, 41]. Unfortunately, pri-
vacy features have initially been close to non-existent in the design of conventional
authentication systems and therefore there is still a lot of work to be done in the
context of RFID applications.

In this chapter, we summarize security and privacy issues in RFID systems and
state-of-the-art solutions in the literature, and we also introduce our novel solutions,
which are presented in [30, 31]. Our solutions rely on asymmetric (i.e., public-key)
cryptography. In particular, we use ECC (elliptic curve cryptography). The advan-
tage of ECC lies in a drastic reduction in bit-lengths of the certificates (compared
to conventional public-key cryptographic techniques e.g., RSA). Also it has been
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shown that this could be the option for even extremely low-cost platforms, such as
RFID tags and sensor nodes [21, 33]. The novelty of our work is in using ECC primi-
tives exclusively. Namely, in authentication protocols for RFID, one often uses some
other symmetric-key primitives, such as hash functions and/or message authentica-
tion codes (MACS) to defend against security and privacy threats. We solve the issue
by using only certain mathematical properties of ECC. We also introduce the search
protocol, a novel scheme which allows an RFID reader (or a server) to efficiently
query for a specific tag, without compromising the latter’s privacy. The authentica-
tion protocols and the search protocol are all made of the same building blocks, but
meet different security requirements. This feature allows for a simplified realization
of the protocols on a real tag. We demonstrate this by presenting an RFID hardware
architecture of an elliptic curve processor over GF(2163) that realizes the presented
protocols. The results show the plausibility of meeting the security, privacy, and
efficiency requirements even in a passive RFID tag.

The remainder of this chapter is organized as follows. Section 2 addresses the
security and privacy requirements for RFID systems, including scalability, anti-
cloning, and protection against tracking and impersonation attacks. In Sect. 3, rele-
vant previous works are discussed and divided into three main categories of crypto-
graphic techniques for RFID. We present our authentication protocols and a search
protocol in Sects. 4, 5 and 6. We show the implementation results of these proto-
cols for a particularly designed hardware architecture in Sect. 7. We conclude this
chapter in Sect. 8.

2 Security and Privacy Requirements

When designing cryptographic authentication protocols for RFID, both security
and privacy have to be addressed. These two design objectives should clearly be
distinguished from each other: While security addresses the soundness of a proto-
col, privacy addresses the resistance against unauthorized identification, tracking,
or linking tags.

2.1 Security Objectives

The main security requirement of an RFID authentication protocol is tag authentica-
tion. By carrying out the protocol, the reader (or the server) is assured of the identity
of the RFID tag. In some scenarios, mutual authentication is required, in which the
reader has to authenticate itself to the tag. Without loss of generality, we only con-
sider tag authentication in the remainder of this chapter. Tag authentication makes it
possible to verify the authenticity of a product (i.e., ensure anti-counterfeiting) or a
user (carrying a token that contains the tag). When authentication claims explicitly
use the location of a tag, one needs distance-bounding protocols [6, 20, 43], a special
class of RFID authentication protocols. In order to be used for authentication pur-
poses, the protocol has to be resistant to an impersonation attack, where the attacker



Anti-counterfeiting for RFIDs 239

maliciously pretends to be the tag. In general, one should consider several types of
adversarial attacks (which could result in the impersonation of a tag when conducted
successfully), including the following ones:

Eavesdropping: By passively eavesdropping the communication between a tag
and a reader, the adversary can try to obtain secret information (such as secret
keys), which can then be used to identify itself as a legitimate tag.

Replay attacks: An active adversary can try to use a tag’s response to a reader’s
challenge to impersonate the tag.

Man-in-the-middle attacks: This is an active attack where the adversary is inter-
posed between the reader and the tag and can intercept all messages going
between the two parties. He can modify or delete them, or insert new mes-
sages.

Cloning: An active adversary can try to crack a particular tag and extract the
secret key. He can then try to use this revealed secret to impersonate other
tags. To prevent this cloning attack, a secret key should be pertinent only to
a single tag so that a revealed secret key cannot be used for any other tag.
Sometimes one also requires that an adversary cannot extract a secret key
from a tag (to make identical copies of that particular tag). We will denote
this strong requirement as full anti-cloning resistance.

Side-channel attacks: These attacks are based on the information gained from
the physical implementation of the cryptographic protocol and do not exploit
weaknesses in the theoretical design of the protocol. Examples are timing
attacks [28], power analysis [29], fault injection attacks [24], etc. Since this
chapter focusses on the design of authentication schemes, these attacks are
out of scope.

Another security requirement is availability. An adversary can try to tamper with
the tag such that it does no longer function. Other types of denial-of-service attacks
focus on the network itself, and block the communication between the tag and the
reader (e.g., by jamming the network). Techniques to prevent this type of attacks are
not discussed in this chapter.

2.2 Privacy Objectives

The prevalence of RFID technology introduces several privacy risks. The threat to
privacy especially grows when a tag’s identity is combined with personal informa-
tion [25]. There are two important notions of privacy: anonymity and untraceability.
An authentication protocol offers anonymity if the identity (e.g., the unique EPC
code [15]) remains unknown for any unauthorized third party. The protocol offers
untraceability if it is not possible for any unauthorized third party to determine
the (in)equality of two tags. Untraceability is a stronger privacy requirement than
anonymity. In the rest of this chapter, we will mainly focus on untraceability. One
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often uses two other privacy-related concepts: backward and forward privacy (these
notions originate from the definition of backward and forward secrecy [13]). A pro-
tocol is forward private when an adversary that compromises a tag, i.e., she learns
its current state and secret keys, is unable to identify the previous outputs of this tag.
A protocol is backward private when an adversary that compromises a tag, i.e., she
learns its current state and secret keys, is unable to identify the future outputs of
this tag.

To track an RFID tag, an attacker can carry out the same passive and active
attacks as described in Sect. 2.1. One should note that security does not automati-
cally imply privacy. This can be illustrated by the following example. The Schnorr
protocol [42] is a well-known cryptographic authentication protocol whose security
properties can be formally proven [4]. However, it is not private since a tag (the
prover in the Schnorr protocol) can be traced by an eavesdropper as shown in [31].

Several theoretical frameworks to address the privacy of RFID systems have been
proposed in the literature [2, 27, 36, 46]. Each of these frameworks describes a
formal adversarial model, which defines the means of the adversary and his goals.
To analyze the privacy properties of the authentication protocols discussed in this
chapter, we import two adversarial characteristics from the theoretical framework
of Vaudenay [46]: wide (or narrow) attackers and strong (or weak) attackers. If an
adversary has access to the result of the verification (accept or reject) in a server,
she is a wide adversary. Otherwise she is a narrow adversary. If an adversary is able
to extract a tag’s secret and reuse it in other instances of the protocol, she is a strong
adversary. Otherwise she is a weak adversary. A wide-strong adversary is hence the
most powerful. If a protocol is untraceable against a narrow-strong adversary, we
say the protocol is narrow-strong private.

2.3 General Objectives

When designing a cryptographic authentication protocol for RFID, one should
always take into account the specific characteristics and constraints of this tech-
nology. We will briefly focus on two general requirements that have an impact
on the security design. First of all, an authentication protocol for RFID should be
cheap to implement, lightweight, and efficient. Passive RFID tags, which require
an external power source to provoke signal transmission, only have a very low
gate complexity. This limits the choice of cryptographic building blocks that can
be used. For example, authentication protocols which make use of hash functions
(such as [3, 14, 22, 34, 35, 38, 44, 47] are beyond the capability of such low-cost
devices. Both the computational and the communication (i.e., the number of rounds)
overhead of the protocol should be limited as much as possible. A second impor-
tant requirement is scalability. Millions of RFID tags are deployed, each containing
secret information (such as secret keys). Readers have to be able to identify or query
for a specific tag, without which results in a significant increase of the complexity
of the system.
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3 State of the Art

In this section, we survey the state of the art for RFID authentication protocols.
In the beginning the main efforts were on designing solutions that rely exclusively
on private-key (also called symmetric-key) cryptography. The main reason lies in
the common perception of public-key cryptography being too slow, power-hungry,
and too complicated for such low-cost environments. However, recent works proved
this concept to be wrong, as, for example, the smallest published ECC implementa-
tions [21, 33] consume less area than any known secure cryptographic hash function
(e.g., the candidate algorithms proposed in the SHA-3 competition [37]). One alter-
native is, therefore, to pursue protocols that use only public-key cryptography. In
addition, we also mention RFID authentication protocols that are based on physical
unclonable functions (PUFs) [45]. It was shown that those solutions can also prevent
counterfeiting in on-line and off-line scenarios (even providing full anti-cloning
resistance) and are feasible for active tags. However, they were not designed to
offer any privacy protection, and hence have to be combined with other privacy-
preserving RFID authentication protocols.

Note that we only consider RFID authentication protocols on the logical level.
Danev et al. [10] have shown that one can also identify RFID tags with a high
accuracy from a small distance (e.g., less than 1 m), based on their physical-layer
fingerprints. This technique automatically prevents cloning attack. However, the
downside of this solution is the requirement that the distance between RFID tag
and reader should be small, in order to have a high accuracy. On the other hand,
allowing a large distance between reader and tag, as is the case for RFID authenti-
cation protocols on the logical level, gives more freedom to the attacker and hence
makes him more powerful (e.g., she can carry out man-in-the-middle attacks).

Next we give a (non-exhaustive) overview of protocols that are proposed for
RFID authentication, spanning a large set of properties fulfilled and diverse fea-
sibility issues. We divide the protocols into several groups on the basis of main
cryptographic blocks that were used in the constructions.

3.1 Authentication Protocols Based on Private-Key Cryptography

There have been many attempts to design authentication protocols for RFID tags by
means of symmetric-key primitives. One of the first was the work of Feldhofer [16]
that proposed a challenge-response protocol based on the AES block-cipher. The
implementation consumes a chip area of 3,595 gates and has a current consumption
of 8.15 μA at a frequency of 100 kHz. Of other notable solutions for authentica-
tion protocols we mention here the HB+ protocol [26] that was presented as an
extremely cheap solution but still secure against active adversaries. It meets even
the cost requirements for the tags of 5–10 c range. The authors have built upon the
basic “human authentication” protocol, due to Hopper and Blum (HB) [23].

Other variants of HB followed, as a result of attacks that appeared, such as the
work of Gilbert et al. [18]. This attack is a man-in-the-middle attack against HB+
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but it requires many failed authentications to extract HB+ keys. As a fix a new
protocol called HB++ from Bringer et al. [8] was proposed. HB++ is claimed to be
secure against man-in-the-middle attacks (as in [18]) but it requires additional secret
key material and universal hash functions to detect the attacks. In the follow-up
work Bringer and Chabanne [7] proposed a new HB+ variant (so-called Trusted-
HB) that builds upon Krawczyk’s hash-based authentication schemes using special
LFSR constructions (via Toplitz matrix). The new protocol is also resistant to man-
in-the-middle attacks. Many more attacks followed, of which the most recent one is
the work of Frumkin and Shamir [17]. In their paper, Frumkin and Shamir discuss
several weaknesses of Trusted-HB.

A novel authentication and forward private RFID protocol is proposed by
Berbain et al. [5]. The protocol is using pseudo-random number generators and
universal hash functions as basic building blocks, which makes it suitable for low-
footprint solutions. The security of their scheme is proven in the standard model but
it remains unclear whether it can withstand physical attacks (i.e., tampering with the
tag, such that the tag can be cloned).

Many RFID authentication protocols based on private-key cryptography suffer
from scalability issues. To authenticate the tag, the reader (or the server) often has
to perform an exhaustive search through all the shared symmetric keys and compute
for each of these keys the corresponding response, in order to find a match. The
complexity of this task grows linearly with the number of RFID tags being deployed.
Using symmetric group keys (i.e., sharing symmetric keys among several RFID tags
and the reader) solves the scalability issue, but causes cloning attacks, where an
attacker uses a revealed secret (obtained from cracking a tag) to impersonate other
RFID tags.

3.2 Authentication Protocols Based on PUFs

Here we introduce some solutions that require a physical unclonable function. As
other chapters in this book deal with the issue extensively, we only briefly men-
tion some important works specifically claimed for RFID tags or similar low-power
devices.

Tuyls and Batina were the first to propose PUFs for the purpose of counterfeit-
ing, e.g., RFIDs [45]. However, the constructions discussed were too complex and
required a hash function as well as ECC. Hammouri and Sunar [19] proposed a
protocol that combines the advantages of PUFs and the HB protocol. Their solution
is secure against an active adversary and offers resistance against active tampering
due to the use of a PUF.

3.3 Authentication Protocols Based on Public-Key Cryptography

Recently, the research community also focussed on RFID authentication protocols
based on public-key cryptography. This approach solves the scalability issues in
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general, that burden symmetric-key solutions and also prevents cloning attacks.
However, several protocols suffer from privacy vulnerabilities. In [31], it is shown
that some conventional public-key-based authentication protocols, such as the
Schnorr protocol [42] and the Okamoto protocol [39], do not resist tracking attacks.
Accordingly, the EC-RAC (elliptic curve based randomized access control) protocol
has been proposed in the same paper to address the established privacy threat. How-
ever, in [9, 11], it is shown that EC-RAC is also vulnerable to tracking attacks and
replay attacks, and in addition [9], the randomized Schnorr protocol has been pro-
posed as an alternative for EC-RAC. EC-RAC has been gradually revised in [30, 32]
in order to countermeasure the known attacks as in [9, 12]. The remainder of this
chapter is focussed on authentication protocols based on public-key cryptography,
more specifically on ECC.

4 Untraceable Authentication Protocols Based on ECC

We introduce a few interesting untraceable authentication protocols. All protocols
presented in this section are narrow-strong private, i.e., the protocols are untrace-
able even if secret keys of a tag are known to an attacker. However, protocols must
be designed more elaborately in order to achieve wide privacy, i.e., the protocols
are untraceable even if the decision (accept/reject) of the server is known to an
attacker. However, the design of wide privacy-preserving RFID authentication pro-
tocols remains an open research problem.

4.1 Notation

Let us first introduce some notations. We denote P as the base point, y and Y (= y P)

are the server’s private-key and public-key pair, and x1 and X1(= x1 P) are a tag’s
private-key and public-key pair. A tag’s public-key is also called a verifier. One
should note, although the name suggests that it can be publicly known, that the
public-key of the tag should be kept secret in the server. Revealing this key causes
tracking attacks.

4.2 EC-RAC II

In the revised EC-RAC protocols [32], also denoted as EC-RAC II and which solve
the weaknesses of the original EC-RAC protocol proposed in [31], the tag authen-
tication is enabled by conducting the ID-transfer scheme and the password-transfer
scheme. The two schemes are based on the same design concept, and therefore, we
introduce the ID-transfer scheme only.

The ID-transfer scheme of EC-RAC II is shown in Fig. 1. In this scheme, a
tag generates a random number rt1 and a point T1, and transfers T1 to the server.
Then, the server responds with a random challenge rs1, and a tag produces and
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Fig. 1 ID-transfer scheme of EC-RAC II [32]

transfers another point T2 to the server. After receiving T2, the server calculates a
tag’s ID-verifier x1 P(= X1), which is used to check whether the corresponding tag
is registered in the server.

4.3 Randomized Schnorr Protocol

Another solution suggested to prevent tracking attacks is the randomized Schnorr
protocol [9], which is shown in Fig. 2.

Fig. 2 Randomized Schnorr protocol [9]

In this protocol, a tag generates two random numbers rt1 and rt2, and computes
and transmits the two corresponding messages T1 and T2. After receiving a chal-
lenge rs1 from the server, a tag computes and transmits an authentication code T2
to the server. Then, the server derives the tag’s ID-verifier (x1 P) and checks if it is
registered in the server.

4.4 Man-in-the-Middle Attacks

In [32], the security proof of the ID-transfer scheme is done by reducing it to well-
known hard cryptographic problems. In order to show the security against replay
attacks, the ID-transfer scheme is reduced to the Schnorr protocol, and in order to
show the resistance against tracking attacks, it is reduced to the decisional Diffie–
Hellman (DDH) problem. However, in the attacker’s model, an attacker’s ability is
limited to observing the exchanged messages and forging messages to impersonate
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Fig. 3 Man-in-the-middle attack on EC-RAC II

a server or a tag. In other words, an attacker does not know when the server accepts
or rejects (forced) messages, i.e., the attacker is assumed to be narrow.

In [12], Deursen and Radomirović demonstrate that man-in-the-middle attacks
can be carried out on the revised EC-RAC protocols when an attacker is wide, as
shown in Fig. 3. An attacker utilizes messages exchanged in a previous session of
the protocol (T1(= rt1 P), rs1, T2(= (rt1+rs1x1)Y ) and the messages received in the
current session (T ′

1(= r ′
t1 P)), r ′

s1, T ′
2(= (r ′

t1 + (r ′
s1 −rs1)x1)Y )) in order to generate

T̂1(= T1 +T ′
1), r̂s1(= r ′

s1 −rs1), and T̂2(= T2 +T ′
2). By checking whether the server

accepts the forged messages, an attacker can know if the currently communicating
tag is the tag that generated the previous messages. As a result, a tag can be traced
by a wide attacker.

The randomized Schnorr protocol has a similar problem as the ID-transfer
scheme, as noted in [12]. A man-in-the-middle attack that allows to track the tag
is shown in Fig. 4.

Fig. 4 Man-in-the-middle attack on the randomized Schnorr protocol



246 Y.K. Lee et al.

One can note that the ID-transfer scheme is more efficient than the random-
ized Schnorr protocol while they have similar security properties. The ID-transfer
scheme requires two EC point multiplications on both the server and a tag, while
the randomized Schnorr protocol requires three and two EC point multiplications,
respectively.

5 EC-RAC IV

The man-in-the-middle attack may not be useful for most of the RFID applications.
Some of the applications may not show the authentication results, which make this
attack useless. Moreover, an attacker should be able to block and retransmit the
messages properly in the communication between a reader and a tag, which will be
difficult due to a short communication distance in most of the RFID applications.
In addition, if a reader is placed far away from a tag, the issue for an attacker is
on the accessibility to an authentic reader while keeping the communication with a
tag. This can cause a large delay resulting in communication loss between a reader
and a tag. If a reader uses a threshold for the response delay of a tag or employs
distance-bounding protocols, man-in-the-middle attacks can be prevented.

The man-in-the-middle attacks described above can also be prevented by intro-
ducing more computation in a server and a tag. The attack shown in Fig. 3 exploits
the linear property of the EC group operation. Therefore, if we can break linear
relations among the exposed messages, this attack can be prevented.

The solution is shown in Fig. 5 where x(rs1 P) is the x-coordinate of rs1 P . This
introduces a non-linear operation (note that the resulting point is used as a scalar
value), and the EC point multiplication is a one-way function. Therefore, it can
prevent an attacker from forging a server’s challenges (rs1). For this, a server and
a reader need to perform an extra EC point multiplication. The resulting protocol,
denoted as EC-RAC IV in the literature, solves the man-in-the-middle attack which
could be applied on EC-RAC II and the randomized Schnorr protocol. More details
can be found in [30]. As in EC-RAC II, this protocol relies exclusively on ECC
primitives to benefit from the advantages such as short certificates and low-cost
implementations [21, 33].

Fig. 5 EC-RAC IV [30]
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6 Search Protocol

The search protocol for an RFID system aims to find a specific tag in a pool of many
tags. If one of the secure authentication protocols presented in this chapter is used
to search for a specific tag, the server must authenticate each tag one by one in a
random order. In this case, the computation complexity will increase linearly with
the number of the tags. A large library can be a good example for this use case.
Suppose each book is equipped with a tag. A book can be easily misplaced, e.g.,
because of a visitor’s negligence or a librarian’s mistake. If we just use a randomized
authentication protocol to find a specific book, the server should authenticate half
of the books in the library on average before finding the required one. Therefore,
designing an efficient, secure search protocol is an essential requirement in an RFID
system.

In an efficient search protocol, the server would expect the response only from
a designated tag. Otherwise, the server should handle responses from multiple tags.
On the other hand, a tag should not respond before properly authenticating the
server since a query may not be from an authentic server but from an attacker who
wants to track a tag. Therefore, the protocol should be a one-round protocol, and a
tag should authenticate the server without giving any challenge. Also note that we
should consider the possibility of replay attacks because an attacker that can reuse
past messages to hear responses from a specific tag can perform tracking attacks.
Moreover, the messages from the server should be understandable or verified only
by a designated tag to again prevent tracking attacks.

Note that the search protocol cannot achieve narrow-strong privacy, since an
attacker that knows the secret keys of the tag can interpret the server’s messages as
much as the tag itself. As a result, this type of search protocol can be only wide-weak
private.

The specific requirements for the search protocol can be summarized as follows:

1. One-round authentication: The protocol should be done in one round. Therefore,
the server should generate messages without receiving a challenge from a tag.

2. Dedicated authentication: Only the designated tag should be able to verify that
the messages are originally generated by the server.

3. Secure and private authentication (see requirements of the RFID authentica-
tion protocols discussed in this chapter): This implies protection against replay
attacks.

4. Wide-weak privacy.

6.1 Protocol Description

In this protocol, we suppose that a tag has two pairs of private-keys and public-keys.
Two private-keys of a tag are x1 and x2, and their public-keys are X1(= x1 P) and
X2(= x2 P), respectively. A tag stores x1 and x2, and the server stores x1 and X2.
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In order to prevent replay attacks, the server should somehow utilize a challenge
from a tag, which requires at least two rounds. So, we first design a two-round proto-
col and reduce it to a one-round protocol. A two-round protocol can be considered as
a function f (c) in the server, which outputs authentication messages with an input
of a challenge c from a tag, as follows:

f (c) = {r P, r(x1 + c)x2 P} , (1)

where r is a random number.
In order to reduce to a one-round protocol, we change the protocol such that the

server generates a challenge instead of receiving from a tag. Therefore, the server
will generate and transmit the following three messages:

{c, r P, r(x1 + c)x2 P} , (2)

In this case, we need to make sure that c cannot be used twice to prevent replay
attacks. A tag can keep a counter and update with the received one only when the
messages are valid and the received counter is bigger than the stored one. Another
way is to use a time stamp. Since the time is incremental like a counter, a tag can
use the same mechanism as the counter. Note that even if the time stamp covers up
to 1,000 years and down to nanoseconds, the resolution can be covered with 65 bits
which is much less than a full word size, e.g., 163 bits for a reasonable security level
of ECC. The final search protocol is given in Fig. 6.

After verifying the messages from the server, a tag can respond to the server. In
order to make sure that a proper tag is responding to the server, tag authentication
can be realized by carrying out one of the protocols discussed in Sect. 4. For the
search protocol, the server and a tag need to perform two EC point multiplications
each.

Fig. 6 Search protocol
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6.2 Search Protocol Analysis

We show that the proposed protocol satisfies all the four conditions for the search
protocol. The first two conditions can be easily shown. The search protocol is def-
initely a one-round authentication protocol. Moreover, only the valid server can
generate the messages since it requires x1 and X2, and only a specific tag can verify
them since it requires x1 and x2.

6.2.1 Security Against Replay Attacks

For this attack, an attacker should be able to generate r(x1 + c)x2 P = r x1x2 P +
rcx2 P for a new value of c using some of the previously exchanged protocol mes-
sages. Since x1 and x2 are fixed, independent random values, x2 P and x1x2 P , can be
considered as two independent public-keys of a tag. Therefore, by the transmission
of r P , the server and a tag can share two independent shared-secrets of r x2 P and
r x1x2 P , which are indistinguishable from a random point, assuming the hardness of
the decisional Diffie–Hellman problem. Therefore, r(x1 + c)x2 P can be considered
for an attacker as follows:

r x1x2 P + rcx2 P = R1 + cR2,

where R1 and R2 are random points.
Note that R1 and R2 are unknown to an attacker and are independently generated

each time of the protocol. This can be reduced to ECDSA (Fig. 7 [1]) where the
signature is done on c as shown in Theorem 1. Therefore, as long as ECDSA is a
secure signature algorithm, an attacker should not be able to generate another valid
message for a different c.

Theorem 1 The search protocol can be cryptographically reduced to the ECDSA
assuming the hardness of the decisional Diffie–Hellman problem.

Proof In ECDSA the transmitted messages, i.e., the signature on m, are as follows:

{r, s} =
{

x1 (mod n), k−1e + k−1rd (mod n)
}

, (3)

where (x1, y1) = k P , k is a random number, e = SH A1(m), and d is the private-
key of the signature generator.

We can consider a new signature algorithm which is stronger than ECDSA as
follows:

{r, s} = {r1, r2e + r3} , (4)

where r1, r2, and r3 are independent random numbers.
In order to verify the signature in Eq. (4), a verifier should receive r1, r2, and

r3 securely, which are not solved, and therefore, the algorithm may not properly



250 Y.K. Lee et al.

Fig. 7 EC digital signature algorithm

work. At this moment, we just care whether an attacker can get any advantage in
the exchanged message. Nevertheless, it is evident that the signature in Eq. (4) is at
least as secure as the signature in Eq. (3).

Now let us have a closer look to the search protocol:

{c, r P, r(x1 + c)x2 P} = {c, r P, r x1x2 P + cr x2 P} .

Here, c is comparable with the message e being signed, and r P , r x1x2 P , and r x2 P
are comparable with three random values r1, r2, and r3. r P is an actual random
point, and r x1x2 P and r x2 P are undistinguishable from real random points for an
attacker as long as the decisional Diffie–Hellman problem is hard. Therefore, the
search protocol can be reduced to ECDSA with an assumption of the hardness of
the decisional Diffie–Hellman problem.

6.2.2 Wide-Weak Privacy

There are three exchanged messages in the protocol: c, r P , and r(x1 + c)x2 P .
Among these messages, r P is a random point and r(x1 +c)x2 P is indistinguishable
from a random point as long as the decisional Diffie–Hellman problem is hard.
Therefore, an attacker has no benefit from these two messages to track a tag. There-
fore, the protocol is at least narrow-weak private. A wide attacker knows whether
a set of messages are accepted or not. In order to utilize this decision, an attacker
should be able to forge a set of messages related with a valid message set and check
if it is accepted by a tag, similar to the attacks shown in Figs. 3 and 4. However, a
success of this attack means that an attacker can generate a valid digital signature,
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noting that the search protocol can be reduced to the EC digital signature algorithm.
Therefore, the proposed search protocol is wide-weak private.

Note that c does not involve any secret information of a tag. However, if c is a
counter being queried for a specific tag, it could cause some leakage. This can be
solved by increasing c in a different way. The server may keep only one counter and
use it for all the tags. Since a tag will accept the counter as long as it is larger than
the saved value, the protocol will work and the revealed counter will not indicate
how many times a certain tag has been queried. An alternative solution is the use
of a time stamp. Since the time is incremental like a counter, it prevents reusing the
value c. Note that the tag does not need to generate the value c (it only has to check
that the value is larger than the saved value), and hence does not need to have a
timer. By using a time stamp, c will no longer be a counted number of queries. Even
if the time stamp covers up to 1,000 years with a precision down to nanoseconds,
this resolution can be covered with 65 bits, which is much less than a full word size
(e.g., 163 bits) for a reasonable security level.

6.3 Combining Authentication Protocols

After the search protocol, the authentication of a tag should follow, e.g., the ID-
transfer scheme, in order to make sure that a proper tag is responding to the server.
When two protocols are combined, we need to check security and privacy again
if there is vulnerability due to the combination. The exchanged messages in the
ID-transfer scheme are as follows:

rt1 P, rs1, (rt1 + ṙs1x1)Y. (5)

The exchanged messages in the search protocol are as follows:

c, r P, (r x1 + rc)x2 P. (6)

(rt1 + ṙs1x1)Y is the only message using the base point Y , and therefore, it will be
independent of the messages in the search protocol. Moreover, the other messages
in the ID-transfer scheme, rt1 P and rs1, are random values that are not used in the
search protocol. Therefore, they are independent, and the combination will inherit
the weaker security and privacy properties between the two protocols.

7 Implementation

In order to show the feasibility of the proposed protocols for RFID tags, we analyze
a hardware implementation of our solutions. The EC processor that we designed
has an architecture similar to the one presented by Lee et al. [33]. However, further
optimizations are performed in our work.
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7.1 Overall Architecture

The overall architecture is shown in Fig. 8. The processor is composed of a micro-
controller, a bus manager, and an EC processor (ECP). It is connected with a front-
end module, a random number generater (RNG), ROM, and RAM as shown in
the overall architecture of Fig. 8. The solid arrows are for data exchange, the dash
arrows are for addressing, and control signals are omitted in this figure. The ROM
stores program codes and data. The program is executed by the micro controller and
the data may include a tag’s private key, the server’s public key, and system parame-
ters. The program is basically an authentication protocol. The microcontroller is able
to perform general modular arithmetic operations (additions and multiplications) in
a byte-serial fashion. It also gives commands for the execution of the ECP via the
bus manager. The ECP loads a key (k) and an EC point (P) from ROM or RAM and
executes the EC scalar multiplication (k P). After finishing the scalar multiplication,
it stores the results in RAM.

RFID Processor

 Front
  End
Module

R
N
G

R
O
M

R
A
M

Register File
  (163 bits * 5)

MALU

Ctl 163
Micro Controller

Serial
 * / +

   8 bit
Registers

13

   Bus Manager

ECP

8 13 8

13 8

Fig. 8 RFID processor architecture

7.2 New MALU Design

The main differences when compared with [33] are in the register file and the MALU
(Modular ALU). The original EC processor uses a MALU, which performs modular
additions and multiplications, and it reuses the logic of the modular multiplication
for modular square operations. On the other hand, the new MALU we designed
includes a specialized squarer logic. Since the modular squaring can be completed in
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Fig. 9 MALU architecture with the register file

one cycle on a dedicated squarer while the modular multiplication is performed in a
digit-serial fashion, the performance can be substantially increased with an overhead
of the square logic. Moreover, the size of register file is reduced to 5×163 bits from
6 × 163 bits. This reduction is possible since the specialized squarer requires only
one operand while the reuse of a multiplier for squaring requires two operands of
the same value. As a result, the overall circuit area can be reduced further even after
including the squarer in the MALU while achieving a much better performance.

The MALU operations can be described with Eq. (7), where A(x), B(x), and
C(x) represent the values of RegA, RegB, and RegC in Fig. 9:

A(x) = A2(x) mod P(x) if cmd = 2,

A(x) = B(x) · C(x) mod P(x) if cmd = 1, (7)

A(x) = A(x) + C(x) mod P(x) if cmd = 0,

where A(x) = Σai xi , B(x) = Σbi xi , C(x) = Σci xi , and P(x) = x163 + x7 +
x6 + x3 + 1.

Its architecture is shown in Fig. 9, where the squaring and the addition use only
the last cell (cell d −1) while the multiplication uses all the cells. At the completion
of each operation, only register RegA is updated while registers RegB and RegC
hold the same data as at the beginning of the operation. (We make the shift of d-bits
of RegB a circular shift so that the value goes back to the original after finishing
a multiplication). Therefore, RegB and RegC can be used to store not only field
operands but also some intermediate values.
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7.3 Performance Evaluation

The performance comparison is summarized in Table 1 where both architectures
have the digit size of 4 in the MALU. This work achieves about 24% better per-
formance with a smaller circuit area, and the energy consumption is much smaller.
Moreover, this work includes the coordinate conversion to affine coordinates from
Z-coordinates while the work of [33] gives output in Z -coordinates.

The performance results of the protocols are summarized in Table 2 where a
0.13 μm CMOS technology is used, and the gate area does not include RNG, ROM,
and RAM which are required to store or run programmed protocols. The area spec-
ifies a complete EC processor with required registers.

According to [16], the current consumption for a security part should not exceed
15 μA, which corresponds to 22.5 μW for 1.5 V in our CMOS library. Therefore,
the power consumption of 13.8 μW in our design will be low enough even if we
count extra power consumption in the required memories for the design.

Table 1 Performance comparison

Criteria [33] This work

Circuit area (Gage equivalent) 15,356 14,566
Cycles for EC scalar multiplication 78,544 59,790
Frequency (kHz) 323 700
Power (μW) 12.1 13.8
Energy for EC scalar multiplication (μJ) 2.94 1.18

Table 2 Performance results of protocols

Protocols Cycles Time (ms)
ROM for
program

ROM for
data RAM

Non-volatile
RAM

EC-RAC IV (Fig. 5) 328,074 469 80 126 107 –
Search protocol (Fig. 6) 120,505 172 61 105 128 21

- Gate equivalent area: 14,566 GE; frequency: 700 kHz; power: 13.8 μW; tech.: 0.13 μm.
- All the required memories are in bytes.
- Search protocol needs extra 21 bytes of non-volatile RAM for a counter.
- Gate area and power do not include memories.
- Data transmission in protocols is counted 1 cycle per byte.

8 Conclusions

In this chapter, we addressed the security and privacy requirements for RFID sys-
tems. We presented various RFID authentication protocols which are all made of the
same building blocks, but meet different security and privacy requirements. Further
on, the search protocol is presented as a novel scheme where a server (or a reader)
can efficiently query for a specific tag, without compromising the tag’s privacy.
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In addition, we presented a hardware architecture that can realize the proposed
protocols. The performance results show the feasibility of the protocols even for
a passive tag and outperform other secure and private protocols proposed in the
literature.
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10. B. Danev, T.S. Heydt-Benjamin, S. Čapkun, in Physical-Layer Identification of RFID Devices.
Proceedings of the 18th USENIX Security Symposium (USENIX Security ’09) (USENIX,
Montreal, 2009), pp. 125–136
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Contactless Security Token Enhanced
Security by Using New Hardware Features
in Cryptographic-Based Security Mechanisms

Markus Ullmann and Matthias Vögeler

1 Introduction

1.1 Benefits of Contactless Smart Cards

Contact-based smart cards are widely accepted. What are then the reasons for
focussing on contactless cards in recent times? First, because of the abrasion of
the physical contacts, contact-based smart cards have a shorter lifetime compared
to contactless cards. Second, contactless interfaces do not need to comply with
mechanical form factors. Third, the usage of contactless cards is more comfortable
compared to contact-based cards. And furthermore, with the upcoming dispersion of
mobiles with near-field communication interfaces (NFC) the communication with
PICCs is possible with mobiles, too.

1.2 Security Limitation of Supposed Security Mechanisms
for an Authenticated Connection Establishment Between
Terminals and Contactless Cards

1.2.1 Security Attacks

From a security perspective, one benefit of contact-based cards is that the operation
of the cards is only possible if they are mechanically connected to a smart card ter-
minal. Since this is not required for contactless smart cards, one significant security
thread is the communication between an attacker’s terminal and the card without
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the awareness of the cardholder, e.g., while he carries the contactless card in his
pocket. This attack is possible, even with passive contactless smart cards within the
activation distance of the contactless card. In this context “passive" means that the
smart card has no own electrical power supply (e.g., battery). According to ISO/IEC
14443 [11], the real activation distance of contactless smart cards (PICC) and termi-
nals (PCD) depends on technical quantities such as terminal power, terminal antenna
coil, and antenna diameters of terminal and card [17]. Measurement results are pub-
lished in [13].

Besides that, an adversary might just be interested in eavesdropping of an existing
radio frequency data transmission between a terminal and a contactless card. Again,
in the case of contactless smart cards and terminals with an ISO/IEC 14443 interface
the real range for eavesdropping a communication depends on technical quantities
such as magnetic field strength, signal to noise ratio, noise class, see [17]. Consider-
ing noise class business according to [9] the maximum range for eavesdropping the
communication of a contactless smart card (PICC) is theoretically below 4.5 m for
a forced bit error rate of 0.1%, see [17].

1.2.2 Security Requirements

To counter the mentioned security threats, specific security mechanisms are
needed. Therefore, contactless security tokens have to fulfill the following security
requirements:

• Authentication of terminals.
• Strong session key agreement between authenticated terminal and contactless

card (for the establishment of a secure channel).
• Forward secrecy of session keys.

In order to address these requirements, new password-based cryptographic pro-
tocols are discussed for an authenticated connection establishment between termi-
nals and contactless cards, see the password authenticated connection establishment
(PACE) [7] or alternatively terminal card AMP (TC-AMP) [21]. TC-AMP is a sim-
plified version of TP-AMP, [14, 15], adapted to contactless smart cards.

Today for technical reasons, only static passwords can be used in these protocols.
Typically, the static password of a contactless card is printed on the front side or
back side of the card. If an attacker has once seen a contactless card he knows the
according static password. As a consequence, the attacker can successfully initialize
protocol runs with this card. Expecting a very powerful attacker, the possibility
of tracking contactless security tokens based on their static password cannot be
excluded.

Here, we suppose the enhancement of current contactless cards with a flexible
display component, which enables system architects to apply dynamic passwords in
password-based protocols instead of static ones (see Fig. 1).
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Fig. 1 Passive contactless security token

1.3 Security Limitation of Device Authentication Protocols
Based on Irrevocable Authentication Certificates

1.3.1 Authentication Protocol Based on Irrevocable Authentication
Certificates

Typically, certificates with a long validity period are generated and used for entity
authentication. Lost or broken keys shall be revoked. The common mechanism to
invalidate certificates and keys are certificate revocation lists. Usually, objectives
like key pair generation and certificate generation as well as the publishing of cer-
tificate revocation lists are activities of a certification authority.

If entities of a public key infrastructure are always online, revocation lists (CRLs)
are a very useful concept, because entities are able to check the validity of keys and
certificates online right before their usage.

But in general, this mechanism fails in case of ubiquitous devices like contactless
smart cards or RFIDs. The reason is that ubiquitous devices would require a secure
online connection to get fresh CRLs to check the validity of keys and certificates.

If CRLs cannot be established, one can alternatively issue certificates with a short
validity period. One consequence is a frequent generation and distribution of new
certificates for all entities. In the following, we are considering validity periods of
certificates of hours or days instead of years. Then the issue of a certificate revo-
cation list can be omitted, because invalid keys and certificates can only be used
during a very short time frame. Moreover, entities which become untrusted just do
not get any new authentication certificate.

First, authentication certificates with a short validity period were used in the
extended access control protocol (EAC), see [7]. They are supposed to grant access
to an authorized terminal to sensitive biometric data of electronic passports. EAC
consists of two cryptographic protocols: the chip authentication protocol (CA) and
the terminal authentication protocol (TA).
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Moreover, CA and TA are in general usable for a client ⇔ server authentication
(contactless smart card ⇔ remote terminal/Internet server) based on server authen-
tication certificates with a short validity period shown later in Sect. 5.1.

1.3.2 Motivation for Secure Time Synchronization Protocols

A contactless smart card (PICC) accepts an authentication certificate only if it holds
the following properties:

1. the electronic signature of an authentication certificate is valid and
2. the current local time of the smart card tPICC is lower or equal as the expiration

time tCertEx of an authentication certificate (tPICC ≤ tCertEx)

Therefore, a contactless card requires a notion of time to check the validity of an
authentication certificate. Initially, the local time of a smart card tPICC is set to the
global time tglob during the personalization process.

Today, PICCs do not have a hardware clock. This means the local time tPICC is
a static date. But it is obviously necessary to update tPICC at least right before the
verification of an authentication certificate. Therefore, the local time can be auto-
nomically updated by a PICC using the most recent certificate effective time tCertGe
contained in a valid authentication certificate presented during an authentication
operation of a remote terminal. If a PICC is frequently used its local time tPICC does
not deviate too much from the real time.

But if a PICC is not used for a long time period, the local time tPICC is not
updated. Consequently, a PICC accepts authentication certificates over longer time
periods as originally intended. Moreover, stolen keys and certificates have a bigger
security impact. So, overaged time values tPICC cause a specific security vulnerabil-
ity. This downside shall be overcome in the future.

One solution, to remedy this security vulnerability, we want to propose here
is to equip contactless smart cards with a real-time clock (RTC). One can think
of RTCs, which are based on quartz technology or based on the progress of a
physical process, e.g., chemical reaction or radioactive decay. While the first solu-
tion needs to be powered by a battery, the second one does not need a power
supply.

Unfortunately, hardware clocks have a certain clock drift which depends on envi-
ronmental conditions like temperature, pressure. Beyond that, batteries or timer can
fail. So in any case, a time synchronization procedure is needed to update the value
of the local time tPICC.

The application of authentication certificates with a short validity period for
ubiquitous devices allow the synchronization of the local time tPICC become a secu-
rity relevant process. That is the reason why we propose a secure time synchro-
nization procedure in chapter “Strong PUFs: Models, Constructions, and Security
Proof”.
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Fig. 2 Used abbreviations

2 Contactless Security Token

Here we suppose an extension of common passive contactless smart cards with fur-
ther technical hardware components to form a platform for a contactless security
token. Contactless security token consists of

• a common chip card controller with cryptographic coprocessor, random number
generator, and ISO/IEC 14443 contactless interface (e.g., NXP SmartMX) and

• a flexible display component (first suggested in [20]), a real-time clock, a battery
and buttons as shown in Fig. 3. The internal battery is only needed to power the
real-time clock.

2.1 Flexible Display Technology

Several flexible display technologies are ready for the integration in contactless
smart cards. Here we give only a brief overview:
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Fig. 3 Components of
contactless security token

• Flexible liquid crystal display (LCD)
• Organic light emitting diode display (OLED)
• Electrophoretic displays, see [5]

All display types have different properties. Electrophoretic display technology,
for example, combines high reflexivity with excellent readability in direct sunlight
and a very low energy consumption. There is no need of a backlight, which is the
main energy consumer in most displays. Energy is only needed during alteration of
the displayed information.

Electrophoretic display technology is also known as e-Ink technology. Today,
only segment displays (e.g., 11-segment display) are available for the integration in
PICCs. In future we will see matrix displays in OLED technology.

2.2 Real-Time Clock

A RTC usually consists of an oscillator and a counter register, which is incremented
by hardware after a certain number of oscillator pulses. Oscillators have a slight ran-
dom deviation from their normal frequency, called drift. This can be due to impure
crystals, for example. In addition, the clock drift depends on several environmental
conditions, like pressure, temperature. The clock drift is expressed in parts per mil-
lion (ppm). A typical clock drift for an existing PICC RTC is about 100 ppm. This
sums up to a clock inaccuracy of about 1 h over a time period of 1 year.

Today, first prototypes of timer and micro-batteries are ready for integration into
contactless smart card systems. For example, the RTC IC (NXP PCF8564) has a 32
kHz micro-crystal and needs 250 nA for operation. Unfortunately, the lifetime of
the batteries is only about 3 years. This is the main reason why RTCs are unsuitable
for contactless smart cards with a long validity period of about 10 years, today.
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2.3 Buttons

Buttons open the possibility for user interaction. This is very useful for the confir-
mation/interruption of transaction performed on a contactless security token.

Further technical issues of contactless security tokens are not discussed in this
chapter.

3 Authenticated Connection Establishment

3.1 Password-Based Cryptographic Protocols

The basic idea of password-based cryptographic protocols is to combine a strong
session key agreement with an implicit entity authentication based on a shared secret
with limited entropy, called a password, in one cryptographic protocol. The initial
idea goes back to Bellovin and Merret and their publication of the encrypted key
exchange protocol (EKE) [3]. Beyond the security requirements mentioned in Sect.
1.2.2, password-based protocols have to fulfill specific security properties.

First, if passwords with low entropy (e.g., passwords with six numeric characters)
are considered, one thread is the possibility that an adversary can search through all
secret passwords in a reasonable time. So, off-line and online dictionary attacks
should not be feasible.

1. Security against off-line dictionary attacks: A passive eavesdropper Eve who
records protocol runs shall not be able to get any information concerning pass-
words used for these protocol runs; in particular, Eve cannot calculate the pass-
word based on the protocol transcripts. But also, if Eve guessed an used pass-
word, she shall not be able to calculate the used session key.

2. Security against online dictionary attacks: There are two types of online dictio-
nary attacks:

• Type (1): An active adversary cannot abuse the protocol, so as to eliminate a
significant number of possible passwords.

• Type (2): An active adversary can only test at most one password per protocol
run by attempting to masquerade using this password.

For more information, see [21]. A good compendium on published password-
based protocols is to be found in [12].

3.2 Password Authenticated Connection Establishment (PACE)

The PACE protocol, see [7], is adaptable for prime fields and elliptic curves. Here, in
order to increase the performance we have chosen to use the elliptic curves variant.
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Fig. 4 Password authenticated connection establishment

The operations are then performed in the cyclic group < G >:= {t ∗ G|t ∈ IN},
n := | < G > |. In the following, < G >∗ denotes the cyclic group < G > without
the point at infinity. (Please refer to Fig. 2 for a complete overview of the notation
used throughout this chapter.) For security reasons and simplicity, we recommend
the usage of published secure domain parameter of a trusted authority, see [6].

The protocol consists of the following steps, the complete implementation is
shown in Fig. 4. Before the protocol starts, the communication partners (terminal
and smart card) of course have to agree on an elliptic curve E and a base point G.

1. The protocol starts with the selection of a random number s, 0 ≤ s < 2m , by the
smart card in step (a). m is defined as the block size of the blockcipher used for
the encryption of s. Both the smart card and the terminal derive a key μ using



Contactless Security Token 267

a key derivation function, here h(π |1) is used. In the next step s is encrypted
using a blockcipher with key μ, z = ENC(μ, s), and z is then transmitted to the
terminal, which decrypts z.

2. The terminal and the card map the nonce s to a new base point G ′. Here the
following randomized mapping is used:

a. An anonymous Diffie–Hellman key agreement based on G is used to calculate
a random point P ∈< G >∗ (steps (e)–(i)).

b. Thereupon, P and s are exclusively used to calculate a new base point
G′ = s ∗ G + P in step (j) for the subsequent Diffie–Hellman key agreement.

3. An anonymous Diffie–Hellman key agreement based on the new base point G ′
is performed to calculate a common secret curve point K (steps (k)–(o)).

4. Then, two different keys kENC = h(Kx |1) for encryption and kMAC = h(Kx |2)

for calculation of message authentication codes (MAC) are derived from K .
First, kMAC is used for a MAC calculation in step (p) and (q) performed as mutual
authentication of terminal and card in steps ((r)–(u)).

After a successful PACE protocol run, Secure Messaging is started using the
derived keys kENC and kMAC.

3.3 Security Token Operation

Every time a PACE protocol run is initiated, the PICC generates a fresh password
π and displays it. Only this PCD which is able to optically read this fresh displayed
π can successfully perform the PACE protocol and shares a session key K with the
contactless security token, afterward.

3.4 Security Analysis of PACE Using Fresh Passwords

There is an exhaustive security analysis of PACE available. A cryptographic proof
can be found in [4]. The idea of the proof is derived from Michel Abdalla, Pierre-
Alain Fouque, and David Pointcheval [1] which is a refinement of the proof idea
of Mihir Bellare, David Pointcheval, and Phillip Rogaway, see [2]. Beyond that, a
formal proof of the mentioned security properties is performed and will be published
soon. Here, the proof obligations are proven using induction based on an algebraic
approach performed with an interactive proof system. This approach is more or less
derived from the theoretical foundations of the AVISPA system [23].

It is important to note that in our setting π is a dynamic secret with low entropy.
Dynamic means that the PICC generates a fresh password and displays it at any time
a PACE protocol run is initialized.

Although technically challenging, the tracking of PICCs is in principle possible,
if static passwords are used (see Sect. 1.2.1). The introduction of dynamic passwords
for every run of the PACE protocol completely prevents this attack.
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Obviously an adversary Eve can always try to guess a password π for a PACE
protocol run, even when a cardholder carries his contactless security token in his
pocket. Now the probability for Eve guessing the used password is in our setting
with dynamic passwords:

sn = a + aq + aq2 + . . .+ aqn = a(1 + q + q2 + . . .+ qn) = a(1 − q(n+1))

1 − q
. (1)

With the precondition that π is a six-figure sum:

a = 1

1,000,000
, q = 999,999

1,000,000
. (2)

This means, Eve has to guess n = 693, 146 passwords to find the right one with a
probability of sn = 0.5 (50%). As shown in [21] one unsuccessful PACE run last
nearly 1 s on the SmartMX. So, Eve needs 19,254 h time for this attack to guess a
password with a probability of sn = 0, 5 (50%).

But now, Eve has not any advantage knowing a former used password, because
the contactless security token uses a fresh one during any new PACE protocol run.

3.5 Brute-Force Online-Attacks on Passwords

Due to the low entropy of the used passwords, online dictionary attacks (brute-force
attacks) cannot be ignored, especially in the contactless setting, where the PICC can
be activated without notice of the owner. In order to prevent such attacks a smart
card operating system has the following options:

1. It can implement an error counter. If the error counter then reaches a certain
value, the smart card operating system permanently disables the smart card. For
a contactless operating smart card the protocol might be executed by an attacker,
if he is able to place at close range a smart card terminal. The disadvantage of this
simple countermeasure is that it could be exploited for denial of service (DoS)
attacks if the attacker might just have the goal to disable the smart card.

2. It can implement a time delay between a session where the protocol failed and
a new session so that a guessing attack would consume too much time. If the
time delay on the other hand is too big a DoS attack would be possible again.
A standard technique for realizing a time delay is to use an EEPROM memory
cell to realize a delay counter. Of course on the one hand that would stress the
lifetime of a dedicated EEPROM cell a lot and on the other hand even more
important, an adversary might be able to detect the EEPROM-writing routine
and disable the power supply for the smart card before the EEPROM writing has
been finished. The SmartMX of NXP offers an interesting hardware solution that
does not involve the usage of EEPROM, here, the smart card operating system
is able to set a dedicated bit, called Delay Latch, which will be automatically
erased again after a couple of minutes independently of the power supply of the
smart card.
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4 Secure Time Synchronization

4.1 Time Values

If time is used in a distributed system a joint reference time is needed. Here, this
reference time is labeled as global time (tglob) and is represented by the coordinated
universal time (UTC). UTC is a high-precision atomic time standard with uniform
seconds defined by the international atomic time [18]. This time is the reference time
for all necessary timed background processes, like the setting of tPICC during the
personalization of a PICC or the setting of tCertGe and tCertEx as part of a certificate
generation. As already mentioned, tPICC should not deviate much from tglob. In this
chapter we assume, that time values are technically implemented using a 32 bit
integer in accordance to UNIX time, see [24]. Unix time is a system for describing
points in time. It is the number of seconds elapsed since midnight of January 1,
1970, UTC. Unix time is widely used in technical systems.

Figure 5 shows the considered system structure for time synchronization. In this
scenario a PICC is connected to a remote terminal (time server (TS)) with the help
of a local terminal (PCD) that is connected to a internet PC. In this setting these

Fig. 5 Time server-ba‘sed time synchronization
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components play no relevant role during a secure time synchronization process. The
local PCD and the PC only act as a relay station for the PICC.

4.2 Time Server-Based Synchronization Protocols

A timer can easily be synchronized by an up-to-date time stamp. Therefore, a PICC
and the time server (TS) have to establish a communication channel, in order to
exchange time stamps, see Fig. 5. In this case the PICC generates a time request and
sends it to the time server (TS) through the communication channel. Next, the time
server responses with a time stamp expressed in UTC. Obviously, there is a propa-
gation delay between the sending and the receiving of the time stamp, because the
time stamp needs a specific transmission time to cross the communication channel
between the time server and the PICC. Unfortunately, neither the time server nor the
PICC can determine the accurate propagation delay. This propagation delay briefly
results in a synchronization failure of tPICC.

To overcome such synchronization failures specific mechanisms have been devel-
oped. A well-known protocol, which especially addresses this kind of synchroniza-
tion failures is the network time protocol (NTP), see [10]. The principle behavior of
NTP is demonstrated in Fig. 6. In this protocol, the propagation delay is measurable
by the PICC, because it assumes that the propagation delay of the request and the
response (time stamp) is equal. If this assumption holds, tPICC can be computed by
the following formula:

tPICC = tTS + �T/2. (3)

This equation idealizes real technical behavior, beside the assumption of a sym-
metric propagation delay. Further delays going back to the involved entities are not
considered. For example, a time server needs some time to pass the generated time
stamp from the processing unit to the transmission unit. As well the PICC needs

Fig. 6 Network time protocol
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some time to pass the received time stamp from its receiver unit to its processing
unit, and so on.

Technically, the equality of the propagation delays of the request and the response
transmission cannot be guaranteed, if the Internet is used. One reason is unequal
communication routes of the request and the response transmission. Although the
TCP protocol formally offers an option to force the same communication route for
both directions, Internet service provider do not support this TCP feature, because
it can be abused for denial of service attacks.

Furthermore we showed in [22], that NTP is very vulnerable to delay attacks.
If an attacker is able to independently delay both communication directions he can
decide whether the clock of the PICC is ahead or behind the correct time. And in
addition, the extent of the failure is not limited. It is important to emphasize that no
protection is possible to counter this kind of attack if only one single time server is
used.

Therefore, we address this problem by using only single time stamps, without
any correction by an approximated transmission delay. We accept, that this time
synchronization approach leads to a specific time failure, caused by the propagation
delay of the time stamp. On the other hand, we gain a deterministic behavior, that is
we know for sure, that the PICC’s time tPICC is always behind the global time tTS.

In order to limit the extent of the failure, the PICC rejects all time stamps if for the
communication delay �T > �Tmax holds, where �Tmax is a predefined constant.
Then, since �T1,�T2 > 0 the absolute extent of the failure is by guarantee lower
than �Tmax.

4.3 Security Requirements for Time Synchronization

Besides the discussed attack on NTP, common time synchronization protocols like
the network time protocol have further weaknesses. A brief overview can be found
in [19].

At first, if time stamps are generated without authentication information a PICC
cannot be sure that a received time stamp is generated from the correct time server
(TS). Therefore, classical time stamps must be enhanced with authentication infor-
mation like a digital signature.

But if an attacker is able to access the communication channel, for example, if
he records signed time stamps, he can replay old time stamp messages. A signature
cannot prevent this attack. In this case, we have an authentic time stamp without any
possibility for the PICC to detect this kind of attack. In order to avoid such replay
attacks the PICC has to challenge the time server (TS) with a nonce.

Summing up, a secure time synchronization protocol has to fulfill the following
security requirements:

1. the time synchronization has to be performed on the basis of authentic time
server time values,

2. the time synchronization has to resist replay attacks,
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3. the time synchronization has to analyze and consider runtime delay attacks and
4. the time synchronization has to safeguard a deterministic time behavior.

The last requirement means that it must be clear whether tPICC is a very short time
ahead or behind tTS after a successful time synchronization process. We assume that
the time server as such is a trustworthy entity, which generates genuine and correct
time stamps.

4.4 Secure Time Synchronization Protocols

Our ambition is not to specify totally new protocols. Rather, we would like to adapt
existing and already used cryptographic protocols for contactless smart cards, see
[7], to fulfill the mentioned security requirements in Sect. 4.3. The considered pro-
tocols are the chip- and terminal authentication protocol which are originally used
for ID cards and e-passports. One advantage using these protocols is that a security
analysis of these protocols already exists.

If contactless smart cards are broadly equipped with a hardware clock in the
future, time synchronization processes will be performed very often. Then calcu-
lation efforts of the time server become an important issue in respect to possible
time server denial of service attacks. So in addition, we are looking for security
mechanisms which need only low-calculation efforts on the time server. From this
point of view, calculation efforts of the PICCs are less critical.

It is important to emphasize that the suggested time synchronization protocols
work only with a single time stamp to fulfill the fourth security requirement (deter-
ministic time behavior).

The chip- and terminal authentication protocols, see Sect. 5.1 or [7], are adapt-
able for prime fields and elliptic curves. Here, in order to increase the performance
on the timer server side, we have also chosen to use the elliptic curves variant.

To apply the adaptations of the chip and terminal authentication protocols the
time server TS has to be equipped with a static key pair (SKTS|PKTS) and a specific
card verifiable certificate, according to [7].

Besides the supposed protocols, password-based protocols [12] have been ana-
lyzed concerning an adaption for a secure time synchronization as well, see [21].
But, no secure and efficient adaption has been found.

4.4.1 Message Authentication Code-Based Time Synchronization (MACT)

The adaption of the chip authentication protocol [7] results in an ephemeral static
Diffie–Hellman key agreement protocol with a subsequent implicit unilateral
authentication of TS based on the agreed common secret curve point K . Before
the protocol starts the communication partners TS and PICC have to agree on an
elliptic curve E and a base point G. The protocol consists of the following steps.

1. The protocol starts with a choice of a random value x1 in step (a) and the gener-
ation of a random curve point X1 in step (b).
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Fig. 7 Message authentication code-based time synchronization (MACT)

2. The PICC measures the runtime of the protocol starting with protocol step (c).
3. The protocol proceeds with the transmission of X1 to the time server.
4. Next, the time server calculates the ephemeral static Diffie–Hellman key K using

his secret key (SKTS) in step (e).
5. Then, a key kMAC = h(Kx |2) for the calculation of message authentication

codes (MAC) is derived from K . kMAC is used for a MAC calculation in step
(g) and the according MAC verification of the PICC in step (h). A successful
MAC verification in step (h) authenticates TS and in a consequence the time
stamp tTS.

6. The PICC aborts the protocol in step (i) if the runtime t of the protocol is ≥
ΔTmax.

Figure 7 illustrates the adaption of the chip authentication protocol.
We consider tTS as a non confidential value. On the other hand, if it is desired

to keep tTS undisclosed, the communication partners should additionally derive an
encryption/decryption key kENC = h(Kx |1) for the encryption of tTS before trans-
mission.

4.4.2 Signature-Based Time Synchronization (SigT)

The adaptation of the terminal authentication protocol is a two-move challenge–
response protocol that provides explicit unilateral authentication of a TS using a
digital signature.

Before the protocol starts the communication partners TS and PICC have to agree
on an elliptic curve E and a base point G.

Figure 8 presents the adaption of the terminal authentication protocol. The pro-
tocol consists of the following steps:

1. The protocol starts with the selection of a random number rPICC by the smart
card in step (a).

2. The PICC measures the runtime of the protocol starting with protocol step (b).
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Fig. 8 Signature-based time synchronization (SigT)

3. In the next step rPICC as well as the hash value of the current time stamp tTS are
signed using ECDSA, see [8] with the key SKTS. Then the signature and the time
stamp tTS are transmitted to the smart card.

4. If the verification of the signature succeeds in step (d), the time server TS and
the time stamp tTS are authenticated.

5. The PICC aborts the protocol in step (e) if the runtime t of the protocol is ≥
ΔTmax.

4.5 Security and Performance Analysis

4.5.1 Security Analysis of the Proposed Time Synchronization Protocols

In this section we evaluate the protocols against our security requirements from Sect.
4.3. The first requirement of authentic time stamps from the time server is addressed,
because the time server provides a certificate chain. Since the PICC knows the public
key of the root instance (CVCA), it is able to verify the certificate chain. The certifi-
cate chain also provides the public key of the time server. In order to proof that the
time server knows the according private key SKTS, the PICC has to challenge the
time server. In protocol MACT this is realized by performing an ephemeral static
Diffie–Hellman key exchange, which only succeeds if the time server knows the
private key SKTS. The resulting common secret is used to derive a MAC key, which
is used by the time server to append a MAC to the time stamp, which can be verified
by the PICC. The verification of the MAC authenticates the time stamp with high
probability, if and only if the time server knows the private key SKTS. We know
that the security of MACT strongly depends on the computational Diffie–Hellman
assumption and the nondisclosure of the secret key SKTS of the time server.

Protocol SigT traces a different approach: It uses the public key of the time
server to verify a signature of a random challenge that has been sent to the time
server. Since the signature generation also involves the time stamp, the PICC is able
to verify the authenticity of the time stamp with high probability. The security of
SigT relies on the intractability assumption of the discrete logarithmic problem, the
nondisclosure of the secret key SKTS of the time server and a secure hash function.
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In order to fulfill the second security requirement, we have to show, that the
PICC withstands replay attacks. Both protocols cryptographically link a random
value with high entropy to a time stamp. Thus, the PICC is able to conclude that the
received time stamp belongs to the current session.

The third security requirement is respected, because the PICC measures the time
between the time request and the concerning time response (time stamp) in both
protocols. If t exceeds a certain value ΔTmax the time stamp is not accepted (MACT:
step (i), SigT: step (e)). This procedure guarantees that the time stamp is not older
than ΔTmax, see also the analysis about induced transmission delays in Sect. 4.2.

Finally, we demand a deterministic time behavior, which means that an attacker
is not able to manipulate the protocol such, that according to his attack, the clock
of the PICC is ahead or behind the real time. Since the PICC just adopts the time
stamp tTS this requirement is easily fulfilled. After synchronization, the time of the
PICC is always behind the real clock, at most by ΔTmax.

4.5.2 Performance and Runtime Analysis of the Proposed Time
Synchronization Protocols

There are two major factors that determine the running time of the protocols. The
first one is the number of transmissions and the amount of data to be transmitted,
the second one is the computation time that is needed to perform the protocols.

The two protocols perform three transmissions such as:

1. The certificate chain CVChain is transmitted from the time server to the smart
card.

2. A challenge is sent from the smart card to the time server. While a random elliptic
curve point is sent in the one protocol, the other one sends a random number.

3. A verifiable time information is transmitted from the time server to the smart
card.

In addition the amount of data is of the same magnitude. Thus, the communica-
tion effort of the protocols is of the same grade.

For protocol MACT the server performs a scalar elliptic point multiplication (step
(e)) followed by a key derivation (step (f), one way hash function) and a MAC
calculation (step (g)). The effort for the scalar elliptic point multiplication is many
times over the remaining effort. Protocol SigT requires to perform an elliptic curve
signature generation consisting of a scalar elliptic point multiplication, a few more
modulo arithmetic and of hashing the signature text. Again the scalar elliptic point
multiplication is dominating. The reason why we do not rate the effort for the two
protocols for the time server as equivalent is that a scalar elliptic point multiplication
with a constant elliptic point can speed up easily (by doing some pre-computations)
by about a factor of 4. Thus, protocol SigT has essential performance advantages.

For the smart card, as a first step, a verification of the certificate chain CVChain
has to be performed for both protocols. Then protocol MACT needs to compute
two scalar elliptic point multiplications (step (b)), followed by a key derivation
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(hash function, step (f)) and a MAC calculation (step (h)). The calculation time
is determined by the two scalar elliptic point multiplications. Protocol SigT requires
to perform an elliptic curve signature verification, which consists of two dominat-
ing scalar point multiplication. In conclusion, the two protocols for the smart card
require a similar computational effort.

We provide a rough landmark for performance relations on a normal PC. The
time consumption of one 256-bit scalar elliptic point multiplication with a random
point is about the same as 700 SHA-256 bit hashes of 256 bytes or about the same
as 1400 AES-128-CBC computations of 256 bytes. We have achieved this landmark
by performing the speed command of the OpenSSL command-line tool.

5 Applications

Contactless security tokens can be used for different (security) purposes, as authen-
tication token, secure signature creation device, prepaid card with the ability to dis-
play the holding/credit balance, etc. A further application is proposed by Nithyanand
et al. for checking of terminal revocation, see [16].

On the other hand common client systems are vulnerable to phishing and Trojan
horses. Phishing attacks are performed by misrouting users to Web pages under
the attackers control to achieve valid login data and transaction identifiers. Trojan
horses are used by attackers to spy out passwords or to directly manipulate user
transactions, like bank transfers.

We depict, how a contactless security token can help to discover and avoid
successful attacks.

5.1 Authentication of Internet Services

Figure 9 exhibits an authentication of an Internet service, here www.bank.eu.
Password-based protocols were originally supposed for a client server authentica-
tion. As a consequence, PACE could also be used for a mutual authentication of an
Internet service (e.g., bank server) and a PICC based on a common shared static
password. Obviously, this approach does not assure a strong server authentication,
because the shared password could be disclosed by an attacker, anyway. As a con-
sequence, a server authentication procedure based on asymmetric keys is needed.
Therefore, an Internet service (e.g., bank server) needs an asymmetric key pair and
an according certificate. Here, for technical reasons, CV certificates according to
[7] are used. If the URL is an ingredient of the CV certificate of the Internet server
the PICC can display the authentic URL of the certificate after a successful authen-
tication of the bank server. Then the user can be sure that he is connected to the
intended bank server. If a phishing attack is performed during a server authentication
procedure, the authentication fails. As consequence, no URL is displayed and the
user becomes aware of this situation.
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Fig. 9 Mutual authentication bank-server security token

After a successful terminal and chip authentication protocol both components
can establish a common secure channel with the agreed session key K . Now, the
local PCD and the PC act only as transceivers and cannot influence transactions
between Internet service and PICC, except denial of service attacks. This includes
the capabilities of Trojan horses, too.

At that point the secure channel with the contactless security token can be used to
perform secure user interactions by using the display and buttons of the PICC. For
example, the bank server can use the PICC’s display to repeat the credit transfer data
and ask for confirmation via the PICC’s button, then a transaction number (TAN)
can be submitted and displayed, which is explicitely linked to this credit transfer
data and cannot be misused by PC malware for another transaction. PC malware
(like Trojan horses) cannot influence the operation of a security token.

Figure 10 describes the terminal- and chip authentication protocols. Thereby the
steps (a)–(f) represent the terminal authentication protocol. In the present context,
this protocol is used for authentication of Internet services.

Steps (g)–(m) describe the chip authentication protocol to authenticate the PICC
and to agree in a fresh session key K with derived keys for encryption KENC and
MAC generation KMAC.
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Fig. 10 Internet server authentication

6 Conclusion

This chapter supposes the integration of new hardware components into contactless
smart cards like a flexible display, a real-time clock (RTC), and a battery to power
the RTC to form a novel security token (PICC). We have depicted how the new
features of this components can be used to significantly enhance the security. First,
the security benefit for password-based cryptographic protocols for an authenticated
connection establishment between terminals (PCD) and contactless cards has been
shown. The presented password-based protocol PACE has only been chosen as an
example to realize the secure protocols, other password-based protocols for PICCs,
like TC-AMP, can be employed as well. Second, the uses for a secure authentication
of Internet services and secure transactions performed on the contactless security
token are shown.

If security mechanisms rely on a valid time, secure time synchronization proce-
dures are necessary. So, cryptographic protocols for synchronizing the RTC of the
contactless security token using Internet time server are presented and analyzed, too.
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Enhancing RFID Security and Privacy
by Physically Unclonable Functions

Ahmad-Reza Sadeghi, Ivan Visconti, and Christian Wachsmann

1 Introduction

Radio frequency identification (RFID) is a technology that enables RFID readers to
perform fully automatic wireless identification of objects that are labeled with RFID
tags. Initially, this technology was mainly used for electronic labeling of pallets,
cartons, and products to enable seamless supervision of supply chains. Today, RFID
technology is widely deployed to many other applications as well, including animal
and product identification [2, 42], access control [2, 47], electronic tickets [47] and
passports [27], and even human implantation [30].

As pointed out in previous publications (see, e.g., [30, 68]), this prevalence of
RFID technology introduces various risks, in particular concerning the privacy of
its users and holders. The most deterrent privacy risk concerns the tracking of users,
which allows the creation and misuse of detailed user profiles. Thus, an RFID sys-
tem should provide anonymity (confidentiality of the tag identity) as well as untrace-
ability (unlinkability of the communication of a tag) even in case the state (e.g., the
secret) of a tag has been disclosed. Despite these privacy risks, classical threats to
authentication and identification systems must be considered as well. Indeed, poten-
tial threats to RFID systems are attacks, where the adversary tries to impersonate
or copy a legitimate tag. By legitimate we mean a tag created by an accredited
tag issuer. Thus, appropriate countermeasures must be provided (authentication
and unclonability). However, there are some other risks such as denial-of-service
attacks, where an adversary unnoticeably interacts with tags and exploits deficien-
cies of the underlying protocols to permanently disable legitimate tags remotely [7],
which must also be prevented (availability). In addition to the privacy and security
requirements discussed above, RFID systems in practice must achieve various func-
tional goals, including fast verification of cost-efficient tags (efficiency) and sup-
port of a huge number of tags (scalability). However, depending on the underlying
application scenario and the given technological constraints, practical realizations
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may not be able to fulfill all of these requirements. In particular, the security and
functional requirements often contradict the privacy requirements.

Most currently used RFID systems do not offer privacy at all (see, e.g., [47, 48,
62, 63]). This is mainly because current cost-efficient tags do not provide the nec-
essary computational resources to run privacy-preserving protocols [2, 47], which
heavily rely on public-key cryptography. Moreover, as pointed out in Sect. 3.1,
privacy-preserving solutions without public-key cryptography do not fulfill impor-
tant security or functional requirements and thus are inapplicable to real-world
applications.

The design of a secure privacy-preserving RFID scheme requires a careful anal-
ysis in an appropriate formal security and privacy model. Existing security and
privacy models for RFID (see, e.g., [3, 7, 8, 33]) often do not consider important
aspects like adversaries with access to auxiliary information (on whether the identifi-
cation of a tag was successful or not) or the privacy of corrupted tags (whose secrets
have been disclosed). Recently, a comprehensive security and privacy model that
generalizes and improves many previous works in a single concise framework has
been proposed in [67] and refined in [45, 53]. In the following, we refer to the pri-
vacy model of [67] as the V-Model (Vaudenay Model). The V-Model [67] introduces
eight privacy notions, which correspond to adversaries of different strength. The
strongest achievable privacy notion in this model (narrow-strong privacy) allows the
adversary to arbitrarily corrupt tags but does not capture the availability of auxiliary
information. If auxiliary information is of concern, the weaker notions of destructive
and forward privacy must be considered while weak privacy does not adequately
model the capabilities of real-world adversaries since weak privacy does not allow
tag corruption. However, [67] showed that narrow-strong privacy requires the use
of public-key cryptography [67], which in general clearly exceeds the capabilities
of current cost-efficient RFIDs [2, 47]. Moreover, it has been shown that forward
privacy can be achieved but at the cost of using public-key cryptography while the
feasibility of the stronger notion of destructive privacy currently is an open ques-
tion [67].

1.1 Contribution

In this chapter, we propose a new privacy-preserving tag authentication protocol for
RFID that can be proven to be destructive private in the V-Model [67]. This means
that our protocol provides untraceability of tags against adversaries that permanently
destroy a tag by physically attacking (i.e., corrupting) it. Our protocol is based on
the weak private protocol proposed in [67] and uses physically unclonable functions
(PUFs) as tamper-evident key storage in a similar way as described in [65]. This
means that the tag authentication key is not stored on the tag but reconstructed from
the physical characteristics of the RFID chip each time it is needed. The properties
of the PUF ensure that any attempt to physically tamper with the PUF to obtain the
authentication secret of the tag result in destruction of the PUF and the tag secret,
which corresponds to the definition of a destructive adversary in the V-Model [67].
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2 High-Level RFID System and Requirement Analysis

We first informally analyze the general scenario of radio frequency identification
(RFID) on a very high level.

2.1 System Model

An RFID system consists of at least an operator I, a reader R and a tag T [17].
The operator I is the entity that enrolls and maintains the RFID system. Hence,
I initializes each tag T and reader R before it is deployed in the system. A tag
T or reader R that has been initialized by the operator I is called legitimate.
A tag T is a hardware token with constrained computing and memory capabilities
that is equipped with a radio interface [2, 17, 47]. All information (e.g., secrets
and data) that is stored on a tag T is denoted as the state of T . Usually, tags are
attached to objects or carried by the users of the RFID system [16, 46]. A reader
R is a stationary or mobile computing device that interacts with all tags within
its reading range to authenticate them. Depending on the specific use case (e.g.,
electronic passports [27]), the reader R may obtain additional information like the
tag identity or some data stored on the tag T . Readers can have a sporadic or per-
manent online connection to some backend system D, which typically is a database
maintaining detailed information on all tags in the system [15]. The backend is
initialized and maintained by the operator I and can be read and updated by the
readers R.

2.2 Trust and Adversary Model

The operator I is the entity that maintains the RFID system and thus can be consid-
ered to be honest. However, I may be curious since he may collect user information
(see, e.g., [29, 68]) while in general at the same time nobody can blame him for
cheating.

Since RFID tags and readers communicate over a radio link, every entity can
eavesdrop or manipulate this communication, even from outside the nominal read-
ing range [37]. Thus, the adversary can be every (potentially unknown) entity
that needs not to be a member of the RFID system. Besides the communication
between a tag T and a reader R, an adversary can also obtain useful auxiliary
information (e.g., by visual observation) on whether the reader R accepted the tag
T [33, 67]. Most commercial RFID tags are cost-efficient devices without (expen-
sive) protection mechanisms against physical tampering [2, 47]. Hence, an adver-
sary in practice can physically attack (corrupt) a tag to access its state (e.g., its
secrets) [26, 38, 39, 41].

RFID readers are embedded devices that can be integrated into mobile devices
(e.g., mobile phones or PDAs) or laptops and personal computers. The resulting
complexity exposes readers to sophisticated hard- and software attacks (e.g., viruses
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or Trojans). Hence, an adversary in practice can get full control of (corrupt) an
RFID reader [5]. This problem aggravates for mobile readers that can easily be lost
or stolen.

2.3 Security and Privacy Threats

The most deterrent privacy risk concerns the tracking of users, which allows the cre-
ation and misuse of detailed profiles of a user of the RFID system [30]. For instance,
tracking or identification of a tag enables the creation of detailed movement profiles,
which can leak sensitive information on the personal habits and interests of the tag
user.

A major security risk concerns adversaries who trick an honest reader to accept
illegitimate tags. The main threats are to create faked (illegitimate) tags that are
accepted by legitimate readers (forgery) and to simulate (impersonate) or to copy
(clone) legitimate tags. Another threat concerns attacks that permanently prevent
users from using the RFID system (denial-of-service) [7].

2.4 Security and Privacy Objectives

Based on the discussion in the previous paragraphs, we consider RFID systems that
provide anonymity as well as untraceability even when the state of (i.e., the data
stored on) a tag has been disclosed. Anonymity means the confidentiality of the
tag identity whereas untraceability refers to the unlinkability of the tag communi-
cation. To distinguish tracing in past or future protocol runs, the notions of forward
untraceability and backward untraceability are defined in [40]. In use cases like
electronic passports, where tags store privacy-sensitive data, reader authentication
is an additional goal to prevent disclosure of this data to illegitimate readers.

The major security objective of an RFID system is to ensure that only legitimate
tags are accepted by legitimate readers (tag authentication). Hence, the reader must
be able to distinguish between legitimate and illegitimate tags. Most use cases addi-
tionally require the reader to be capable of determining the (authentic) tag identity
(tag identification).

3 Related Work

3.1 Privacy-Preserving RFID Protocols

A general problem with privacy-preserving authentication of low-cost tags that are
incapable of public-key operations is how to inform the reader which key should
be used for the authentication. Indeed, a tag cannot disclose its identity before
the reader has been authenticated since this would violate untraceability. However,
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a reader cannot authenticate a tag unless it knows the identity (i.e., the key) of that
tag. Essentially there are three approaches that address this problem.

The first approach is that the reader performs an exhaustive search for the secret
key that is used by the authenticating tag [68]. Solutions to optimize this approach
(see, e.g., [42, 64]) suffer from inefficiency since tag verification depends on the
total number of tags in the system. Clearly, this violates the efficiency and scalability
requirements of most practical RFID systems. A prominent family of lightweight
authentication protocols in this context is the HB protocols (see, e.g., [32, 34–36]).
These protocols are subject to man-in-the-middle attacks [18, 20, 21, 52], require the
reader to perform an exhaustive search for the authentication secret of the authenti-
cating tag and usually require many rounds of interaction [55]. Moreover, tag cor-
ruption is usually not considered in the security evaluation of the HB protocols.

In the second approach, a tag updates its identity after each interaction
such that its new identity is unlinkable and only known to the tag and the
authorized readers, which allows readers to identify tags in constant time
(see, e.g., [12, 24, 40, 51, 61]). However, this approach requires each tag to be
always synchronized with all readers in the system. In general, it is easy to
mount denial-of-service attacks that desynchronize the tag and the readers (see,
e.g., [12, 24]).

Another approach to enhance the privacy of RFID systems without lifting the
computational requirements on tags are anonymizer-enabled protocols, where exter-
nal devices (anonymizers) are in charge of providing anonymity of tags (see,
e.g., [1, 22, 31, 56, 57, 59]). The main concept of anonymizer-enabled protocols is
that each tag stores a ciphertext that encrypts the information carried by the tag (e.g.,
the tag identifier) under the public key of the reader. This ciphertext is transmitted to
the reader in the tag authentication protocol. Since this ciphertext is static data that
can be used to track and to identify the tag, it must be frequently changed to pro-
vide anonymity and untraceability. However, current RFIDs [2, 47] are not capable
of updating this public-key encrypted ciphertext on their own and thus, privacy in
these protocols relies on third parties, called anonymizers, that frequently refresh the
ciphertexts stored on the tags. Most anonymizer-enabled RFID systems are subject
to impersonation attacks since tag authentication is only based on the ciphertext that
the tag sends to the reader. Moreover, existing security models do not capture RFID
systems that use anonymizers. The authors of [58] address these issues and propose
an anonymizer-enabled RFID system that provides untraceability, tag authentica-
tion, and basic availability along with a general security and privacy framework
for anonymizer-enabled RFID systems that are based on the security and privacy
odel of [67].

For a broad overview about privacy issues in RFID systems, see also [58].

3.2 RFID Protocols Based on Physically Unclonable Functions

To prevent cloning of a tag it must be infeasible to determine its authentication
secret by both attacking the corresponding authentication protocols as well as
by physically attacking the tag. One solution to counterfeit cloning attacks is to
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employ physical protection mechanisms that aggravate reading out the memory of a
tag [43, 60]. However, this would dramatically increase the price of tags and render
them inappropriate for most commercial applications. A more economic solution
to prevent cloning can be implemented by using physically unclonable functions
(PUFs) [19, 65].

A PUF consists of an inherently unclonable noisy function P that is embedded
into a physical object [66]. The unclonability of a PUF comes from randomness
generated during its manufacturing processes. A PUF maps challenges to responses.
A challenge c is a stimulus signal input to the PUF that makes the PUF to return a
response r ′ = P(c) that is specific for that PUF with respect to the stimulus c. This
response r ′ relies on the physical properties of the corresponding physical object,
which, however, is subject to environmental noise (e.g., temperature or supply volt-
age variations). Thus, the PUF will always return slightly different responses r ′ to
the same stimulus c. These slight deviations can be removed by a small circuit,
called fuzzy extractor that (up to a certain threshold) maps different responses r ′ to
a unique value r for each specific challenge c [14]. The fuzzy extractor needs some
additional input w (called helper data) to remove the effects of noise on the PUF.
Moreover, two different PUFs that are challenged with the same stimulus will return
seemingly independent responses with overwhelming probability.

A PUF can be embedded into a microchip, e.g., by exploiting statistical variations
of delays of gates and wires within the chip [19]. These deviations are unique for
every sample from a set of chips (even from the same lot or wafer) that implement
the same circuit.

Physically unclonable functions are a very interesting and promising approach to
increase the security of existing RFID systems. Moreover, they open new directions
toward cost-efficient privacy-preserving protocols based on physical assumptions.
They provide cost-effective and practical tamper-evident storage for cryptographic
secrets that even cannot be learned or reproduced by the manufacturer of the cor-
responding PUF (as long as the manufacturer produced the PUF following the pre-
scribed procedure).

One of the first proposals of using PUFs in RFID systems is introduced by [54].
It proposes the manufacturer of a tag to store a set of challenge–response pairs
in a database, which can later be used by RFID readers that are connected to this
database to identify a tag. The idea is that the reader chooses a challenge from
the database, queries the tag and checks whether the database contains a tuple that
matches the response received from the tag. One problem of this approach is that
challenge–response pairs cannot be reused since this would enable replay attacks
and allow tracing of tags. Hence, the number of tag authentications is limited by the
database and the time required to measure the reference responses for the database.
This scheme has been implemented by [11] who provide a realization of PUF-
enabled RFID tags and analyze their security and usability. The authors of [25]
propose a similar approach based on the physical characteristics of SRAM cells.
The advantage of this approach is that SRAM-PUFs can be implemented using the
existing SRAM memory cells of the RFID chip without the need for additional
hardware.
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In [65], the authors propose to use a PUF as secure key storage for the secret
authentication key of the RFID tag. This means that instead of storing the key in
some protected memory, a PUF is used to reconstruct the key whenever it is needed.
Since the key is inherently hidden within the physical structure of the PUF, obtaining
this secret by hardware-related attacks is supposed to be intractable for real-world
adversaries [19]. According to [65], a PUF-based key storage can be implemented
with less than 1,000 gates. However, their authentication scheme relies on public-
key cryptography, which is still much too expensive for current low-cost RFID tags.

The authors of [6] follow the approach of frequently updating the identity of tags
to provide privacy (see Sect. 3.1) and suggest to use PUFs instead of pseudorandom
functions. They propose to equip each tag with a PUF P that is used to derive new tag
identifiers. Since readers cannot recompute these identifiers, the authors propose the
readers to access a database that stores a tuple (T0, T1, . . . , Tm) for each legitimate
tag T where T0 is a random tag identifier and Ti+1 = P(Ti ) for i ∈ {0, . . . , m − 1}.
To authenticate to a reader, a tag first sends its current identifier Ti and then updates
its identity to Ti+1 ← P(Ti ). The reader then checks whether there is a tuple that
contains a value Ti in the database. In case the reader finds Ti , it accepts the tag and
invalidates all previous database entries T j where j ≤ i to prevent replay attacks.
A major drawback of this scheme is that a tag can only be authenticated m times
without being re-initialized, which, as the authors mention, allows an adversary to
perform denial-of-service attacks.

3.3 Privacy Models for RFID

One of the first privacy models for RFID [50] defines anonymity and backward
untraceability based on a security game where an adversary must distinguish a ran-
dom value from the output of a tag. However, it does not consider forward untrace-
ability. A privacy model specific for RFIDs that cannot perform any cryptographic
operations [29] is based on assumptions on the number of queries an adversary can
make to a tag but does not capture adversaries who can corrupt tags. Thus, it does not
cover backward and forward untraceability, which is required to realistically model
adversaries against cost-efficient tags in practice. Another privacy model [3, 4] pro-
vides various flexible definitions for different levels of privacy based on a security
experiment where an adversary must distinguish two known tags. This model is
extended in [33] by the notion of auxiliary information. In [8], a completeness and
soundness requirement is added to the definition of [33], which means that a reader
must accept all but only valid tags. The definition of [33] has been further improved
in [23] to cover backward untraceability. Another privacy model [7] is based on the
universal composability (UC) framework and claims to be the first model that con-
siders availability. However, it does not allow the adversary to corrupt tags and does
not capture backward untraceability. Recently, [67] presented a privacy model that
generalizes and classifies previous RFID privacy models by defining eight levels of
privacy that correspond to real-world adversaries of different strength. The strongest
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privacy notion of [67] captures anonymity, backward and forward untraceability and
adversaries with access to auxiliary information. Moreover, it provides a security
definition equivalent to [8] that covers tag authentication. The model of [67] has
been extended in [53] to consider reader authentication whereas [45] aims at reduc-
ing the mentioned eight privacy classes to three privacy classes. Recently in [9, 10]
other privacy notions have been considered along with denial of service attacks.
The authors of [44] use the framework of [53, 67] to classify and to examine the
privacy properties of various existing symmetric key-based authentication protocols
for RFID and show several impossibility results for this class of protocols.

4 RFID Security and Privacy Model of Vaudenay [67]

In this section, we review the RFID security and privacy model proposed by Vau-
denay (V-Model) [67], which is one of the most comprehensive RFID privacy and
security models up to date. We start by setting the notation that will be used later
and then give a fairly detailed and at the same time more formal specification of the
V-Model [67].

4.1 General Notation

For a finite set S, |S| denotes the size of set S whereas for an integer (or a bitstring)
n the term |n| means the bit-length of n. The term s ∈R S means the assignment of
a uniformly chosen element of S to variable s. With ∅ we denote both the empty set
and the empty string. Let A be a probabilistic algorithm. Then y ← A(x) means that
on input x , algorithm A assigns its output to variable y. The term [A(x)] denotes
the set of all possible outputs of A on input x . AK (x) means that the output of
A depends on x and some additional parameter K (e.g., a secret key). The term
Prot[A : xA; B : xB; ∗ : xpub] → [A : yA; B : yB] denotes an interactive protocol
Prot between two probabilistic algorithms A and B. Hereby, A (resp. B) gets a pri-
vate input xA (resp. xB) and a public input xpub. While A (resp. B) is operating, it
can interact with B (resp. A). After the protocol terminates, A (resp. B) returns yA
(resp. yB).

Let E be some event (e.g., the result of a security experiment), then Pr[E] denotes
the probability that E occurs. Probability ε(l) is called negligible if for all polyno-
mials f (·) it holds that ε(l) ≤ 1/ f (l) for all sufficiently large l. Probability 1 − ε(l)
is called overwhelming if ε(l) is negligible.

4.2 Pseudorandom Function (PRF)

Let l ∈ N be a security parameter, κ, α, β ∈ N be polynomially bounded in l and
F : {0, 1}κ+α −→ {0, 1}β be a family of functions. Consider the following security
experiment Expprf-b

Aprf
, where an adversary Aprf interacts with a PRF-challenger Cprf:
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When initialized with l, κ , α, β and b ∈R {0, 1}, Cprf chooses K ∈R {0, 1}κ and
initializes an oracle OFK that on input x ∈ {0, 1}α returns y ← FK (x) if b = 1 and
y ∈R {0, 1}β otherwise. After a polynomial number of queries to oracle OFK , Aprf
then must return a bit b′. Aprf wins the security experiment if b = b′.
Definition 1 (Pseudorandom function [49]) A pseudo random function (PRF) is a
family of functions F with the following properties:

1. Each function FK ∈ F can be identified by a unique index K ∈ {0, 1}κ .
2. There is a polynomial time algorithm that gives an index K ∈ {0, 1}κ and input

x ∈ {0, 1}α computes FK (x).
3. Each probabilistic polynomial time adversary Aprf has at most negligible advan-

tage: Advprf
Aprf

=
∣∣∣Pr
[
Expprf-1

Aprf
= 1
]

− Pr
[
Expprf-0

Aprf
= 1
]∣∣∣.

4.3 Physically Unclonable Function (PUF)

A physically unclonable function is an inherently unclonable noisy function that is
embedded into a physical object (e.g., an integrated circuit) [66]. When challenged
with a stimulus (challenge), a PUF generates an output (response) that depends on
both the challenge and the physical properties of the object containing the PUF.
However, the physical object is subject to noise (e.g., temperature and/or supply
voltage variations) and hence, when queried with the same challenge multiple times,
the PUF will always return slightly different responses. To eliminate these output
variations Fuzzy Extractors [13, 14] can be used.

To the best of our knowledge, currently there is no widely accepted security
model for PUFs. Moreover, setting up a model that realistically reflects the prop-
erties of real PUFs requires precise physical evaluation results to determine the
capabilities of an adversary against PUFs in practice. However, industry considers
this data as trade secret while academia usually is restricted to prototype implemen-
tations of PUFs (e.g., on FPGAs) that do not reflect the properties of real product-
quality PUF implementations (e.g., on ASICs). Hence, in this chapter, we fall back
to an idealized model of PUFs that does not reflect real PUF implementations but
captures the desired properties of an ideal PUF component.

Let l ∈ N be a security parameter, γ, κ ∈ N be polynomially bounded in l and
P : {0, 1}γ −→ {0, 1}κ be a function. Consider the following security experiment
Exppuf-b

Apuf
that is similar to Expprf-b

Aprf
described above. The difference is that, when

initialized with l, γ , κ and b ∈R {0, 1}, the PUF-challenger Cpuf initializes an oracle
OP that on input x ∈ {0, 1}γ returns y ← P(x) if b = 1 and y ∈R {0, 1}κ otherwise.
After a polynomial number of queries to OP, Apuf must return a bit b′. Apuf wins
the security experiment if b = b′.
Definition 2 (Ideal PUF) An ideal PUF is a function P with the following
properties:

1. For all c ∈ {0, 1}γ and all tuples (ri , r j ) ∈ [P(c)
]2, probability Pr[ri = r j ] = 1.
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2. In the above experiment, any probabilistic polynomial time adversary Apuf has at

most negligible advantage: Advpuf
Apuf

=
∣∣∣Pr
[
Exppuf-1

Apuf
= 1
]

− Pr
[
Exppuf-0

Apuf
= 1
]∣∣∣.

3. Any attempt to physically tamper with the object implementing P results in
destruction of P, i.e., P cannot be evaluated any more.

Note that the second property of Definition 2 is similar to the pseudo-randomness
property of a PRF (see Definition 1). Hence, the output of an ideal PUF is pseudo-
random, which can be achieved in practice by using Fuzzy Extractors [13, 14].
In addition, the second property of Definition 2 implies that the adversary cannot
compute the output of the PUF for an adaptively chosen challenge even after adap-
tively querying the PUF for a polynomial number of times. In return, this means
that the adversary cannot emulate (i.e., impersonate or clone) the PUF based on its
input/output behavior. According to the third property of Definition 2, the adversary
cannot obtain any information about the PUF by physical means, which entirely
prevents cloning of the PUF. Moreover, the capabilities of the adversary are not lim-
ited concerning the creation and querying of other PUFs, which means that different
ideal PUFs are independent pseudorandom functions.

4.4 System Model

As most RFID privacy models, the V-Model [67] considers RFID systems that con-
sist of one single operator I, one single reader R, and a polynomial number of tags
T . The reader R is assumed to be capable of performing public-key cryptography
and of handling multiple instances of the tag identification protocol with different
tags in parallel. Tags are passive devices, i.e., they do not have own power supply
but are powered by the electromagnetic field of the reader R. Hence, tags cannot
initiate communication and have a narrow communication range (of a few centime-
ters to meters). Tags are assumed to be capable of performing basic cryptographic
operations like hashing, random number generation, and symmetric key encryption.

4.4.1 Trust and Adversary Model

In the V-Model [67], the issuer I, the backend D, and the readers R are assumed
to be trusted. Therefore, these entities will behave as intended. All the readers R
and the backend D are subsumed to one single reader entity R. This implies that all
readers R are assumed to be tamper-resistant devices that have a permanent secure
online connection to a database D. Tags are considered to be untrusted, which means
that the adversary can obtain their state (i.e., all the data stored on them).

The adversary can eavesdrop and manipulate the communication channel
between a tag T and the reader R. The V-Model [67] defines eight adversary classes
that differ in their ability to corrupt tags and the availability of auxiliary information
(see Sect. 4.5). Hence, depending on the adversary class, the adversary is subject
to different restrictions concerning tag corruption. At this point we would like to
stress that the V-Model [67] does not pose any limitation regarding corruption of a
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tag T while the tag TID is involved in the authentication protocol with the reader R.
However, the adversary is not allowed to corrupt the reader R.

4.4.2 Security and Privacy Objectives

The main security goal of the V-Model [67] is tag authentication. More precisely, a
legitimate reader R should only accept legitimate tags and must be able to identity
them. Reader authentication, availability, and protection against cloning are not cap-
tured by the V-Model [67]. The privacy objectives are anonymity and unlinkability.

4.4.3 Protocol Definitions

The operator I sets up the reader R and all tags T . Hence, there are two setup
protocols where R and the tags T are initialized and their system parameters (e.g.,
keys) are generated and defined. A third protocol between a tag T and R covers tag
authentication. More formally, the RFID system model of [53] is defined as follows:

Definition 3 (RFID system [53]) An RFID system RFID is a tuple of probabilis-
tic polynomial time algorithms (R, T , SetupReader, SetupTag, Ident) that are
specified as follows:

SetupReader(1l) → (skR, pkR, DB) On input of a security parameter l ∈ N,
this algorithm initializes the reader algorithm R by creating some public
parameters pkR that are known to all entities and some secret parameters
skR that are only known to R. This algorithm also initializes a credentials
database DB that can only be accessed by R and that stores the identities and
the authentication secrets of all legitimate tags.

SetupTagpkR(ID) → (K , S) Creates a tag TID, which is an instance of the tag
algorithm T . Hereby, the public key pkR of R is used to generate a secret K
and an initial tag state S. TID is initialized with S and (ID, K ) is stored in the
credentials database DB of R.

Ident[TID : S; R : skR, DB; ∗ : pkR → TID :−; R : outR] This is an interactive
protocol between a tag TID and the reader R. TID takes as input its current
state S while R has as input its secret key skR and the credentials database DB.
The common input to all parties is the public key pkR of R. After the protocol
terminates, R returns either the identity ID of TID or ⊥ to indicate that TID is
not a legitimate tag.

4.5 Adversary Model

In the V-Model [67], the privacy and security objectives are defined as security
experiments, where a polynomially bounded adversary can interact with a set of
oracles that model the capabilities of the adversary. These oracles are
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CreateTagb(ID) This oracle allows the adversary to set up a tag TID with iden-
tifier ID by internally calling SetupTagpkR(ID) to create (K , S) for TID. If
input b = 1, the adversary chooses TID to be legitimate, which means that
(ID, K ) is added to the credentials database DB of R. For input b = 0, the
adversary chooses TID to be illegitimate and (ID, K ) is not added to DB.1 This
models the fact that an adversary can obtain (e.g., buy) legitimate tags and
create forgeries.

Draw(δ) → (vtag1, b1, . . . , vtagn, bn) Initially, the adversary cannot interact
with any tag but must query the Draw oracle to get access to a set of tags that
has been chosen according to a given tag distribution δ. This models the fact
that the adversary can only interact with the tags within his reading range. The
adversary usually only knows the tags it can interact with by some temporary
tag identifiers vtag1, . . . , vtagn . The Draw oracle manages a secret look-up
table � that keeps track of the real-tag identifier IDi that is associated with
each temporary tag identifier vtagi (i.e., �[vtagi ] = IDi ). Moreover, the Draw
oracle also provides to the adversary the information on whether the tags are
legitimate (bi = 1) or not (bi = 0).

Free(vtag) Contrary to Draw, the Free oracle makes a tag vtag inaccessible to
the adversary. This means that the adversary cannot interact with the tag vtag
any longer until it is made accessible again (under a new temporary identifier
vtag′) by another Draw query. This models the fact that a tag can get out of
the reading range of the adversary.

Launch( ) → π Makes the reader R to start a new instance π of the Ident pro-
tocol, which allows the adversary to start different concurrent Ident protocol
instances with the reader R.

SendReader(m, π) → m′ Sends a message m to the instance π of the Ident
protocol that is running on the reader R. The reader R interprets m as a proto-
col message of instance π of the Ident protocol and responds with a message
m′. This allows the adversary to perform active attacks on the Ident protocol.

SendTag(m, vtag) → m ′ Sends a message m to the tag TID that is known as vtag
to the adversary. TID interprets m as a protocol message of the Ident protocol
and responds with a message m ′. This allows the adversary to perform active
attacks on the Ident protocol.

Result(π) Returns 1 if the instance π of the Ident protocol has been completed
and the tag TID that participated in this instance π has been accepted by the
reader R. In case R identified an illegitimate tag, Result returns 0. This allows
the adversary to obtain auxiliary information on whether the authentication of
TID was successful or not.

1 Note that illegitimate tags created by the CreateTag oracle are initialized in the same way as
legitimate tags with the only difference that their identifier ID and secret K is not added to the
credentials database DB of R. As shown in [67], an adversary can use such tags to violate the
privacy objectives.
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Corrupt(vtag) → S Returns the current state S of the tag TID that is known as
vtag to the adversary. This model (physical) attacks on TID that discloses the
current tag state S (i.e., all information stored on or used by TID at the time of
corruption) to the adversary.

The V-Model [67] distinguishes the following adversary classes, which differ in
their ability to corrupt tags and the availability of auxiliary information (i.e., the
ability to call the Corrupt and the Result oracle):

• Weak adversaries cannot corrupt tags and are limited to eavesdropping and
manipulating the communication between the tags and the reader.

• Forward adversaries can obtain the state of the tags only as the last interaction
with the oracles defined above. This means that after having corrupted a tag for
the first time, a forward adversary can no longer observe any protocol execution
or interact with any tag or reader. However, he can still corrupt all remaining
non-corrupted tags.

• Destructive adversaries cannot reuse a tag after corrupting it. This means that a
destructive adversary cannot observe or interact with a corrupted tag nor can he
impersonate the corrupted tag to the reader. However, he can still observe and
interact with any non-corrupted tag.2

• Strong adversaries are not restricted in their ability to corrupt tags.

Moreover, the V-Model [67] defines narrow variants of the four adversary
classes described above (i.e., narrow-weak, narrow-forward, narrow-destructive,
and narrow-strong). In addition to the restrictions concerning tag corruption of the
corresponding adversary class, a narrow adversary cannot obtain auxiliary informa-
tion from the communication between the tags and the reader.

Definition 4 (Adversary classes [67]) An adversary is a probabilistic polynomial
time algorithm that has arbitrary access to all of the oracles described in Sect. 4.5.
Weak adversaries cannot access the Corrupt oracle. Forward adversaries can no
longer query any other oracle than Corrupt after they made the first query to the
Corrupt oracle. Destructive adversaries cannot query any oracle for vtag again after
they made a Corrupt(vtag) query. Strong adversaries have no restrictions on the use
of the Corrupt oracle. Narrow adversaries cannot access the Result oracle.

According to the above notation and definitions, we now recall the definitions of
correctness, security, and privacy of the V-Model [67].

2 Note that, in case of PUF-enabled RFID tags, a destructive adversary can corrupt the tag and
read out its memory whereas the properties of the PUF ensure that the PUF is destroyed and the
adversary does not obtain any information on the PUF.
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4.6 Definition of Correctness, Security, and Privacy

4.6.1 Correctness

Correctness describes the honest behavior of legitimate tags T and the reader R.
With overwhelming probability, the reader R returns outR = ID when interacting
with a legitimate tag TID and outR = ⊥ otherwise. More formally

Definition 5 (Correctness [53]) An RFID system RFID as defined in Definition 3
is correct if for every l ∈ N, every (skR, pkR, DB) ∈ [SetupReader(1l)] and every
(K , S) ∈ [SetupTagpkR(ID)] it holds with overwhelming probability that

Ident[TID : S; R :skR, DB; ∗ :pkR] → [TID : −; R :ID] .

4.6.2 Security Definition

The security definition given by the V-Model [67] focuses on attacks where the
adversary aims to impersonate or forge a legitimate tag. It does not capture security
against cloning and availability.

The definition of tag authentication is based on a security experiment ExpT -auth
Asec

where a strong adversary Asec must make the reader R to identify some tag TID in
some instance π of the Ident protocol. To exclude trivial attacks (e.g., relay attacks),
Asec is not allowed to simply forward all the messages from TID to R in instance
π nor to corrupt TID. This means that at least some of the protocol messages that
made R to return ID must have been partly computed by Asec without knowing the
secrets of TID. With ExpT -auth

Asec
= 1 we denote the case where Asec wins the security

experiment.

Definition 6 (Tag authentication [53]) An RFID system (Definition 3) achieves tag
authentication if for every strong adversary Asec Pr[ExpT -auth

Asec
= 1] is negligible.

Note that tag authentication is a critical property and hence must be preserved even
against strong adversaries.

4.6.3 Privacy Definition

The privacy definition of the V-Model [67] is very flexible and, dependent on the
adversary class considered (see Definition 4), it covers different notions of privacy.
It captures anonymity and unlinkability and focuses on the privacy leakage of the
communication of tags with the reader R. It is based on the existence of a simulator
B, called blinder, that can simulate the tags and the reader R without knowing
any of their secrets such that an adversary Aprv cannot distinguish whether it is
interacting with the real or the simulated RFID system. The rationale behind this
simulation-based definition is that the communication of the tags with the reader
R does not leak any information about the tags. Hence, everything the adversary
Aprv observes from the interaction with the tags and the reader R appears to be
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Fig. 1 Privacy notions defined in the PV-Model [53] and their relations

independent of the tags and consequently, Aprv cannot distinguish different tags
based on their communication, which corresponds to unlinkability.

In the following, we express this privacy definition in a more formal way by a
privacy experiment Expprv-b

Aprv
. Let Aprv be an adversary according to Definition 4,

l ∈ N be a given security parameter and b ∈R {0, 1}. In the first phase of the
experiment, the reader R is initialized with (skR, pkR, DB) ← SetupReader(1l).
The public key pkR is given to Aprv and to the simulator B. Now, Aprv is allowed
to arbitrarily interact with all oracles defined in Sect. 4.5. Hereby, Aprv is subject to
the restrictions of its corresponding adversary class (see Definition 4). If b = 1, all
queries to the Launch, SendReader, SendTag, and Result oracles are redirected
to and answered by the simulator B. Hereby, B can observe all queries Aprv makes
to all the other oracles that are not simulated by B and the corresponding responses
(“B sees what Aprv sees”). After a polynomial number of oracle queries, the second
phase of the experiment starts. In this second stage, Aprv can no longer interact with
the oracles but is given the hidden table � of the Draw oracle. Finally, Aprv returns

a bit b′, which we denote with Expprv-b
Aprv

= b′.

Definition 7 (Privacy [67]) Let C be one of the adversary classes according to Def-
inition 4. An RFID system (Definition 3) is C-private if for every adversary Aprv of
C there is a probabilistic polynomial time algorithm B (blinder) such that

Advprv
Aprv

=
∣∣∣Pr
[
Expprv-0

Aprv
= 1
]

− Pr
[
Expprv-1

Aprv
= 1
]∣∣∣

is negligible. B simulates the Launch, SendReader, SendTag, and Result oracles
to Aprv without having access to skR and DB. Hereby, all oracle queries Aprv makes
and their corresponding responses are also sent to B.

All privacy notions defined in the PV-Model [53] are summarized in Fig. 1,
which also shows the relations among them. It has been shown that strong privacy
is impossible [67] while the technical feasibility of destructive privacy has been an
open problem.

5 A PUF-Based Destructive-Private RFID Protocol

In this section, we address an open problem of [67] by presenting the first
destructive-private RFID protocol. Our protocol is based on the weak-private pro-
tocol of [67], which is a simple challenge–response protocol. To achieve destruc-
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Fig. 2 Destructive-private PUF-based RFID protocol

tive privacy, in our protocol, the tag T does not directly use its state S as authenti-
cation key K . Instead, K is derived by evaluating a physically unclonable function
P on input S each time K is needed. Hence, the properties of the PUF ensure that
the adversary cannot access the tag secret K but destroys the tag T by any attempt
to corrupt it.

Let l ∈ N be a given security parameter, α, β, γ, κ ∈ N be polynomial in l and
F : {0, 1}κ ×{0, 1}2α −→ {0, 1}β be a family of pseudorandom functions. Each tag
T is equipped with a PUF P : {0, 1}γ −→ {0, 1}κ and is initialized by a random
state S ∈R {0, 1}γ . The credentials database DB of the reader R contains a tuple
(ID, K ) for each legitimate tag TID where K ← P(S).

Our destructive-private tag authentication protocol is illustrated in Fig. 2. The
reader R starts by sending a random challenge a to the tag TID, which first chooses
a random value b and then queries its PUF with its state S to reconstruct its tag
authentication secret K . Next, the tag TID evaluates FK (a, b), sends the result c
and b to the reader R, and immediately erases K , a, b and c from its temporary
memory. On receipt of c the reader R recomputes FK (a, b) for each tuple (ID, K )

in its credential database DB until it finds a match. If the reader R finds a matching
(ID, K ), it accepts the tag TID by returning ID. Otherwise, the reader R rejects the
tag TID and returns ⊥.

5.1 Correctness

Clearly, if both tag TID and reader R are legitimate, then the correctness of the
Ident protocol shown in Fig. 2 follows directly from the properties of the PRF F
(see Definition 1) and the correctness of the PUF P (see Definition 2).
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6 Security Analysis

6.1 Tag Authentication

Theorem 1 The RFID protocol illustrated in Fig. 2 achieves tag authentication
(Definition 6).

Proof Assume by contradiction that the protocol shown in Fig. 2 does not achieve
tag authentication. This means that there is an adversary Asec who can generate,
with non-negligible probability p, a protocol message (b̃, c̃) for a given ã such that
c̃ = FK̃ (ã, b̃) where (ĨD, K̃ ) ∈ DB without having made a Corrupt or
SendTag(ã, ·) query to the tag TĨD. In the following, we show that Asec can be
transformed into a probabilistic polynomial time algorithm Aprf that contradicts the
security property of the underlying PRF F (Definition 1). Hence, the pseudoran-
domness of F ensures that there is no such adversary Asec.

The construction of Aprf is as follows: Given the security parameters l, κ , α,
β and a description of the PRF F from the PRF-challenger Cprf, Aprf initializes
the RFID system by first choosing γ polynomial in l and then setting skR ← ∅,
pkR ← (l, γ, κ, α, β, F) and DB ← ∅. Then Aprf guesses the identifier ĨD of the
tag TĨD that will be impersonated by Asec. Note that the probability of correctly
guessing ĨD is polynomial since Asec can create at most a polynomial number of
tags. Next, Aprf initializes Asec with (l, γ, κ, α, β, F) and simulates all the oracles
defined in Sect. 4.5 to Asec:

• CreateTag(ID) : If there already is a tuple (ID, ·, ·) ∈ DB or if ID = ĨD, then
Aprf aborts. Otherwise, Aprf chooses S ∈R {0, 1}γ and K ∈R {0, 1}κ and updates
DB ← DB ∪ {(ID, K , S)}.

• Draw, Free, Launch: The simulation of the Draw, Free, and Launch oracle is
straightforward. Note that Aprf knows the secret look-up table � of the Draw
oracle.

• SendTag(a, vtag): If �[vtag] = ĨD, then Aprf responds with b ∈R {0, 1}α and
c ← OFK̃ (a, b). Else, Aprf gets (�[vtag], K , S) from DB and responds with b ∈R

{0, 1}α and c ← FK (a, b).
• SendReader(∅, π): If π has been previously generated by a Launch oracle

query and the corresponding protocol transcript is trπ = ∅, then Aprf returns
a ∈R {0, 1}α and updates trπ ← a.

• SendReader ((b, c), π): If π has been previously generated by a Launch oracle
query and the corresponding protocol transcript is trπ = a, then Aprf updates
the protocol transcript trπ ← (a, b, c) and aborts otherwise.

• Result(π): If π has been previously generated by a Launch oracle query and
the corresponding protocol transcript trπ = (a, b, c) has been obtained through
a ← SendReader(∅, π), then computes c′ ← FK (a, b) for each tuple (ID, K )

in DB. If a c′ = c for some (ID, K ) then returns 1, otherwise returns 0.
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• Corrupt(vtag): If there is a tuple (�[vtag], K , S) in DB, Aprf returns S. Note that
according to Definition 6, Asec is not allowed to corrupt the tag TĨD and hence,
Aprf needs not to simulate the Corrupt oracle for the tag TĨD.

With non-negligible probability, after a polynomial number of oracle queries,
Asec returns a protocol message (b̃, c̃) for a given ã. Next, Aprf sends x ← (ã, b̃) to
Cprf who responds with the challenge y, which is either y ← FK̃ (x) or y ∈R {0, 1}β .
In case y = c̃, Aprf returns 0 and 1 otherwise.

Note that in case b = 1, Aprf perfectly simulates all oracles defined in Sect. 4.5
to Asec. Hence, in case b = 1, by assumption Asec generates (b̃, c̃) for any given ã
such that c̃ = FK̃ (ã, b̃) holds with non-negligible probability. In return, this means
that Aprf has a non-negligible advantage of distinguishing the output of F and a
randomly chosen value. Clearly, this contradicts the pseudorandomness of the PRF
F (Definition 1), which proves Theorem 1. "#

6.2 Destructive Privacy

Theorem 2 The RFID protocol illustrated in Fig. 2 achieves destructive privacy
(Definition 7).

Proof According to Definition 7, destructive privacy means that there is a blinder B
that simulates the Launch, SendTag, SendReader, and Result oracle such that
no destructive adversary Aprv (Definition 4) can distinguish between the blinder B
and the real oracles. Hence, to prove Theorem 2, we first give the construction of the
blinder B and then show that every destructive adversary Aprv has at most negligible
probability to distinguish the blinder B from the real oracles.

The blinder B is initialized with the security parameters l, γ , κ , α, β and the
public key pkR of the reader R and works as follows:

• Launch( ): The simulation of the Launch oracle is straightforward.
• SendTag(a, vtag): Return b ∈R {0, 1}α and c ∈R {0, 1}β .
• SendReader (π): Return a ∈R {0, 1}α .
• SendReader ((b, c), π): Since oracle queries of this form do not generate any

output nor change the state of the tag and the reader, the blinder B needs not to
simulate their responses.

• Result(π): If π has been previously generated by a Launch oracle query and the
corresponding protocol transcript trπ = (a, b, c) has been generated by a ←
SendReader (∅, π) and (b, c) ← SendTag (a, vtag), return 1 and 0 otherwise.

In the following, we show that if there is a destructive adversary Aprv who can
distinguish the blinder B from the real oracles, then we can use Aprv to construct a
polynomial time algorithm that violates the security properties of either the under-
lying PRF F or the PUF P.

Let game game(0) be the game where the adversary Aprv interacts with the real
oracles as defined in Sect. 4.5. Now consider the following hybrid game game(1) that
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is exactly as game(0) with the only difference that the states S and the authentication
secrets K of all tags are simulated by randomly chosen values. In the following,
we show that if Aprv can distinguish between game(0) and game(1), then we can
use Aprv to construct a polynomial time algorithm Apuf that contradicts the security
property of the PUF P (Definition 2).

According to the protocol specification given in Sect. 5, the states and PUFs
of different tags are chosen independently. Moreover, Apuf can trivially simulate
different tags by following the protocol specifications. Hence, we assume w.l.o.g.
that Aprv creates just one single tag TID during his attack. To create this tag TID,
Apuf chooses S ∈R {0, 1}γ and sets K ← OP(S). Note that OP(S) returns either
K ← P(S) as in game(0) or K ∈R {0, 1}κ as in game(1). Now, Apuf can interact with
all the oracles defined in Sect. 4.5 that are simulated by Apuf based on the input of
Cpuf. The simulation of the Draw, Free and Launch oracle is straightforward. Note
that the output of the Result and Corrupt oracle is independent of the PUF of tag
TID and hence, these oracles can be simulated in a trivial way. Since SendReader
queries generate no output and do not change the state S of the tag TID, they need
not be simulated by Apuf. On a SendTag(a, vtag) oracle query, Apuf responds with
b ∈R {0, 1}α and c ← FK (a, b).

Note that Aprv is a destructive adversary and hence, by making a Corrupt(vtag)

query, Aprv can obtain the state S of the tag vtag but he can no longer send any query
that involves the tag vtag afterward. After a polynomial number of oracle queries,
Aprv returns a bit b′. In case b′ = 1 (which indicates that Aprv detected B), with
non-negligible probability OP must have returned a random K ∈R {0, 1}κ . Hence,
Apuf can distinguish the between the output of a PUF and a randomly chosen value,
which contradicts the security property of the PUF (Definition 2). As a result, it
follows that

∣∣∣Pr
[
game(0) = 1

]
− Pr

[
game(1) = 1

]∣∣∣ (1)

is negligible.
Next, consider the hybrid game game(2) that is exactly as game(1) with the only

difference that the SendTag oracle is simulated by the blinder B as described above.
In the following, we show that if Aprv can distinguish between game(1) and game(2),
then we can use Aprv to construct a polynomial time algorithm Aprf that contradicts
the security property of the PRF F (Definition 1).

Let q ∈ N be the number of SendTag queries made by Aprv, which is polyno-
mial in l. Moreover, let i ∈ {0, . . . , q}. Now consider the following hybrid game
gamei with Aprv: The first i SendTag queries of Aprv are answered by the blinder
B (as in game(2)), while the remaining q − i queries are forwarded and answered by
the real SendTag oracle (as in game(1)). Note that game0 corresponds to game(1)

whereas gameq corresponds to game game(2). Hence, and due to the contradicting
assumption made at the beginning of the proof, it holds that

Advprv
Aprv

= ∣∣Pr[game0 = 1] − Pr[gameq = 1]∣∣
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is non-negligible. In return, this means that there must be some index i ∈ {1, . . . , q}
such that

∣∣Pr[gamei−1 = 1] − Pr[gamei = 1]∣∣ (2)

is non-negligible. Note that Eq. (2) implies that w.l.o.g. Aprv detects B in game
gamei with non-negligible probability while he has at most negligible probability to
detect B in game gamei−1.

We can use Aprv to construct the following polynomial time algorithm Aprf
that violates the security property of the PRF F (Definition 1). Therefore, Aprf
plays the hybrid game game′

i with Aprv, which is like gamei except that the i-th
SendTag(a, vtag) query is answered as follows: Aprf chooses b ∈R {0, 1}α and
sends x ← (a, b) to the PRF-challenger Cprf, which responds with y ← OF (x) that
is either y = FK (x) or y ∈R {0, 1}2α Then, Aprf sends (b, c) to Aprv. Note that, in
case Cprf sends y = FK (x) then game′

i = gamei−1 and game′
i = gamei otherwise.

Hence, if Aprv returns 1 (which indicates that Aprv detected B) then Aprf must have
played gamei . Clearly, this allows Aprf to distinguish the output of the PRF F from
a random value, which contradicts the security property of the PRF (Definition 1).
Hence, the PRF ensures that Eq. (2) is negligible and, as a consequence, that

∣∣∣Pr
[
game(1) = 1

]
− Pr

[
game(2) = 1

]∣∣∣ (3)

is negligible.
Next, consider the hybrid game game(3) that is exactly as game(2) with the only

difference that the Result oracle is simulated by the blinder B as described above.
In the following, we show that if there is an adversary Aprv who can distinguish
between game(2) and game(3), then Aprv can be used to construct a polynomial time
algorithm Asec that contradicts tag authentication (Definition 6).

In the following, let p ∈ N be the number of Result queries made by Aprv, which
is polynomial in l. Moreover, let i ∈ {0, . . . , p}. Now consider the following hybrid
game game∗

i : The first i Result queries of Aprv are answered by the blinder B (as
in game(3)), while the remaining p − i queries are forwarded and answered by the
real Result oracle (as in game(2)). Note that game∗

0 corresponds to game(2) whereas
game∗

p is equivalent to game(3). Hence, and due to the contradicting assumption
made at the beginning of the proof, it holds that

Advprv
Aprv

=
∣∣∣Pr[game∗

0 = 1] − Pr[game∗
p = 1]

∣∣∣

is non-negligible. In return, this means that there must be some index i ∈ {1, . . . , p}
such that

∣∣Pr[game∗
i−1 = 1] − Pr[game∗

i = 1]∣∣ (4)
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is non-negligible. Note that Eq. (4) implies that w.l.o.g. Aprv detects B in game
game∗

i with non-negligible probability while he has at most negligible probability to
detect B in game game∗

i−1. This means that in game∗
i Aprv runs a protocol instance

π where the Result oracle simulated by B returns a different output then the real
Result oracle. According to the description of B given at the beginning of this
proof and the definition of the Result oracle in Sect. 4.5, this can only happen if
Aprv generates a protocol transcript trπ = (a, b, c) such that c = FK (a, b) where
(ID, K ) ∈ DB and tag TID have not been corrupted by Aprv. However, as shown in
the proof of Theorem 1 this can only happen with negligible probability. Hence, tag
authentication ensures that Eq. (5) is negligible and thus

∣∣∣Pr
[
game(2) = 1

]
− Pr

[
game(3) = 1

]∣∣∣ (5)

is negligible as well.
Note that game(3) corresponds to the game where Aprv interacts with a full blin-

der B. Hence, from Eqs. (1), (3) and (5) it follows that

∣∣∣Pr
[
game(0) = 1

]
− Pr

[
game(3) = 1

]∣∣∣

is negligible. This means that Aprv cannot distinguish between the real oracles and
the full blinder B, which completes the proof of Theorem 2. "#

7 Conclusion

In this chapter, we have shown that physically unclonable functions are a very inter-
esting and promising approach to improve the security and privacy of existing RFID
systems. However, several aspects of PUFs and their deployment to RFID require
further research. Since PUFs are bound to the device in which they are embedded,
no other entity can verify the output of a PUF to a given challenge without know-
ing the correct output value in advance. Another problem with PUFs is that their
realizations require careful statistical testing before they can be safely deployed to
real-security critical products. Moreover, to our knowledge, there is no complete
security and adversary model for PUFs yet.
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Authentication of Processor Hardware
Leveraging Performance Limits in Detailed
Simulations and Emulations

Daniel Y. Deng, Andrew H. Chan, and G. Edward Suh

1 Introduction

As the need for secure and trusted computation escalates, hardware architecture,
in addition to traditional software techniques, is playing an increasingly important
role in securing computer systems. Hardware serves as a foundation for trust in
software; software security mechanisms can be compromised if hardware is inse-
cure. Moreover, trusted hardware is starting to provide new security features. Recent
Intel microprocessors are enhanced with Trusted eXecution Technology (TXT) [8]
and many computing systems are already equipped with a trusted platform module
(TPM) [22]. Researchers have also proposed “secure processor” solutions includ-
ing XOM [12] and AEGIS [20] that provide hardware protection against physical
tampering as well as software exploits.

In addition to enhancing the security of individual systems, secure processors
also enable trusted applications over the network if they can be authenticated and
trusted by a remote system. A system can be trusted to protect sensitive information
and perform operations correctly based on trusted hardware even when its opera-
tor or environment cannot be trusted. As an example, imagine an Internet banking
application where a user performs sensitive financial transactions on a terminal. In
traditional systems, the banking server can only assume that a user uses a secure
terminal even though the terminal may be compromised. If the terminal is equipped
with a secure processor, the processor can attest software running on the terminal
and guarantee an untampered execution with its security mechanisms. In a similar
fashion, the secure processor can also enable certified distributed computation on
the Internet, trusted peer-to-peer systems, trusted mobile agents, a strong form of
digital rights management (DRM), etc.

To be trusted, secure hardware must convince other systems that they are indeed
interacting with authentic hardware of a trustworthy design, not a software emulator
or untrustworthy hardware. As an example, without authentication of TPM hard-
ware, a virtual machine can simply pretend to be a TPM by emulating its external
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behavior. Obviously, a simple identifier such as a serial number is insufficient for
the authentication purpose because it is easy to forge. This chapter aims to enable
bootstrapping of trust between remote systems by checking the authenticity of hard-
ware.

Today’s approach to authenticate an unknown system relies on the public key
cryptography and a certificate authority (CA). In this approach, secure hardware
contains private/public key pairs, where the private portion never leaves the chip.
If an authentic public key is known, the corresponding hardware can be checked
using a private key signature. For arbitrary computers on the Internet, however,
determining whether a public key indeed belongs to trusted hardware is a difficult
challenge and requires a certificate authority (CA) in today’s approach. For example,
to enable authentication of secure processors, a CA needs to obtain a public key of
each processor at a trusted location where it knows the processor is authentic. Then,
the CA creates a certificate by signing the processor’s public key with its private
key. In the field, a party who wants to authenticate an unknown system must first
trust the CA, obtain the public key of the CA, and verify the processor’s certificate
to ensure that the public key belongs to a trusted secure processor.

Unfortunately, this certificate-based approach faces a number of limitations [6]
when applied to hardware (processor). First, there is a serious concern for privacy;
activities done with a particular processor can be linked together because one public
key pair is used for authentication. Second, if a certificate is issued for a wrong
public key or a private key becomes exposed, the authentication scheme is bro-
ken and an adversary can easily impersonate the corresponding secure processor.
Finally, the centralized CA introduces cost and scalability issues. Today, for web-
sites, companies such as Verisign charge website owners for their service as a trusted
party. Requiring such costly services can severely limit the applications of secure
processors.

This chapter proposes to directly check the authenticity of hardware based on
its low-level implementation details instead of relying only on a certificate. More
specifically, our approach exploits the fact that the microarchitecture of modern
high-end processors, including speculative and out-of-order execution mechanisms,
branch prediction, memory hierarchy is very complex and different for each proces-
sor model. In our approach, a secure processor is challenged to provide a checksum
that depends on cycle-by-cycle activities of its internal micro-architectural mecha-
nisms for a given code within a time limit. Even after years of research in develop-
ing fast simulation technologies for design space exploration and design validation,
accurate simulation or emulation of processor microarchitecture is still extremely
slow compared to real hardware. In fact, the gap between the hardware speed and
the simulation speed is widening as the number of transistors on a chip increases
exponentially. Moreover, producing a high-end microprocessor is becoming pro-
hibitively expensive as processor complexity and fabrication costs increase. As a
result, only an authentic secure processor hardware can compute a correct checksum
fast enough.

This proposed technique complements the traditional certificate approach. There
is no privacy concern because the authentication process only reveals that a
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processor is a particular model, but not which particular instance. The processor can
easily have many independent key pairs. Also, impersonating a secure processor is
difficult even if a legitimate private key or all of the microarchitecture details are
known; an adversary still needs to compute the checksum as fast as real hardware.
Finally, our approach enables secure processors to be introduced in a distributed
fashion without relying on a few centralized certificate authorities.

Detailed microarchitecture simulations and an RTL implementation demonstrate
that the proposed approach is indeed viable. The hardware extension to compute
the microarchitecture checksum is simple and only requires negligible amounts of
additional hardware resources. Moreover, even a small difference in the proces-
sor’s microarchitecture results in significant deviation in the checksum, therefore
an adversary will not be able to use other processors or a stripped down FPGA
implementation to impersonate a secure processor. Also, even with recent advances
in simulation technologies, simulations are still multiple orders of magnitude slower
than real hardware; an adversary will not be able to use simulations to obtain valid
checksums fast enough. We believe that the only viable attack on the proposed
approach is to build a clone of the secure processor that has an identical microarchi-
tecture and comparable performance but without the security features of an authentic
secure processor, which is prohibitively difficult and expensive for most adversaries.

The rest of the chapter is organized as follows. Section 2 outlines our threat
model and assumptions. Section 3 describes our proposed authentication approach.
Sections 4 and 5 discuss the architectural mechanisms and challenge programs
that are required to realize the approach. Section 6 evaluates the overhead and the
security of our scheme through simulations and an RTL implementation. Section 7
compares related works and Sect. 8 concludes.

2 Threat Model

Figure 1 illustrates the security challenge that this chapter addresses. As shown in
the figure, a verifier (V ) interacts with a target secure processor (T ) through an
untrusted network. The target system (T ) contains a private/public key pair (SKT ,
PKT ), which is unique for each secure processor instance. We assume that a secure
processor can internally generate private–public key pairs in a way that the private
keys are only known to the processor hardware. For example, a processor can use a

Verifier (V)
Target System (T )

w/ SKT, PKT 

Untrusted
Network

Untrusted
Network

Does PKT
belong to a

secure
processor?  

Attack on the protocol

Fake hardware

Malicious software

Fig. 1 The challenge and the threat model
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hardware random number generator to produce a unique key as in TPMs [22] or use
other methods such as physical unclonable functions [19].

The goal of the verifier is to ensure that the target system contains secure pro-
cessor hardware of a particular model and obtain its public key (PKT ). Note that
our authentication scheme only aims to associate a key with a particular proces-
sor model, but not to a particular instance. Once a public key is bootstrapped, the
verifier can later use the public key and ensure that it is communicating with the
same instance again. This chapter focuses only on the initial bootstrapping of trust
and does not discuss additional security features that utilize the bootstrapped public
key. Previous studies in secure architecture provide various mechanisms such as
attestation, secure execution environments, encrypted storage, secure I/O to enable
secure applications [8, 12, 20, 22].

Our threat model trusts manufacturer to properly implement security features and
not to produce insecure clones. We assume that a secure processor chip is protected
from physical tampering during execution so that its internal state and operation
cannot be tampered with or observed directly by physical means. Therefore, an
adversary cannot physically tamper with an on-chip authentication mechanism or
directly extract private keys or authentic checksums in on-chip registers. We also
assume that both hardware and software of the verifier is secure and do not consider
attacks on the verifier. Additionally, this chapter mainly aims to handle common
adversaries who may be reasonably well-funded hardware/software experts, but not
government agencies with almost unlimited resources.

Given that an adversary cannot directly extract a private key from an authentic
secure processor, a successful attack must fool the verifier to trust a public key that
belongs to the adversary or an insecure processor. We assume that an adversary may
control the network and may own an authentic secure processor chip, providing the
adversary with three possible avenues to pursue. First, an adversary can monitor
and possibly even redirect the communication between the verifier and the target
system. Second, an adversary can install malicious software on the secure processor
that it controls. However, we assume that the secure processor has an attestation
mechanism as in TPMs and AEGIS so that the verifier can detect the malicious
software once a legitimate public key is bootstrapped. Finally, an adversary can
use various hardware, such as different processors, FPGAs, and custom chips, to
impersonate an authentic secure processor.

3 Authentication Approach

The goal of a verifier (V ) is to check that a public key P KT from the target system
(T ) belongs to an authentic hardware, not a simulator or emulator, of a particular
model. Here, we assume that an authentic secure processor has a private key that is
only known to itself.

Our approach leverages the complex cycle-by-cycle low-level microarchitecture
state of modern high-end processors. Effectively, a microprocessor pipeline is used
as a complex function that maps a set of challenges to responses based on the
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implementation details. In our context, a challenge is a program or a test vector
to run on the processor, and a response is a checksum computed based on cycle-
by-cycle internal processor operations. We call this function, microarchitecture sig-
nature function (MSF). For security, the MSF must be different for each processor
model and each challenge, be efficiently computable only by an authentic processor,
and be difficult to duplicate or simulate quickly. For usability, the MSF must be
deterministic and consistent across all instances of the same model.

Due to optimization techniques for instruction level parallelism such as spec-
ulation and reordering, the cycle-by-cycle state of a processor pipeline during a
program execution will be different for each processor design. For example, an in-
order pipeline is noticeably different from an out-of-order processor pipeline with
speculation techniques even when both processors implement the same instruction
set architecture. Therefore, the checksum computed for the internal processor func-
tions will be different for each processor microarchitecture and each program and
can serve as a fingerprint of a microprocessor model.

At the same time, this fingerprint (checksum) is difficult to forge. Only authen-
tic secure processors that implement a particular microarchitecture can compute
correct checksums quickly and efficiently. The microarchitecture of a modern high-
performance processor is very complex and becoming even more complex as the
number of transistors increases. Due to this complexity, accurate cycle-by-cycle
simulations of internal processor operations are extremely slow and building a pro-
cessor clone of a particular microarchitecture is very difficult and expensive.

To prevent an adversary from simply using an authentic secure processor to
obtain a valid response and impersonate the processor, the interface to the MSF must
be restricted to legitimate uses. In our design, a processor provides the following
three interfaces to software layers:

• MSF_SIGN(challenge): Produce H(PKT ||response), the hash of the proces-
sor’s public key and the response for a given challenge. This operation is used by
the target system.

• MSF_VERIFY(challenge, signature, PK): Check if a given signature
matches H(P K ||response) for a given challenge. Returns TRUE or FALSE.

• MSF_CRP(): Return a Challenge–Response Pair (CRP) for a randomly chosen
challenge.

Figure 2 shows our authentication process, with an example protocol. First, a ver-
ifier (V ) initiates the process by sending an AuthRequest message to a target system
(T ), which replies with its public key PKT and its hardware model, claiming to be
a particular processor design. To validate the claim, the verifier sends a challenge
to the target. The challenge could be a full program or simply a seed to a program
(see Sect. 5). The target replies with a signature from MSF_SIGN: runs the challenge
and hashes (cryptographic hash such as SHA256) the response with its public key
to bind the public key with the response. The verifier checks the hash using either
its built-in MSF_VERIFY function or a previously obtained challenge–response pair
(CRP).
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(1) AuthRequest 
Verifier (V) 

Processor (Type A), 
simulator, or CRP 

Target System (T) 

Processor (Type A) 
w/ SKT ,  PKT (2) { Type A ,  PKT }  

(3) Challenge 
(4) Run Challenge to  
     get Response  
     (MSF_Sign) (5) H(PKT  || Response)  (6) Verify the hash  

     (MSF_Verify) 

Fig. 2 The authentication protocol based on microarchitectural features

To prevent an adversary from using a simulator to obtain the response, the verifier
sets a time limit on the response from the target. If the response is not received
within the predetermined limit, the authentication fails. The time limit is set to be
the time required for an authentic hardware to run the challenge plus the worst-case
network latency. Note that this limit even with the network latency can be made
much smaller than the time required for the fastest simulator to compute the correct
response by increasing the execution time for a challenge. The verifier also changes
the challenge for each authentication to ensure that an adversary cannot replay a
recorded response.

To prevent denial of service attacks, the target system needs to limit the execution
time of a challenge and the frequency of the authentication requests. The challenge
programs must also be properly isolated so that they cannot perform sensitive system
calls. Operating systems normally perform such isolation using software layers and
virtual machine techniques.

Figure 3 compares our approach with a traditional certificate-based approach. In
the certificate-based framework, a trusted certificate authority (CA) issues a certifi-
cate for each instance of a secure processor. The CA must somehow establish trust
with each and every processor instance before it can issue a certificate. As a result, a
few centralized CAs must provide service for millions of devices, each CA presents
a single point of failure and this brings scalability and availability issues.

The proposed scheme enables processor authentication in a more distributed
fashion as shown in Fig. 3b. First, a verifier can independently authenticate a target
without a trusted third party if it has access to any authentic secure processors of
the target’s model (use MSF_VERIFY). Similarly, if the vendor releases an accurate
simulator for a particular processor model, anyone can authenticate any instance
of the model in a completely distributed fashion. Even if a verifier does not have
an authentic processor of the target’s model, the processor vendor or any secure
processor of the same model can provide a randomly selected challenge–response
pair (CRP) using the MSF_CRP primitive. Unlike a traditional CA, the trusted party
here does not need to bootstrap each target instance. The verifier can save and use the
CRP for an authentication process at any time. Note that this approach of distribut-
ing CRPs does not cause a security problem because obtaining a random CRP does
not help an adversary in predicting the correct response for a particular challenge
asked by a verifier.

In addition to its distributed nature, the proposed scheme preserves privacy
because a single processor can easily use many different public keys. Also, the



Authentication of Processor Hardware Leveraging Performance 315

Instance1
Type A, SK1  Certificate

Authority (CA)  
Instance K

Type A, SKK  

Instance N 
Type B, SKN

Verifier 

Bootstrap & Issue 

certificates 

PKCA

Check certificate 

Accurate Simulator
(Type B processor)  

Instance1
Type A, SK1 

Instance K
Type A, SKK 

Instance N
Type B, SKN 

Verifier /w
Type A processor  

…

…

…

…

Check by itself 
(MSF_Verify) 

Trusted Party /w 
Type B processor 

CRP 
(MSF_CRP) CRP 

Fig. 3 The authentication infrastructures. (a) Certificate-based authentication, (b) MSF-based
authentication

scheme enhances the security of traditional approaches by requiring authentic hard-
ware. In traditional certificate-based systems, an adversary can easily impersonate
an authentic processor if he or she can extract a private key of the processor even if
the attack destroys the processor. However, in our approach, obtaining an authentic
private key alone is not sufficient without also having a functional secure processor
that can compute the checksum fast enough.

4 Hardware Design

This section describes hardware extensions to construct the MSF on modern high-
end processors using internal pipeline checksums. For security, the checksums must
reflect details of architectural features and be sensitive to even small differences in
them. For reliability, the checksums must be consistent so that all processors of the
same model can generate the same response.

4.1 Microarchitectural Features

Processor microarchitecture is defined by the processing core and the memory hier-
archy. In modern superscalar processors, the core architecture is largely determined
by the mechanisms for speculative and out-of-order execution and the memory hier-
archy is mostly determined by cache architecture. We design our checksum mecha-
nisms taking into consideration the internal operations that can effectively represent
these key microarchitectural features.

Modern high-performance processors speculatively fetch and execute instruc-
tions by predicting the control flow and recovering from an incorrect prediction.
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Because the branch prediction accuracy has a critical impact on the processor per-
formance, the branch predictor is continuously improving and each architecture
design uses a unique predictor in terms of its algorithm, size, and organization.
For a difficult-to-predict stream of branches, different predictors are very likely to
produce significantly different traces of correct and incorrect predictions and lead to
different traces of fetched instructions. Therefore, a cycle-by-cycle record of fetched
instructions exposes how support for speculative execution is implemented in a pro-
cessor.

Modern processors also allow multiple instructions to be dispatched in each cycle
in an out-of-order fashion in order to maximize the performance. Each processor
architecture will differ in the exact mechanism to support out-of-order execution
depending on the size of the buffer to store waiting instructions, how aggressively
loads are speculatively reordered, etc. Hence, tracking the dispatched instructions
exposes the provisions for out-of-order execution unique to each processor.

Caches improve performance by keeping recently used data close to the process-
ing core so that they can be accessed more quickly. Cache design parameters have
a significant impact on the latency of instruction and data accesses. Cache hit and
miss traces will vary greatly depending on the size and organization of the cache.
These variations are reflected in the trace of the fetched and issued instructions of the
processor pipeline. Cache hits result in the fetch of new instructions and free space
in the load/store queues while misses can cause stalling or idle slots in the pipeline.

4.2 Checksum Computation

To incorporate effects of various microarchitectural mechanisms, our checksum
includes the fetched and dispatched instructions in each cycle. While the check-
sums can easily include more details in each pipeline stage, we found the fetched
and dispatched instructions (augmented with cycle counts) capture almost all of
the plausible microarchitecture discrepancies between any two processor designs.
For example, a cycle-by-cycle record of fetched instructions reflect the speculation
mechanisms such as branch predictors and instruction cache hits/misses. Similarly,
the record of dispatched instructions shows the behavior of dynamic scheduling and
data caches.

Figure 4a shows a modern superscalar processor augmented with checksum units
to monitor fetched and dispatched instructions and a hash engine. For the MSF
checksums, a processor is augmented with a checksum unit for each fetch and
dispatch slot. For example, a 32-bit four-way superscalar processor will produce
four 32-bit checksums for fetched instructions and four 32-bit checksums for dis-
patched instructions. The checksum units are zeroed and initiated at the start of a
challenge program. At the end of the challenge, all checksums are combined by a
cryptographic hash to generate the final response.

Figure 4b shows how each checksum is computed, which applies to both fetched
and dispatched instructions. In each cycle, the checksum circuit either ADDs or
XORs the incoming 32-bit value. The toggling between an ADD and an XOR allows
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(a) A modern superscalar processor augmented
with hardware enhancements for secure authentication.

(b) A checksum circuit for monitoring fetched instructions.

Fig. 4 Processor extensions for MSF and an individual checksum unit. (a) A modern superscalar
processor augmented with hardware enhancements for secure authentication. (b) A checksum cir-
cuit for monitoring fetched instructions

the results of the accumulation to be strongly ordered; deviation in the order of the
incoming values would alter the checksum results. In the checksum, idle cycles in
addition to real instructions are important because they may indicate interesting
events such as a cache miss or branch misprediction. To account for these idle
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cycles, our checksum units include the number of idle cycles encountered since
the start of a challenge on each idle cycle. Note that an adversary must know exact
cycle-by-cycle pipeline operations in order to compute a correct checksum. As a
result, checksums using simple additions and XORs are sufficient without expensive
cryptographic hash functions.

4.3 New Instructions

We introduce five new instructions summarized in Fig. 5 to support the three MSF
operations. First, the MSF_BEGIN and MSF_END instructions have the processor inter-
nally generate a response for a challenge program. The MSF_BEGIN instruction pre-
pares the processor for a deterministic execution and initiates the checksum com-
putation. The instruction first disables interrupts, loads challenge code and data into
the L2 cache, and sets the TLB to preclude off-chip accesses. Then, the processor
is bootstrapped into a deterministic state by clearing any non-deterministic state
including the pipeline, L1 caches, cache controller buffers, and branch predictor
tables and starts the checksum units. The MSF_END stops the checksum units, com-
pute a response by hashing checksums, stores the response in an internal regis-
ter, and enables interrupts. Second, the MSF_SIGN and MSF_VERIFY instructions
use the stored response to provide MSF operations. The MSF_SIGN instruction
outputs the hash of the concatenation of its public key and the response. The
MSF_VERIFY instruction allows the hash from another processor in response to a
particular challenge to be checked. The instruction gets a public key (PKT ) and a
hash (H(PKT ||Response)) as arguments, computes the hash with its own response,
and checks if the two hashes match. Finally, the MSF_CRP instruction runs a hard-
coded challenge code with a random seed and returns its response (see Sect. 5 for a
challenge code design).

4.4 Non-determinism

For reliable authentication, a processor must produce a consistent response to a
challenge every time the same challenge runs. Because a microprocessor is essen-

Fig. 5 MSF instructions
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tially a finite state machine, its cycle-by-cycle behavior will be deterministic if non-
deterministic state and signals are eliminated. In fact, microprocessors often support
short but deterministic execution for post-silicon validation. A previous study also
demonstrated a longer deterministic execution for modern microprocessors [5].

The two sources for non-determinism in current microprocessors are inconsistent
initial state and inconsistent arrival times of signals during an execution. In this
work, to ensure consistent initial state, the processor sets up its state on MSF_BEGIN.
During execution, there are two sources of non-determinism: off-chip memory
accesses and interrupts. We eliminate the off-chip memory accesses by carefully
designing the challenge program to only access on-chip memory and avoid access-
ing memory through off-chip buses that cross clock domains. Alternatively, we can
also make off-chip accesses slow but deterministic. The processor disables maskable
interrupts and ignores I/O for the duration of challenge execution. Extremely rare
exceptions such as a power failure can still occur during challenge program execu-
tion. In this case, the processor simply aborts the checksum computation and the
authentication needs to be retried later. Avoiding off-chip accesses also allows the
processors with one microarchitecture design to produce the same response regard-
less of the operating frequency.

Besides the traditional sources of non-determinism discussed above, future
advances in microprocessors may introduce new sources of non-determinism. We
believe that all these issues can be effectively handled for a relatively short challenge
execution. First, modern microprocessors often rely on dynamic voltage and fre-
quency scaling technologies to reduce power and heat dissipation. For a short period
of the checksum computation, these features can be “turned off” just like inter-
rupts. Second, multi-core processors allow multiple applications to simultaneously
share on-chip resources such as caches. To avoid non-deterministic interference,
the hardware can ensure that only one core is active when executing a challenge.
Finally, future microprocessors may use dynamic soft-error detection and recovery
mechanisms, whose behavior depends on random soft errors. As these techniques
are still in the development stage, we cannot provide detailed techniques to prevent
non-determinism from soft errors here. As a broad overview, however, a checkpoint
technique applied to recovering processor state on an error can be extended to check-
point and deterministically restart the checksum units so that the checksum remains
deterministic.

5 Challenge Program

The challenge program must satisfy a few properties to be effective in distinguishing
between processor models. First, to generate unique responses, the challenge pro-
gram must be able to exercise the functionality of a processor with high coverage
so that even small differences in microarchitecture can be captured. Second, new
challenges must be relatively easy to create so that the verifier can use a different
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challenge on each authentication attempt. Especially, processor hardware must be
able to generate a random challenge for the MSF_CRP operation. Lastly, if hardware
cannot support deterministic off-chip accesses, the challenge program must be small
and self-contained to fit into an on-chip cache.

To differentiate microarchitectures, the challenge program should present many
different patterns to a microarchitecture mechanism. At the same time, to make
it difficult for an adversary to predict checksums, the patterns should result in high
variance in microarchitectural behavior. In our design, we make judicious use of ran-
dom patterns to achieve both objectives. For example, a random traversal of data can
produce memory access patterns that result in unpredictable cache hits and misses
depending on the cache configuration. Similarly, branches with random outcomes
and targets of many different locations result in significantly varying instruction
cache performance and varying predictions from different branch prediction algo-
rithms.

In our design, the challenge program takes a seed for a pseudo-random num-
ber generator (PRNG) and performs repeated sequences of pseudo-random oper-
ations: memory accesses to pseudo-random locations to differentiate data mem-
ory organizations, pseudo-random branches to differentiate speculative execution
mechanisms, jumps to pseudo-random locations to differentiate instruction memory
organizations and BTBs, and long sequences of instructions with pseudo-random
dependencies and operations to differentiate out-of-order execution schemes. In
addition to differentiating microarchitectural features, the use of a seeded pseudo-
random function has an added benefit that it is very easy to generate many different
challenges by simply using a different seed. To support MSF_CRP, a processor can
use fixed challenge code but with a random seed.

Figure 6 shows the pseudo-code of our challenge program. The challenge pro-
gram takes a seed as an argument, which is used to seed the T-function [10], our
pseudo-random number generator (PRNG). This PRNG is then used to initialize a
small array, whose size can be set to control cache miss rates. In the main body, the
challenge program generates a new random number x and reads the array element
determined by the random number. Following the read, the program jumps to a ran-
dom location in the program based on x (the switch statement). Then, a conditional
branch based on a random condition executes. Finally, a number of unique instruc-
tions are placed in both branch paths. The instructions have random dependencies
and operations to differentiate steering mechanisms in out-of-order processors. This
read-jump-branch-compute sequence is then repeated a number of times to build a
long sequence of operations and to sufficiently prolong the execution time to mask
the worst-case network latency.

Note that the results of the challenge program, which are easy to compute on any
processor, are unimportant in our context because the hash response is computed
from the checksums that collect the internal pipeline operations. We also note that
the challenge code design can leverage knowledge from processor validation and
testing as they face similar goals of achieving high design coverage. Randomly gen-
erated test vectors are commonly used to elicit unexpected behaviors. Test programs
can also be customized for a particular processor design [2].
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Fig. 6 The implemented challenge program. For our simulations, Z=20, M=1,024, N=65,536

6 Evaluation

6.1 Overheads

The proposed hardware extension has negligible area overheads, only adding check-
sum units, a cryptographic hash engine, and a cycle counter. Each checksum circuit
requires a 32-bit adder, 32 XOR gates, a 32-bit 2-to-1 multiplexer, a latch, and a
register. The adder is the largest and most complex element in the circuit and would
incur the bulk of the area and power overheads. Prior work [23] showed that a 5
GHz, 32-bit adder in the 130 nm technology consumed about 0.03 mm2. Therefore,
eight adders (0.24 mm2) represent less than 0.6% of the area of a recent four-way
130 nm Intel microprocessor (Pentium M) that had a core area of 39 mm2 [4]. For
the hash engine, recent ASIC implementations [15] show that a hardware SHA-256
engine requires in the order of 40–60 K transistors, an overhead that is negligible
when compared to modern processors that total hundreds of millions of transistors.
Further, the hash engine does not need to be high performance as the MSF instruc-
tions are only rarely used. In addition to the checksum and hash engine blocks, we
also augment the execution core with the checksum units and the hash engine as
well as the new instructions. However, this control logic should be fairly simple and
should not result in any significant area overheads.
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Performance of the processor will not be adversely affected by the checksum
units added to the processor pipeline. The checksum units do not lie on the crit-
ical path of computation and operate in parallel. While monitoring fetched and
dispatched instructions do represent an extra load capacitance that can potentially
increase the minimum clock period, this problem can be addressed using low-input-
capacitance buffers between the preceding pipeline stages and the checksum units
to minimize the additional loading. Finally, the additional adders and hash engine
consume static and dynamic power during a challenge execution. However, since
the challenge–response authentication scheme is used infrequently and the added
circuits can be aggressively clock-gated during normal system use to minimize the
power overhead.

6.2 Effectiveness

To study its effectiveness in differentiating microarchitectures, the proposed scheme
was implemented in superscalar processors built on a simulator (SESC) [14] and an
RTL model (IVM) [24]. For each processor, we compared differences in cycle-by-
cycle behavior when a single architectural parameter is changed.

Table 1 shows the percentage of cycles that a different instruction was observed
by each checksum unit when a single microarchitecture parameter was varied for a
four-way superscalar processor modeled in SESC. Fetch Avg and Fetch Min show

Table 1 Differences (%) in cycle-by-cycle fetched and dispatched instructions when varying a
single microarchitecture parameter

Varied parameters Fetch Dispatch

(‘+’: change from the baseline) Avg Min Avg Min

L1 I-cache
- latency (clks) 1, 2, 3, 4 22.9 22.4 23.3 22.8
- size (KB) 4, 8, 16, 32, 64 22.4 21.2 22.7 21.6
- associativity 1, 2, 4, 8, 16 21.9 21.1 22.3 21.4
L1 D-cache
- latency (clks) 1, 2, 3, 4 22.9 22.6 23.3 22.9
- size (KB) 4, 8, 16, 32, 64 21.0 20.7 21.3 21.1
- associativity 1, 2, 4, 8, 16 21.2 21.1 21.6 21.5
L2 latency(clks) 6, 8, 10, 12, 14 22.7 21.4 23.0 21.7
BTB
- size (entries) 512, 1K, 2K, 4K 21.6 21.1 21.2 20.8
- associativity 1, 2, 4 21.0 20.8 21.1 20.9
Branch predictor YAGS, gskew, gshare, hybrid 23.7 23.3 23.4 23.0
Fetch widths 2, 3, 4, 5, 6 19.3 16.5 22.4 20.1
Retire widths 2, 3, 4, 5, 6 22.8 21.1 23.1 21.4
Issue widths 2, 3, 4, 5, 6 23.0 21.5 29.8 22.1
Int FU latency +0, +1, +2, +3 20.9 20.0 21.2 20.3
FP FU latency +0, +1, +2, +3 22.1 21.5 22.4 21.8
ROB size 80, 96, 112, 128, 144, 160 23.0 22.3 23.4 22.9
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the average and the minimum differences for the fetched instructions, respectively,
and Dispatch Avg and Dispatch Min show the average and the minimum for the dis-
patched instructions, respectively. Percentages appear low because checksum units
often do not have valid instructions to process. The difference exceeds 90% if we
only count cycles with valid instructions.

To further validate the effectiveness of our approach, we also implemented the
checksum units in the Illinois Verilog Model (IVM) [24]. The IVM is a Ver-
ilog model of a superscalar, dynamically scheduled pipeline that is designed to be
similar to the Alpha 21264 and the AMD Athlon. The RTL experiments varied
processor parameters such as scheduler size, BTB size, choice predictor size. As
shown in Table 2, the results confirm that each configuration generates a signifi-
cantly different response even for the same challenge code. Also, the RTL imple-
mentation showed that inputs to checksum units indeed depend on the entire pro-
cessor; it is difficult to extract a smaller circuit just to compute the checksums.
Both simulation and RTL experiments demonstrate that each processor behaves
very differently at the microarchitectural level even when only one configuration is
changed.

Our authentication scheme also requires that each challenge for the same pro-
cessor elicit unique responses. We ran 50,000 different challenge seeds on the same
configuration and a different response was observed for each challenge. This shows
that the responses will be unique for each challenge and difficult to predict even if
responses for the other challenges were observed.

6.3 Deterministic Execution

To confirm that the microarchitecture checksums can be reliably reproduced, we
studied deterministic execution of a challenge on the Verilog model (IVM) and Pen-
tium 4. Our RTL model implemented mechanisms described in Sect. 4.4; before
computing checksums, the processor clears its state such as branch history tables,
caches, and the processor pipeline, and pre-loads on-chip caches and TLBs to avoid
off-chip accesses. In IVM, running a challenge multiple times, with arbitrary pro-
grams in between, produced an identical response. To further verify the feasibility

Table 2 Percentage of differences in cycle-by-cycle issued instructions in IVM

Varied parameters Min (%) Avg (%)

Fetch queue size 17 25
Scheduler size 29 29
BTB size 14 26
Branch order buffer size 19 25
Local branch history length 15 29
Memory dependent prediction size 26 26
Load/store queue size 28 28
Global history register size 24 28
Choice predictor table size 15 20
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of getting deterministic responses, we executed our challenge code on a Pentium 4
machine running Linux and measured the cycle count for each execution of a chal-
lenge program using a built-in performance counter. For deterministic execution, we
disabled interrupts (CLI instruction), cleared the pipeline (CPUID), and initialized
caches and TLB entries with multiple pre-runs before running the challenge. The
experiment confirmed that a short execution1 can be deterministic. Repeatedly run-
ning the challenge with a fixed seed returned consistent cycle counts and different
seeds returned different cycle counts.

6.4 Security Discussion

The simulation study and the RTL implementation demonstrated that the response
based on internal architecture checksum is different for each microarchitecture and
each challenge. Therefore, a response uniquely identifies a processor model. Here,
we discuss the security of the proposed scheme in authenticating the processor
model. Given the threat model in Sect. 2, an adversary can try to attack our scheme
in three different ways: tamper with the network protocol, misuse an authentic pro-
cessor, and create a hardware/software clone. In the following discussion, note that
an adversary’s goal in our context is to fool a verifier to accept a public key P KFake
that does not belong to an authentic secure processor. Therefore, to be successful,
the adversary must be able to present a valid hash H(PKFake||Response) for a given
challenge within the time limit. Here, we discuss potential ways that an adversary
can try to obtain the valid response for a given challenge.

Our threat model assumes that the adversary controls the communication
between the verifier and the target. Therefore, the adversary can easily make an
authentic processor fail to be authenticated by changing messages. The proposed
mechanism does not prevent denial-of-service attacks. The adversary can also try
man-in-the-middle attack to simply relay messages and make the verifier accept
a public key of another authentic processor. However, this attack is not an issue
because higher level protocols can check if the target system indeed owns the
corresponding private key. Finally, an adversary may try to predict the challenge
that a verifier will use based on previous history. If the guess is correct, the adver-
sary can violate the time limit and possibly pre-compute the response with a sim-
ulator. However, this attack is infeasible because the verifier randomly selects a
challenge.

Given there is no plausible attack on the protocol, an adversary can try to use an
authentic processor to extract a response. However, none of the three MSF instruc-
tions allows an adversary to impersonate the authentic processor. The MSF_SIGN
instruction gives out a hashed response, H(PKT ||Response). However, an adver-
sary cannot replace PKT with PKFake or obtain Response from the hash given a

1 The challenge code ran from 20 ms to 1 s.
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non-malleable one-way hash function. The MSF_VERIFY instruction only reveals
whether a hashed response is correct or not. Finally, the MSF_CRP does not let
an adversary choose a particular challenge that is asked by the verifier. Note that
different processor models cannot be used either because they generate different
checksums.

Without exploiting existing authentic processors, an adversary must compute the
correct response directly. However, this approach requires an adversary to reverse
engineer the exact microarchitecture of a target processor, which is quite difficult
and expensive. Even if the detailed microarchitecture is known, the adversary still
needs to compute the exact cycle-by-cycle pipeline operations as fast as the authen-
tic processor. Years of research in performance modeling and processor verification
suggest that this proposition is practically infeasible.

Due to the complexity of modern processors, accurate simulations of internal
microprocessor operations are extremely slow. Even low-fidelity academic simula-
tors run three to four orders of magnitude slower than the actual processor being
modeled. As an example, the SESC simulator used in our evaluations resulted in
a 2200X slowdown in comparison to executing the challenge on actual hardware.
More accurate performance simulators used in industry often are about a million
times slower than the target [13]. Moreover, even the industry performance simu-
lators are not sufficient to obtain accurate cycle-by-cycle checksums because they
often ignore some details as their goal is to explore the design space. Faithful RTL
simulations that are used in functional verification will be accurate enough, but
are even slower (only run at tens of Hertz [21]). Also, our RTL studies showed
that inputs to checksum units depend on the entire RTL model; therefore it will
be very difficult to compute the checksums using a simpler sub-circuit of the
processor.

Recent advances in simulation methodology propose to use field programmable
gate arrays (FPGAs) for timing models [3]. This approach has the promise of
increasing simulation speeds by upward of 100 times over that of pure software sim-
ulators. An adversary can also achieve additional speed ups by running simulations
on future microprocessors and FPGAs. However, for high-performance micropro-
cessors built in the state-of-the-art fabrication technologies, accurate simulations
will still be orders of magnitude slower than authentic hardware during the pro-
cessor’s life cycle. For example, if a processor is used for 10 years, industry-level
performance simulators will still be at least 1,000 times slower at the end of the
processor’s lifespan.

As a result, to match the performance of actual hardware, the adversary must
build a custom chip that is essentially a clone of the target microprocessor but
without the security features. However, such an attack will be simply too costly
for most applications and adversaries as high-end microprocessors cost enormous
amounts of time and money to design and produce. The mask and fabrication costs
will only increase for future process generations, and the design and verification of
a microprocessor will cost even more.
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7 Related Work

Public key infrastructure (PKI) based on a certificate authority (CA) is the most
widely used framework for remote authentication of unknown parties. In this frame-
work, a certificate authority (CA) signs a certificate that binds an identifier to a
public key. For example, Verisign can issue a certificate that endorses the validity of
the binding between a bank’s public key and its website address. Trusted platform
modules (TPMs) [22] adopt the traditional PKI for authenticating trusted devices.
This approach, however, faces difficult challenges as discussed in Sect. 1. The pro-
posed scheme complements the weaknesses of PKI such as privacy, security, and
cost.

A simple approach to authenticate trusted hardware is to embed the same pri-
vate key in all trusted devices. This approach greatly simplifies binding of a public
key to trusted hardware because there is only one public key that is common to
all devices. However, this approach suffers from serious security issues; if a single
device is compromised and the private key is leaked, all devices are broken. As an
example, Microsoft Xbox embedded one common secret key in all devices, which
was extracted by a person and now any Xbox console can be reprogrammed to run
any code [7].

Seshadri et al. proposed time-bound verification functions to authenticate soft-
ware executing on a remote system [16, 17], which exploits the fact that malicious
software will slow down an execution. However, such time bounds can only be
defined for known hardware configurations. This chapter aims to verify that the
hardware is a trusted model so as to enable additional software-based techniques
such as theirs.

Genuinity [9] tracks side-effects of program execution to determine whether a
remote system is genuine hardware or a virtual machine. Their proposal takes a
software-only approach that relies on inaccurate hardware performance counters
[11] and was shown to be insecure because malicious software can execute and alter
the processor state without affecting the side-effects [18]. Our proposed authentica-
tion approach is secure because the checksum units are embedded in hardware and
computed for detailed cycle-by-cycle operations; only genuine hardware can access
checksums and each instruction affects the checksums.

As discussed in the chapters in Part I, physical unclonable functions (PUFs)
enable secure authentication of each IC instance by mapping a set of challenges
to a set of responses based on an intractably complex physical system. While both
use a challenge–response protocol, PUFs address a different problem compared to
the proposed scheme; PUFs enable secure authentication of a particular IC instance
once it is trusted and registered whereas the proposed scheme addresses the question
of how to trust an unknown system initially.

Research by Agrawal et al. proposed to use side-channel information to detect
malicious circuits in an IC [1]. This is related to our approach as this side-channel
approach also tries to determine if an unknown IC can be trusted by checking imple-
mentation details. The differences are in capabilities and applications. The side-
channel approach requires physical access to an IC to measure power consumption
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and addresses detecting malicious circuits inserted by manufacturers. On the other
hand, the proposed approach is applicable remotely and assumes that the authentic
processors are manufactured by a trusted party.

8 Conclusion

In this chapter, we presented a new challenge–response scheme to check the authen-
ticity of a processor based on the performance gap between authentic hardware
and simulations or emulations. We augmented a modern processor pipeline with
modest hardware enhancements to capture internal processor state during challenge
execution to produce a unique response for each processor model. The challenge
program is designed to take advantage of pseudo-random functions to produce
random-looking memory accesses, branches, and various instruction sequences so
that processors with different microarchitecture designs produce different internal
behaviors. Experimental results demonstrate that the results from the checksum
mechanisms are different for each challenge to the same microarchitecture and for
the same challenge to microarchitectures varying in a single configuration parame-
ter. These experimental results suggest that the scheme is effective in authenticating
different processor models.

This chapter mainly focuses on authentication of a single high-performance pro-
cessor. In the future, we plan to extend the current scheme to multi-core architectures
and embedded systems. For multi-core processors, our scheme can be extended to
exploit the interconnect architecture in addition to the core microarchitecture and
the caches. For this purpose, a challenge can be designed as a parallel program.
In the embedded systems, whose microarchitecture may be simple enough for fast
simulations, we believe that the proposed approach can be extended to incorporate
even lower level circuit details such as layouts.
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Signal Authentication in Trusted Satellite
Navigation Receivers

Markus G. Kuhn

1 Introduction

Physical location can be an important security parameter, whether for location-based
access control or to audit the whereabouts of goods and people. In outdoor applica-
tions, location is often most easily determined with a global navigation satellite sys-
tem (GNSS) receiver. This means today primarily GPS [9, 11], but the list is growing
(GLONASS, Galileo, Beidou/Compass, etc.). Each of these operates a constellation
of Earth-orbiting satellites that broadcast a high-precision time signal, along with
a low bit rate data stream (50–1,000 bit/s) that carries orbital position (ephemeris)
predictions and calibration data. Receivers measure the time-of-arrival differences
of at least four satellite signals and then solve a system of equations to determine
both their current location and time, with accuracies of a few meters and tens of
nanoseconds. Even higher accuracies can be achieved by using nearby reference
receivers for calibration.

GNSS receivers may be integrated with tamper-resistant cryptographic modules,
for security-critical applications where the person in possession of the device has
an interest in it misreporting its location. The purpose of such devices may be to
attest their current location to a remote observer, via an authentication protocol. It
may also attest the device’s recent location and velocity history via an authenticated
recording or enable some functionality based on its location. Potential application
examples include

• anti-theft tracking systems for vehicles and transport containers, which automat-
ically alert the owner if a vehicle no longer follows its expected route;

• prisoner-tagging systems that permit probation officers to remotely monitor cur-
fews and probation conditions;

M.G. Kuhn (B)
Computer Laboratory, University of Cambridge, Cambridge CB3 0FD, UK
e-mail: Markus.Kuhn@cl.cam.ac.uk

A.-R. Sadeghi, D. Naccache (eds.), Towards Hardware-Intrinsic Security, Information
Security and Cryptography, DOI 10.1007/978-3-642-14452-3_15,
C© Springer-Verlag Berlin Heidelberg 2010

331



332 M.G. Kuhn

• road tax and insurance fees for motor vehicles calculated in on-board units based
on actual usage, with algorithms that incorporate information about speed, route,
and travel times in order to take into account externalities and risk;

• road speed limits enforced electronically using on-board navigation systems that
determine the current location, look up the local speed limit, and communicate
that to both driver and engine controller.

Some of these applications are already deployed, others may well evolve from
existing road usage or congestion charging systems, or the tachographs or speed
limiters found already in many commercial vehicles.

The design of tamper-resistant embedded computers is already on its way to
become a well-understood engineering discipline [2, 14], supported by a range of
commercially available components, such as intrusion sensors [3], battery-backed
RAM key storage with emergency zeroization mechanisms [8], shielding against
compromising emanations, and other side-channel countermeasures.

Therefore, the focus is here on the other main vulnerability of tamper-resistant
GNSS receivers: that their antenna input could be fed with a simulated signal rather
than from the satellites. A specialized portable signal generator could synthesize
a GNSS antenna signal that causes the receiver to report an alternative position,
velocity or time to the connected cryptographic module. A simple example would
be a device that records the route taken by a lorry and then replays the coordi-
nates slower to a GNSS signal simulator that the driver has installed to replace the
satellite reception antenna, such that a speed-limiter function is not triggered, but
the tachograph still shows a realistic-looking record of the driven route. (Police
have already uncovered similar manipulations of speed-sensor signals in existing
tachographs [1].)

What measures could a GNSS receiver implement to assess the authenticity of a
received GNSS signal and the resulting navigation solution? It is important to note
that the notion of authenticity of a GNSS signal goes beyond the usual meaning of
message authenticity in cryptographic protocols. We have to protect not only the
authenticity of the transmitted navigation data, but also that of the relative arrival
times (the pseudo-ranges) of the transmitted spread-spectrum waveforms, within
better than a microsecond. Both together form the basis for calculating the naviga-
tion solution.

1.1 Environmental Assumptions

This discussion focuses in particular on tamper-resistant GNSS receivers (also
called trusted receivers) that are assumed to be in the hands of the adversary. We
make the following assumptions:

The trusted receiver consists of an antenna, a circuit for demodulating and track-
ing the GNSS signal, and a secure microcontroller. The microcontroller stores cryp-
tographic secret keys and uses these to attest (e.g., by time stamps, digital signatures,
or similar cryptographic protocols) to a remote party the current location (or the
recent location history).



Signal Authentication in Trusted Satellite Navigation Receivers 333

The receiver’s RF front end, signal-processing circuitry, local oscillator, and the
secure microcontroller are all enclosed in a tamper-responding shield that the adver-
sary is unable to penetrate without destroying the secret keys stored inside.

This tamper-responding enclosure is equally securely attached to the object
whose location is ultimately of interest (car, laptop, etc.). (This attachment could
be secured, for example, by strong mechanical bonding, by detachment sensors, or
by some cryptographic distance-bounding protocol to another tamper-resistant CPU
in the monitored object.)

The adversary has full control over the RF signal received by the device and, in
particular, may disconnect the antenna and connect the receiver’s RF input instead
to a signal generator programmed to emulate GNSS broadcast signals, with the aim
to cause the secure microcontroller to process fake position information. Alterna-
tively, where the antenna is not easily detachable, the adversary may also place the
tamper-resistant receiver’s antenna inside a shielded enclosure, along with transmis-
sion antennas connected to a signal generator.

The first commercially available GNSS simulators have been very expensive and
specialized devices. However, during the past decade, numerous low-cost compo-
nents (high-speed DACs, FPGAs, DSPs) and standardized platforms for building
software-defined radio applications (GNU Radio project, Ettus USRP, various DSP
processor/FPGA evaluation boards, etc.) have become available. This makes it prac-
tical now to design high-quality GNSS signal simulator prototypes with a hardware
budget in the region of 1–2 k$ [7]. The result of such design efforts can easily
be shared as open-source software, which will substantially increase the number
of people able to understand, implement, and customize such devices. With the
increased availability of GNSS simulation capabilities, attacks involving GNSS sig-
nal simulators should be expected as soon as attractive targets emerge, namely mass
market applications that involve remote-attestation GNSS receivers (e.g., location-
based access control, pay-as-you-drive road charging systems) where the holder of
the trusted receiver has an incentive to spoof its input signal.

1.2 Related Technologies

Much of the existing literature on GNSS signal spoofing and jamming has focused
on a remote attacker scenario, where the receiver is believed to be in the hands of a
user who is interested in it finding a correct navigation solution (e.g., a soldier) and
where the antenna is still exposed to genuine GNSS broadcast signals. A remote
attacker can only add additional signals to the receiver’s RF environment from a
distance. Anti-jamming and anti-spoofing countermeasures aim to suppress these,
to preserve the availability of the (also present) genuine signals. Examples for such
countermeasures include

• the use of directional antennas (beam-forming networks) to suppress unusually
strong GNSS signals, which are unlikely to be coming from a genuine satellite;

• an adaptive filter for suppressing interfering narrowband signals;
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• the combination of two tracking circuits, where the job of the first is to track the
spoofed (often stronger) signal, such that it can be subtracted from the input in
order to allow the second tracking circuit to follow the remaining, weaker genuine
signal.

In contrast, we assume here a local attacker who can easily suppress any trace of
the genuine GNSS signal at the RF input during an attack, where the entire antenna
signal may be fake. Rather than looking for traces of a weak genuine signal in the
presence of a stronger spoof signal, the signal authenticity mechanisms discussed in
Sect. 2 focus on discovering signal characteristics that help to distinguish between
a genuine and a simulated GNSS antenna input.

1.3 Goals

Any practical GNSS signal simulator will produce an idealized signal that lacks
some of the subtle characteristics found in a genuine signal. Ultimately, any mecha-
nism for assessing signal authenticity can only be effective if the receiver’s designer
uses a more accurate model of a genuine signal than the signal simulator’s designer.
With enough effort and resources, any of the methods discussed in Sect. 2 can
be circumvented, either by carefully emulating all the tested characteristics or by
appropriately modifying a genuine signal. However, such a simulator may not in
practice be an attractive means of defeating a given security application (operating
cost, mobility, physical dimensions, etc.). Also, if it were openly sold, it would
have to provide capabilities substantially beyond the type of simulators normally
used legitimately for the development, testing, and maintenance of GNSS receivers.
Therefore, it could be identified as having been specifically designed to circum-
vent the proposed security mechanisms for assessing signal authenticity, and its sale
might be illegal under existing cybercrime legislation.

We can distinguish between two broad categories of methods for assessing signal
authenticity:

• Instant methods assess signal authenticity almost as soon as a navigation solution
has been found and should not extend the duration of the normal lock-on process
by more than a few seconds. They are of particular interest where an action (such
as a network login with location-based access control) has to be blocked instantly
if there are substantial doubts regarding the authenticity of the navigation
solution.

• Cumulative methods monitor the GNSS signal over many hours or days and
report in the end whether there has been substantial evidence of a fake signal dur-
ing this period. Such methods may be applicable in accounting applications (e.g.,
road charging), where the damage that a successful attacker can cause is propor-
tional to the time that the fake signal is accepted by the receiver. Where cumula-
tive methods can be used, a wider range of verification techniques is available.
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Applications that can rely on cumulative methods have another security advan-
tage: the detection of a simulated signal need not be made known to the user
of the receiver immediately and therefore deprives an adversary from the rapid
feedback that helps optimizing a signal generator. Instead, the signal-authenticity
assessment can just be silently recorded, helping the operator of the protected
application to estimate the level and nature of attacks taking place and to focus
investigation and countermeasures appropriately.

2 Techniques

2.1 Secret Spreading Sequences

GPS and planned GNSSs use direct-sequence spread-spectrum modulation in
their broadcast signals. The low bit rate (<1 kbit/s) data signal is XORed with a
high bit rate (> 1 Mbit/s) pseudo-random spreading sequence, before the result is
used to modulate the phase of a carrier sine wave.

A range of possible techniques rely on the fact that GPS broadcasts both its civil-
ian (C/A) and military (Y) signals at a power-spectral density substantially below
the background noise level. Receivers with omnidirectional antennas are therefore
unable to decode the individual “chip” symbols of the spreading sequences and can
only detect a cross-correlation with a known sequence of at least a few hundred
chips. In addition, the GPS Y signal is, due to its encryption, not predictable by
non-military users and therefore difficult to reproduce in a simulator. Galileo is
foreseen to broadcast similar weak broadband signals and to provide a similarly
encrypted (and therefore for most users unpredictable) signal in its public-regulated
service (PRS), although the details have yet to be finalized and published.

2.1.1 Conditional Access

One possibility for assuring signal authenticity is, of course, to keep the spread-
ing sequence (ranging codes) used secret and non-repeating. A conditional-access
system, similar to those already widely implemented in the direct-broadcast satel-
lite pay-TV industry, has to ensure that the cryptographic keys needed to predict
the spreading sequence for the near future are distributed to tamper-resistant mod-
ules handed out to authorized subscribers. Such modules then determine, based
on received entitlement management messages, to which level of service the user
of each module is entitled and then extract from also received entitlement control
messages the necessary cryptographic keys for accessing these services. The US
military uses already a form of conditional access for the encrypted Y signal, and
subscriber modules appear to be planned for the Galileo commercial, safety-of-life,
and military services.

The tamper-resistant subscriber modules have to be very carefully designed such
that they cannot be abused by a spoofing attacker as a component of a signal
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generator that can predict the secret sequences about to be broadcast. This would
typically involve performing the correlation and tracking operation inside the mod-
ule, such that the keys used to generate the next parts of the spreading sequence
never leave the tamper-resistant envelope. Another challenge, which has already
been studied in detail over the past 20 years in the context of pay-TV con-
ditional access systems, is to design a broadcast-encryption and traitor-tracing
key management system that can recover its security after a small number of sub-
scriber modules have been broken [5]. This is not an easy task if the available broad-
cast data channel has only a low bit rate.

If these aspects can be secured, the main option remaining to an attacker inter-
ested in simulating a conditional-access signal is to use tracking high-gain antennas.
These could improve the signal-to-noise ratio (SNR) to a level that allows reliably
detecting the individual chip symbols in the broadcast spreading sequences in real
time. The attacker can then slightly delay and remix them in the signal genera-
tor (selective delay attack with high-gain antennas, see [10]) to simulate how they
appear relative to each other at the pretended location. Such attacks can be made
more cumbersome in two ways:

• Keep the broadcast power density well below the background noise level, in order
to maximize the physical antenna dimensions required (e.g., large parabolic dish
or long helical antennas).

• Keep the symbol rate high, in order to make it more difficult for an attacker to
forward the signals received at a stationary set of directional antennas to a mobile
signal generator.

2.1.2 Delayed Release of Spreading Sequences

A method to achieve similar signal-integrity assurance as a conditional-access sys-
tem can provide, but without the overhead and risk of compromise of a tamper-
resistant subscriber module and associated key distribution infrastructure, was pro-
posed independently by Scott [13] and Kuhn [10]. The idea is that the spreading
sequences used are secret at the time of their broadcast, but information to recon-
struct them is broadcast with a delay of a few seconds. This allows tamper-resistant
receivers to discover, with a short delay, the genuine broadcast signals, using FFT-
based cross-correlation on recorded segments of the entire transmission band. At
the same time, this forces the designer of a signal generator to delay the signal also
by a few seconds, which an independently synchronized UTC clock in the receiver
can easily detect.

The delayed release of the spreading sequence remains the most practical and
resilient single-integrity assurance method currently known:

• It does not require support from a network of reference stations.
• It does not rely on the security of a subscriber key distribution infrastructure.
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Such a scheme could be piggybacked on top of an existing service that broad-
casts using a secret spreading sequence. The latter would have to be generated by a
pseudo-random bit sequence (PRBS) generator that is seeded with a new secret start
value in regular intervals. The satellites then simply would have to occasionally
broadcast a subset of the PRBS seeds that have been used, but with some delay. For
example, the encryption scheme for the Galileo PRS signal could be designed such
that keys that generate only short intervals of the spreading sequence can be released
without affecting the security of its conditional-access users. The key K obtained
by the conditional-access modules would in such a system not be applied directly to
generate the spreading sequence. Instead, it would be used to encrypt a timestamp t
that identifies a short time interval (e.g., 1 s) in order to obtain a short-term interme-
diate key Kt = EK (t) which is then used to seed the PRBS generator that generates
the actual pseudo-random noise (PRN) spreading sequence, 1 s at a time. E is some
suitable keyed pseudo-random function, e.g., a cipher, message authentication, or
secure-hash function. A small subset of the short-term intermediate keys Kt is
then released with a short delay. The interval length (e.g., 1 s), the subset of the
released intermediate short-term keys Kt (e.g., one Kt every 20 s), and the delay
(e.g., 10 s) have to be chosen such that their publication does not enable practical
spoofing of regular receivers of the conditional-access service, whose tracking loops
would have to be designed to be immune to regular but brief bursts of old spreading
sequence.

2.1.3 Permanently Secret Sequences

Can we adapt the basic idea from the preceding Sect. 2.1.2 if we have users who
never get access to the spreading sequence used by the satellites? This is the case,
for example, for civilian users regarding the GPS Y code. A reference station still
can record the spreading sequence, but has to use high-gain antennas that lift the
SNR sufficiently to allow it to receive and detect the spreading sequence directly,
convert it into a bit stream (10.23 Mbit/s for the GPS Y code), and arrange for that to
be forwarded to the tamper-resistant receiver, who will correlate it with a pre-agreed
brief concurrent recording of the full transmission band. This method, discussed in
more detail by Psiaki [12], works similarly as the one outlined in the preceding
Sect. 2.1.2, but is more expensive to implement:

• It requires a reference station with large tracking antennas (ideally at least four,
fewer if only probabilistic verification is required).

• It requires a higher bandwidth secure communication link to the tamper-resistant
receiver. Entire spreading sequences received during the pre-agreed time win-
dow will have to be provided to the receiver for delayed cross-correlation there,
rather than just Kt seed values that generate them. (Transmitting the received and
signed raw spectrum during remote attestation from the tamper-resistant receiver
is another option, but requires an even higher bit rate communication channel.)
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2.2 Individual Receiver Antenna Characteristics

2.2.1 Directional Characteristics

If the receiver antenna is installed at a fixed location, or mounted on a car, the
receiver might be able to observe the directional variation of amplitude (and perhaps
even phase?) as the satellites move along the sky with known azimuth and elevation.
Mounted on a car, the orientation of the antenna will normally only vary in azimuth
(yaw), due to curves, and to a limited degree in elevation (pitch), due to hills. Both
angles can there be inferred from the velocity vector determined by the receiver,
assuming that roll movements are very limited and temporary. In particular, the yaw
motions of a car will cause the satellites to quickly scan a substantial part of the
directional characteristic of the antenna, which can be monitored for changes.

A receiver could characterize the directional characteristic of its antenna from the
received signal strength, in particular if data about absolute signal strength from the
automatic gain controller and the correlator are available. The designer of the trusted
receiver could choose an antenna type specifically for its structurally rich directional
pattern, for instance, a fractal antenna rather than a simple dipole and could even
individually vary the exact antenna shape and encase it in opaque resin, in order to
increase the effort needed by an attacker to recognize and model its characteristic.
While an attacker could measure the individual antenna pattern of each replaced
antenna and program the signal simulator accordingly, this adds substantially to the
effort needed to implement an attack, ideally beyond being economically attractive
for a mass-market fraud device.

2.2.2 Impedance Test

Where a custom RF front end is being designed for a tamper-resistant receiver, this
opens the possibility to add circuitry that characterizes the frequency-dependent
impedance of the connected antenna occasionally, raising an alarm if that changes
substantially. Possible techniques include time-domain reflectometry, VSWR mea-
surement (if there is a transmission line), or vector network analysis. Especially if
the antenna has been produced deliberately with characteristic invisible manufactur-
ing variations, the need to keep the antenna attached (i.e., use a shielded enclosure
around it) or to emulate the antenna impedance represents a substantial complica-
tion in the appropriate connection of a signal generator, possibly one that makes
mass-market sale of signal generators far less feasible.

2.3 Consistency with Reference Receivers

One group of signal authenticity measures compares characteristics of the received
GNSS signals with the same characteristics measured at the same time by a network
of trusted reference receivers. These reference receivers can either be dedicated
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stations, secured by traditional anti-jamming measures (e.g., distance, directional
antennas), or they can be obtained by assuming that the majority of the signal
characteristics reported by a fleet of trusted receivers is genuine, allowing outlier
detection.

2.3.1 Time

All existing or planned GNSSs broadcast coordinated universal time (UTC) with
an accuracy better than a microsecond. More accurate signal simulation techniques
often involve incorporating data from reference stations, and this usually requires
delaying the generated signal. Therefore, a trusted GNSS receiver should first of
all verify the UTC received by GNSS with an independent authenticated source
of UTC. This can be accomplished by operating a local UTC clock, independent
from any received GNSS signal. This clock should be synchronized regularly via an
authenticated challenge–response time protocol, like NTP. Such network time pro-
tocols can, depending on the communication link, achieve UTC accuracies of a few
tens of milliseconds or better. The resulting clock accuracy is mostly a function of
how frequent these phase and frequency adjustments can be made compared to the
undisciplined frequency stability of the local oscillator. If the received UTC(GNSS)
differs from the UTC(NTP) in the local clock by substantially more than the latter’s
uncertainty (e.g., a few tens of milliseconds), a clear indication has been found that
either the GNSS signal or the independent source of UTC has been manipulated.

2.3.2 Navigation Data

The independently synchronized UTC clock in a trusted receiver can also be used
to timestamp a revision history of the navigation messages received from individ-
ual satellites. This revision history, which records (with a resolution of a few tens
of milliseconds) when which bit in the navigation message has been observed to
change, can then be compared with the corresponding revision history collected by
the reference receivers.

Bypassing this measure would require an attacker to either be able to anticipate
the content of navigation messages that are newly uploaded into satellites or imple-
ment in the signal generator a specialized receiver that provides a real-time feed
of the navigation signal. The proprietary binary protocols of typical existing GPS
receiver chipsets output changes to navigation messages only with significant delay,
usually awaiting the completion of frames and parity checks. If a signal simulator is
merely fed with such delayed navigation-message updates, its use would be detected
by this measure.

This test relies on the satellite operator not publishing all updates to the broadcast
data in advance. The more frequent the navigation data changes in unpredictable
ways the more effective the test is. For this reason, designers of future GNSS sig-
nals could add to navigation messages unpredictable random bits, such as time-
dependent message authentication codes, or hash chains.
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2.3.3 Pseudo-Ranges

If more than four satellites are in view simultaneously, an over-determined system of
equations will lead to the navigation solution. Satellite clock and ephemeris errors,
as well as atmospheric path delays, will then cause inconsistencies, usually of sev-
eral meters. A tamper-resistant receiver with access to raw pseudo-range measure-
ments could compare these inconsistencies with those observed by a nearby refer-
ence receiver. Inconsistencies caused by the atmosphere will vary geographically
and therefore would force the adversary to have access to a reference receiver in
the vicinity of the emulated location. (Experience with differential GPS suggests
that pseudo-range inconsistencies show a substantial loss of correlation at distances
larger than a few tens of kilometers.)

There are regional networks of differential GPS stations that publish pseudo-
range inconsistencies1 that both the trusted receiver and the adversary could refer
to. However, as long as they publish their information only with a delay larger than
the auto-correlation width of the data, they could be used for verifying pseudo-range
inaccuracies without enabling a signal generator to simulate them in real time.

2.4 Receiver-Internal Plausibility Tests

Beyond the minimally necessary processing needed to achieve a navigation solution,
receivers can implement additional consistency checks without requiring a connec-
tion to a network of reference receivers. A number of such tests have been proposed
and are often referred to in the literature as receiver autonomous integrity measures
(RAIM). They were originally aimed primarily at detecting accidental malfunctions
in the GNSS, such as one of the satellites suffering from a phase jump or frequency
deviation in its local oscillator, or the broadcast of incorrect or out-of-date naviga-
tion messages. They have also been proposed to detect very simple types of GNSS
signal simulation [15] and would force the attacker to use a more complete simula-
tion model, including realistic and up to date navigation data and parameters.

2.4.1 Elevation Limit

A very simple check involves verifying that each satellite from which a signal is
received actually claims to be above the horizon at the moment. This test was
proposed by Wen et al. [15] to detect if a very simple type of signal simulator is
used that always transmits a fixed number of satellite signals (e.g., 10), even if
their simulated position is well below the horizon. This test can be implemented
with many consumer receivers, which output the azimuth and elevation of all
tracked satellites. Some receivers may already search only during a cold start for the

1 For example, the OS Net RINEX data server available on http://gps.ordnance-
survey.co.uk/ for the British Isles or (continent wide at currently much lower station density)
the data from augmentation services such as EGNOS/SISNeT.



Signal Authentication in Trusted Satellite Navigation Receivers 341

spreading sequences of satellites below the horizon. This test is obviously also very
easy to circumvent by the designer of a signal simulator, which simply has to grad-
ually attenuate signals as the simulated satellite’s elevation reaches the horizon.

2.4.2 Power Limits

With typical satellite altitudes of more than 20,000 km, the receiver–satellite dis-
tance, and therefore the best-case received signal strength, varies relatively little
with elevation. It is guaranteed by the GPS specification to never exceed −150 dBW
[6, 6.3.1]. A substantially stronger signal would indicate a manipulation. Power can
be measured at different levels: (a) across the entire band, in form of the automatic
gain control (AGC) signal, and (b) for a single satellite, in form of the correlation
value reported by the prompt correlator in the code-tracking DLL. The across-the-
band GPS L1 power level is largely dominated by thermal and receiver noise and
therefore varies only little in normal operation. While a small amount of excess
power beyond that, per satellite, can be explained by constructive multipath inter-
ference, anything stronger must be considered suspicious. On the other hand, there
is no lower bound, as line-of-sight obstacles can always explain a lack of signal.
Unlike a remote adversary, a local spoofing attacker should not find it difficult to
adjust the power of the signal realistically, making this test less of a hurdle.

2.4.3 Doppler-Shift Verification

Many GNSS receivers track the phase of the received carrier signal, or more often
that of a down-converted intermediate-frequency (IF) equivalent, after they have
removed the ranging code, by implementing a Costas loop [4]. When such a loop
has locked on, the input of its numerically controlled oscillator (NCO) is a func-
tion of the relative speed of both the transmitter and receiver antenna in an inertial
coordinate system (Doppler shift, ±10 kHz) as well as the frequency error of the
local oscillator that is used to both down-convert and sample the incoming signal
(typically a few parts per million). When the receiver tracks several satellites simul-
taneously, the frequency error of the local oscillator cancels out in the difference
between the respective NCO inputs, and what remains (apart from tracking noise)
is only the difference in the Doppler shifts between the satellites. A receiver can
predict the Doppler shift of each satellite from the received ephemeris data and its
own location and velocity and compare these predictions with the observed Doppler-
shift differences. The elimination of the local-oscillator error allows the application
of tight tolerances in such checks, limited mainly by the uncertainty of the speeds
involved and tracking noise. Such a test will require the designer of a simulator
to accurately emulate the Doppler shift and will detect some comparatively simple
simulators that do not.

Regular GNSS receivers will also estimate the Doppler shift in order to speed up
initial signal acquisition, but may not apply any checks on the frequency once they
are tracking a signal. They will try all reasonable Doppler shifts during a cold start.
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When connected to a signal simulator without accurate Doppler-shift generation,
such receivers may take longer to acquire a signal but may otherwise not complain.

However, building a simulator that accurately reproduces Doppler shift is not that
difficult. In a complex number baseband representation of a quadrature amplitude-
modulated signal, Doppler shift � f can be applied by multiplying the signal with
e2πi� f t, thereby rotating the complex (or IQ) coordinate system with an angular
velocity proportional to the Doppler shift. After several simulated individual satellite
baseband signals have been frequency shifted this way, they can be added together
before being fed into a single transmitter (with IQ input) that up-converts the sig-
nal to the carrier frequency. This is much cheaper than the individually tuned per-
satellite transmitter claimed to be necessary in a Doppler-accurate simulator by Wen
et al. [15].

2.4.4 Code–Carrier Phase Comparison

The signal generators implemented in the satellites synthesize all aspects of the
broadcast signal from a single atomic clock. As a result, the phases of all the emit-
ted carriers and the pseudo-random-noise (PRN) code sequences and data signals
modulated on top are strictly phase locked, i.e., there is a constant number of
carrier periods per PRN chip and a constant number of PRN chips per data bit.
Nevertheless, most receivers implement two independent tracking loops, a Costas
loop for tracking the carrier and a PLL with early-late discriminator for tracking
the PRN spreading sequence. This is because most receivers first down-convert the
microwave carrier band to an intermediate frequency of much less than 100 MHz.
This frequency down-conversion introduces the frequency of the receiver’s local
oscillator as an additional variable and thereby destroys the fixed code–carrier phase
relationship, making two tracking loops necessary for initial acquisition. Once both
loops have locked on and the receiver switches from acquisition into tracking mode,
many receivers use the feedback of the (less noisy) carrier-tracking loop to aid the
PRN code-tracking loop [9, Chap. 5].

A signal simulator based on standard software-defined radio platforms (e.g.,
USRP) will digitally synthesize an IQ or IF signal that is then up-converted into
the GNSS transmission band. Unless the synthesis of all the frequencies in this
process is carefully phase locked and matched, the IF up-conversion process can
easily break the fixed code–carrier phase relationship of a genuine signal. Regu-
lar receivers will not notice this during acquisition and may not be disturbed by it
much either during tracking, unless they do accurate phase accounting. Receivers
that merely report a Doppler-shift frequency that crudely indicates the feedback
signal in the carrier-tracking Costas loop are unlikely to help detect such deviations.
What is needed instead is a register in each tracking loop that accurately integrates
the frequency corrections that both tracking loops apply, in order to show the accu-
mulated phase correction achieved (e.g., in meters). If this phase correction then
starts to differ substantially between the carrier and code-tracking loop, this would
be a strong indication that the signal emerged from a simulator whose designer did
not worry too much about that phase relationship. Most normal GPS receivers do
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not accurately integrate the frequency correction onto a phase correction; however,
special carrier-based differential GPS receivers, used in some geodetic and robotic
applications, may collect the raw data necessary to verify the code–carrier phase
relationship.

2.4.5 Multi-band Reception

A receiver that covers all the GNSS bands on which a satellite broadcasts (e.g.,
GPS L1 = 1.5754 GHz and L2 = 1.2276 GHz) can impose rather more substantial
requirements on a signal simulator. In a genuine signal, the different carrier bands

• will be attenuated in nearly (but due to diffraction not exactly) the same way by
line-of-sight obstacles;

• will show phase shifts caused by atmospheric diffraction, but remain phase
locked.

A signal simulator might transmit only the signals in a single band (e.g., only
GPS L1). If it broadcasts in multiple bands, it might lack the phase lock, phase shift,
and close but imperfect power-level relationship typical of concurrently observed
different carrier frequencies from the same satellite. Even if one of the carriers is
modulated only with an unknown encrypted signal (e.g., Y on GPS L2), it can still
be correlated against the same encrypted signal on any other carrier, in order to
measure phase-shift and compare attenuation.

2.4.6 Ephemeris Data Check

The orbital position (ephemeris) data broadcast by each satellite should preferably
be verified by comparing it with what is received at a secure reference receiver or
by verifying any cryptographic authenticity features included (digital signatures,
message authentication codes, hash chains, etc.). GPS currently lacks the latter, but
future systems might support cryptographic authenticity checks of ephemeris data.

Where neither of these options are feasible, a plausibility check against long-
term invariants of the orbital data remains a possibility. Each satellite has a limited
amount of fuel onboard, in order to change orbit, resulting in a maximum velocity
change ||�v|| achievable during its lifetime. This fuel can be used not only for
station keeping, but also to reconfigure the orbital constellation, e.g., after satellite
failures.2 Likewise, satellite engines have limited thrust (especially ion engines),
limiting the acceleration ||�v||/�t . If these limits and the rate of natural orbital
perturbations are available, along with an algorithm that estimates a lower bound for
the ||�v|| needed to move the orbit of an satellite in a given time interval �t from
known past ephemeris data to the currently broadcast ones, these can be compared
as a broad plausibility test.

2 The GPS satellites are rumored to even be able to change the inclination of their orbits somewhat
to achieve better polar coverage, should the need arise.
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However, the security gains achieved this way are limited: there appears to be no
advantage to our local attacker from substantially deviating in the navigation data
from the orbits of the satellites currently in space. False ephemeris data might be
more useful in remote attacks, where the attacker wants to minimize the likelihood
that the receiver reacquires the genuine signal, whereas we assume here the genuine
signal to be easily suppressed.

2.4.7 Jump Detection

Another commonly proposed type of spoofing detector looks for discontinuities in
the received signals, e.g., the pseudo-ranges or the resulting solutions for the loca-
tion and local clock error, or bounds such changes with independent sensors (inertial
navigation, odometer, dead reckoning, etc.). It is certainly prudent and practical to
monitor the continuity of GNSS time against an independent, battery-backed local
clock (see also Sect. 2.3.1). Such techniques also make sense to protect against
remote attackers who start to spoof the signal after the receiver had already locked
onto the genuine one. However, the applicability of such techniques against a local
attacker seems rather limited, as the latter can replace the antenna with a signal
generator while the receiver and alternative sensors are switched off. It also is
not a practical instant check in situations where the GNSS receiver is only briefly
switched on for an attestation operation, never running long enough to monitor the
long-term continuity of satellite signals.

2.4.8 Quality Metrics

Several quality metrics have been proposed in the literature for GNSS signals. If
the quality of the received signal is substantially better than anything the receiver
ever has seen with its real antenna attached, this might indicate the use of a signal
generator. Examples of quality metrics include

• the residual error in the navigation solution (which solves an over-determined
system of equations if more than four satellites are in sight);

• the deviation of the actual cross-correlation result from the ideal (e.g., triangular)
auto-correlation function of the PRN signal.

2.5 Some Other Ideas

2.5.1 Individual Transmitter Characteristics

Signal analysis techniques have been developed that identify individual radio trans-
mitters based on the influence that electronic component tolerances have on the
exact shape of the emitted RF waveform. Parameters measured for transmitter fin-
gerprinting include in particular

• carrier-frequency deviation;
• transients occurring when the carrier is switched on and off;
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• amplitude and phase roll-off of the band-pass filters used to shape the output
spectrum (which affect the shape of the eye pattern in digital modulation).

Normal GNSS signal generators are likely to use exactly the same mathemati-
cal function to synthesize the waveform for each satellite, adjusted only by obvi-
ous parameters such as Doppler shift, range phase shift, range attenuation, and
spreading sequence. Real-world satellites may have additional other characteristics
(hopefully within the tolerances allowed by the RF interface definition). However,
carrier-frequency deviation is already carefully calibrated in GNSS signals, and as
the signals are broadcast continuously, there is no opportunity to observe on/off
transients. This leaves filter roll-off, which is difficult to measure directly given
the very low signal-to-noise ratios typical of GNSS systems, especially where the
spreading sequence is unknown to the receiver (e.g., GPS Y signal). It may show
up, however, as satellite individual and receiver bandwidth-dependent variations in
the exact shape of the cross-correlation function.

2.5.2 Spectrum Analysis

The RF input should normally see an expected minimum noise level not only within
the transmission band (e.g., 20 MHz wide), but across the entire radio spectrum,
along with evidence of other, non-GNSS transmitters in adjacent bands. Substantial
reduction of this out-of-spectrum noise level could indicate the use of a signal gen-
erator. This would require a more widely tunable receiver to measure. An attacker
who wants to fake this wider input spectrum would either have to use a substantially
more wideband signal generator (more expensive, more power required) or would
have to mix the synthesized GNSS spectral-band content with real background noise
from an antenna (possibly with the GNSS band attenuated by a band-stop filter or
using spectrum frequency shifted from a different band).

2.5.3 Extended Search for GNSS Signals

A regular GNSS receiver will lock onto a correlation peak with a particular spread-
ing sequence as soon as one is found or may search for a local maximum or the
earliest peak among several nearby ones, in the interest of robust multipath behavior.
A signal authenticity verifying receiver could, in addition, continue to scan combi-
nations of correlation delay and Doppler shift and warn about the presence of more
satellite signals than can be expected from the genuine transmitter constellation
(e.g., the same spreading sequence at two range delays or Doppler shifts). This test
is particularly useful if a local attacker mixes the simulated signal with background
spectrum from an antenna to evade the test outlined in the previous Sect. 2.5.2.

3 Comparison

The receiver technology required in order to implement the measures discussed in
the preceding Sect. 2 differs substantially from method to method. Some require
substantial extensions, or even alternative receiver architectures, compared to what



346 M.G. Kuhn

is commonly implemented in existing civilian receivers. Commercial low-cost GPS
chipsets receive only L1 C/A code. Most chips merely output time, location, and the
identity and claimed azimuth and elevation of tracked satellites, using the very lim-
ited, but standardized, NMEA 0183 “sentences” ASCII format. Some GPS chips can
also be switched into an additional, vendor-specific, binary communication protocol
that gives access to additional data, such as the ephemeris, almanac, and health infor-
mation received from individual satellites. A very small number of GPS receiver
chipsets provide even access to “raw” tracking data for each tracked satellite, such
as pseudo-range, Doppler shift, carrier–noise ratio, as well as internal receiver
variables such as AGC gain setting, and local-oscillator error from the navigation
solution.

For many of the proposed methods, the only practical prototype implemen-
tation method involves a software-defined radio approach, where the 2–40 wide
MHz GNSS band of interest is down-converted into an IQ baseband representation,
loaded block-by-block into RAM, and then all tracking and analysis algorithms are
implemented in software [4].

Table 1 attempts to give an overview of the requirements and properties of each
proposed method. The “Access” column describes at what level the measure needs
to access the receiver’s processing pipeline and thereby gives an indication what
existing GPS receiver chips could support such a measure: “RF” means that support
has to be integrated in the RF front end, “IQ” means that a software-defined receiver
that receives down-converted IQ samples and then implements all further processing
in software could implement the measure, “Raw” means that the proprietary binary
protocols of some existing GPS receiver chips provide enough data, and “NMEA”
means that the standard NMEA output of most existing GPS chips will suffice. The

Table 1 Overview of the presented authenticity verification methods

Method Section Access Ref. Extra requirements Type

Conditional access 2.1.1 IQ Signal support, SIM Instant
Delayed release 2.1.2 IQ Signal support, NTP Instant
Permanently secret 2.1.3 IQ Y NTP Instant
Directional char. 2.2.1 Raw Cumulative
Impedance test 2.2.2 RF TDR, etc. Instant
Time 2.3.1 NMEA NTP, battery clock Instant
Navigation data 2.3.2 Raw Y NTP Both
Pseudo-ranges 2.3.3 Raw Y NTP Cumulative
Elevation limit 2.4.1 NMEA Instant
Power limits 2.4.2 Raw Instant
Doppler 2.4.3 Raw Instant
Code–carrier phase 2.4.4 IQ Or tracking-loop integrators Instant
Multiple bands 2.4.5 IQ Multiple down-converters Both
Ephemeris 2.4.6 Raw Instant
Jump 2.4.7 NMEA Battery-backed clock Cumulative
Quality metrics 2.4.8 IQ Both
Transmitter character 2.5.1 IQ Both
Spectrum analysis 2.5.2 IQ Tunable down-converter Both
Extended search 2.5.3 IQ Both
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“Ref” column indicates whether communication with a separate, secure reference
receiver station is required.

4 Conclusions

There clearly exist circumvention techniques for all the authenticity verification
methods outlined in this survey. The mechanisms available today for protecting
GNSS signals against tampering by local attackers still can at best offer a level
of security comparable to most other types of tamper-resistant hardware. They all
fall well short of the ambition behind the Kerckhoffs’ principle so popular in crypto-
logy: detailed knowledge of the protection mechanisms used may still substantially
aid in their circumvention. Nevertheless, some of the presented mechanisms (e.g.,
secret spreading sequences, individual antenna characteristics) have the potential
to prevent easy-to-use mass-market circumvention products. Others at least force
the designer of a circumvention tool to add rather specialized functions, whose
obvious purpose would be to circumvent these checks. The latter may help to
enforce legal restrictions on their commercial availability. Some may be most useful
as intrusion-detection tools that report suspicious signals for further investigation,
rather than to automatically decide on their authenticity. In combination, they pro-
vide a formidable toolkit for managing the risk of local attackers on trusted GNSS
receivers in many potential applications.
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On the Limits of Hypervisor- and Virtual
Machine Monitor-Based Isolation

Loic Duflot, Olivier Grumelard, Olivier Levillain, and Benjamin Morin

1 Introduction

In the past few years, there has been a lot of different attempts to build trusted
platforms allowing users to access sensitive and non-sensitive data in a compartmen-
talized way, i.e., such that applications dealing with sensitive data are fully isolated
from those dealing only with public data. Such systems are often called compart-
mented systems as they allow the user to access simultaneously data of different
levels of sensitivity. Isolation is often provided by some hardware functionalities
[2, 22] and some kind of hardware [36, 38] or software [18, 24] virtualization lay-
ers. Of course, confidence in the abstraction layer is mandatory for the user to be
confident in applications isolation. Such confidence can be obtained through formal
method-based development [20] or static and dynamic analysis. Platforms such as
those presented in [16, 31] are examples of such compartmented systems. In France,
a challenge has been launched in October 2008 by the French National Research
Agency that brings three teams in a competition for the design of a compartmented
system usable by Internet users [17].

These initiatives generally assume that most of the hardware components (for
instance, the CPU, the chipset, the keyboard) of the platform can be trusted. In this
chapter we study the exact level of security-compartmented solutions based on hard-
ware abstraction layers provide in case such assumptions prove to be wrong. One of
the main contributions of this chapter is to address new threats such as DIMM (dual
inline memory modules used for RAM storage on modern platforms) backdoors and
to describe the impact of such backdoors on compartmented systems. In Sect. 2, we
describe traditional compartmented systems and the attacker model we consider. In
Sect. 3, we present a taxonomy of attacks against hypervisor- or virtual machine
monitor-based systems. In Sect. 4 we study DIMM backdoors and in Sect. 5 we
describe how they can be used by attackers to retrieve sensitive information or as
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a means for privilege escalation. Section 6 presents potential countermeasures and
Sect.art 7 concludes the chapter.

2 Compartmented Systems

Compartmented (or multilevel) systems are systems dealing with information asso-
ciated with different sensitivity levels. For instance, the system could be manipu-
lating public data as well as sensitive information (such as personal data, banking-
or health-related documents). Obviously isolation between the public world and the
sensitive world is fundamental. For the sake of simplicity, the examples we provide
are generally based on a x86 (or x86-64) CPU. However, the analysis should hold
true on a variety of different platforms.

2.1 Traditional Architectures and Definition of a Trusted
Computing Base

The trusted computing base (TCB) is the set of components that need to be trust-
worthy so as to ensure trust in the overall platform. A typical example of a trusted
computing base is composed of the CPU, the chipset, the BIOS, and the operating
system.

In our case, the system could be composed of an hypervisor (such as Xen [36])
running two different guest operating systems in parallel (see Fig. 1a), one of them
running applications using sensitive data and the other being connected to a non-
sensitive network (for instance, Internet). Alternatively (see Fig. 1b), the system
could be composed of a minimalist Linux operating system running two different
virtual machine monitors (VMware Workstation [38] or Qemu [4], for instance) in
parallel, each running an operating system, one of them dealing with sensitive data
and the other dealing with non-sensitive data.

In this chapter we consider both cases. For systems such as the one depicted
on Fig. 1a, the trusted computing base would typically be composed of (part of)
the hardware, possibly the BIOS1 and the hypervisor. For systems such as the one
described on Fig. 1b the trusted computing base would be composed of (part of)
the hardware, possibly the BIOS, the minimalist Linux, and the virtual machine
monitors.

These models are believed to provide strong isolation. In this chapter, we study
the actual limits of these architectures assuming that there is no software implemen-
tation flaw in the virtual machine monitor layer. This assumption may seem very
strong but many different projects aim at designing secure by design microkernels
using formal methods (e.g., OKL4/seL4 [20]).

1 Technologies like Intel� TxT and AMD SVM/skinit aim at excluding the BIOS from the trusted
computing base.
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Fig. 1 Compartmented systems based on (a) an hypervisor and (b) virtual machine monitors

2.2 Attacker Model

In this chapter we assume that the attacker is initially only able to

• either run arbitrary code within the context of a non-privileged (non-root on
Linux/UNIX systems for instance) application in the domain with the lowest
sensitivity (we call attacks using such a vector “local attacks”);

• or send packets to the network adapter associated with this domain (we call
attacks based on this vector “remote attacks”).

This model corresponds to a compartmented system whose lowest level is con-
nected to the Internet. The user himself is not necessarily an attacker but could con-
nect to non-trusted Web sites (and run scripts or flash applications controlled by an
attacker) or open non-trusted documents. This attack model describes a very weak
attacker that does not have any local access to the machine and no administration
privileges.

3 Attack Paths

3.1 Taxonomy of Attack Vectors

In order to find what the relevant attacks against such a system are, we consider that
parts of the software and hardware components of the platform can be trusted. Our
definition of “trust” is that the components work according to their specifications
(i.e., they are not flawed, there are no implementation bugs, undocumented func-
tions, or backdoors), and they are used in the best possible way (their security model
can be understood by the upper layer designers). This assumption is, of course, very
strong and unrealistic in practice but provides us with an exhaustive view of attack
vectors against the considered system.

If we suppose that the entire platform can be trusted, i.e. the hardware (includ-
ing CPU, chipset, network controller, keyboard, screen) and the software (BIOS,
OS, and virtual machine monitors), this leaves no attack vector for the attacker
we just presented. In the present section, we explore the impact of relaxing the
trust assumptions about the different hardware and software components, one after
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the other. Each non-trustworthy component can lead to new attack vectors for the
attackers.

Of course, more complex and sophisticated schemes can be elaborated to bypass
the isolation mechanisms and corrupt the target platform, by exploiting a combina-
tion of the following flaws at different levels.

3.1.1 Cooperative Attacks Between Corrupted Guest OSes

We first consider that the operating systems running on top of the virtual machines
cannot be trusted. It is then very likely that an attacker will be able to use side or
even covert channels to recover sensitive data (an encryption key, for instance) from
the higher level.

Attacks exploiting such channels have been described extensively in the liter-
ature. Such attacks may use caches [6, 7, 28, 35] or branch prediction [26] as a
channel between different applications or virtual machines.

3.1.2 Attacks on the Virtual Machine Monitor or Hypervisor

This category includes different kinds of potential attacks against hypervisors or
virtual machine monitors, which have been much discussed in the literature [1, 32]:

• local attacks exploiting a flawed security model of the virtual machine monitor.
Indeed, it may be possible for an invited OS to request the hypervisor for an
access to privileged memory areas through DMA accesses;

• local attacks exploiting vulnerabilities of the virtual machine monitors, allowing
an attacker to escape the guest environment to tamper with the host operating
system;

• remote attacks exploiting vulnerabilities of the virtual machine monitors (IP
stack, drivers).

Many vulnerabilities have been found during the past 2 years in major virtualiza-
tion products.

3.1.3 Local Exploitation of the BIOS

Still considering the software level, an attacker can tamper with the BIOS and its
associated functions to introduce a backdoor that may be invisible to the OS or the
VM monitor.

For example, the BIOS update mechanism has been studied as an attack vec-
tor [33, 37], as well as the System Management Mode [9, 13, 15, 39] and the ACPI
tables [14, 19].
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3.1.4 Attacks Using a Flaw in the Chipset or the CPU

If the chipset or the CPU2 of the platform cannot be trusted, backdoors or bugs
inside them may be used either by a remote attacker or by a local one.

In the past 2 years, exploiting or detecting CPU bugs and backdoors received
much attention in the security community. For instance, in [25], Kapersky discusses
the impact of bugs in Intel CPUs, some of which give attackers full control over
the machine; in [27], King et al. present the design and implementation of flawed
hardware that supports general purpose attacks and in [8], Shamir discusses how
a CPU arithmetic unit bug might be used by attackers to carry out attacks against
cryptographic algorithms. David et al. [10] introduce hardware-supported conceal-
ment techniques for rootkits. Agrawal et al. [3] as well as Duflot [12] investigate the
consequences of backdoor introduction in hardware.

3.1.5 Local Attacks Using HID

We now consider that human interaction devices (HID) such as keyboards, mice,
and display screens cannot be considered trustworthy. The attacker could launch
local attacks exploiting a bug or using a backdoor in any of these devices as a means
for privilege escalation.

Possible use of user interface devices by attackers has already been addressed
from a side-channel perspective [5, 40]; however, the possible uses of keyboard
and screen bugs or backdoors by attackers do not seem to have been studied yet.
For instance, an attacker could modify a screen to export the display over the air,
possibly using Wifi.3 Another possibility would be to trap a keyboard to record
the keystrokes and replay them in an encoded form to a process controlled by the
attacker in the non-sensitive environment.

3.1.6 Local Attacks Using RAM DIMM

Finally we assume that the RAM DIMMs cannot be trusted any more because of a
bug or backdoor that has been introduced during the manufacturing process. There-
fore, an attacker may try to exploit such a backdoor to gain more privileges.

To the best of our knowledge, this type of assumption has not been considered
before in the literature. The main contribution of this chapter is to study the impli-
cations of this kind of vulnerability and illustrate its feasibility. We will show what
an attacker may achieve should such a backdoor exist inside DIMM modules.

2 We would also consider here any other controller that would not be embedded in the chipset such
as a network controller.
3 On many laptops, the Wifi antenna is indeed wrapped around the screen.
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4 Design of a DIMM Backdoor

We have seen in the previous section that most of the potential attack mechanisms
were not relevant if we assume that the CPU, the chipset, and the virtual machine
monitor are trustworthy. The only attack vectors left to the attacker are then mul-
tilevel peripherals, namely keyboard, mouse, screen, and DIMM, that are shared
between domains.

In the remainder of the chapter, we study the threats associated with DIMM bugs
or backdoors. Of course, a backdoor with features similar to those presented in the
following sections could also be implemented inside the chipset. However, from
now on, we assume that the target machine is a compartmented system composed of
a trustworthy CPU and a trustworthy chipset (i.e., a trustworthy motherboard). The
only hardware component we do not consider trustworthy is the DIMM. To the best
of our knowledge, this chapter is the first one to address this issue.

The lower software layers are also supposed to be trusted, but the attacker is still
able to run code on the machine on the very precise conditions described in Sect. 2.2
(see Fig. 2).

4.1 Overview of DDR DIMM

RAM-integrated storage devices are called DIMM (dual inline memory modules).
They are typically composed of different RAM circuits and embed a memory con-
troller that manages those circuits. On modern computers, the chipset can com-
municate with the DIMMs of the computer using the DDR/DDR2 interface (DDR
SDRAM stands for Double Data Rate Synchronous Dynamic RAM). The overall
principle of the DDR [23] protocol is that DDR DIMMs are organized in banks (or
circuits). It is expected that each DIMM corresponds to one bank. The chipset can
only address one bank at a time using a “chip select.” Banks are in turn composed
of ranks. For each bank, only one rank can be selected at a time. The ranks typically
correspond to the different RAM circuits of the DIMM but in principle, the physical
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Fig. 2 Local attacker model
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layout of the DRAM chips on the DIMM does not have to reflect the rank layout.
Ranks correspond to an array of data where data can be accessed using a row and
column index.

Physical addresses management at the chipset level is very simple. The chipset
enumerates all the different banks on the DDR bus and associates the first bank
(Bank0) with addresses ranging from 0 to Bank0_Max_capacity-1 of the bank, the
second one (Bank1) with addresses ranging from Bank0_Max_capacity to Bank0_-
Max_capacity+Bank1_Max_capacity-1, and so on. Correspondence between banks
and addresses is thus straightforward.

Of course, physical addresses are translated into bank, rank, rows, and columns
addresses by the chipset and sent on the DDR interface. Contrary to the chipset,
the DIMM itself only deals with ranks, rows, and columns and does not know their
correspondence with physical addresses; banks are implicit, as they physically cor-
respond to a selection of the correct DIMM. However, the only information the
DIMM is lacking to reconstruct physical addresses is the physical base address for
the bank. In a single DIMM system, this base address will likely be 0. On a multiple
DIMM system, because DIMM sizes are standardized, the number of possibilities
is very limited.

4.2 Principle of the Backdoor

As the attacker is able to interfere with the DIMM manufacturing process and mod-
ify the software that will be running on the embedded controller of the DIMMs,
she could include hidden functions or backdoors inside the DIMM and later try
to bypass the isolation enforced by a virtual machine monitor by invoking these
functions from a non-privileged application running in the least-sensitive domain L
(see Fig. 2).

The goal of the attacker could be either to get access to confidential data or to
fully compromise the higher clearance domain. In any case, the attacker has to be
able to locate a target structure (either the confidential data itself of the operating
system structure she is aiming at modifying).

According to our threat model, the attacker is not able to determine the physical
memory mapping used by both domains, but she is able to allocate memory pages.
The backdoor has to be simple but should be usable in such a context.

For the sake of simplicity we will also first assume that the system only uses one
DIMM (in that case physical addresses and rank, row, column tuples are equivalent).
We consider the case of systems using multiple DIMMs in Sect. 6.

4.3 Proof of Concept Implementation

Even if the idea of a RAM-based backdoor can seem far fetched and not really real-
istic, it has proven to be very easy to implement on an emulated hardware platform
and almost trivial to use in practice.
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Fig. 3 Proof of concept setting

Figure 3 presents the architecture of the proof-of-concept implementation. The
hardware platform is emulated by Qemu [4], which is running on a minimal Linux
system, called Base Linux.4 Qemu emulates a complete hardware platform; so, in
theory, the hidden functions should be implemented inside Qemu. However, Qemu
uses instruction translation mechanisms, the goal of which is to execute instructions
whose effects are entirely contained within the elements managed by the control
program (such as memory locations and arithmetic registers) directly on the hard-
ware. As a consequence, accesses to the memory pages allocated by Qemu are
not intercepted by Qemu, nor by the underlying Base Linux, and prevent us from
implementing the backdoor inside Qemu. Nonetheless, from the Qemu perspective,
we can consider that the Base Linux lies somewhere between the chipset emulated
by Qemu and the main system memory (see Fig. 3). This is why we have chosen
to implement our proof-of-concept backdoor as a process running at the application
level of the Base Linux system. This way, the backdoor acts as if it was implemented
inside the DIMMs themselves. Memory accesses by the malware are simulated by
means of the /dev/mem pseudodevice exposed by the Base Linux kernel.

Our basic assumption is that the attacker has perfect knowledge of the DIMM
hidden functions, but she is not able to determine the physical addresses of memory
buffers that she allocates, neither does she know the memory layout of the target
system and applications.

Therefore, the attacker has to design a backdoor that can be used whatever the
target system is. The attacker also has to create a communication channel between
herself and the backdoor allowing her to somehow send parametrized commands
to the backdoor and to read back status information and responses. As the attacker

4 The Base Linux should not be confused with the hypervisor or the host OS shown in Fig. 1.



On the Limits of Hypervisor- and Virtual Machine Monitor-Based Isolation 357

Command Param 1 Param 20x12345678 0x87654321 0xaabbccdd 0xeeff0011
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Response 0 Response 1 Response 2 [...]

0x200 0x204 0x208

Fig. 4 Command layout

does not know the physical address of the buffer she is allocating, the easiest way to
send commands to the backdoor is to decide on a fixed pattern that will be required
to precede any command (for instance, a 128-bit pattern such as 0x12345678,
0x87654321, 0xaabbccdd, 0xeeff0011). The backdoor will permanently look for
this pattern in memory and interpret the subsequent memory words as a command
and its parameters if it finds the pattern. The layout of such a command is presented
in Fig. 4. The assumption is of course that no legitimate application would write
such a pattern to memory. This assumption seems realistic if the pattern is long
enough and reasonably well chosen (i.e., the pattern does not correspond to any
usable code, ASCII string). Anyway, should an application use the pattern legiti-
mately, the command following it in memory is likely to be meaningless from the
backdoor’s point of view (and thus would not be interpreted), or its execution would
result in a crash of the application. To reduce significantly the probability of such a
mistake, we could add a CRC pattern ending each command.

The easiest way for the trojan function to send data to the attacker is to use the
memory that immediately follows the command and its parameters. Indeed, allo-
cated memory buffers are composed of several pages (4 kB) of memory on x86
platforms. Contiguous virtual memory is not required to correspond to contiguous
physical memory (see Fig. 5), but a correctly aligned virtual memory page will
always correspond to 4 kB of contiguous memory zones. Therefore, if the attacker
uses a correctly aligned 4 kB buffer to store the pattern and the command, then
the backdoor knows that the next 4 kB starting at the pattern address are actually
allocated to the attacker and that data to be sent back to the attacker can safely be
written here. Moreover, this strategy really speeds up the pattern-matching process
as the backdoor only has to look for the pattern on 4 kB boundaries, which will be
far more efficient than to browse the whole memory space.

Commands will thus use a 4 kB buffer with a layout such as the one presented
on Fig. 4.

The next step is for the attacker to determine which commands are necessary
for her to blindly carry out an attack without any indication of the physical memory
layout of the target system. At least, the attacker needs the two following commands:

• a read(A) command allows the attacker to read 32 bits of date stored at
address A;

• a write(A,V) command allows the attacker to write 32-bit data V at address A;
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Fig. 5 Virtual memory management on x86 systems

As we will see later, sending these commands and getting an answer can be a
long process. That is why we add a third command, needed for a practical attack:

• a find_pattern(P,N,S) command looks for a pattern P in memory, starting
from address S, and returns the address A of the pattern and optionally dump N
bytes of RAM content immediately following the pattern.

The attacker could also craft more complex commands in the controller (read or
write commands with a size parameter, a find_pattern_write command that
would be essentially the same as the find_pattern command but would allow
the attacker to modify those data that follow the pattern) but these commands are
not necessary for the attacks we present in the following section. Figure 6 shows a
possible layout for those three commands. The status bit (offset 0x1ff) is set by the
backdoor when the command has successfully been executed by the backdoor. In
our proof of concept, we also included a text log output to the console that is used
to describe the operations the backdoor has carried out.

Because of cache-related limitations which will be studied more in depth in
Sect. 5.1, the attacker must make sure that the command line, the status bit, and
the data returned by the backdoor are not stored in the same cache line (see Fig. 6).
Because of this, the amount of data that can be dumped is limited to 0xdfb bytes
(limit of the command buffer (0xfff) minus the offset of the returned data (0x204)).

For the sake of readability of the proof-of-concept implementation, we will con-
sider that addresses exchanged between the attacker and the hardware backdoor are
physical addresses. Of course, a real implementation would require the addresses to
be encoded in rank, rows, column, but the proof-of-concept schemes (see Sect. 4.3)
would work exactly in the same way.
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5 Exploitation

5.1 Difficulties

In this section, we try to analyze the technical difficulties that the attacker will have
to overcome when trying to use the backdoor.

The first difficulty is to actually locate her target structure. In case the attacker
is willing to access data from domain H (which denotes a high-sensitivity domain;
in contrast low-sensitivity domain is called domain L), she first has to determine
the correct address in memory of this information. In order to do so, the attacker
has to use the backdoor to determine the address of a pattern she knows will be
present at a fixed offset from the data she is willing to access. However, the fact that
the pattern and the sought information are close in the virtual address space does
not mean that they actually are in the real address space. Indeed, if the pattern and
the information are stored in different pages of memory, the attacker will not know
the correspondence between the pattern address and the information address unless
she has knowledge of the page tables and directories for domain H. If the attacker
cannot find such a pattern or if the address of the pattern cannot be used because of
domain H virtual memory management strategy, then the attacker will have to dump
the whole memory space using the “read” command. In case the attacker is willing
to modify the target structure, she will also have to locate it using similar means.

Another major difficulty is related to memory caching. In our model, the attacker
can only send commands to the backdoor and read status and return values returned
by the backdoor through buffers allocated in user space. If domain L uses a “Write
Back” cache management strategy [21], write operations are performed in cache and
are not propagated to main memory before the corresponding cache line is evicted
or the operating system decides to flush the caches. As a consequence, the attacker
does not know when the commands she sent will actually make their way to the
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main memory, where the backdoor can find them. Furthermore, read operation might
also only occur in cache. For instance, if the attacker tries to read the status bit
and finds it cleared, all subsequent read of the status bit may only be performed
in cache. The attacker will continue to read a cleared status flag even though the
DIMM actually modified the status bit in the meantime. Cache coherency will not
be enforced as the DIMM is not supposed to modify data stored in physical memory
on its own initiative. For the attack to succeed, the attacker will typically have to wait
a few seconds in order to be sure that the DIMM did receive the command and have
time to send the response back. The need for such a delay between a request and
an answer justifies using more complex commands allowing for dumping longer
memory areas, instead of just a word, so as to reduce the number of requests.

Alternatively, an attacker with sufficient knowledge of the platform cache mech-
anisms could try and evict the cache line manually by filling large data arrays.

It is interesting to notice that, even if our experiment implements the backdoor
in a process running on the Linux system, instead of the DIMM module, we face
the same cache difficulties. The physical pages affected by the backdoor are indeed
mapped at two different virtual addresses: in the Base Linux running Qemu, and in
domain L; however, the cache strategy in domain L is “Write Back” whereas the
page is not cached at all by the /dev/mem pseudo device, so a modification of the
physical memory page by the backdoor process is not cached, and does not trigger
a cache update for the second mapping. The mechanism is thus exactly similar to
what would have happened if the malware had been installed in the DIMM.

Another potential difficulty will also be that physical memory pages may be
moved by the operating system (or even swapped to the disk) as the system is trying
to organize physical memory in the best way (usually, unused pages are swapped to
the disk and brought back to physical memory later at a different address). However,
this shall not be too much of a problem for the attacker as target structures are not
likely to be swapped (it is often recommended that sensitive data and kernel struc-
tures are not swapped to ensure either confidentiality or good system performance),
and the buffers allocated by the attackers would not be swapped if the attacker takes
care to access them frequently.

5.2 Use of the Hidden Functions to Access Sensitive Data

We have been able to use our proof-of-concept implementation of a DIMM back-
door in the context presented on Fig. 3. The attacker is running code in the context
of a non-privileged application running in domain L (Debian domain) and is able to
either recover sensitive data from domain H or modify the kernel of the operating
system.

For the first proof of concept, we considered that the user was running an appli-
cation in domain H storing its online banking (OLB) password and that the attacker
is willing to get access to this passphrase. We assume that the attacker knows what
the application is and for instance knows another string (St) that will be stored with
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the password (for instance the full user name or a prefix such as “OLB password:”).
The attack steps are as follows:

1. send the find_pattern(St, Size_max, 0) command where St is the “OLB
password:” string, Size_max is the maximum size that the backdoor will dump.
The command must be stored at the beginning of a correctly aligned 4 kB buffer
allocated by the attacker;

2. wait for a few seconds for the backdoor to find the pattern in memory and read
the status bit. If the status bit is set, read the data sent back by the backdoor at
offset 0x204;

3. if the data is not what the attacker is looking for (i.e., a false positive5), the
first two steps should be repeated after updating the starting address of the
find_pattern command.

Below is a description of what the attacker has to do.

#####(Written by the attacker)
#define PAGE_SIZE 0x1000
#define N_INT (PAGE_SIZE / sizeof(int))
//create the buffer where the command will be written
int * command_buff = malloc(PAGE_SIZE*2);
//make sure the buffer is aligned correctly
command_buff = (command_buff + N_INT) & 0xfffff000;
//define the command
int * attack_command = build_find_pattern_command

(pattern, size_max, size_to_dump);
//send command
memcpy(command_buff, attack_command, command_size)

######(Backdoor log output when executed)
Received Find Pattern Command
Command success
Pattern Found at address 0x2e185418

#####(Written by the attacker)
//read the address of the pattern
address = command_buff[0x80];
//read what follows the pattern
//(sent back by the backdoor)
memcpy(value_read , command_buff + 0x81, size_max);
//display what follows the pattern

5 The attacker shall keep in mind of certain false positives that are inherent to this scheme. Depend-
ing on the start address given to the find_pattern command, the pattern she is looking for
will indeed be found in the command itself and might also be found in the process launched on
domain L.
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//(should be a printable account number)
printf("Account number: %s\n", (char*) value_read);

5.3 Use of the Backdoor as a means for Privilege Escalation

In this second experiment, we show how the attacker running code in the context
of a non-privileged application of domain L could get full control of domain H by
modifying the kernel of the Mandriva operating system running within domain H.
For the proof of concept, we show how the attacker can modify the setuid() system
call of the Mandriva operating system so that any process running the setuid() sys-
tem call is granted superuser (“root”) privileges. We assume that the attacker knows
that the target operating system actually is a regular Mandriva operating system
beforehand. In that case, the attacker knows the structure of the setuid system call
code and which part of it must be modified. The code of the setuid system call (or
part of the system call) can be used as the pattern to search. In our example, we
look for the first bytes (Syscall_pattern) of the system call. We know that once the
address of this pattern is known, the attacker has to replace the code that could be
found 0xf4 bytes further by the following code (New_code). Indeed, the original
code located at setuid+0xf4 corresponds to the place where the user effective id is
set (mov [%esi], 0x16c(%eax) - 6-byte instruction – where %esi points to the
requested user id, and 0x16c(%eax) is the current user effective id. This instruc-
tion is followed by another 6-byte instruction (mov [%esi], 0x174(%eax)) that is
useless in our context. Those two instructions should be replaced by the instruction
mov $0, 0x16c(%eax) (10-byte instruction) followed by two nop instructions to
ensure that the control flow of the system call is not modified. Indeed, $0 is the
superuser id, so mov $0, 0x16c(%eax) grants any caller of the setuid() system
call with superuser privileges.

In practice, the attacker has to

1. send a find_pattern(Syscall_pattern,Size_max,0) command where
Size_max is the maximum size that the backdoor will dump. Again, the attacker
will have to use a correctly aligned 4 kB buffer to do so;

2. wait for a few seconds for the backdoor to find the pattern in memory and read
the status bit. If the status bit is set, read the data sent back by the backdoor at
offset 0x204, and the address A of the pattern at offset 0x200 within the buffer;

3. if the data does not correspond to what she is looking for (false positive),
the first two steps must be repeated after updating the starting address of the
find_pattern command;

4. send three write commands, respectively, at addresses A+0xf4, A+0xf8, A+0xfc
to overwrite the part of the system call where the user effective ID is set.

// mov $0, 0x16c(%eax) correspond to
//bytecode 0x00000000016c80c7
// nop to 0x90
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write(A+0xf4,0x016c80c7)
write(A+0xf8, 0)
write(A+0xfc, 0x90900000)

Once this is done, any process running in domain H will be able to escalate to
“root” privilege by running the setuid() system call using their own identity. For
instance, users login will be granted the “root” user ID.

/* Regular behaviour */ /* After use of the backdoor*/
Mandriva Linux Release 2008.0 Mandriva Linux Release 2008.0
Kernel 2.6 on an i686 / tty1 Kernel 2.6 on an i686 / tty1
Login: user Login: user
Password: Password:

#id -bash$id
uid=50(user)[...]euid=50(user) uid=50(user)[...]euid=0(root)
#whoami -bash$whoami
user root

If the attacker does not know what the target operating system is, she has to use
the backdoor “read” command to analyze the layout of the target operating system
to identify the target structure before carrying the attack scheme.

6 Countermeasures

In the previous section, we have seen that unconditional isolation cannot be achieved
if the system used a single DIMM that cannot be trusted. However, if we consider
using multiple DIMMs (each of which is possibly trapped), the virtual machine
monitor can enforce a memory allocation strategy such that each DIMM is used
by only one domain. This way, the exploitation of the backdoor on each DIMM
is still possible, but the attacker is unable to either retrieve data or carry out any
privilege escalation scheme. As a consequence, it seems fair to recommend to use
a different DIMM for each sensitivity level (and one devoted to the hypervisor)
whenever possible.

An alternative countermeasure could be to use DIMMs from different manu-
facturers in order to mitigate the risk of the attacker having knowledge of how to
exploit a backdoor in every DIMM module the system is using. If the system uses
several DIMMs but does not assign one of them to the higher level and to the virtual
machine monitor or hypervisor, the attacker may still carry out the scheme using the
backdoor of the shared DIMM.

Lastly, RAM encryption may also be an efficient countermeasure, as it protects
the confidentiality of the data stored in DIMMs, thereby preventing the backdoor
from accessing sensitive information. Several projects aim at designing these kinds
of architectures, such as Xom [29], Aegis [34], Hide [41], and CryptoPage [11].
These approaches basically assume that no component shall be trusted apart from
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the CPU, the role of which is to encrypt data that are written to memory and decrypt
those that are read from memory. Memory encryption would prevent the DIMM
backdoor from finding the patterns requested by the attacker, as it does not have
access to the decryption key. In addition to confidentiality, some of these approaches
also provide integrity protection (e.g., by means of a Merkle tree [30]) and prevent
blind modifications of guest kernel data structures. As these techniques only assume
that the CPU is trustworthy, they are efficient countermeasures against the attack we
present.

7 Conclusion and Future Work

This chapter presents an original attack against compartmented systems, based on
the assumption that a bug or backdoor is present in RAM (DIMM) modules. We
show how an attacker can take advantage of these hidden functions to escalate her
privileges or retrieve sensitive data from a protected domain, even if the software,
CPU, chipset, and peripherals are trusted. We also illustrate how such a backdoor
can be implemented and exploited.

Future work will include analysis of the impact of a bug or a backdoor in key-
boards and display screens on the overall security of a virtual machine monitor- and
hypervisor-based system.

For example, a keyboard could be trapped to record all the keystrokes in an
internal buffer and then replay them in an encoded form to a process controlled
by the attacker. A way to encode the keystrokes would be to simulate user pressing
shift and control keys rapidly, for instance, or to use undefined scancode numbers.
Furthermore, we could also imagine that the non-sensitive guest OS is compro-
mised, and give some feedback to the rogue keyboard, to trigger a buffer emission,
or acknowledge the data received, by means of a covert channel from the OS to the
keyboard (e.g., through the virtualized keyboard LEDs that can be activated on the
OS’s own initiative).
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1 Introduction

Secure and efficient evaluation of arbitrary functions on private inputs has been
subject of cryptographic research for decades. In particular, the following scenario
appears in a variety of practical applications: a service provider (server S) and user
(client C) wish to compute a function f on their respective private data, without
incurring the expense of a trusted third party. This can be solved interactively using
Secure Function Evaluation (SFE) protocols, for example, using the very efficient
garbled circuit (GC) approach [23, 36]. However, GC protocols potentially require a
large amount of data to be transferred between S and C. This is because f needs to
be encrypted (garbled) as f̃ and transferred from S to C. In fact, the communication
complexity of GC-based SFE protocols is dominated by the size of the GC, which
can reach megabytes or gigabytes even for relatively small and simple functions
(e.g., the GC for AES has size 0.5 MB [30]). Further, if security against more
powerful adversaries is required, the use of the standard cut-and-choose technique
implies transfer of multiple GCs. (For covert adversaries, the transfer of only one
GC is sufficient [12].)

While transmission of this large amount of data is possible for exceptional occur-
rences, in most cases, the network will not be able to sustain the resulting traffic.
This holds especially for larger scale deployment of secure computations, e.g., by
banks or service providers, with a large number of customers. Additional obstacles
include energy consumption required to transmit/receive the data, and the resulting
reduced battery life in mobile clients, such as smartphones.1
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Further, computational load on S (computing f̃ ) is also a significant problem,
especially in the case of large-scale deployment of SFE.

1.1 Our Setting, Goals, and Approach

Motivated by the possibility of large-scale and decentralized SFE deployment we
aim to remove the expensive communication requirement and to shift some of S’s
computation to C. To this end, we note that in SFE protocols, and, in particular, in
GC, the role of the server can be split between two entities, with the introduction of
a new entity – secure token T , which is placed in client C’s possession, but executes
S’s code thus offloading S. Further, it is possible to eliminate most of the com-
munication between C and S and replace this with local communication between
C and T . A number of technical issues arises in this setting, which we address in
this work.

More specifically, we discuss and analyze hardware-supported SFE, where the
service provider S issues a secure (see below) hardware token T to C. C commu-
nicates locally with T and remotely with S. There is no direct channel between T
and S, but of course C can pass (and potentially interfere with) messages between
T and S. T is created by S, so S trusts T ; however, as C does not trust S, she also
does not trust the token T to behave honestly.2

Attack model. We consider all three standard types of adversaries: semi-honest
(follows protocol but analyzes the transcript), malicious (arbitrary behavior, cheat-
ing is always caught), and covert (cheating is caught with a certain deterrence prob-
ability, e.g., 1/2).

Hardware assumption. We assume T is tamper proof or tamper resistant. We
argue that this assumption is reasonable. Indeed, while every token can likely be
broken into given sufficient resources, we are motivated by the scenarios where
the payoff of the break is far below the cost of the break. This holds for relatively
low-value transactions such as cell phone or TV service, where the potential benefit
of the attack (e.g., free TV for one user) is not worth the investment of thousands
or tens of thousands of dollars to break into the card. For higher value applications
one could raise the cost of the attack by using a high-end token T , e.g., a smart card
certified at FIPS 140-2, level 3 or 4.

Hardware restrictions. As we assume the token to be produced in large quantities,
we try to minimize its costs (e.g., chip surface) and make the assumptions on it
as weak as possible. In particular our token requires only restricted computational
capabilities (no public-key operations) and small constant secure RAM. We consider
T with and without small constant secure non-volatile storage.

2 Note, if C in fact trusts T to behave honestly, then there exists a trivial solution, where C would
let T compute the function on her inputs [16].
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Further, we envision smart phones playing the role of the client (and a SIM card
the role of the token). Therefore we aim to limit client’s computational power and
storage ability.

1.2 Envisioned Applications

As mentioned above, we aim to bring SFE closer to a large-scale deployment. The
need to minimize communication forces us to rely on tokens, the issuance of which
requires certain logistical capabilities. Therefore, we believe client–server appli-
cations are most likely to be the early adopters of SFE. Further, the natural trust
model (semi-honest or covert server and malicious client) allow for efficient GC
protocols. Finally, many client–server application scenarios naturally include finan-
cial and other transactions which involve sensitive, in particular privacy-sensitive,
information.

Today, many service providers already distribute trusted tokens to their users.
Examples include SIM cards in users’ cell phones and smart cards in users’ TV
set-top boxes. Bank- and credit cards often contain embedded secure chips. Special
purpose (e.g., diagnostic) medical devices, which need to be monitored and con-
trolled, are often issued to users at home. In these settings, it is natural to use the
existing infrastructure to enhance the security and privacy guarantees of the offered
products and to offer new products previously impossible due to privacy violation
concerns. We consider the following examples in more detail.

Privacy protection in targeted advertisement and content delivery. Cable TV
(phone, Internet) providers gain a large part of their revenue from advertisements,
so it is desired to increase their effectiveness by considering individual user prefer-
ences, purchase history, and other collected personal information. On the other hand,
privacy guidelines and laws severely limit the kinds of information that can be col-
lected and how it can be used. Further, even legal use of personal information by the
service provider may be viewed as privacy violation and cause negative perception
of the company. At the same time, using SFE to select advertisements guarantees
customers’ privacy and, moreover, ensures that the company cannot breach their
privacy policies even by accident.

Of course, other content (songs, movies, TV shows) can be target delivered as
rewards or incentives, while preserving complete privacy of the user. Discount
coupons and certificates, powerful spending incentives well liked by users, bring
much more value to both the issuer and the user, if their delivery is based on sensitive
personal and location information.

Privacy preserving remote medical diagnostics. Health care is moving faster than
ever toward technologies that offer personalized online self-service, medical error
reduction, consumer data mining, and more (e.g., [11]). Such technologies have the
potential of revolutionizing the way medical data is stored, processed, delivered,
and made available in an ubiquitous and seamless way to millions of users all over
the world. Here service provider S usually owns the diagnostic software and/or
hardware that operates on C’s data and outputs classification/diagnostic results. A
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concrete example in this context is the classification of electrocardiogram (ECG)
data. A privacy-enhanced version for remote ECG diagnostics requires to transfer
GCs of size ≈ 63 MB [2]. With our token-based protocol this can be reduced sub-
stantially to approximately 100 kB as no garbled circuits need to be transferred.

Other applications concern financial transactions such as monetary transfers,
bidding, or betting, and biometric authentication.

1.3 Our Contributions and Outline

Our main contribution is architecture design, implementation, a number of opti-
mizations, and detailed analysis of two-party SFE aided by a server-issued low-cost
tamper-proof token. The communication complexity of our protocols is linear in
the size of the input and is independent of the size of the evaluated functionality.
Further, most of the work of S can be offloaded to T .

We use GC techniques of [20] and offer no-cost XOR gates. We rely on cheap
hardware – the token T only executes symmetric-key operations (e.g., SHA and
AES). T has small constant-size RAM (much smaller than the size of the circuit),
but we do not resort to implementing expensive secure external RAM. We also show
how to optimize for low-power, low-memory client C.

We provide two solutions; in one, T keeps state in secure non-volatile storage (a
monotonic counter), while in the other, T maintains no long-term state.

We consider semi-honest, covert [12], and malicious [22] adversaries; our corre-
sponding communication improvements are shown in Table 1.

1.3.1 Outline

We start with outlining our model and architecture in Sect. 3. We describe the proto-
cols for both stateful and stateless T and state the security claim in Sect. 4. In Sect.
5 we give further optimizations to speed up computation of T by caching and to
optimize for low-power, low-memory C. In Sect. 6, we discuss technical details of
our FPGA prototype implementation, present timings, and measurements and show
practicality of our solution.

1.4 Related Work

Related work on using tokens for secure computations falls in the following three
categories, summarized in Table 2.

Table 1 Communication between server S and client C for secure evaluation of function f with n
inputs, statistical security parameter s, and deterrence probability 1 − 1/r

Security Previous work This work

Semi-honest [36] O(| f | + n) O(n)

Covert [12] O(| f | + sn + r) O(sn + r)

Malicious [22] O(s| f | + s2n) O(s2n)
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Table 2 Secure protocols using hardware tokens. Columns denote the number of tokens, who trusts
the token(s), if token(s) are stateful or stateless, and perform public-key operations. Properties more
desired for practical applications in bold font

Type References Functionality # Tokens Trusted by Stateful PK ops

(A) [15] UC commitment 2 Both Yes Yes
[8, 19] UC commitment 2 Issuer Yes Yes
[7] UC commitment 2 Issuer No Yes
[26] UC commitment 1 Issuer Yes No

(B) [14] Set intersection, ODBS 1 Both Yes No
[13] Non-interact. OT 1 Both Yes Yes
[34] Verif. Enc., Fair Exch. 1 Both Yes Yes

(C) [10] SFE 2 Both Yes Yes
[16] SFE 1 Both Yes Yes
This work SFE 1 Issuer Yes/No No

(A) Setup assumptions for the universal composability (UC) framework. As
shown in [4], UC SFE protocols can be constructed from UC commitments. In
turn, UC commitments can be constructed from signature cards trusted by both
parties [15], or from tamper-proof tokens created and trusted only by the issuing
party [7, 8, 19, 26]. Here, [7] consider stateless tokens and [26] require only one
party to issue a token. This line of research mainly addresses the feasibility of UC
computation based on tamper-proof hardware and relies on expensive primitives
such as generic zero-knowledge proofs. Our protocols are far more practical.

(B) Efficiency improvements for specific functionalities. Efficient protocols with
a tamper-proof token trusted by both players have been proposed for specific func-
tionalities such as set intersection and oblivious database search (ODBS) [14], non-
interactive oblivious transfer (OT) [13], and verifiable encryption and fair exchange
[34]. In contrast, we solve the general SFE problem.

(C) Efficiency improvements for arbitrary functionalities. Clearly, SFE is efficient
if aided by a trusted third party (TTP), who simply computes the function. SFE aided
by hardware TTP was considered, e.g., in [10, 16]. In contrast, we do not use TTP;
our token is only trusted by its issuer.

2 Preliminaries

Notation. We denote symmetric security parameter by t (e.g., t = 128), and pseudo-
random function (PRF) keyed with k and evaluated on x by PRFk(x). PRF can
be instantiated with a block cipher, e.g., AES, or a cryptographic hash function
H, e.g., SHA-256, which we model as a Random Oracle (RO). AES is preferable
if PRF is run repeatedly with same k as AES’s key schedule amortizes. Message
authentication code (MAC) keyed with k and evaluated on message m is denoted by
MACk(m). We use an MAC that does not need to store the entire message but can
operate “online” on small blocks, e.g., AES-CMAC [32] or HMAC [21].
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2.1 Garbled Circuits (GC)

Yao’s Garbled Circuit approach [36], excellently presented in [23], is the most effi-
cient method for secure evaluation of a boolean circuit C . We summarize its ideas in
the following. The circuit constructor (server S) creates a garbled circuit C̃ : for each
wire wi of the circuit, he randomly chooses two garblings w̃0

i , w̃1
i , where w̃

j
i is the

garbled value of wi ’s value j . (Note: w̃
j
i does not reveal j .) Further, for each gate

Gi , S creates a garbled table T̃i with the following property: given a set of garbled
values of Gi ’s inputs, T̃i allows to recover the garbled value of the corresponding
Gi ’s output, but nothing else. S sends these garbled tables, called garbled circuit
C̃ to the evaluator (client C). Additionally, C obliviously obtains the garbled inputs
w̃i corresponding to inputs of both parties: the garbled inputs ỹ corresponding to
the inputs y of S are sent directly and x̃ are obtained with a parallel 1-out-of-2
oblivious transfer (OT) protocol [1, 27]. Now, C can evaluate the garbled circuit C̃
on the garbled inputs to obtain the garbled outputs by evaluating C̃ gate by gate,
using the garbled tables T̃i . Finally, C determines the plain values corresponding to
the obtained garbled output values using an output translation table received by S.
Correctness of GC follows from the way garbled tables T̃i are constructed.

Improved Garbled Circuit with free XOR [20]. An efficient method for creat-
ing garbled circuits which allows “free” evaluation of XOR gates was presented
in [20]. More specifically, a garbled XOR gate has no garbled table (no communi-
cation) and its evaluation consists of XORing its garbled input values (negligible
computation) – details below. The other gates, called non-XOR gates, are evaluated
as in Yao’s GC construction [36] with a point-and-permute technique (as used in
[25]): The garbled values w̃i = 〈ki , πi 〉 ∈ {0, 1}t ′ consist of a symmetric key
ki ∈ {0, 1}t and a random permutation bit πi ∈ {0, 1} (recall, t is the symmetric
security parameter). The entries of the garbled table are permuted such that the
permutation bits πi of a gate’s garbled input wires can be used as index into the
garbled table to directly point to the entry to be decrypted. After decrypting this
entry using the garbled input wires’ t-bit keys ki , evaluator obtains the garbled
output value of the gate. The encryption is done with the symmetric encryption
function Encs

k1,...,kd
(m), where d is the number of inputs of the gate and s is a

unique identifier used once. Enc can be instantiated with m ⊕ H(k1|| . . . ||kd ||s),
where H is a RO. This requires 2d invocations of H for creating and 1 invocation for
evaluating a garbled non-XOR gate. To avoid random oracles, Enc can be instan-
tiated with m ⊕ H(k1||s) ⊕ .. ⊕ H(kd ||s) instead, where H is a correlation robust
hash function (cf. [30] for details). This needs d · 2d invocations of H for creating
and d invocations for evaluating a non-XOR gate. In practice, H can be chosen
from the SHA-2 family. The main observation of [20] is that the constructor S
chooses a global key difference Δ ∈R {0, 1}t which remains unknown to evalua-
tor C and relates the garbled values as k0

i = k1
i ⊕ Δ. Clearly, the usage of such

garbled values allows for free evaluation of XOR gates with input wires w1, w2 and
output wire w3 by computing w̃3 = w̃1 ⊕ w̃2 (no communication and negligible
computation).
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3 Architecture, System, and Trust Model

We present in detail our setting, players, and hardware and trust assumptions.
As shown in Fig. 1, there are three parties – client C, server S, and tamper-

resistant token T , issued and trusted by S. Our goal is to let C and S securely
evaluate a public function f on their respective private inputs x and y.

Fig. 1 Model overview

Communication. C ↔ S: We view this as an expensive channel. Communication
C ↔ S flows over the Internet and may include a wireless or cellular link. This
implies small link bandwidth and power consumption concerns of mobile devices.
We wish to minimize the utilization of this channel.

T ↔ C: As T is held locally by C, this is a cheap channel (in terms of both
bandwidth and power consumption), suitable for transmission of data linear in the
size of f , or even greater.

T ↔ S: There is no direct channel between T and S, but, of course, C can pass
(and potentially interfere with) messages between T and S.

Trust. C ↔ S: As in the standard SFE scenario, C and S do not trust each other.
We address semi-honest, covert, and malicious C and S.

S ↔ T : T is fully trusted by S, since T is tamper resistant. S and T share a
secret key k, used to establish a secure channel and to derive joint randomness.

T ↔ C: C does not trust T , as T is the agent of S and may communicate with S
through covert channels.
Storage, computation, and execution. C and S are computationally strong devices
which can perform both symmetric- and asymmetric-key operations.3 Both have
sufficient memory, linear in the size of f . We also address the setting where C is a
weak mobile device with restricted memory in Sect. 5.1. C has control over T and
can reset it, e.g., by interrupting its power supply. As justified in Sect. 1.1, T is a
cheap special purpose hardware with minimum chip surface: T has circuitry only
for evaluating symmetric-key primitives in hardware (no public-key or true random
number generator) and has a small secure RAM. It may (Sect. 4.3) or may not (Sect.
4.4) have small non-volatile secure storage4, unaffected by the resets by C.

3 If needed, C’s capabilities may be enhanced by using a trusted hardware accelerator.
4 T ’s key k is a fixed part of its circuit and is kept even without non-volatile storage.
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4 Token-Assisted Garbled Circuit Protocols

In our presentation, we assume reader’s familiarity with the GC technique, including
free XORs of [20] (cf. Sect. 2.1), and concentrate on the aspects specific to the token
setting. We start with a high-level description of our protocol. Then, in Sects. 4.2,
4.3 and 4.4, we present the technical details of our construction – efficient circuit
representation, and GC generation by stateful and stateless tokens.

4.1 Protocols Overview and Security

Our constructions are a natural (but technically involved) modification of standard
GC protocols, so as to split the actions of the server into two parts – now executed
by S and T – while maintaining provable security. We offload most of the work
(notably, GC generation and output) to T , thus achieving important communication
savings and partially offloading S’s computation to T .

We start our discussion with the solution in the semi-honest model. However, our
modification of the basic GC is secure against malicious actions, and our protocols
are easily and efficiently extendible to covert and malicious settings.

At the high level, our protocols work as shown in Fig. 2: C obtains the gar-
bled inputs x̃, ỹ from S, and the garbled circuit f̃ corresponding to the function f
from T . Then, C evaluates f̃ on x̃, ỹ and obtains the result z = f (x, y).

It is easy to see that the introduction of T and offloading to it some of the com-
putation does not strengthen S and thus does not bring security concerns for C (as
compared to standard two-party GC). On the other hand, separating the states of
S and T , placing C in control of their communication, and C’s ability to reset T
introduces attack opportunities for C. We show how to address these issues with the
proper synchronization and checks performed by S and T .

Our main tool is the use of a unique session id sid for each GC evaluation. From
sid and the shared secret key k, S and T securely derive a session key K , which is
then used to derive the randomness used in GC generation. Jumping ahead (details
in Sect. 4.3), we note that sid uniqueness is easily achieved if T is stateful simply by

Fig. 2 Protocols overview
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setting sid equal to the value of the strictly monotonic session counter ctr maintained
by T . However, if T is stateless, C can always replay S’s messages. In Sect. 4.4 we
show how to ensure that replays do not help C.

Since S and T derive the same randomness for each session, the (same) garbled
circuit f̃ can be generated by T . Unfortunately, the weak T cannot store the entire
f . Instead, C provides the circuit corresponding to function f gate by gate to T and
obtains the corresponding garbled gate of f̃ . The garbled gate can immediately be
evaluated by C and needs not to be stored. C is prevented from providing a wrong f
to T , as follows. First, S issues a MAC of f , e.g., mac = MACk(sid, f ), where f
is the agreed circuit representation of the evaluated function (cf. Sect. 4.2). Further,
T computes its version of the above MAC, mac′, as it answers C’s queries in com-
puting f̃ . Finally, T reveals the decryption information d that allows C to decrypt
the output wires only if C provides the matching mac.

4.1.1 Garbled Inputs

The garbled input ỹ of S can be computed by S and sent to C, requiring |y| · t bits
communication, where t is the security parameter. Alternatively, if T is stateful, S
can establish a secure channel with T , e.g., based on session key K , send y over
the channel and have T output ỹ to C. This achieves the optimal communication
between S and C of |y| bits.

The garbling x̃ of C’s input can be transferred from S to C with a parallel OT pro-
tocol, which requires O(|x |t) bits of communication. Alternatively, the efficient OT
extension of [17], which reduces many OTs to a small number of OTs (depending on
security parameter t), can be adopted to our token-based scenario as described next.
This reduces the communication between S and C to O(t2), which is independent
of the size of the input x .

4.1.2 Extending OT Efficiently with Token

The efficient OT extension of [17] for semi-honest receiver C can be used to replace
the possibly huge number of |x | parallel OTs with a substantially smaller number of
t OTs only, where t is a security parameter. As the token T is computationally weak
and cannot perform public-key operations, the t real OTs in the protocol of [17]
are performed between the computationally strong devices C and S. Afterward, S
sends its state, i.e., the values obtained in the parallel OT protocol to T over a secure
channel. This requires O(t2) communication from S to T (forwarded by C). Finally,
T completes the protocol with C, which requires several invocations of a correlation
robust hash function (e.g., SHA-256) only, but no more public-key operations.

The fully secure OT extension protocol of [17] that is secure against mali-
cious receiver C requires additional cut-and-choose, which results in correspond-
ingly increased communication between C and S. Nevertheless, the communication
between C and S remains independent of the number of inputs |x |.
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4.1.3 Extension to Covert and Malicious Parties

Standard GC protocols for covert [12] or malicious [22] adversaries rely on the
following cut-and-choose technique. S creates multiple GCs C̃i , deterministically
derived from random seeds si , and commits to each, e.g., by sending C̃i or H(C̃i )

to C. In covert case, C asks S to open all but one garbled circuit I by revealing the
corresponding si �=I . For all opened circuits, C computes C̃i and checks that they
match the commitments. The malicious case is similar, but C asks S to open half of
the circuits, evaluates the remaining ones, and chooses the majority of their results.

These protocols similarly benefit from our token-based separation of the server
into S and T . As in the semi-honest protocol, the GC generation can be naturally
offloaded to T , achieving corresponding computation and communication relief
on the server and network resources. GC correctness verification is achieved by
requesting S to reveal the generator seeds si �=I . (Of course, these “opened” circuits
are not evaluated.) Note that requirements on T are the same as in the semi-honest
setting. Further, in both covert and malicious cases, the communication between C
and S is independent of the size of f . The resulting communication complexity of
these protocols is summarized in Table 1.

4.1.4 Security Claim

For the lack of space, in this work we present our protocols implicitly, by describing
the modifications to the base protocols of [20]. We informally argue the security of
the modifications as they are described. Formal proofs can be naturally built from
proofs of [20] and our security arguments. At the very high level, security against
S/T follows from the underlying GC protocols, since S is not stronger here than in
the two-party SFE setting. The additional power of C to control the channel between
S and stateful T is negated by establishing a secure channel (Sect. 4.3). C’s power
to reset stateless T is addressed by ensuring that by replaying old messages C gets
either what he already knows or completely unrelated data (Sect. 4.4).

Theorem 1 Assuming T is tamper-proof, protocols described throughout this sec-
tion are secure in the semi-honest, covert, and malicious models respectively.

4.2 Circuit Representation

We now describe our circuit representation format. Our criteria are compactness,
the ability to accommodate free XOR gates of [20], and ability of T to process
the encoding “online”, i.e., with small constant memory. Recall, our T operates in
request-response fashion. C incrementally, gate by gate, “feeds” the circuit descrip-
tion to T , which responds with the corresponding garbled tables.

We consider circuits with two-input boolean gates. We note that our techniques
can be naturally generalized to general circuits.

Our format is derived from standard representations, such as that of Fairplay
[25], with the necessary changes to support our requirements. For readability, we
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Fig. 3 Example for circuit representation

describe the format using a simple example circuit shown in Fig. 3. This circuit
computes z1 = x1 ∧ (y1 ⊕ y2), where x1 is the input bit of C and y1, y2 are two input
bits of S. The corresponding circuit representation shown on the right is composed
from the description of the inputs, gates, and outputs as follows.

Inputs and wires: The wires wi of the circuit are labeled with their index i =
{0, 1, ...} (wires with a larger fan-out are viewed as a single wire). The first X wires
are associated with the input of C, the following Y wires are associated with the
input of S, and the internal wires are labeled in topological order starting from index
X + Y (output wires of XOR gates are not labeled, as XOR gates are incorporated
into their successor gates as described in the next paragraph). The first line of the
circuit description specifies X and Y (Fig. 3: X = 1, Y = 2).

Gates are labeled with the index of their outgoing wire; each gate description
specifies its input wires. XOR gates do not have gate tables and are omitted from the
description. Rather, non-XOR gates, instead of pointing to two input wires, include
two input wire lists. If the input list contains more than one wire, these wire values
are to be XORed to obtain the corresponding gate input. Gate’s description con-
cludes with its truth table. In Fig. 3, the second line describes the AND gate, which
has index 3, and inputs w0 and w1 ⊕ w2.

Outputs: The circuit description concludes with Z lines, which contain the
indices of the Z output wires (Fig. 3: the only (Z = 1) output wire is w3).

Large XOR sub-circuits. In this representation, XOR gates with fan-out > 1
occur multiple times in the description of their successor gates. In the worst case,
this results in a quadratic increase of the circuit description. To avoid this cost, we
insert an identity gate after each XOR gate with a large fan-out.

4.2.1 Transformation of Circuit into Token Format

To convert a given circuit with n-input gates into the format described before, the
gates are first decomposed into two-input gates and afterward the XOR gates are
grouped together:

Decomposition into 2-input gates. Decomposing the n-input gates of a circuit
into multiple 2-input gates can be done in a straightforward way using Shannon’s
expansion theorem [31] or the QuineMcCluskey algorithm, which results in smaller
circuits [35]. For small n (e.g., for the common case of n = 3), the optimal replace-
ment can be found via brute-force enumeration of all possibilities [30].

Grouping of XOR gates. The XOR gates can be grouped together as follows: To
each input wire and each output wire of a non-XOR gate i we assign the set {i}.
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Afterward we transfer the gates of the circuit in topological order and annotate to
the output wire of each XOR gate the following set which is computed from the
sets of its input wires S1, S2 as S = S1 ⊕ S2 := (S1 ∪ S2) \ (S1 ∩ S2). Finally, the
remaining non-XOR gates are output in the token format using the sets associated
to the input wires, which contain those wires that need to be XORed together for the
specific input. As merging two sets of size at most |C | entries each can be done in
O(|C |) operations, the overall complexity of this algorithm is in O(|C |2).

4.3 GC Creation with Stateful Token (Secure Counter)

The main idea of our small-RAM-footprint GC generation is having T generate
garbled tables “on the fly.” This is possible, since each garbled table can be gener-
ated only given the garblings of input and output wires. In our implementation, we
pseudorandomly derive the wire garbling from the session key and wire index. The
rest of this section contains relevant details.

Session Initialization. SFE proceeds in sessions, where one session is used to
securely evaluate a function once. T has a secure monotonic session counter ctr
which is (irreversibly) incremented at the beginning of each session. The session id
sid is set to the incremented state of ctr. (We omit the discussion of synchronization
of ctr between T and S, which may happen due to communication and other errors.)
Then, the session key is computed by S and T as K = PRFk(sid) and subsequently
used to provide fresh randomness to create the GC.

As required by the construction of [20] (cf. Sect. 2.1), the two garbled values of
the same wire differ by a global difference offset Δ. This offset is derived from K
at session initialization and kept in RAM throughout the session.

Subsequently, garbled wire values wi are derived on the fly from K as

w̃0
i = PRFK (i), w̃1

i = w̃0
i ⊕ Δ. (1)

Garbled Gates. T receives the description of the circuit, line by line, in the format
described in Sect. 4.2 and generates and outputs to C corresponding garbled gates,
using only small constant memory. T first verifies that the gate with the same label
had not been processed before. (Otherwise, by submitting multiple gate tables for
the same gate, C may learn the real wire values.) This is achieved by keeping the
monotonically increasing processed gate counter gctr, verifying that gate’s label
glabel > gctr, and setting gctr = glabel. T then derives and stores garblings
of the gate’s input and output wires according to (1). (For input lists, the wire’s
garbling w̃0 is computed as the XOR of garblings of the listed wires, and w̃1 is set
to w̃0 ⊕Δ. Note that this requires constant RAM.) Finally, based on these garblings,
gate’s garbled table is computed and output to C.

Garbled Outputs. Recall, T must verify circuit correctness by checking mac
generated by S. Thus, T does not release the output decryption tables to C until
after the successful check. At the same time, the check is not complete until the
entire circuit had been fed to T . To avoid having T store the output decryption
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tables or involving S at this stage, T simply encrypts the output tables using a fresh
key K ′ and outputs the key only upon a successful MAC verification.

4.4 GC Creation with Stateless Token (No Counter)

As discussed above, while non-volatile secure storage (the counter ctr) is essential
in our protocol of Sect. 4.3, in some cases, it may be desired to avoid its cost. We
now discuss the protocol amendments required to maintain security of SFE with the
support of a token whose state can be reset by, e.g., a power interruption.

First, we observe that S is still able to maintain state and choose unique counters.
However, T can no longer be assured that sid claimed by C is indeed fresh. Further,
T does not have a source of independent randomness and thus cannot establish a
secure channel with S, e.g., by running a key exchange.

We begin with briefly describing a replay vulnerability of our protocol of Sect.
4.3, when T is executed with same sid. First, C properly executes SFE. Second
time he runs T with the same sid, but feeds T an incorrect circuit, receiving valid
garbled tables for each of the gates, generated for the same wire garblings. Now,
even though T will not accept mac and will not decrypt the output wires, C had
already received them in the first execution. It is easy to see that C “wins.”

Our solution is to ensure that C does not benefit from replaying T with the same
sid. To achieve this, we require that each wire garblings are derived from the (hash
of the) entire gate description (i.e., id, truth table, and list of inputs), as described
below. If C replays and gives a different gate description, she will not be able to
relate the produced garbled table with a previous output of T .

We associate with each wire wi a (revealed to C) hash value hi . For input wires,
hi is the empty string. For each other wire i , hi is derived (e.g., via Random Ora-
cle) from the description of the gate i (which includes index, truth table, and list
of inputs; cf. Sect. 4.2) that emits that wire: hi = H(〈gate_description〉). The
garbled value of wire wi now depends on its hash value hi : w̃0

i = PRFK (hi ) and
w̃1

i = w̃0
i ⊕ Δ. Finally, to enable the computation of the garbled tables, C must feed

back to T the hashes hi of the input wires and receive from T and keep for future
use the hash of the output wire. As noted above, C’s attempts to feed incorrect values
result in the output of garbled tables that are unrelated to previous outputs of T and
thus do not help C.

5 Further Optimizations

In order to allow C to evaluate the garbled circuit on the fly without caching the
garbled gates, the gates of the circuit must be given in topologic order, i.e., all gates
on which a gate depends have to occur before. As for most circuits many topologic
orders exist, one can choose a specific topologic order according to further optimiza-
tions. We give two examples in the following – optimize C’s memory requirements
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...
...

...

Fig. 4 Circuit with k gates that requires Θ(k) memory for evaluation

for GC evaluation (Sect. 5.1) or reduce T ’s runtime by caching intermediate values
(Sect. 5.2).

5.1 Optimizing Memory of Client

For evaluating the garbled circuit, C starts with the garbled values of the inputs.
Then, C obtains the garbled gates one by one from the token and evaluates them.
The obtained garbled output for the gate needs to be stored in C’s memory until it is
used the last time as input into a garbled gate.

This allows to find a good topologic order of the circuit, which requires less
memory for storing the intermediate results.

As pointed out in [3], the problem of finding a topologic order of a circuit that
minimizes the needed amount of memory to store intermediate values is equivalent
to the register allocation problem, which is well studied in the context of compilers.
In fact, algorithms for register allocation [6, 33] can be used to find an optimal,
respectively, good topologic order of the circuit, which reduces the amount of mem-
ory needed for its evaluation.

In the worst case, the memory needed to evaluate a circuit C is linear in the circuit
size as one might need to keep garbled values of many wires. Figure 4 shows an
(artificially constructed) example circuit with k gates, which requires Θ(k) memory
for evaluation.

5.2 Optimizing Runtime of Token by Caching

During creation of the garbled circuit, the token T derives the garbled values cor-
responding to the gates’ inputs and outputs with a PRF. If the garbled value has
already been derived before and stored in a cache, the garbled value does not need
to be derived again. When the garbled values are stored into or loaded from the
cache can be encoded in the description of the circuit provided by C.
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5.2.1 Performance Improvements by Caching

At a first glance it seems that the cache provides the possibility for a
time memory tradeoff. This is clearly the case if T allows sequential execution of
instructions only (e.g., in a single-threaded software implementation on a smart
card) as each cache hit results in reduced computation time. However, if T allows
parallel execution (e.g., on FPGAs, ASICs, or CPUs with multiple cores), the gar-
bled values can be derived in parallel to creating the garbled tables. As demonstrated
in our FPGA prototype implementation in Sect. 6, the derivation of the garbled val-
ues using AES (10 cycles in our implementation) is substantially faster than creating
the garbled tables using SHA (70 cycles in our implementation). In this setting, only
gates with many inputs would benefit from caching.

5.2.2 Cache Sizes

If each garbled value should be derived only once and taken from the cache every
time it is used afterward, the cache needs to have size O(| f |). In practice, the size
of the cache is, however, bounded to a constant number of cache entries.

Cache with constant size. To determine a good ordering of the gates which max-
imizes the number of cache hits one can use standard algorithms for instruction
scheduling and register allocation (instructions correspond to gates and registers to
cache entries) [33].

Cache with size 1. In many cases, a cache with only one cache entry is sufficient
already. This is due to the fact that many commonly used functionalities (e.g., addi-
tion or comparison) are composed from a line of gates in which the output of a gate
directly serves as the input into the next gate.

The following efficient algorithm (time and space complexity in O(| f |)) deter-
mines a topological order with many hits for the one entry cache: Insert – starting
from the output gates – an edge to each of the gates whose outputs are input into
the current gate. Afterward run a depth-first search on the outputs which marks a
gate as visited and visits all successor gates which have not been visited yet. After
having visited all successor gates, the gate is output as next in the topologic order.
This algorithm eliminates “dead” gates and results in many cache hits for the one
entry cache.

6 Proof-of-Concept Implementation

We have designed a proof-of-concept implementation to show the practicability of
our token-assisted GC protocols of Sect. 4. In the following we describe our archi-
tecture for the stateful token case of Sect. 4.3. Extension to the stateless case is
straightforward. We instantiate PRF with AES-128, H and H with SHA-256, and
MAC with AES-CMAC.
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6.1 Architecture

Figure 5 depicts the high-level architecture of our design consisting of a two-stage
pipeline and an MAC core. Stage 1 of the pipeline creates the garbled input and
output values of a gate using an AES core, and stage 2 computes the garbled table
with a SHA core. The two-stage pipeline increases performance as two gates can be
processed concurrently. The MAC core computes the authentication message mac′
of the circuit provided by C (cf. Sect. 4.1).

Fig. 5 Simplified architectural diagram of our proof-of-concept implementation. Selectors of mul-
tiplexers and write enables of registers are set by additional control logics

Design Principle. To achieve maximum speed with minimum hardware
resources, we followed a general guideline exploiting parallelism as long as it can be
done without using several instances of the same algorithm. For example, we opted
to compute the four entries of a garbled table with a single SHA core instead of using
four parallel SHA cores, which would have increased performance, but only with a
significant increase in area. As the only exception, we included a separate MAC
core rather than reusing the AES core of stage 1 because it would have severely
complicated the control of the pipeline.
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Description of Operation. In the session initialization (cf. Sect. 4.4), the SHA
core in stage 2 derives session key K and output encryption key K ′ from key k and
current counter value ctr = sid, which is used as key for the AES core. Then, the
key difference Δ is derived with the AES core and stored in a register. The circuit
is provided gate by gate into the input buffer in the format described in Sect. 4.2
(gate table denoted by Ti in Fig. 5). Stage 1 starts to process a gate by deriving the
garbled output value w̃0

i . Then, the two garbled inputs of the gate (L̃0
i , R̃1

i in Fig. 5)
are derived by XORing the garblings listed in the input wire lists one by one (see
Sect. 4.3). When all garblings are derived they are forwarded to stage 2 and stage 1
processes the next gate. Stage 2 computes the garbled table and the encrypted output
decryption tables and writes them into the output buffer. The MAC core operates
independently from the two-stage pipeline.

6.2 Prototype Implementation

We implemented our architecture in VHDL.
Implementation Details. For the AES core we chose an iterative design of AES-

128 with a latency of 10 clock cycles per encryption. The core includes an online
key scheduling unit. The S-boxes are implemented as suggested in [5]; otherwise,
the core is a straightforward implementation of the standard [28]. The SHA core
implements SHA-256 with a latency of 67 clock cycles per 512-bit block. The core
is a straightforward iterative design of the standard [29]. The MAC core includes
an AES core implemented as above; otherwise the core is a straightforward imple-
mentation of AES-CMAC [32]. As the subkeys, k1 and k2, depend only on the key
k they were precomputed and hardwired in the design.

FPGAs. We compiled the VHDL code for a low-end FPGA, the Altera Cyclone II
EP2C20F484C7 FPGA, with Quartus II, version 8.1 (2008). We emphasize that this
FPGA is for prototyping only, as it lacks secure embedded non-volatile memory for
storing ctr (e.g., the Xilinx Spartan-3AN FPGAs has integrated Flash memory for
this). The resulting area and memory requirements are listed in Table 3. The design
occupies 60% of logic cells and 21% of memory blocks available on the device and
runs at 66 MHz (the critical path for clock frequency is in the AES core). These
results show that the design is, indeed, feasible for a low-cost implementation, for
example, with low-cost FPGAs which, in turn, is mandatory for the practicability of
the token-based scheme.

Smart Cards. In particular, we note that the requirements are sufficiently low also
for contemporary smart card technologies, because AES-128 and SHA-256 require

Table 3 Results on an Altera Cyclone II FPGA (the hierarchy is as shown in Fig. 5)

Entity Stage 1 Stage 2 MAC IO Total

Area (Logic cells) 3,317 (30 %) 4,539 (40 %) 3,059 (27 %) 263 (3 %) 1,1231 (60 %)
Memory (M4K) 0 (0 %) 8 (73 %) 1 (9 %) 2 (18 %) 11 (21 %)
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only about 3,400 and 11,000 gates, respectively [9]. As our protocol requires no
public-key operations on the token, small smart cards are sufficient.

6.2.1 Performance

We determined the latency of our implementation with ModelSim, version 6.3g
(2008). Overall, the latency is given as #clock_cycles = 158G1+312G2 +154O +
150, where G1, G2 is the number of 1-input gates, respectively, 2-input gates and O
is the number of outputs, assuming that each gate has at most 21 inputs in its input
lists (if more, stage 2 needs to wait for stage 1) and that data I/O does not introduce
additional delays. If we use a correlation robust hash function instead of RO, the
coefficient for G2 would roughly double for up to 42 inputs (cf. Sect. 2.1).

Example 1 Our implementation generates a GC for 16-bit comparison (G1 = 0,

G2 = 16, O = 1) in 5,296 clock cycles (≈80 μs with 66 MHz clock). In Software,
this takes roughly 0.5 s on an Intel Core 2 6,420 at 2.13 GHz [24].

Example 2 Generating a GC for AES-128 encryption (G1 = 12, 614, G2 =
11, 334, O = 128) takes 5,549,082 clock cycles (≈84 ms with 66 MHz clock). In
Software, this takes approximately 1 s on an Intel Core 2 Duo at 3.0 GHz [30].

We note that the optimization for large XOR sub-circuits described in Sect. 4.2
dramatically reduces the amount of communication between C and T : When using
this optimization, the size of the AES circuit of Example 2 is |C | = 1.1 MB and the
garbled AES circuit has size |C̃ | = 1.1 MB. Without this optimization, the circuit
has no more 1-input gates (G1 = 0), which results in a faster creation (3, 556, 070
clock cycles), evaluation, and size of the garbled circuit (|C̃ | ≈ 0.7 MB). However,
the size of the circuit is drastically larger (|C | = 94.5 MB), which might be a
bottleneck if the communication between C and T is slow.
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Towards Reliable Remote Healthcare
Applications Using Combined Fuzzy Extraction

Jorge Guajardo, Muhammad Asim, and Milan Petković

1 Introduction

There are several important trends in healthcare that call for the deployment of
remote healthcare applications. It is expected that people will live longer and that
chronic diseases, such as hypertension and diabetes, will become more prevalent
among older adults. That, in turn, will increase demand and cost of healthcare (in
the United States already it is more than 17% of GDP). On the other hand, the
healthcare sector is facing a decrease in resources (number of beds and qualified
healthcare givers) relative to the increase in demand. Finally, an increasingly impor-
tant trend in healthcare is consumerism. Patients demand more voice and choice in
their healthcare. They are taking a more active role in their own health management.

As a consequence of the previously mentioned trends, the delivery of healthcare
is gradually extending from acute institutional care to outpatient care and home care.
Advances in information and communication technologies have enabled remote
healthcare services (tele-health) including tele-medicine and remote patient moni-
toring. A number of services in the market already deploy tele-health infrastructures
where the measurement devices are connected via hubs to remote backend servers.
Healthcare providers use this architecture to remotely access the measurement data
and help the patients to manage their conditions (Philips Motiva is an example of
a disease management service). Next to that, a number of solutions [24, 25, 37]
have been introduced in the market that allow patients to collect their own health-
related information and to store them on portable devices, or PCs, and in online
services. These solutions are often referred to as personal health record (PHR) ser-
vices. Already a number of products in the market allow patients to automatically
enter measurements and other medical data into their PHRs [22, 26]. For example,
a weight scale sends its information via Bluetooth to a PC from which the data
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is uploaded to the person’s PHR. This allows patients to collect and manage their
health data but, more importantly, to share these data with the various healthcare
professionals involved in their treatment.

This chapter addresses one of the basic security and safety problems in the
domain of tele-health, which is the problem of user and device authentica-
tion/identification (see Fig. 1). Namely, when data remotely measured by patients
is used by tele-health services or in the medical professional world, healthcare
providers need to place greater trust in the information that patients report. In par-
ticular, they have to be ensured that a measurement is originating from the right
patient and that an appropriate device was used to perform the measurement. For
example, consider a blood pressure measurement taken at home. It is crucial to know
that the blood pressure of a registered user is measured (not that of his friends or
children) and that the measurement was taken by a certified device and not a cheap
(potentially) fake device. This is very important because if this is not guaranteed
there can be critical healthcare decisions made based on wrong data.

Fig. 1 Typical security and safety problems found in remote tele-monitoring health applications

Thus, user authenticity and device authenticity must be supported. Providing user
and device authentication during the measurement acquisition process results in (i)
increased patient safety (diagnosis and health decisions are based on reliable data),
(ii) reduction of costs (patient provided data is reused in the professional healthcare
domain), and (iii) convenience for the patient (patients take healthcare measure-
ments at home).

In current practice, a device identifier (device ID) is used either as a user identifier
(user ID) or together with some additional information (the position of an A/B user
switch) as a means to derive a user ID (if multiple users are using the same device).
For example, the Continua Health Alliance [8] requires each Continua-certified
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measurement device to send over personal area network interface its own unique
device ID. The user ID is optional (and can be just as simple as 1, 2, or A, B).
The valid user ID is obtained at the medical hub device (e.g., home PC) which can
provide mapping between the simple user ID (associated with a device ID) and a
valid user ID. There might also be measurement devices that can send a valid user
ID next to the device ID. Then the mapping is not needed.

There are several problems with the current approach:

1. The current mapping approach does not quickly lock the user and device ID
together, but it introduces room for mistakes. First of all, a user can make an
unintended mistake. For example, the user sets the switch on the device in the
wrong position (user A instead of user B), or he assigns his wife’s measurement
to his identity after all the measurements are transmitted from a blood pressure
meter to the home PC. Furthermore, the system can mix the users. In particular,
the application designer should take special care to provide data management in
a way to reduce the potential for associating measurements with the wrong user.

2. A malicious user can introduce wrong measurements by impersonating the real
user. Admittedly, malicious users in the cryptographic sense should be rare to
come by in the home-monitoring scenario. However, it is very likely that children
would be inclined to play with such devices and possibly send wrong measure-
ments to the service provider as part of a practical joke, for example.

3. A device ID can be copied onto forged devices, which can be easily introduced in
the ecosystem. Then, a user can use these devices to produce data that will look
reliable but in fact will be unreliable. Here, the threat is users buying cheaper
devices which appear to be certified but in fact are not. This is likely to occur
as we move to tele-health services in which the consumer has more freedom to
choose providers, services, and health-monitoring devices.

To address these drawbacks, we propose a method to bind the identity of a user
and a device identifier as early as possible so as to certify that data coming from
a specific device indeed originate from that particular device and a particular user.
To ensure proper device and user authentication/identification the use of physically
unclonable functions (PUFs) in combination with biometrics is proposed. Basically,
we cover the three previously mentioned problems by providing

1. Close coupling of the user ID and the identification of the device used to take the
measurement (the use of unregistered device/user is immediately detected),

2. Strong user authentication (biometrics), and
3. Anti-counterfeiting and strong device authentication.

Observe that in theory, strong user authentication could be provided via other more
standard (and widely deployed) methods such as passwords. However, passwords
have the drawback of being easily forgotten. This is even more likely in elderly
patients, who, in turn, will be the most likely users of such services.

The reminder of the chapter is organized as follows. Section 2 describes
in more detail remote healthcare services and their requirements. Biometrics,
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physically unclonable functions, and fuzzy extractors are explained in Sect. 3. Sec-
tion 4 describes a new method we propose to bind the identity of the person and
the measurement device to the measurement itself by combining fuzzy extraction
processes for key extraction from PUFs and biometrics. Finally, Sect. 6 concludes
the chapter.

2 Remote Patient Monitoring Services and Data Reliability
Issues

Figure 2 illustrates a possible architecture for a remote patient monitoring solution.
In particular, it illustrates the architecture that is envisioned by two standard orga-
nizations, i.e., Continua Health Alliance and Healthcare Information Technology
Standards Panel (HITSP) in the domain of the remote patient monitoring solutions.
The purpose of Continua is to establish a system of interoperable personal health
solutions. Such solutions have the potential to foster independence by allowing
home-monitoring medical services and empowering individuals by providing the
opportunity for truly personalized health and wellness management. HITSP is a
cooperative partnership between the public and private sectors in the United States.

Fig. 2 System architecture for remote healthcare monitoring services
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Similar to the Continual Health Alliance, its purpose is to harmonize and integrate
standards that will meet clinical and business needs for sharing information among
organizations and systems. Figure 2 identifies the following components and stake-
holders:

• The medical observation devices measure vital signs such as weight, blood pres-
sure, and glucose. These devices can be stationary, portable, body-worn, and have
wired (e.g., USB) or wireless connectivity to transmit the measurements to the
application hosting devices. The wireless connectivity to the application-hosting
devices can be based on standards such as Bluetooth or low-power technologies
such as ZigBee or Bluetooth-Low Energy.

• The application-hosting device serves as the direct interface to extract and store
remote-monitoring information (patient’s vital signs) from numerous medical
observation devices inside the patient’s home. Application-hosting devices can
be stationary (e.g., PC, dedicated medical router) or portable (e.g., mobile phone,
PDA). The application-hosting device forwards vital signs’ observations from the
devices under its vicinity to a remote-monitoring system in a secure fashion. In
some cases, application-hosting devices can also be used for gathering subjective
input from the patient, via short surveys.

• The remote-monitoring service collects data from all subscribed patients and
makes it available for review by care-coordinators (e.g., nurse) who are the main
stakeholders of the remote-monitoring system. If measurements fall outside an
expected range then the nurse may forward patient-detailed vital-signs observa-
tions to the corresponding healthcare providers (e.g., patient’s family physician).

• Healthcare providers interact with the remote-monitoring system and patient’s
EHR and PHR systems to obtain necessary data to provide health care. The main
stakeholders of the healthcare provider system are clinicians.

• The EHR system “is a set of components that form the mechanism by which
patient records are created, used, stored, and retrieved. A patient record system
is usually located within a healthcare provider setting” [17]. The primary stake-
holder of the EHR system are clinicians.

• The PHR system is also used to collect, store, and manage consumer health
records, but, in contrast to EHR systems, PHRs are usually maintained by the
patient himself. They may include any aspects of health conditions, medications,
medical problems, allergies, vaccination history, visit history, or communications
with healthcare providers. Examples of PHR systems include solutions such as
the Microsoft HealthVault and Google health.

2.1 Data Reliability Issues

With the introduction of remote patient monitoring services professional healthcare,
providers face a major dilemma with respect to the use of health data obtained from
them and PHRs. The issue is whether they can trust and use the information that
is being accumulated from patients using remote service providers. Remote moni-
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toring takes place in an uncontrolled environment and without direct supervision of
clinicians. In addition, remote-monitoring devices can be bought over the counter
and are often shared by multiple users. For example, a blood pressure meter may
be used by both husband and wife registered with a disease management service.
Hence, due to these factors and with little knowledge about the context under which
the measurements have been taken, clinicians have no way of knowing whether the
data entered by the patients is correct and reliable. As a result, clinicians may be
reluctant to access and use such remote-monitoring information unless they have
sufficient assurance that the data is valid, accurate, and reliable. It is clear that clin-
icians want the measurements obtained from the remote-monitoring system to be
for the right patient and device, right date/time, and, equally important, that the
measurement is accurate or reliable (comparable to a measurement performed at
the hospital under controlled conditions). Without the appropriate mechanisms to
ensure the provenience and quality (reliability) of remote-monitoring information,
full benefits of remote monitoring cannot be realized and its adoption by clinicians
will be limited. Notice that in addition to other issues and (potential) obstacles such
as confidentiality, security, and privacy of the patients’ data, information reliability
has been recognized by US Department of Health and Human Services (DHHS)
as one of the main issues and obstacles with respect to the adoption of remote-
monitoring technologies by clinicians [36]. Note that the issue of trust refers in our
setting (mostly) to the reliability of the data and not necessarily to whether someone
trusts a service provider.

3 Fuzzy Extractors, PUFs, and Biometrics

In this section, we review physical unclonable functions (PUFs), biometrics, and
fuzzy extractors as well as their properties. The idea is to make the treatment of this
chapter self-contained. Readers familiar with these concepts may skip it and jump
to Sect. 4.

3.1 Preliminaries

We begin by briefly recalling some definitions, which will be used in the remainder
of this chapter. Unless otherwise stated, we follow the presentation of [3, 9].

Hamming distance. The Hamming distance between two vectors x, y ∈ Qn ,
where Q is some field is denoted by dis(x, y) and it is defined to be the number
of coordinates in which they differ. For our applications Q will be a finite field
of characteristic p and often of characteristic two.

Error-correcting codes. A q-ary block code C = {w1, w2, . . . , wk} of length n is
any non-empty subset of Qn , where Q has cardinality q, i.e., Q has q distinct
symbols. For example, if Q is the Galois field Fq then Q has q elements and
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q is a prime power. The elements wi of C ⊆ Qn are called the code-words.
Notice that the wi s are n-tuples of symbols taken from the alphabet Q. The
minimum distance of the code C, written dmin, is defined to be

dmin := min{dis(wi , w j )|wi , w j ∈ C, w j �= wi }

For a given dmin, the error-correcting capability or error-correcting distance
e is

e :=
⌊

dmin − 1

2

⌋

Geometrically, it can be seen as the radius e such that for every element
w ∈ Qn there is at most one code-word in the ball of radius e centered
on w.

Linear codes. A q-ary linear code C is a linear subspace of Fq . If C is a k-
dimensional linear code of length n and minimum distance d, we write it as
an [n, k, d]-code. Thus, a q-ary [n, k, d]-code has cardinality qk , i.e., it can
encode up to qk possible messages. For linear codes the minimum distance is
equal to the minimum non-zero weight in C.

Permutation groups. The set of all permutations of a set M is called the sym-
metric group on M. Usually we take M to be the set {1, . . . , n}, and denote
the symmetric group by Sn , for some positive integer n. The order of Sn is n!
As it is well known, any permutation can be written as a product of disjoint
cycles: we call this its cycle decomposition. For example, the permutation of
{1, . . . , 5} which maps 1 to 4, 2 to 5, 3 to 1, 4 to 3, and 5 to 2 has cycle
decomposition (1, 4, 3)(2, 5). The cycle decomposition is unique up to writ-
ing the cycles in a different order and starting them at different points: for
example, (1, 4, 3)(2, 5) = (5, 2)(3, 1, 4). A permutation group P on a set M
is a subgroup of the symmetric group on M; that is, it is a set of permutations
closed under composition and inversion and containing the identity permuta-
tion. The group operation is simply the action of the permutations πi on the
elements of the set M. The permutation group P = {πi : M → M}, indexed
by i , is transitive on the set M if for any pair of points w,w′ there exists
a permutation πi ∈ P , such that πi [w] = w′. The permutation group P is
isometric with respect to the distance function dis in the set M (we assume
the set M is a space with a distance function) if for all permutations πi ∈ P
and points w,w′ ∈ M, it holds that dis(πi [w], πi [w′]) = dis(w,w′). These
two last properties are used in the construction of fuzzy extractors based on
permutations.

Universal hash functions [7]. A universal hash function is a map from a finite
set A of size |A| to a finite set B of size |B|. For a given hash function h and
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two strings x, x ′ with x �= x ′, we define the function δh(x, x ′) as equal to 1
if h(x) = h(x ′) and 0 otherwise. For a finite set (or family) of hash functions
H, δH(x, x ′) is defined to be

∑
h∈H δh(x, x ′). In other words, δH(x, x ′) counts

the number of functions h ∈ H for which x and x ′ collide. For a random h ∈ H
and any two distinct x, x ′, the probability that h(x) = h(x ′) is δH(x, x ′)/|H|,
where |H| denotes the size of the set H. There has been extensive research on
universal hash functions (see for example [27, 30]). In the hardware domain,
their implementation has been investigated in [20] and the work of [19].

Encryption schemes. Throughout this chapter we will refer to encrypting [2],
denoted Enc(K , ·), meaning an encryption scheme using key K , which pro-
vides semantic security under chosen plaintext attacks [10, 13], commonly
written IND-CPA. The corresponding decryption operation under key K is
denoted by Dec(K , ). There are stronger versions of security, such as seman-
tic security under chosen ciphertext attacks (IND-CCA), however, common
modes of operation (e.g., CBC) only provide IND-CPA. Although we focus on
the symmetric key setting, the security notions themselves are general enough
that apply to the public-key setting as well. Thus, our schemes can also be
easily extended to public-key counterparts by deriving appropriate public-keys
from the secret key information. Finally, we write MAC(K , ·) to indicate a
message authenticating code (MAC) computed with the secret key K provid-
ing integrity of plaintexts (see [1]).

3.2 Physical Unclonable Functions

A function in mathematics is a relation which associates elements of a set A, typ-
ically referred to as the domain, with elements of a set B, known as the range or
image. The relation which associates elements of set A to those of set B is defined
via a mathematical formula, a graph, a table, etc. In 2001, [28, 29] introduced the
concept of physical random functions or physical unclonable functions (PUFs). In
this case the function is defined via a physical object or device. In particular, upon
challenging such a PUF with a challenge Ci , a response Ri is generated. Phys-
ical Unclonable Functions have essentially two parts: (i) a physical part and (ii)
an operational part. The physical part is a physical system that is very difficult
to clone. It inherits its unclonability from uncontrollable process variations during
manufacturing. In the case of PUFs on an IC such process variations are typically
deep submicron variations such as doping variations in transistors. The operational
part corresponds to the function. In order to turn the physical system into a function
a set of challenges Ci (stimuli) has to be available to which the system responds
with a set of sufficiently different responses Ri .

3.2.1 PUFs Types and Examples

In the literature, two different classes of PUFs have been introduced divided accord-
ing to the number of challenge–response pairs that the particular PUF accepts. In
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particular, PUFs have been divided into strong and weak PUFs. A strong PUF
accepts a large number of challenge–response pairs (Ci , Ri ), i = 1, . . . , N ; i.e.
the PUF has so many CRPs such that an attack (performed during a limited amount
of time) based on exhaustively measuring the CRPs only has a negligible probability
of success and, in particular, 1/N ≈ 2−k for large k ≈ 100 [28, 35]. If the number
of different CRPs N is rather small, we refer to it as a weak PUF. Notice that a weak
PUF is usually used for secure key storage applications and thus, it is very similar
to the concept of physically obfuscated keys (POKs) as introduced by [11]. We also
emphasize that the weakness of a weak PUF does not refer to its unclonability or
randomness properties but to the number of challenges it accepts.

Examples of PUFs include optical PUFs [28, 29], silicon PUFs [12], coating
PUFs [33], and intrinsic PUFs [14]. Notice that an IPUF is a PUF inherently present
in a device due to its deep submicron manufacturing process variations and no addi-
tional hardware has to be added for embedding the PUF. In [14], Guajardo et al.
show that the start-up values of SRAM memory cells (present, for example, in
an FPGA) are an IPUF. A variant of SRAM PUFs constructed by cross-coupling
latches has been introduced by Kumar et al. [21]. We observe that while PUF
structures can always be created from scratch using full-custom design of chips,
intrinsic PUFs based on SRAM memory are omnipresent wherever SRAM memory
is present in a device. In particular, SRAM PUFs are present in embedded processors
as well, such as those available inside medical devices (see, for example, [16], for
the typical size of SRAM in implantable medical devices).

3.2.2 PUF Security Properties

As in any security system, in order to evaluate the security of the system, it is nec-
essary that we state the necessary assumptions for the system to be secure. Previous
works [12, 14, 15, 28, 33] have either explicitly or implicitly made the following
assumptions:

1. It is assumed that a response Ri (to a challenge Ci ) gives only a small amount of
information on another response R j (to a different challenge C j ) with i �= j .

2. Without having the corresponding PUF (i.e., the actual physical device or struc-
ture) at hand, it is impossible to come up with the response Ri corresponding to
a challenge Ci , except with negligible probability.

In many cases, it is also reasonable to assume that PUFs are tamper evident. This
implies that when an attacker tries to investigate the PUF to obtain detailed infor-
mation about its structure, the PUF is damaged and the PUF’s challenge–response
behavior is changed substantially. In this chapter, this property is not used explicitly.

As noticed previously, the above assumptions are guaranteed based on the hard-
ness of copying the actual device (or structure) used as a PUF. This hardness is due
to the unfeasibility to copy the structure and it is not due to some physically impos-
sible process (as the cloning of quantum bits, for example). We observe, however,
that in our particular application scenario, our requirements can be relaxed. In many
situations, we just need that the string derived from the PUF be unclonable and not
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necessarily secret. We will describe explicitly the situations in which this is the case
in the next sections.

3.3 Biometrics

Biometric measurements have been proposed as a way to authenticate individuals.
They are very appealing because they are inherently unclonable and cannot be eas-
ily reproduce except by the person whose biometric is being authenticated. Thus,
one can think of a biometric as a PUF (or POK) embedded in a person (the oppo-
site analogy is often used in the PUF literature). Unlike the PUF case, biometric
measurements are highly privacy invasive. Thus, lots of work has been devoted to
studying methods to store and process biometrics in a privacy friendly manner (see,
e.g., [6, 9, 23, 34]).

Following recent work [5, 31] on the (in)security of the techniques described
in [6, 9, 23], it is apparent that templates based on helper data techniques need to
comply with at least three properties. Informally, these properties are

• negligible information leakage (from a single helper data): given helper data W
for biometric X , W should leak negligible information about X . This property
was guaranteed by the constructions in [6, 9, 23];

• non-reversibility: given (public) helper data {Wi }K
i=1 corresponding to possibly

several (related) biometric measurements {Xi }K
i=1, it should be unfeasible to

recover any Xi from information leaked by the (public) {Wi }K
i=1;

• indistinguishability: given (public) helper data {Wi }K
i=1 corresponding to possibly

several (related) biometric measurements {Xi }K
i=1, it should be unfeasible to tell

if any of the Wi originate from the same biometric measurement Xi .

Interestingly, it is shown in [5, 31] that for most constructions and choices of
parameters the techniques in [6, 9, 23] only provide the first guarantee, failing to
provide non-reversibility and indistinguishability when lists of potentially related
helper data are taken into consideration when mounting an attack.

3.4 The Need for Fuzzy Extractors

Observe that a common property of PUFs and biometric measurements is that
they are noisy. In addition, PUF responses and biometric measurements are not
fully uniformly distributed, which is undesirable for security applications (e.g., key
derivation functions or authentication applications). As a result, a fuzzy extractor
or helper data algorithm is required to extract secure keys from the PUF responses
(respectively, biometric measurements). For formal definitions of fuzzy extractors
and helper data algorithms we refer to [6, 9, 23]. Informally, we need to imple-
ment two basic primitives: (i) information reconciliation or error correction and
(ii) privacy amplification or randomness extraction. In order to implement those
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two primitives, helper data W is generated during the enrollment phase. During
this phase, carried out in a trusted environment, a probabilistic procedure called
Gen is run. Later, during the key reconstruction or authentication phase, the key is
reconstructed based on a noisy measurement R′

i and the helper data W . During this
phase, a procedure called Rep is performed. We now present several constructions
for such procedures previously described in [6, 9, 18, 23]. Constructions for other
metrics can also be found in [9].

3.4.1 Construction Based on Code Offset (Discrete Distributions)

In order to implement the procedures Gen and Rep an error correction code C and
a set H of universal hash functions [7] are required. The parameters [n, k, d] of the
code C are determined by the length of the responses R and the number of errors t
that have to be corrected. The distance d of the code is chosen such that t errors can
be corrected with high probability. The definition of what is an acceptable “high”
probability is directly dependent on the application requirements.

The Gen procedure takes as input a response(s) (from a PUF or a biometric mea-
surement) R and produces as output a key K and helper data W = (W1, W2). This is
achieved as follows. First, a code word CS ← C is chosen at random from C. Then,
a first helper data vector equal to W1 = CS ⊕ R is generated. Furthermore, a hash
function hi is chosen at random from H and the key K is defined as K ← hi (R).
The helper data W2 is set to i . Summarizing the procedure Gen is defined as follows,
(K ; W ) = (K ; (W1, W2)) ← Gen(R).

During the key reconstruction phase the procedure Rep is run. It takes as input
a noisy response R′ from the same PUF (or person) and helper data W and recon-
structs the key K , i.e., K ← Rep(R′, W ). This is accomplished according to the
following steps: (1) information reconciliation: using the helper data W1, W1 ⊕ R′
is computed. Then, the decoding algorithm of C is used to obtain CS . From CS ,
R is reconstructed as R = W1 ⊕ CS and (2) privacy amplification: the helper data
W2 is used to choose the correct hash function hi ∈ H and to reconstruct the key as
K = hi (R). Notice that we have implicitly assumed the use of a binary code. This
construction is a variant of [18] where the focus was on biometric applications. We
observe that in the biometric literature, it is often the case that instead of using a uni-
versal hash function to compute the key K , a hash function such as SHA-2 is used.
This has the effect of providing computational guarantees as opposed to information
theoretic security as in the former case (i.e., using universal hash functions).

3.4.2 Construction Based on Permutations (Discrete Distributions)

The permutation-based construction is due to [9]. As in the code-offset construction,
we choose a code C ⊆ M and, in addition, a corresponding permutation group P
that is both transitive and isometric. The (K , W ) ← Gen(R) then computes K and
W from input R by first selecting a random code word CS ← C and correspond-
ing πP ∈ P , such that πP [R] = CS . Notice that the transitivity property of P
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guarantees that such πP will exist. Then as before, we randomly choose a universal
hash function hi ∈ H and we output (K ; (W1, W2)) = (hi (R); (P, i)) ← Gen(R).

During the key reconstruction phase a procedure called Rep is run according to
the following steps: (1) information reconciliation: using the helper data W1 = P ,
we compute πP [R′] = C ′

S . Because of the isometric property of π , C ′
S should

be sufficiently close to CS that, after applying the decoding algorithm of C, we
will obtain CS . From CS , R is reconstructed as R = π−1

P [CS] and (2) privacy
amplification: the helper data W2 is used to choose the correct hash function hi ∈ H
and to reconstruct the key as K = hi (R).

3.4.3 Constructions for Continuous Distributions

Until now, we have assumed that the system obtains a binary vector which can be
used as input to the fuzzy extractor Gen(·) and Rep(·) procedures. In practice, there
needs to be a procedure that binarizes real-valued (biometric) measurements and
converts them into a (noisy) binary vector. Linnartz and Tuyls are the first to con-
sider this problem in [23], later generalized in [6]. Here we follow the presentation
of [23].

As in [6, 23], we model biometric measurements as m-dimensional feature vec-
tors X ∈ R

m with zero mean and independently and identically distributed (i.i.d.)
components. Since we assume all components xi for i = 1, 2, . . . m of X to be
i.i.d., it is sufficient to consider the processing of one of them. During enrollment, a
random bit si ∈R {0, 1} is chosen. Then, helper data wi is computed corresponding
to xi as

wi =

⎧
⎪⎪⎨

⎪⎪⎩

(
2n + 1

2

)
q − xi if si = 1

(
2n − 1

2

)
q − xi if si = 0

where q is the quantization step and n = . . . ,−1, 0, 1, 2, . . . is chosen such
that −q < wi < q. The helper data is then published together with a hash of the
value S = s1||s2|| · · · ||sm , where || means concatenation. During the verification
procedure a new (noisy) vector X ′ ∈ R

m is measured and for each component x ′
i of

X ′, the value s′
i is computed as

s′
i =

⎧
⎨

⎩

1 if 2nq ≤ x ′
i + wi < (2n + 1)q, for any n = . . . ,−1, 0, 1, . . .

0 if (2n − 1)q ≤ x ′
i + wi < 2nq, for any n = . . . ,−1, 0, 1, . . .

if the hash of S′ = s ′
1||s ′

2|| · · · ||s ′
m is the same as the one of S, then the verification

is accepted and otherwise not. Notice that the above procedure guarantees that the
verification will succeed as long as x ′

i = xi +δ and |δ| < q/2. Similarly, the amount
of information leaked by the wi ’s can be made negligible as shown in [23].
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3.4.4 Security

The security of the above constructions has been established in [3, 4, 9, 18, 23]. By
security, here we mean two complementary things. First, [9, 23] provide a bound on
the number of bits of entropy left after the fuzzy extractor operates on the source bits
of the PUF. In other words, given a number of bits with certain entropy, we know
from [9, 23], how many “secure” bits we are left with after processing with the fuzzy
extractor. Second, [3, 4, 18] show that given the public helper data information,
negligible information is learned about the derived secret. Finally, [3, 4] show how
to protect the helper data against tampering and modification.

We end this section by noticing that there is recent work which indicates that
additional security measures need to be taken if privacy against matching across
different databases is desired. In particular, [5, 31] have shown that the helper
data derived from fuzzy extractors for both discrete and continuous distributions
are susceptible to attacks, in the sense that one can find out whether two helper
data correspond to the same user (assuming the user has enrolled in two different
databases). This seems to be a hard problem to solve if the only available extra
information is the biometric itself (no additional secret key to encrypt the biometric
helper data information). The solution we describe in this chapter can prevent these
types of attacks by introducing a key derived from the device where the biometric is
stored.

4 Combining PUFs and Biometrics

In this section, we propose a method to bind the identity of a user and a device
identifier as early as possible so as to certify that data originating from the device
originate from the particular device and the particular user. To ensure proper device
and user authentication/identification the use of Physically Unclonable Functions
in combination with biometrics is proposed. By combining these two authen-
tication methods we closely couple the user and the device used to perform
the measurements, achieving strong user-device combined authentication. Further-
more, PUFs allow us to realize in health care a very important anti-counterfeiting
feature.

As previously mentioned, the main problem is to link a measurement to both a
device ID and the particular user. Clearly a stable device ID can be derived from
a PUF response and associated helper data. Traditionally, the helper data is chosen
randomly from the code words of an error-correcting code. Here we propose to
encode the helper data from the device using a string derived from the biometric.
We then derive a key from the device information. In this manner, only the right
combination of user and device will be able to produce the correct key. This key is,
in turn, used to authenticate the patient data. In the next section, we describe several
possible constructions.

In our presentation, we assume implicitly that the following procedures are avail-
able on the device that is being used:
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• A PUF such that when challenged with Ci produces a response Ri , we write
Ri ← PUF(Ci). Notice that this can be easily expected from any device con-
taining SRAM memory, such as any microprocessor or microcontroller.

• GenPUF algorithm which upon getting a PUF response Ri outputs (K i, Wi).
We write (K i, Wi) ← GenPUF(Ri ).

• A RepPUF algorithm which upon getting a PUF response R′
i and helper data Wi

outputs key Ki if Ri and R′
i are sufficiently close according to some appropriate

distance measure. We write Ki ← RepPUF(R′
i , Wi ).

• A GenBio algorithm which upon getting a biometric measurement Xu from
user U outputs (Ku, Wu). We write (Ku, Wu) ← GenBio(Xu). Observe that in
practice that helper data can be computed according to any of the constructions
described in Sect. 3.4 or a combination of these procedures (see, e.g., [32, 34]).

• A RepBio algorithm which upon getting a biometric measurement Xu from user
U and helper data Wu outputs the key Ku if Xu and X ′

u are sufficiently close. We
write Ku ← RepBio(X ′

u, Wu).

As it is traditional in biometrics and PUFs, the system works in two stages: (i)
registration or enrollment and (ii) authentication. During registration, the user(s)
and device(s) biometrics and properties are measured and sent in a secure manner
to the service provider. In the second stage, the service provider verifies that the
user measurements correspond to the correct user and have been measured with a
certified device. The registration procedure is fully specified in Algorithm 2. Notice
that this procedure is defined per device and user pair. In particular, a device is
expected to be used by a small number of different users in the home. Similarly, a
user will use several devices at the same time.

Algorithm 2 Registration (Enrollment) Procedure for Device dk and user U j

Input: A device dk and corresponding PUF challenge Ri,k , a biometric measurement XU j ∈ R
m

corresponding to user U j , an encryption scheme Enc(·, ·).
Output: Key Ki,k,U j derived from device dK information and user’s U j biometric information,

device encrypted helper data W i,k,U j with biometric derived key KU j , user’s U j helper data
WU j , and hashes of KU j and Ki,k .

1: Run procedure (Ki,k , Wi,k) ← GenPUF(Ri,k) on device dk . This procedure does not need
to be run by dk . In particular, this procedure can be run by a separate entity. The only thing
needed by the entity to run GenPUF is the response Ri,k .

2: User U j runs procedure (KU j , WU j ) ← GenBio(X j ) on his/her biometric X j .

3: The helper data Wi,k is encrypted using KU j as W i,k,U j ← Enc(KU j , Wi,k). This value is
stored in the device’s memory.

4: For user U j , a key Ki,k,U j is computed as Ki,k,U j ← hash(Wi,k ||WU j ||Ki,k ||KU j ). This
key is transmitted in a secure manner to the health service provider. The hash of KU j is also
computed and stored in the local user-device database.

5: return (Ki,k,U j , W i,k,U j , Ri , WU j , hash(KU j ), hash(Ki,k))

Before describing the authentication procedure, it is important to describe how
the registration procedure will be integrated in the overall system. Algorithm 2
outputs a key Ki,k,U j , which is to be transmitted to the remote-monitoring health



Towards Reliable Remote Healthcare Applications Using Combined Fuzzy Extraction 401

service provider. This key can then be used to authenticate a biomedical signal mea-
sured from the patient by, for example, computing a MAC over the measurement
data. Observe, that in principle this could already be done using a key stored in
the measurement device or in the application-hosting device. The main idea in this
chapter is to derive this key from both device intrinsic data and patient biomedical
data, in such a way that only the right combination of user and device can produce
the key that correctly authenticates the data to the service provider.

It is expected that Algorithm 2 will be run for a few users and device combina-
tions. The result is a small database of tuples of the form shown in Table 1, which
will be stored either at the device or (more likely) at the application-hosting device.

The database in Table 1 is depicted as having user IDs in its first column. This
can improve slightly the efficiency of the overall solution because it would mean
that the device does not need to search for helper data WU j for the corresponding
user. In practice, such user ID can be easily implemented with an up-down switch.
This is clearly at the cost of user convenience (i.e., the user needs to move a switch
or choose a user profile). A more user-friendly solution is to have the device search
through the database until either it gets a matching hash(KU j ) value (in which
case it continues to determine which device is in use) or it rejects the user and
asks him/her to register by running Algorithm 2. Notice that such linear search in
practice does not affect the performance of the solution significantly as the number
of users of the device in any given household will be rather small in practice. Similar
comments are applicable to the device data. In particular, in Table 1, it is assumed
that a device identifier (dkt for t = 1, 2, . . . , s) is available. As in the biometric data
case, a hash of the device dependent key Ki,k is also stored in the database. The idea
is to be able to detect failure before the actual measurement has been sent to the
service provider. Clearly, the alternative is not to check the correctness of the device

Table 1 Example of home user-device database

User identifier User data Device identifier Device data

U1 WU1 , hash(KU1 ) dk1 W i,k1,U1 , Ri , hash(Ki,k1 )

dk2 W i,k2,U1 , Ri , hash(Ki,k2 )

.

.

.
.
.
.

dks W i,ks ,U1 , Ri , hash(Ki,ks )

U2 WU2 , hash(KU2 ) dk1 W i ′,k1,U2 , Ri ′ , hash(Ki ′,k1 )

dk2 W i ′,k2,U2 , Ri ′ , hash(Ki ′,k2 )

.

.

.
.
.
.

dks W i ′,ks ,U2 , Ri ′ , hash(Ki ′,ks )

.

.

.
.
.
.

.

.

.
.
.
.

Un WUn , hash(KUn ) dk1 W i ′′,k1,Un , Ri ′′ , hash(Ki ′′,k1 )

dk2 W i ′′,k2,Un , Ri ′′ , hash(Ki ′′,k2 )

.

.

.
.
.
.

dks W i ′′,ks ,Un , Ri ′′ , hash(Ki ′′,ks )
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dependent key Ki,k at the patient home, but rather wait for an acceptance notification
when the service provider verifies the message authentication code computed on
the measurement data with the key Ki,k,U j (see Algorithm 3). This, however, can
become costly, in terms of re-transmissions if the amount of (measurement) data
sent to the service provider is significant. What should become apparent from the
previous discussions is that the system described is flexible enough that it allows for
many trade-offs between user comfort and quality of service.

Having described the enrollment procedure and the database created as a result of
it, we are now prepared to introduce the authentication or verification procedure in
Algorithm 3. For ease of presentation, we assume in the description of Algorithm 3
that both the user and the device can provide an ID which will indicate what helper
data to use from the database for purposes of biometric and device identification,
respectively. The search variants can be easily derived from the current algorithms.

Algorithm 3 Authentication (Verification) Procedure for Device dk and user U j

Input: A device dk and corresponding PUF challenge Ri,k , a biometric measurement XU j ∈ R
m

corresponding to user U j , an encryption scheme Enc(·, ·), a database as shown in Table 1.
Output: Key Ki,k,U j derived from device dK information and user’s U j biometric information,

device encrypted helper data W i,k,U j with biometric derived key KU j , user’s U j helper data
WU j , and hash of KU j .

1: User U j recovers his helper data WU j from the database, runs procedure K ′
U j

←
RepBio(X ′

j , WU j ) on his/her biometric measurement X ′
j and obtains key K ′

U j
.

2: if hash(KU j ) �= hash(K ′
U j

) then
3: Communicate to the user that he is not recognized by the system and that he needs to register

by running Algorithm 2.
4: end if
5: The device then recovers the encrypted helper data W i,k,U j and decrypts it using KU j to obtain

Wi,k ← Dec(KU j , W i,k,U j ).
6: The device runs procedure RepPUF to obtain K ′

i,k ← RepPUF(Ri,k , Wi,k) .
7: if hash(Ki,k) �= hash(K ′

i,k) then
8: Communicate to the user that the device is not recognized by the system and that he needs

to register by running Algorithm 2 with device dk .
9: end if

10: Key K ′
i,k,U j

is computed as K ′
i,k,U j

← hash(Wi,k ||WU j ||Ki,k ||KU j ).
11: Measure biomedical signal M with device dk from user U j .
12: The biomedical measurement M measured with device dk , τ ′ ← MAC(K ′

i,k,U j
, M), the

device ID dk and the user ID U j are sent to the service provider.
13: The service provider receives M, τ, dk , U j , retrieves Ki,k,U j from its local database, and com-

putes τ ← MAC(Ki,k,U j , M) (with its locally stored version of Ki,k,U j ).
14: if τ �= τ ′ then
15: return (Verification failed)
16: else
17: return (Verification passed)
18: end if

Algorithm 3 assumes that the service provider maintains a database, which
includes tuples of the form {Ui , {dk1 , dk2 , . . . , dks }, {Ki,k1 , Ki,k2 , . . . , Ki,ks }} (i.e.,



Towards Reliable Remote Healthcare Applications Using Combined Fuzzy Extraction 403

user ID, device ID’s associated with the user, and a number of keys that have been
derived from the device and the user biometric information). Observe that the num-
ber of devices and keys does not necessarily have to be the same for all users. These
seems reasonable to assume as the service provider needs to associate the data that
it receives with a corresponding patient.

4.1 A Practical Simplification

In the algorithms previously described, combined user and device authentication is
achieved on the basis of combining PUFs and biometrics. This method assumes
implicitly that PUFs are available on all medical devices. A unique and stable
device ID can then be derived from the PUF response and its associated helper data.
Although algorithms based on this assumption provide strong security guarantees
since PUFs are unclonable, a disadvantage of this approach is that not all (current)
devices have PUFs built into them. Thus, it is interesting to consider simplifications,
which would allow for algorithms that link device and user, yet do not require an
unclonable structure embedded in the device.

Therefore, in the sequel we consider the device permanent ID as a source of
device identifier which is not necessarily secret or unclonable. Then, the device ID
can represent a stable PUF which has no noise. This means that the databases (both
at home and at the service provider) would have unique device identifiers in them. It
is then straightforward to combine device identifiers and biometric information and
link them both into a key that can be used to compute a MAC on the patient data.
Examples include

• Using the device ID as the device-dependent key Ki,k derived in Algorithm 2.
• Concatenating the device ID and the biometric into a single string, which is used

as an “extended” measurement Xext to be input to the procedures GenBio and
RepBio in Algorithms 2 and 3, respectively.

• Using the device ID as part of the randomness to be used during the computation
of the biometric helper data WU j .

An intuitive idea to design a method to combine device and user authentication
based on the device ID and the user’s biometric would then be to map together the
biometric measurement and the device ID to a randomly selected error-correcting
code word from the code word space. Notice that usually only the biometric mea-
surement is directly mapped to a randomly selected error-correcting code-word and
the helper data is then generated. The proposed approach will authenticate both the
device and user at once and has the same (safety) advantages as the method based on
the PUFs and biometrics. However, it does not provide the same anti-counterfeiting
and strong device authentication guarantees that the solution based on PUFs does.
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4.2 Other Variations

In our discussion so far, we have described the different procedures in terms of
symmetric key primitives. It should be clear, however, that these constructions can
be easily extended to the public-key setting. In particular, the encryption opera-
tion Enc(KU j , ·) can be performed with either a symmetric-key or asymmetric
key cipher. If performed with an asymmetric key cipher then it is understood that
a corresponding key derivation function has to be performed so as to create private-
public key pairs. Similarly, in Algorithm 3 one could replace the MAC operation
with a corresponding signature and verification operations. This implies that the
corresponding public-key has been transmitted to the service provider during the
enrollment procedure.

4.3 Security and Safety

Clearly, the algorithms described for enrollment and authentication are based on
the Gen and Rep procedures as described in Sect. 3.4. Thus, they inherit all their
security properties from them. It should also be clear that if we choose an encryp-
tion scheme, which is secure against chosen plaintext attacks (IND-CPA) then the
encrypted value W i,k,U j is indistinguishable from any other string encrypted using
the same secret key. Furthermore, assuming the security of the underlying crypto-
graphic primitive (e.g., AES or RSA with OEAP) it is unfeasible to recover the plain
value Wi,k,U j without knowledge of the corresponding secret key (corresp. private
key). As a result, it is not possible to reconstruct the device key Ki,k . It follows that
it is not possible to reconstruct the user-device dependent key Ki,k,U j and therefore
the MAC operation in step 13 would fail.

Notice that no user information or helper data corresponding to the user’s biomet-
ric is stored at the service provider. This essentially prevents any cross-correlation
attacks as described in [5, 31]. We assume, however, that it is hard to obtain this
data from either the patient devices or the application-hosting device since they are
at home and presumably, either hard to reach or hard to attack. Interestingly enough,
the techniques described here could also be used to protect against transferring bio-
metric data between different devices by encrypting the biometric helper data and
not the device helper data. The algorithms would be very similar with the roles of
the device and the user data exchanged. This “non-transferability” property could
be used to deter cross-matching attacks as this would imply that to perform the
cross-matching you would have to first be able to decrypt the helper data using a
device-specific key.

As a final remark, we would like to emphasize that our aim is to prevent imper-
sonation of measurements. To this end, we stipulate that we need to generate device
and user-dependent keys, which in turn are combined to certify the origin of the
measurement data. In this sense, Algorithm 3 provides very strong guarantees. In
particular, the algorithm derives a key every time that a measurement needs to
be performed (as opposed to retrieving a key from secure storage). This simple
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observation guarantees that the measurement comes from the right person and the
right device. Notice that the simplification of Sect. 4.1 could leak some biometric
data if the device identifier is made public. This is not really our concern in the home
setting, where it is assumed that people in your surrounding are “trusted.”

5 Conclusions

Home healthcare solutions are expected to be widely available in the near future. As
a result, it is of the utmost importance to provide solutions that can guarantee that a
(physiological) measurement corresponds to the patient, who claims it to be and that
it originates from the particular device. In this chapter, we describe a solution, which
provides very strong (safety) guarantees. To this end, we combine techniques from
the PUF and biometric literature and derive identifiers that uniquely link patient,
device, and (potentially) the actual measurement.
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