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Preface

It is our conviction that the means of construction of artificial neural network
topologies is an important area of research. The value of such models is potentially
vast. From an applied viewpoint, identifying the appropriate design mechanisms
would make it possible to address scalability and complexity issues, which are
recognized as major concerns transversal to several communities. From a funda-
mental viewpoint, the important features behind complex network design are yet to
be fully understood, even as partial knowledge becomes available, but scattered
within different communities.

Unfortunately, this endeavour is split among different, often disparate domains.
We started a workshop in the hope that there was significant room for sharing and
collaboration between these researchers. Our response to this perceived need was
to gather like-motivated researchers into one place to present both novel work and
summaries of research portfolio.

It was under this banner that we originally organized the DevLeaNN workshop,
which took place at the Complex Systems Institute in Paris in October 2011. We
were fortunate enough to attract several notable speakers and co-authors: H. Berry,
C. Dimitrakakis, S. Doncieux, A. Dutech, A. Fontana, B. Girard, Y. Jin, M. Joa-
chimczak, J. F. Miller, J.-B. Mouret, C. Ollion, H. Paugam-Moisy, T. Pinville,
S. Rebecchi, P. Tonelli, T. Trappenberg, J. Triesch, Y. Sandamirskaya, M. Sebag,
B. Wróbel, and P. Zheng. The proceedings of the original workshop are available
online, at http://www.devleann.iscpif.fr. To capitalize on this grouping of
like-minded researchers, we moved to create an expanded book. In many (but not
all) cases, the workshop contribution is subsumed by an expanded chapter in this
book.

In an effort to produce a more complete volume, we invited several additional
researchers to write chapters as well. These are: J. A. Bednar, Y. Bengio,
D. B. D’Ambrosio, J. Gauci, and K. O. Stanley. The introduction chapter was also
co-authored with us by S. Chevallier.

v
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Our gratitude goes to our program committee, without whom the original
workshop would not have been possible: W. Banzhaf, H. Berry, S. Doncieux,
K. Downing, N. García-Pedrajas, Md. M. Islam, C. Linster, T. Menezes,
J. F. Miller, J.-M. Montanier, J.-B. Mouret, C. E. Myers, C. Ollion, T. Pinville,
S. Risi, D. Standage, P. Tonelli. Our further thanks to the ISC-PIF, the CNRS, and
to M. Kowaliw for help with the editing process. Our workshop was made possible
via a grant from the Région Île-de-France.
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Chapter 1
Artificial Neurogenesis: An Introduction
and Selective Review

Taras Kowaliw, Nicolas Bredeche, Sylvain Chevallier and René Doursat

Abstract In this introduction and review—like in the book which follows—we
explore the hypothesis that adaptive growth is a means of producing brain-like
machines. The emulation of neural development can incorporate desirable character-
istics of natural neural systems into engineered designs. The introduction begins with
a review of neural development and neural models. Next, artificial development—
the use of a developmentally-inspired stage in engineering design—is introduced.
Several strategies for performing this “meta-design” for artificial neural systems are
reviewed. This work is divided into three main categories: bio-inspired representa-
tions; developmental systems; and epigenetic simulations. Several specific network
biases and their benefits to neural network design are identified in these contexts.
In particular, several recent studies show a strong synergy, sometimes interchange-
ability, between developmental and epigenetic processes—a topic that has remained
largely under-explored in the literature.
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2 T. Kowaliw et al.

This book is about growing adaptive machines. By this, we mean producing
programs that generate neural networks, which, in turn, are capable of learning. We
think this is possible because nature routinely does so. And despite the fact that
animals—those multicellular organisms that possess a nervous system—are stagger-
ingly complex, they develop from a relatively small set of instructions. Accordingly,
our strategy concerns the simulation of biological development as a means of gener-
ating, in contrast to directly designing, machines that can learn. By creating abstrac-
tions of the growth process, we can explore their contribution to neural networks
from the viewpoint of complex systems, which self-organize from relatively simple
agents, and identify model choices that will help us generate functional and useful
artefacts. This pursuit is highly interdisciplinary: it is inspired by, and overlaps with,
computational neuroscience, systems biology, machine learning, complex systems
science, and artificial life.

Through growing adaptive machines, our ambition is also to contribute to a radical
reconception of engineering. We want to focus on the design of component-level
behaviour from which higher-level intelligent machines can emerge. The success of
this “meta-design” [63] endeavour will be measured by our capacity to generate new
learning machines: machines that scale, machines that adapt to novel environments,
in short, machines that exhibit the richness we encounter in animals, but presently
eludes artificial systems.

This chapter and the book that it introduces are centred around developmental
and learning neural networks. It is a timely topic considering the recent resurgence
of the neural paradigm as a major representation formalism in many technological
areas, such as computer vision, signal processing, and robotic controllers, together
with rapid progress in the modelling and applications of complex systems and highly
decentralized processes. Researchers generally establish a distinction between struc-
tural design, focusing on the network topology, and synaptic design, defining the
weights of the connections in a network [278]. This book examines how one could
create a biologically inspired network structure capable of synaptic training, and
blend synaptic and structural processes to let functionally suitable networks self-
organize. In so doing, the aim is to recreate some of the natural phenomena that have
inspired this approach.

The present chapter is organized as follows: it begins with a broad description of
neural systems and an overview of existing models in computational neuroscience.
This is followed by a discussion of artificial development and artificial neurogenesis
in general terms, with the objective of presenting an introduction and motivation
for both. Finally, three high-level strategies related to artificial neurogenesis are
explored: first, bio-inspired representations, where network organization is inspired
by empirical studies and used as a template for network design; then, developmental
simulation, where networks grow by a process simulating biological embryogenesis;
finally, epigenetic simulation, where learning is used as the main step in the design
of the network. The contributions gathered in this book are written by experts in the
field and contain state-of-the-art descriptions of these domains, including reviews of
original research. We summarize their work here and place it in the context of the
meta-design of developmental learning machines.
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1 The Brain and Its Models

1.1 Generating a Brain

Natural reproduction is, to date, the only one known way to generate true “intelli-
gence”. In humans, a mere six million (6 × 106) base pairs, of which the majority
is not directly expressed, code for an organism of some hundred trillion (1014) cells.
Assuming that a great part of this genetic information concerns neural development
and function [253], it gives us a rough estimate of a brain-to-genome “compression
ratio”. In the central nervous system of adult humans, which contains approximately
8.5×1010 neural cells and an equivalent number of non-neural (mostly glial) cells [8],
this ratio would be of the order of 104. However, the mind is not equal to its neurons,
but considered to emerge from the specific synaptic connections and transmission
efficacies between neurons [234, 255]. Since a neural cell makes contacts with 103

other cells on average,1 the number of connections in the brain reaches 1014, raising
our compression ratio to 108, a level beyond any of today’s compression algorithms.

From there, one is tempted to infer that the brain is not as complex as it appears
based solely on the number of its components, and even that something similar
might be generated via a relatively simple parallel process. The brain’s remarkable
structural complexity is the result of several dynamical processes that have emerged
over the course of evolution and are often categorized on four levels, based on their
time scale and the mechanisms involved:

level time scale change

phylogenic generations genetic: randomly mutated genes propagate or perish
with the success of their organisms

ontogenic days to years cellular: cells follow their genetic instructions, which
make them divide, differentiate, or die

epigenetic seconds to days cellular, connective: cells respond to external stimuli,
and behave differently depending on the environment;
in neurons, these changes include contact modifica-
tions and cell death

inferential milliseconds to seconds connective, activation: neurons send electrical signals
to their neighbours, generating reactions to stimuli

However, a strict separation between these levels is difficult in neural development
and learning processes.2 Any attempt to estimate the phenotype-to-genotype com-

1 Further complicating this picture are recent results showing that these connections might them-
selves be information processing units, which would increase this estimation by several orders of
magnitude [196].
2 By epigenetic, we mean here any heritable and non-genetic changes in cellular expression. (The
same term is also used in another context to refer strictly to DNA methylation and transcription-level
mechanisms.) This includes processes such as learning for an animal, or growing toward a light
source for a plant. The mentioned time scale represents a rough average over cellular responses to
environmental stimuli.
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pression ratio must also take into account epigenetic, not just genetic, information.
More realistic or bio-inspired models of brain development will need to include
models of environmental influences as well.

1.2 Neural Development

We briefly describe in this section the development of the human brain, noting that the
general pattern is similar in most mammals, despite the fact that size and durations
vastly differ. A few weeks after conception, a sheet of cells is formed along the
dorsal side of the embryo. This neural plate is the source of all neural and glial cells
in the future body. Later, this sheet closes and creates a neural tube whose anterior
part develops into the brain, while the posterior part produces the spinal cord. Three
bulges appear in the anterior part, eventually becoming the forebrain, midbrain, and
hindbrain. A neural crest also forms on both sides of the neural tube, giving rise to
the nervous cells outside of the brain, including the spinal cord. After approximately
eight weeks, all these structures can be identified: for the next 13-months they grow
in size at a fantastic rate, sometimes generating as many as 500,000 neurons per
minute.

Between three to six months after birth, the number of neurons in a human reaches
a peak. Nearly all of the neural cells used throughout the lifetime of the individual
have been produced [69, 93]. Concurrently, they disappear at a rapid rate in various
regions of the brain as programmed cell death (apoptosis) sets in. This overproduction
of cells is thought to have evolved as a competitive strategy for the establishment
of efficient connectivity in axonal outgrowth [34]. It is also regional: for instance,
neural death comes later and is less significant in the cortex compared to the spinal
cord, which loses a majority of its neurons before birth.

Despite this continual loss of neurons, the total brain mass keeps increasing rapidly
until the age of three in humans, then more slowly until about 20. This second peak
marks a reversal of the trend, as the brain now undergoes a gradual but steady loss
of matter [53]. The primary cause of weight increase can be found in the connective
structures: as the size of the neurons increase, so does their dendritic tree and glial
support. Most dendritic growth is postnatal, but is not simply about adding more
connections: the number of synapses across the whole brain also peaks at eight
months of age. Rather, mass is added in a more selective manner through specific
phases of neural, dendritic, and glial development.

These phenomena of maturation—neural, dendritic, and glial growth, combined
with programmed cell death—do not occur uniformly across the brain, but regionally.
This can be measured by the level of myelination, the insulation provided by glial
cells that wrap themselves around the axons and greatly improve the propagation
of membrane potential. Taken as an indication of more permanent connectivity,
myelination reveals that maturation proceeds in the posterior-anterior direction: the
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Fig. 1 Illustration of the general steps in neural dendritic development

spinal cord and brain stem (controlling vital bodily function) are generally mature
at birth, the cerebellum and midbrain mature in the few months following birth,
and after a couple of years the various parts of the forebrain also begin to mature.
The first areas to be completed concern sensory processing, and the last ones are the
higher-level “association areas” in the frontal cortex, which are the site of myelination
and drastic reorganization until as late as 18-years old [69]. In fact, development in
mammals never ends: dendritic growth, myelination, and selective cell death continue
throughout the life of an individual, albeit at a reduced pace.

1.2.1 Neuronal Morphology

Neurons come in many types and shapes. The particular geometric configuration of
a neural cell affects the connectivity patterns that it creates in a given brain region,
including the density of synaptic contacts with other neurons and the direction of sig-
nal propagation. The shape of a neuron is determined by the outgrowth of neurites, an
adaptive process steered by a combination of genetic instructions and environmental
cues.

Although neurons can differ greatly, there are general steps in dendritic and axonal
development that are common to many species. Initially, a neuron begins its life as a
roughly spherical body. From there, neurites start sprouting, guided by growth cones.
Elongation works by addition of material to relatively stable spines. Sprouts extend
or retract, and one of them ultimately self-identifies as the cell’s axon. Dendrites then
continue to grow out, either from branching or from new dendritic spines that seem to
pop up randomly along the membrane. Neurites stop developing, for example, when
they have encountered a neighbouring cell or have reached a certain size. These
general steps are illustrated in Fig. 1 [230, 251].

Dendritic growth is guided by several principles, generally thought to be controlled
regionally: a cell’s dendrites do not connect to other specific cells but, instead, are
drawn to regions of the developing brain defined by diffusive signals. Axonal growth
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tends to be more nuanced: some axons grow to a fixed distance in the direction of
a simple gradient; others grow to long distances in a multistage process requiring
a large number of guidance cells. While dendritic and axonal development is most
active during early development, by no means does it end at maturity. The continual
generation of dendritic spines plays a crucial role throughout the lifetime of an
organism.

Experiments show that neurons isolated in cultures will regenerate neurites. It is
also well known that various extracellular molecules can promote, inhibit, or other-
wise bias neurite growth. In fact, there is evidence that in some cases context alone
can be sufficient to trigger differentiation into specific neural types. For example, the
introduction of catalysts can radically alter certain neuron morphologies to the point
that they transform into other morphologies [230]. This has important consequences
on any attempt to classify and model neural types [268].

In any case, the product of neural growth is a network possessing several key
properties that are thought to be conducive to learning. It is an open question in
neuroscience how much of neural organization is a result of genetic and epigenetic
targeting, and how much is pure randomness. However, it is known that on the meso-
scopic scale, seemingly random networks have consistent properties that are thought
to be typical of effective networks. For instance, in several species, cortical axonal
outgrowth can be modelled by a gamma distribution. Moreover, cortical structures in
several species have properties such as relatively high clustering along certain axes,
but not other axes [28, 146]. Cortical connectivity patterns are also “small-world”
networks (with high local specialization, and minimal wiring lengths), which pro-
vide efficient long-range connections [263] and are probably a consequence of dense
packing constraints inside a small space.

1.2.2 Neural Plasticity

There are also many forms of plasticity in a nervous system. While neural cell
behaviour is clearly different during development and maturity (for instance, the
drastic changes in programmed cell death), many of the same mechanisms are at
play throughout the lifetime of the brain. The remaining differences between devel-
opmental and mature plasticity seem to be regulated by a variety of signals, especially
in the extracellular matrix, which trigger the end of sensitive periods and a decrease
in spine formation dynamics [230].

Originally, it was Hebb who postulated in 1949 what is now called Hebbian learn-
ing: repeated simultaneous activity (understood as mean-rate firing) between two
neurons or assemblies of neurons reinforces the connections between them, further
encouraging this co-activity. Since then, biologists have discovered a great variety of
mechanisms governing synaptic plasticity in the brain, clearly establishing recipro-
cal causal relations between wiring patterns and firing patterns. For example, long-
term potentiation (LTP) and long-term depression (LTD) refer to ositiveor negative
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changes in the probability of successful signal transmission from a resynapticaction
potential to the generation of a postsynaptic potential. These “long-term” changes can
last for several minutes, but are generally less pronounced over hours or days [230].
Prior to synaptic efficacies, synaptogenesis itself can also be driven by activity-
dependent mechanisms, as dendrites “seek out” appropriate partner axons in a process
that can take as little as a few hours [310]. Other types of plasticity come from
glial cells, which stabilize and accelerate the propagation of signals along mature
axons (through myelination and extracellular regulation), and can also depend on
activity [135].

Many others forms and functions of plasticity are known, or assumed, to exist.
For instance, “fast synaptic plasticity”, a type of versatile Hebbian learning on the
1-ms time scale, was posited by von der Malsburg [286–288]. Together with a neural
code based on temporal correlations between units rather than individual firing rates,
it provides a theoretical framework to solve the well-known “binding problem”, the
question of how the brain is able to compose sensory information into multi-feature
concepts without losing relational information. In collaboration with Bienenstock and
Doursat, this assumption led to a format of representation using graphs, and models
of pattern recognition based on graph matching [19–21]. Similarly, “spike-timing
dependent plasticity” (STDP) describes the dependence of transmission efficacies
between connected neurons on the ordering of neural spikes. Among other effects,
this allows for pre-synaptic spikes which precede post-synaptic spikes to have greater
influence on the resulting efficacy of the connection, potentially capturing a notion
of causality [183]. It is posited that Hebbian-like mechanisms also operate on
non-neural cells or neural groups [310]. “Metaplasticity” refers to the ability of
neurons to alter the threshold at which LTP and LTD occur [2]. “Homeostatic plas-
ticity” refers to the phenomenon where groups of neurons self-normalize their own
level of activity [208].

1.2.3 Theories of Neural Organization

Empirical insights into mammalian brain development have spawned several theories
regarding neural organization. We briefly present three of them in this section:
nativism, selectivism, and neural constructivism.

The nativist view of neural development posits a strong genetic role in the
construction of cognitive function. It claims that, after millions of years of evo-
lutionary shaping, development is capable of generating highly specialized, innate
neural structures that are appropriate for the various cognitive tasks that humans
accomplish. On top of these fundamental neural structures, details can be adjusted
by learning, like parameters. In cognitive science, it is argued that since children learn
from a relative poverty of data (based on single examples and “one-shot learning”),
there must be a native processing unit in the brain that preexists independently of
environmental influence. Famously, this hypothesis led to the idea of a “universal
grammar” for language [36], and some authors even posit that all basic concepts
are innate [181]. According to a neurological (and controversial) theory, the cortex
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Fig. 2 Illustration of axonal outgrowth: initial overproduction of axonal connections and compet-
itive selection for efficient branches leads to a globally efficient map (adapted from [294])

is composed of a repetitive lattice of nearly identical “computational units”, typi-
cally identified with cortical columns [45]. While histological evidence is unclear,
this view seems to be supported by physiological evidence that cortical regions can
adapt to their input sources, and are somewhat interchangeable or “reusable” by other
modalities, especially in vision- or hearing-impaired subjects. Recent neuro-imaging
research on the mammalian cortex has revived this perspective. It showed that cor-
tical structure is highly regular, even across species: fibre pathways appear to form
a rectilinear 3D grid containing parallel sheets of interwoven paths [290]. Imaging
also revealed the existence of arrays of assemblies of cells whose connectivity is
highly structured and predictable across species [227]. Both discoveries suggest a
significant role for regular and innate structuring in cortex layout (Fig. 2).

In contrast to nativism, selectivist theories focus on competitive mechanisms as
the lead principle of structural organization. Here, the brain initially overproduces
neurons and neural connections, after which plasticity-based competitive mecha-
nisms choose those that can generate useful representations. For instance, theories
such as Changeux’s “selective stabilization” [34] and Katz’s “epigenetic popula-
tion matching” [149] describe the competition in growing axons for postsynaptic
sites, explaining how the number of projected neurons matches the number of avail-
able cells. The quantity of axons and contacts in an embryo can also be artificially
decreased or increased by excising target sites or by surgically attaching supernu-
merary limbs [272]. This is an important reason for the high degree of evolvabil-
ity of the nervous system, since adaptation can be easily obtained under the same
developmental mechanisms without the need for genetic modifications.

The regularities of neocortical connectivity can also be explained as a
self-organization process during pre- and post-natal development via epigenetic fac-
tors such as ongoing biochemical and electrophysiological activity. These princi-
ples have been at the foundation of biological models of “topographically ordered
mappings”, i.e. the preservation of neighborhood relationships between cells from
one sheet to another, most famously the bundle of fibers of the “retinotopic projec-
tion” from the retina to the visual cortex, via relays [293]. Bienenstock and Doursat
have also proposed a model of selectivist self-structuration of the cortex [61, 65],
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showing the possibility of simultaneous emergence of ordered chains of synaptic
connectivity together with wave-like propagation of neuronal activity (also called
“synfire chains” [1]). Bednar discusses an alternate model in Chap. 7.

A more debated selectivist hypothesis involves the existence of “epigenetic
cascades” [268], which refer to a series of events driven by epigenetic population-
matching that affect successive interconnected regions of the brain. Evidence for
phenomena of epigenetic cascades is mixed: they seem to exist in only certain regions
of the brain but not in others. The selectivist viewpoint also leads to several intriguing
hypotheses about brain development over the evolutionary time scale. For instance,
Ebbesson’s “parcellation hypothesis” [74] is an attempt to explain the emergence
of specialized brain regions. As the brain becomes larger over evolutionary time,
the number of inter-region connections increases but due to competition and geo-
metric constraints, these connections will preferentially target neighbouring regions.
Therefore, the increase in brain mass will tend to form “parcels” with specialized
functions. Another hypothesis is Deacon’s “displacement theory” [51], which tries
to account for the differential enlargement and multiplication of cortical areas.

More recently, the neural constructivism of Quartz and Sejnowski [234] casts
doubt on both the nativist and selectivist perspectives. First, the developing cortex
appears to be free of functionally specialized structures. Second, finer measures of
neural diversity, such as type-dependent synapse counts or axonal/dendritic arboriza-
tion, provide a better assessment of cognitive function than total quantities of neu-
rons and synapses. According to this view, development consists of a long period of
dendritic development, which slowly generates a neural structure mediated by, and
appropriately biased toward, the environment.

These three paradigms highlight principles that are clearly at play in one form or
another during brain development. However, their relative merits are still a subject of
debate, which could be settled through modelling and computational experiments.

1.3 Brain Modelling

Computational neuroscience promotes the theoretical study of the brain, with the
goal of uncovering the principles and mechanisms that guide the organization,
information-processing and cognitive abilities of the nervous system [278]. A great
variety of brain structures and functions have already been the topic of many mod-
elling and simulation works, at various levels of abstraction or data-dependency.
Models range from the highly detailed and generic, where as many possible phenom-
ena are reproduced in as much detail as possible, to the highly abstract and specific,
where the focus is one particular organization or behaviour, such as feed-forward
neural networks. These different levels and features serve different motivations: for
example, concrete simulations can try to predict the outcome of medical treatment,
or demonstrate the generic power of certain neural theories, while abstract systems
are the tool of choice for higher-level conceptual endeavours.

http://dx.doi.org/10.1007/978-3-642-55337-0_7
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In contrast with the majority of computational neuroscience research, our main
interest with this book, as exposed in this introductory chapter, resides in the potential
to use brain-inspired mechanisms for engineering challenges.

1.3.1 Challenges in Large-Scale Brain Modelling

Creating a model and simulation of the brain is a daunting task. One immediate
challenge is the scale involved, as billions of elements are each interacting with
thousands of other elements nonlinearly. Yet, there have already been several attempts
to create large-scale neural simulations (see reviews in [27, 32, 95]). Although it is a
hard problem, researchers remain optimistic that it will be possible to create a system
with sufficient resources to mimic all connections in the human brain within a few
years [182]. A prominent example of this trend is the Blue Brain project, whose
ultimate goal is to reconstruct the entire brain numerically at a molecular level. To
date, it has generated a simulation of an array of cortical columns (based on data
from the rat) containing approximately a million cells. Among other applications, this
project allows generating and testing hypotheses about the macroscopic structures
that result from the collective behaviours of instances of neural models [116, 184].
Other recent examples of large-scale simulations include a new proof-of-concept
using the Japanese K computer simulating a (non-functional) collection of nearly
2 × 109 neurons connected via 1012 synapses [118], and Spaun, a more functional
system consisting of 2.5×106 neurons and their associated connections. Interestingly,
Spaun was created by top-down design, and is capable of executing several different
functional behaviours [80]. With the exception of one submodule, however, Spaun
does not “learn” in a classical sense.

Other important challenges of brain simulation projects, as reviewed by Cattell
and Parker [32], include neural diversity and complexity, interconnectivity, plas-
ticity mechanisms in neural and glial cells, and power consumption. Even more
critically, the fast progress in computing resources able to support massive brain-like
simulations is not any guarantee that such simulations will behave “intelligently”.
This requires a much greater understanding of neural behaviour and plasticity, at
the individual and population scales, than what we currently have. After the recent
announcements of two major funded programs, the EU Human Brain Project and
the US Brain Initiative, it is hoped that research on large-scale brain modelling and
simulation should progress rapidly.

1.3.2 Machine Learning and Neural Networks

Today, examples of abstract learning models are legion, and machine learning as
a whole is a field of great importance attracting a vast community of researchers.
While some learning machines bear little resemblance to the brain, many are inspired
by their natural source, and a great part of current research is devoted to reverse-
engineering natural intelligence.
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Fig. 3 Example of neural network with three input neurons, three hidden neurons, two output
neurons, and nine connections. One feedback connection (5→4) creates a cycle. Therefore, this is
a recurrent NN. If that connection was removed, the network would be feed-forward only

Chapter 2: A brief introduction to probabilistic machine learning and its
relation to neuroscience.

In Chap. 2, Trappenberg provides an overview of the most important ideas
in modern machine learning, such as support vector machines and Bayesian
networks. Meant as an introduction to the probabilistic formulation of machine
learning, this chapter outlines a contemporary view of learning theories across
three main paradigms: unsupervised learning, close to certain developmen-
tal aspects of an organism, supervised learning, and reinforcement learning
viewed as an important generalization of supervised learning in the temporal
domain. Beside general comments on organizational mechanisms, the author
discusses the relations between these learning theories and biological analo-
gies: unsupervised learning and the development of filters in early sensory cor-
tical areas, synaptic plasticity as the physical basis of learning, and research
that relates models of basal ganglia to reinforcement learning theories. He also
argues that, while lines can be drawn between development and learning to
distinguish between different scientific camps, this distinction is not as clear
as it seems since, ultimately, all model implementations have to be reflected
by some morphological changes in the syste [279].

In this book, we focus on neural networks (NNs). Of all the machine learning
algorithms, NNs provide perhaps the most direct analogy with the nervous system.
They are also highly effective as engineering systems, often achieving state-of-the-
art results in computer vision, signal processing, speech recognition, and many other
areas (see [113] for an introduction). In what follows, we introduce a summary of a
few concepts and terminology.

For our purposes, a neural network consists of a graph of neurons indexed by i . A
connection i → j between two neurons is directed and has a weight wi j . Typically,
input neurons are application-specific (for example, sensors), output neurons are
desired responses (for example, actuators or categories), and hidden neurons are
information processing units located in-between (Fig. 3).

http://dx.doi.org/10.1007/978-3-642-55337-0_2
http://dx.doi.org/10.1007/978-3-642-55337-0_2
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Fig. 4 Two representations
for the neural network of Fig. 3

A neural network typically processes signals propagating through its units: a
vector of floating-point numbers, s, originates in input neurons and resulting signals
are transmitted along the connections. Each neuron j generates an output value v j

by collecting input from its connected neighbours and computing a weighted sum
via an activation function, ϕ:

v j (s) = ϕ

⎛
⎝ ⎜

i | (i→ j)

wi j vi (s)

⎞
⎠

where ϕ(x) is often a sigmoid function, such as tanh(x), making the output nonlinear.
For example, in the neural network of Fig. 3, the output of neuron 8 can be written
in terms of input signals v1, v2, v3 as follows:

v8(s) = ϕ(w28 v2 + w68 v6)

= ϕ(w28 v2 + w68 ϕ(w36 v3))

Graph topologies without cycles are known as feedforward NNs, while topologies
with cycles are called recurrent NNs. The former are necessarily stateless machines,
while the latter might possess some memory capacity. With sufficient size, even
simple feed-forward topologies can approximate any continuous function [44]. It is
possible to build a Turing machine in a recurrent NN [260].

A critical question in this chapter concerns the representation format of such a net-
work. Two common representations are adjacency matrices, which list every possible
connection between nodes, and graph-based representations, typically represented
as a list of nodes and edges (Fig. 4). Given sufficient space, any NN topology and set
of weights can be represented in either format.

Neural networks can be used to solve a variety of problems. In classification or
regression problems, when examples of input-output pairs are available to the net-
work during the learning phase, the training is said to be supervised. In this scenario,
the fitness function is typically a mean square error (MSE) measured between the
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network outputs and the actual outputs over the known examples. With feedback
available for each training signal sent, NNs can be trained through several means,
most often via gradient descent (as in the “backpropagation” algorithm). Here, a
error or “loss function” E is defined between the desired and actual responses of the
network, and each weight is updated according to the derivative of that function:

wi j (t + 1) = wi j (t) − η
∂E

∂wi j

where η is the learning rate. Generally, this kind of approach assumes a fixed topology
and its goal is to optimize the weights.

On the other hand, unsupervised learning concerns cases where no output samples
are available and data-driven self-organization mechanisms are at work, such as
Hebbian learning. Finally, reinforcement learning (including neuroevolution) is con-
cerned with delayed, sparse and possibly noisy rewards. Typical examples include
robotic control problems, decision problems, and a large array of inverse problems
in engineering. These various topics will be discussed later.

1.3.3 Brain-Like AI: What’s Missing?

It is generally agreed that, at present, artificial intelligence (AI) is not “brain-like”.
While AI is successful at many specialized tasks, none of them shows the versatil-
ity and adaptability of animal intelligence. Several authors have compiled a list of
“missing” properties, which would be necessary for brain-like AI. These include:
the capacity to engage in a behavioural tasks; control via a simulated nervous sys-
tem; continuously changing self-defined representations; and embodiment in the real
world [165, 253, 263, 292]. Embodiment, especially, is viewed as critical because by
exploiting the richness of information contained in the morphology and the dynamics
of the body and the environment, intelligent behaviour could be generated with far
less representational complexity [228, 291].

The hypothesis explored in this book is that the missing feature is development.
The brain is not built from a blueprint; instead, it grows in situ from a complex
multicellular process, and it is this adaptive growth process that leads to the adap-
tive intelligence of the brain. Our goal is not to account for all properties observed
in nature, but rather to identify the relevance of a developmental approach with
respect to an engineering objective driven by performance alone. In the remainder of
this chapter, we review several approaches incorporating developmentally inspired
strategies into artificial neural networks.

2 Artificial Development

There are about 1.5 million known species of multicellular organisms, representing
an extraordinary diversity of body plans and shapes. Each individual grows from
the division and self-assembly of a great number of cells. Yet, this developmental
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process also imposes very specific constraints on the space of possible organisms,
which restricts the evolutionary branches and speciation bifurcations. For instance,
bilaterally symmetric cellular growth tends to generate organisms possessing pairs
of limbs that are equally long, which is useful for locomotion, whereas asymmetrical
organisms are much less frequent.

While the “modern synthesis” of genetics and evolution focused most of the
attention on selection, it is only during the past decade that analyzing and under-
standing variation by comparing the developmental processes of different species,
at both embryonic and genomic levels, became a major concern of evolutionary
development, or “evo-devo”. To what extent are organisms also the product of self-
organized physicochemical developmental processes not necessarily or always con-
trolled by complex underlying genetics? Before and during the advent of genetics, the
study of developmental structures had been pioneered by the “structuralist” school
of theoretical biology, which can be traced back to Goethe, D’Arcy Thompson, and
Waddington. Later, it was most actively pursued and defended by Kauffman [150]
and Goodwin [98] under the banner of self-organization, argued to be an even greater
force than natural selection in the production of viable diversity.

By artificial development (AD), also variously referred to as artificial embryogeny,
generative systems, computational ontogeny, and other equivalent expressions (see
early reviews in [107, 265]), we mean the attempt to reproduce the constraints and
effects of self-organization in automated design. Artificial development is about
creating a growth-inspired process that will bias design outcomes toward useful forms
or properties. The developmental engineer engages in a form of “meta-design” [63],
where the goal is not to design a system directly but rather set a framework in which
human design or automated search will specify a process that can generate a desired
result. The benefits and effectiveness of development-based design, both in natural
and artificial systems, became an active topic of research only recently and are still
being investigated.

Assume for now that our goal is to generate a design which maximizes an objective
function, o: Φ → R

n , where Φ is the “phenotypic” space, that is, the space of
potential designs, and R

n is a collection of performance assessments, as real values,
with n ≥ 1 (n = 1 denotes a single-objective problem, while n > 1 denotes a
multiobjective problem). A practitioner of AD will seek to generate a lower-level
“genetic” space Γ , a space of “environments” E in which genomes will be expressed,
and a dynamic process δ that transforms the genome into a phenotype:

Γ × E
δ−→ Φ

o−→ R
n

In many cases, only one environment is used, usually a trivial or empty instance from
the phenotypic space. In these cases, we simply write:

Γ
δ−→ Φ

o−→ R
n



1 Artificial Neurogenesis: An Introduction and Selective Review 15

Fig. 5 Visualization of an L-System. Top-left a single production rule (the “genome”). Bottom-
left the axiom (initial “word”). Recursive application of the production rule generates a growing
structure (the “phenotype”). In this case, the phenotype develops exponentially with each application
of the production rule

The dynamic process δ is inspired by biological embryogenesis, but need not resem-
ble it. Regardless, we will refer to it as growth or development, and to the quadruple
(Γ, E, δ, Φ) as an AD system.

Often, the choice of phenotypic space Φ is dictated by the problem domain. For
instance, to design neural networks, one might specify Φ as the space of all adjacency
matrices, or perhaps as all possible instances of some data structure corresponding
to directed, weighted graphs. Or to design robots, one might define Φ as all pos-
sible lattice configurations of a collection of primitive components and actuators.
Sometimes there is value in restricting Φ, for example to exclude nonsensical or
dangerous configurations. It is the engineer’s task to choose an appropriate Φ and
to “meta-design” the Γ , E , and δ parts that will help import the useful biases of
biological growth into evolved systems.

A famous class of AD systems are the so-called L-Systems. These are formal
grammars originally developed by Lindenmayer as a means of generating model
plants [231]. In their simplest form, they are context-free grammars, consisting of a
starting symbol, or “axiom”, a collection of variables and constants, and at most one
production rule per variable. By applying the production rules to the axiom, a new
and generally larger string of symbols, or “word”, is created. Repeated application of
the production rules to the resulting word simulates a growth process, often leading
to gradually more complex outputs. One such grammar is illustrated in Fig. 5, where
a single variable (red stick) develops into a tree-like shape. In this case, the space
of phenotypes Φ is the collection of all possible words (collections of sticks), the
space of genotypes Γ is any nonambiguous set of context-free production rules, the
environment E is the space in which a phenotype exists (here trivially 2D space), and
the dynamic process δ is the repeated application of the rules to a given phenotype.

There are several important aspects to the meta-design of space of representations
Γ and growth process δ. Perhaps the most critical requirement is that the chosen enti-
ties be “evolvable”. This term has many definitions [129] but generally means that
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Fig. 6 A mutation of the
production rule in Fig. 5, and
the output after four iterations
of growth

producion rule

Fig. 7 McCormack’s evolved
L-Systems, inspired by, but
exaggerating, Australian flora

the space of representations should be easily searchable for candidates that optimize
some objective. A generally desirable trait is that small changes in a representation
should lead to small changes in the phenotype—a “gentle slope” allowing for incre-
mental search techniques. In AD systems, however, due to the nonlinear dynamic
properties of the transformation process, it is not unusual for small genetic changes
to have large effects on the phenotype [87].

For instance, consider in Fig. 6 a possible mutation of the previous L-System.
Here, the original genome has undergone a small change, which has affected the
resulting form. The final phenotypes from the original and the mutated version are
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similar in this case: they are both trees with an identical topology. However, it is
not difficult to imagine mutations that would have catastrophic effects, resulting in
highly different forms, such as straight lines or self-intersections. Nonlinearity of the
genotype-to-phenotype mapping δ can be at the same time a strength and a weakness
in design tasks.

There is an important distinction to be made here between our motivations and
those of systems biology or computational neuroscience. In AD, we seek means of
creating engineered designs, not simulating or reproducing biological phenomena.
Perhaps this is best illustrated via an example: McCormack, a computational artist,
works with evolutionary computation and L-Systems (Fig. 7). Initially, this involved
the generation of realistic models of Australian flora. Later, however, he continued
to apply evolutionary methods to create exaggerations of real flora, artefacts that
he termed “impossible nature” [187, 188]. McCormack’s creations retain salient
properties of flora, especially the ability to inspire humans, but do not model any
existing organism.

2.1 Why Use Artificial Development?

Artificial development is one way of approaching complex systems engineering,
also called “emergent engineering” [282]. It has been argued that the traditional
state-based approach in engineering has reached its limits, and the principles under-
lying complex systems—self-organization, nonlinearity, and adaptation—must be
accommodated in new engineering processes [11, 203]. Incorporating complex
systems into our design process is necessary to overcome our present logjam of
complexity, and open new areas of productivity. Perhaps the primary reason for the
interest in simulations of development is that natural embryogenesis is a practical
example of complex systems engineering, one which achieves designs of scale and
functionality that modern engineers aspire to. There are several concrete demonstra-
tions of importing desirable properties from natural systems into artificial counter-
parts. The key property of evolvability, which we have already discussed, is linked
to a notion of scalability. Other related properties include robustness via self-repair
and plasticity.

2.1.1 Scalability

Perhaps the best studied property of AD systems is the ability to scale to several sizes.
This is a consequence of a general decoupling of the complexity of the genome (what
we are searching for) from the phenotype (the final product). In many models, the
size of the phenotype is controlled via a single parameter, which can be the number of
repetitions of a module, the number of iterations in an L-System, or a single variable
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controlling the amount of available resources. In these cases, a minimal change in
the size of the genome might have exponential effects on the size of the resulting
phenotype.

This property—the capacity to scale—brings to mind the notion of “Kolmogorov
complexity”, or the measurement of the complexity of a piece of data by the shortest
computer program that generates it. With the decision to use AD, we make the
assumption that there exists a short computer program that can generate our desired
data, i.e. that the Kolmogorov complexity of our problem is small. This implies that
AD will succeed in cases where the data to be generated is sufficiently large and
non-random. Unfortunately, in the general case, finding such a program for some
given data is an uncomputable problem, and to date there is no good approximation
other than enumerating all possible programs, a generally untenable solution [173].

In many highly relevant domains of application, the capacity for scaling has been
successfully demonstrated by AD systems. Researchers will often compare their
AD model to a direct encoding model, in which each component of the solution is
specified in the genome independently. Abstract studies have confirmed our intuition
that AD systems are often better for large phenotypes and nonrandom data [40,
108]. This has also been demonstrated in neural networks [86, 104, 153], virtual
robotics [161]; engineering design [127], and other domains [17, 243].

2.1.2 Robustness and Self-repair

Another desirable property of biological systems is the capacity for robustness. By
this, we mean a “canalization” or the fact that a resulting phenotype is resistant
to environmental perturbations, whether they are obstacles placed in the path of a
developing organism, damage inflicted, or small changes to external factors affecting
cellular expression, such as temperature or sources of nutrient. In biology, this ability
is hypothesized to result from a huge number of almost identical cells, a redundancy
creating tolerance toward differences in cellular arrangement, cell damage, or the
location of organizers [152]. Several AD systems have been shown to import robust-
ness, which can be selected for explicitly [18]. More interestingly, robustness is often
imported without the inclusion of selection pressure [86, 161, 243]. In many cases,
this property seems to be a natural consequence of the use of an adaptive growth
process as a design step.

An extreme example of robustness is the capacity for self-repair. Many authors
have conducted experiments with AD systems in which portions of an individual are
damaged (e.g. by scrambling or removing components). In these cases, organisms
can often self-repair, reconfiguring themselves to reconstruct the missing or altered
portions and optimize the original objective. For instance, this has been demonstrated
in abstract settings [5, 42, 145, 197], digital circuits [224], and virtual robotics [275].
Interestingly, in most of these cases, the self-repair capacity is not explicitly selected
for in the design stage.
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2.1.3 Plasticity

Another property of AD systems is plasticity, also referred to as polymorphism or
polyphenism (although these terms are not strictly equivalent). By this, we mean the
ability of organisms to be influenced by their environment and adopt as a result any
phenotype from a number of possibilities. Examples in nature are legion [94], and
most striking in the tendency of plants to grow toward light or food, or the ability of
nervous systems to adapt to new stimuli. While robustness means reaching the same
genotype under perturbation, plasticity means reaching different phenotypes under
perturbation. Both, however, serve to improve the ultimate fitess of the organism in
a variety of environments.

In classical neural systems, plasticity is the norm and is exemplified by well-
known training methods: Hebbian learning, where connections between neurons are
reinforced according to their correlation under stimuli [114], and backpropagation,
where connection weights are altered according to an error derivative associated with
incoming stimuli [245]. These classic examples focus on synaptic structure, or the
weighting of connections in some predetermined network topology. While this is
certainly an element of natural self-organization, it is by no means a complete char-
acterization of the role that plasticity plays in embryogenesis. Environmental stimuli
in animal morphogenesis include other neural mechanisms, such as the constant re-
formation and re-connection of synapses. Both selectivist and constructivist theories
of brain development posit a central role for environmental stimuli in the generation
of neural morphology. Furthermore, plasticity plays a major role in other develop-
mental processes as well. In plants, the presence or absence of nutrients, light, and
other cues will all but determine the coarse morphology of the resulting form. In
animals, cues such as temperature, abundance of nutrients, mechanical stress, and
available space are all strong influences. Indeed, the existence of plasticity is viewed
as a strong factor in the evolvability of forms: for instance, plastic mechanisms in
the development of the vascular system allow for a sort of “accidental adaptation”,
where novel morphological structures are well served by existing genetic mecha-
nisms for vasculogenesis, despite never being directly selected for in evolutionary
history [99, 177].

Most examples of artificial neural systems exploit plasticity mechanisms to tune
parameters according to some set of “training” stimuli. Despite this, the use of envi-
ronmentally induced plasticity in AD systems is rare. Only a few examples have
shown that environmental cues can be used to reproduce plasticity effects com-
monly seen in natural phenomena, such as: virtual plant growth [87, 252], circuit
design [280], or other scenarios [157, 190]. In one case, Kowaliw et al. experimented
with the growth of planar trusses, a model of structural engineering. They initially
showed that the coarse morphology of the structures could be somewhat controlled
by the choice of objective function—however, this was also a difficult method of
morphology specification [163]. Instead, the authors experimented with external
constraints, which consisted of growing their structures in an environment that had
the shape of the desired morphology. Not only was this approach generally success-
ful in the sense of generating usable structures of the desired overall shape, but it
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also spontaneously generated results indicating evolvability. A few of the discovered
genomes could grow successful trusses not only in the specific optimization envi-
ronment but also in all the other experimental environments, thus demonstrating a
capacity for accidental adaptation [162].

2.1.4 Other Desirable Natural Properties

Other desirable natural properties are known to occasionally result from AD systems.
These include: graceful degradation, i.e. the capacity for systems performance to fail
continuously with the removal of parts [18]; adaptation to previously unseen environ-
ments, thought to be the result of repetitions of phenotypic patterns capturing useful
regularities (see, for instance, Chap. 9 [206]); and the existence of “scafolding”, i.e.
a plan for the construction of the design in question, based on the developmental
growth plan [241].

2.2 Models of Growth

An AD system requires a means of converting a representation into a design. This
conversion typically involves a dynamic process that generates an arrangement of
“cells”, where these cells can stand for robotic components, structural members, neu-
rons, and so on. Several models of multi-component growth have been investigated
in detail:

• Induced representational bias: the designer adds a biologically inspired bias to an
otherwise direct encoding. Examples include very simple cases, such as mirroring
elements of the representation to generate symmetries in the phenotype [256], or
enforcing a statistical property inspired by biological networks, such as the density
of connections in a neural system [258].

• Graph rewriting: the phenotype is represented as a graph, the genome as a col-
lection of graph-specific actions, and growth as the application of rules from the
genome to some interim graph. Examples of this paradigm include L-Systems and
dynamic forms of genetic programming [109, 122].

• Cellular growth models: the phenotype consists of a collection of cells on a lattice
or in continuous space. The genome consists of logic that specifies associations
between cell neighbourhoods and cell actions, where the growth of a phenotype
involves the sum of the behaviours of cells. Cellular growth models are sometimes
based on variants of cellular automata, a well-studied early model of discrete
dynamics [161, 197]. This choice is informed by the success of cellular automata
in the simulation of natural phenomena [56]. Other models involve more plausible
physical models of cellular interactions, where cells orient themselves via inter-
cellular physics [25, 62, 76, 144, 249]
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• Reaction-diffusion models: due to Turing [281], they consist of two or more
simulated chemical agents interacting on a lattice. The chemical interactions
are modelled as nonlinear differential equations, solved numerically. Here, sim-
ple equations quickly lead to remarkable examples of self-organized patterns.
Reaction-diffusion models are known to model many aspects of biological devel-
opment, including overall neural organization [172, 259] and organismal behav-
iour [47, 298].

• Other less common but viable choices include: the direct specification of
dynamical systems, where the genome represents geometric components such
as attractors and repulsors [267]; the use of cell sorting, or the simulation of ran-
dom cell motion among a collection of cells with various affinities for attraction,
which can be used to generate a final phenotype [107].

A major concern for designers of artificial development (and nearly all com-
plex systems) is how to find the micro-rules which will generate a desired macro-
scale pattern. Indeed, this problem has seen little progress despite several decades of
research, and in the case of certain generative machines such as cellular automata, it
is even known to be impossible [133]. The primary way to solve this issue is using a
machine learner as a search method. Evolutionary computation is the general choice
for this machine learner, mostly due to the flexibility of genomic representations
and objective functions, and the capacity to easily incorporate conditions and heuris-
tics. In this case, the phenotype of the discovered design solution will be an unpre-
dictable, emergent trait of bottom-up design choices, but one which meets the needs
of the objective function. Various authors have explored several means of ameliorat-
ing this approach, in particular by controlling or predicting the evolutionary output
[213, 214].

2.3 Why Does Artificial Development Work?

The means by which development improves the evolvability of organisms is a critical
question. In biology, the importance of developmental mechanisms in organismal
organization has slowly been acknowledged. Several decades ago, Gould (contro-
versially) characterized the role of development as that of a “constraint”, or a “fruit-
ful channelling [to] accelerate or enhance the work of natural selection” [99]. Later
authors envisioned more active mechanisms, or “drives” [7, 152]. More recently,
discussion has turned to “increased evolvability”, partly in recognition that no sim-
ple geometric or phenotypic description can presently describe all useful phenotypic
biases [115]. At the same time, mechanisms of development have gained in impor-
tance in theoretical biology, spawning the field of evo-devo [31] mentioned above,
and convincing several researchers that the emergence of physical epigenetic cellular
mechanisms capable of supporting robust multicellular forms was, in fact, the “hard”
part of the evolution of today’s diversity of life [212].
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Inspired by this related biological work, practitioners of artificial development
have hypothesized several mechanisms as an explanation for the success of artificial
development, or as candidates for future experiments:

• Regularities: this term is used ambiguously in the literature. Here, we refer to the
use of simple geometrically based patterns over space as a means of generating or
biasing phenotypic patterns, for example relying on Wolpert’s notion of gradient-
based positional information [295]. This description includes many associated
biological phenomena, such as various symmetries, repetition, and repetition with
variations. Regularities in artificial development are well studied and present in
many models; arguably the first AD model, Turing’s models of chemical morpho-
genesis, relied implicitly on such mechanisms through chemical diffusion [281].
A recent and popular example is the Compositional Pattern Producing Network
(CPPN), an attempt to reproduce the beneficial properties of development without
explicit multicellular simulation [266] (see also Sect. 5.4 and Chap. 5).

• Modularity: this term implies genetic reuse. Structures with commonalities are
routine in natural organisms, as in the repeated vertebrae of a snake, limbs of a
centipede, or columns in a cortex [29]. As Lipson points out, modules need not
even repeat in a particular organism or design, as perhaps they originate from a
meta-processes, such as the wheel in a unicycle [174]. Despite this common con-
ception, there is significant disagreement on how to define modularity in neural
systems. In cognitive science, a module is a functional unit: a specialized and
encapsulated unit of function, but not necessarily related to any particular low-
level property of neural organization [89, 233]. In molecular biology, modules are
measured as either information-theoretic clusters [121], or as some measure of
the clustering of network nodes [147, 211, 289]. These sorts of modularity are
implicated in the separation of functions within a structure, allowing for greater
redundancy in functional parts, and for greater evolvability through the separa-
tion of important functions from other mutable elements [229]. Further research
shows that evolution, natural and artificial, induces modularity in some form, under
pressures of dynamic or compartmentalized environments [23, 24, 39, 121, 147],
speciation [82], and selection for decreased wiring costs [39]. In some cases, these
same measures of modularity are applied to neural networks [23, 39, 147]. Beyond
modularity, hierarchy (i.e. the recursive composition of a structure and/or function
[64, 124, 174]) is also frequently cited as a possibly relevant network property.

• Phenotypic properties: Perhaps the most literal interpretation of biological theory
comes from Matos et al., who argue for the use of measures on phenotypic space.
In this view, an AD system promotes a bias on the space of phenotypic structures
that can be reached, which might or might not promote success in some particular
domain. By enumerating several phenotypic properties (e.g. “the number of cells
produced”) they contrast several developmental techniques, showing the bias of
AD systems relative to the design space [185]. While this approach is certainly
capable of adapting to the problem at hand, it requires a priori knowledge of
the interesting phenotypic properties—something not presently existing for large
neural systems;
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• Adaptive feedback and learning: Some authors posit adaptive feedback during
development as a mechanism for improved evolvability. The use of an explicit
developmental stage allows for the incorporation of explicit cues in the resulting
phenotype, a form of structural plasticity which recalls natural growth. These cues
include not only a sense of the environment, as was previously discussed, but
also interim indications of the eventual success of the developing organism. This
latter notion, that of a continuous measure of viability, can be explicitly included
in AD system, and has been shown in simple problems to improve efficacy and
efficiency [12, 157, 158, 190]. A specialized case of adaptive feedback is learn-
ing, by which is meant the reaction to stimuli by specialized plastic components
devoted to the communication and processing of inter-cellular signals. This impor-
tant mechanism is discussed in the next section.

3 Artificial Neurogenesis

By artificial neurogenesis, we mean a developmentally inspired process that gener-
ates neural systems for use in a practical context. These contexts include tasks such
as supervised learning, computer vision, robotic control, and so on. The definition of
developmentally inspired processes in this chapter is also kept broad on purpose: at
this early stage, we do not want to exclude the possibility that aspects of our current
understanding of development are spurious or replaceable.

An interesting early example of artificial neurogenesis is Gruau’s cellular encod-
ing [103]. Gruau works with directed graph structures: each neural network starts
with one input and one output node, and a hidden “mother” cell connected between
them. The representation, or “genome”, is a tree encoding that lists the successive
cell actions taken during development. The mother cell has a reading head pointed
at the top of this tree, and executes any cellular command found there. In the case of
a division, the cell is replaced with two connected children, each with reading heads
pointed to the next node in the genome. Other cellular commands change registers
inside cells, by adding bias or changing connections. A simple example is illustrated
in Fig. 8.

Through this graph-based encoding, Gruau et al. designed and evolved networks
solving several different problems. Variants of the algorithm used learning as a mid-
step in development and encouraged modularity in networks through the introduction
of a form of genomic recursion [103, 104]. The developed networks showed strong
phenotypic organization and modularity (see Fig. 9 for samples).

3.1 The Interplay Between Development and Learning

A critical difference between artificial neurogenesis and AD is the emphasis on learn-
ing in the latter. Through the modelling of neural elements, a practitioner includes
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Fig. 8 Simple example of a neural network generated via cellular encoding (adapted from [103]).
On the left, an image of the genome of the network. On the right, snapshots of the growth of the
neural network. The green arrows show the reading head of the active cells, that is, which part
of the genome they will execute next. This particular network solves the XOR problem. Genomic
recurrence (not shown) is possible through the addition of a recurrence node in the genomic tree

Fig. 9 Sample neural networks generated via cellular encoding: left a network solving the 21-bit
parity problem; middle a network solving the 40-bit symmetry problem; right a network imple-
menting a 7-input, 128-output decoder (reproduced with permission from [103])

any number of plasticity mechanisms that can effectively incorporate environmental
information.

One such hypothetical mechanism requiring the interplay between genetics and
epigenetics is the Baldwin effect [9]. Briefly, it concerns a hypothesized process that
occurs in the presence of both genetic and plastic changes and accelerates evolution-
ary progress. Initially, one imagines a collection of individuals distributed randomly
over a fitness landscape. As expected, the learning mechanism will push some, or all,
of these individuals toward local optima, leading to a population more optimally dis-
tributed for non-genetic reasons. However, such organisms are under “stress” since
they must work to achieve and maintain their epigenetically induced location in the
fitness landscape. If a population has converged toward a learned optimum, then in
subsequent generations, evolution will operate to lower this stress, by finding genetic
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means of reducing the amount of learning required. Thus, learning will identify an
optimum, and evolution will gradually adapt the genetic basis of the organism to fit
the discovered optimum. While this effect is purely theoretical in the natural world,
it has long been known that it can be generated in simple artificial organisms [120].
Accommodating developmental processes in these artificial models is a challenge,
but examples exist [72, 103]. Other theories of brain organization, such as displace-
ment theory, have also been tentatively explored in artificial systems [70, 71].

3.2 Why Use Artificial Neurogenesis?

There is danger in the assumption that all products of nature were directly selected
for their contribution to fitness; this Panglossian worldview obscures the possibility
that certain features of natural organisms are the result of non-adaptive forces, such
as genetic drift, imperfect genetic selection, accidental survivability, side-effects of
ontogeny or phylogeny, and others [100]. In this spirit, we note that while a computer
simulation might show a model to be sufficient for the explanation of a phenomenon,
it takes more work to show that it is indeed necessary. Given the staggering complex-
ity of recent neural models, even a successful recreation of natural phenomena does
not necessarily elucidate important principles of neural organization, especially if the
reconstructed system is of size comparable to the underlying data source. A position
of many practitioners working with bio-inspired neural models, as in artificial intel-
ligence generally, is that an alternative path to understanding neural organization
is the bottom-up construction of intelligent systems. The creation of artefacts capa-
ble of simple behaviours that we consider adaptive or intelligent gives us a second
means of “understanding” intelligent systems, a second metric through which we can
eliminate architectural overfitting from data-driven models, and identify redundant
features of natural systems.

A second feature of many developmental neural networks is the reliance on local
communication. Practitioners of AD will often purposefully avoid global information
(e.g. in the form of coordinate spaces or centralized controllers) in order to generate
systems capable of emergent global behaviour from purely local interactions, as is
the case in nature. Regardless of historic motivations, this attitude brings potential
benefits in engineered designs. First, it assumes that the absence of global control
contributes to the scalability of developed networks (a special form of the robust-
ness discussed in Sect. 2.1.1). Second, it guarantees that the resulting process can
be implemented in a parallel or distributed architecture, ideally based on physically
asynchronous components. Purely local controllers are key in several new engineer-
ing application domains, for instance: a uniform array of locally connected hardware
components (such as neuromorphic engineering), a collection of modules with lim-
ited communication (such as a swarm of robots, or a collection of software modules
over a network), or a group of real biological cells executing engineered DNA (such
as synthetic biology).
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3.3 Model Choices

A key feature in artificial neurogenesis is the level of simulation involved in the
growth model. It can range from highly detailed, as is the case for models of cellular
physics or metabolism, to highly abstract, when high-level descriptions of cellular
groups are used as building blocks to generate form. While realism is the norm in
computational neuroscience, simpler and faster models are typical in machine learn-
ing. An interesting and open question is whether or not this choice limits the capacity
of machine learning models to solve certain problems. For artificial neurogenesis, rel-
evant design decisions include: spiking versus non-spiking neurons, recurrent versus
feed-forward networks, the level of detail in neural models (e.g. simple transmission
of a value versus detailed models of dendrites and axons), and the sensitivity of neural
firing to connection type and location.

Perhaps the most abstract models come from the field of neuroevolution, which
relies on static feed-forward topologies and nonspiking neurons. For instance, Stan-
ley’s HyperNEAT model [49] generates a pattern of connections from another lattice
of feed-forward connections based on a composition of geometric regularities. This
model is a highly simplified view of neural development and organization, but can
be easily evolved (see Chap. 5, [48]). A far more detailed model by Khan et al. [151]
provides in each neuron several controllers that govern neural growth, the synap-
togenesis of dendrites and axons, connection strength, and other factors. Yet, even
these models are highly abstract compared to other works from computational neu-
roscience, such as the modelling language of Zubler et al. [311]. The trade-offs
associated with this level of detailed modelling are discussed in depth by Miller
(Chap. 8, [198]).

Assuming that connectivity between neurons depends on their geometric loca-
tion, a second key question concerns the level of stochasticity in the placement of
those elements. Many models from computational neuroscience assume that neural
positions are at least partially random, and construct models that simply overlay pre-
formed neurons according to some probability law. For instance, Cuntz et al. posit
that synapses follow one of several empirically calculated distributions, and con-
struct neural models based on samples from those distributions [41]. Similarly, the
Blue Brain project assumes that neurons are randomly scattered: this model does, in
fact, generate statistical phenomena which resemble actual brain connectivity pat-
terns [116].

A final key decision for artificial neurogenesis is the level of detail in the simulation
of neural plasticity. These include questions such as:

• Is plasticity modelled at all? In many applications of neuroevolution (Sect. 4.3), it
is not: network parameters are determined purely via an evolutionary process.

• Does plasticity consist solely of the modification of connection weights or firing
rates? This is the case in most classical neural networks, where a simple, almost
arbitrary network topology is used, such as a multilayer perceptron. In other cases,
connection-weight learning is applied to biologically motivated but static network
topologies (Sects. 4.1 and 4.2, Chap.7 [13]).
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• How many forms of plasticity are modelled? Recent examples in reservoir
computing show the value of including several different forms (Sect. 6.1).

• Does the topology of the network change in response to stimuli? Is this change
based on a constructive or destructive trigger (Sect. 6.2)? Is the change based on
model cell-inspired synaptogenesis (Sect. 5)?

The plethora of forms of plasticity in the brain suggests different functional roles in
cognition. For instance, artificial neural networks are prone to a phenomenon known
as “catastrophic forgetting”, that is, a tendency to rapidly forget all previously learned
knowledge when presented with new data sources for training. Clearly, such forget-
fulness will negatively impact our capacity to create multi-purpose machines [90].
Miller and Khan argue, however, that re-introducing metaphors for developmental
mechanisms, such as dendritic growth, overcomes this limitation [201].

3.4 Issues Surrounding Developmental Neural Network Design

The use of a developmentally inspired representation or growth routine in neural
network design implies a scale of network rarely seen in other design choices. Indeed,
development is associated with the generation of large structures and is not expected
to be useful below a minimal number of parts. This leads to several related issues for
practitioners:

• Large networks are difficult to train via conventional means. This is mainly due to
computational complexity, as training procedures such as backpropagation grow
with the number of connections in a network.

• A more specific issue of size, depth, refers to the number of steps between the
input and output of the network. It is known that there are exponentially more
local optima in “deep” networks than “shallow” ones, and this has important con-
sequences for the success of a gradient-descent technique in a supervised learning
task. Despite these difficulties, depth is found to be useful because certain problems
can be represented in exponentially smaller formats in deep networks [16].

These issues can be ameliorated via several new and highly promising neural tech-
niques. On such technique is reservoir computing, where only a small subset of a
large network is trained (Sect. 4.2). A second such technique is deep learning, where
a deep network is preconditioned to suit the data source at hand (Sect. 4.1).

In much of statistical learning, there is a drive toward finding the most parsimo-
nious representation possible for a solution. This is usually the case in constructive
and pruning networks (Sect. 6.2), in which a smaller network is an explicit metric
of success. Obviously, simpler solutions are more efficient computationally and can
be more easily understood. However, it is further claimed that parsimonious solu-
tions will also perform better on previously unseen data, essentially based on the
bias/variance trade-off argument by Geman et al. [92]. They show that for a simple,
fully connected network topology, the number of hidden nodes controls the level
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of bias and variance in a trained classifier. Too many nodes lead to a network with
excessive variance and overfitting of the training data. They conclude that the hard
part of a machine learning problem is finding a representational structure that can
support a useful “bias” toward the problem at hand. It means that a heuristic architec-
tural search must precede the exploration and optimization of network parameters.
Perhaps inspired by this and similar studies on limited representations, and the hope
that smaller representations will have less tendencies to overfit, parsimony is often
an explicit goal in optimization frameworks. Yet, we take here a different view: for
us, certain forms of redundancy in the network might in fact be one of the archi-
tectural biases that support intelligence. In AD, redundancy is often celebrated for
increasing resilience to damage, allowing graceful degradation, and creating neutral
landscapes, or genetic landscapes that encourage evolvability [239, 248, 305].

4 Bio-Inspired Representations

Many neural models do not explicitly simulate any developmental process, yet they
are substantially informed by biology through the observation the network struc-
ture of natural neural systems (or systems from computational neuroscience), and
the inclusion of an explicit “bias” containing similar properties. Several of these
approaches have proven tremendously successful in recent years, contributing to the
so-called “second neural renaissance” that has reinvigorated research in artificial
neural networks. We summarize below some of these bio-inspired representations.

4.1 Deep Learning

With the advent of deep learning, neural networks have made headlines again both
in the machine learning community and publicly, to the point that “deep networks”
could be seen on the cover of the New York Times. While deep learning is primarily
applied to image and speech recognition [15, 46, 171], it is also mature enough today
to work out of the box in a wide variety of problems, sometimes achieving state-of-
the-art performance. For example, the prediction of molecular activity in the Kaggle
challenge on Merck datasets (won by the Machine Learning group of the University
of Toronto), or collaborative filtering and preference ranking in the Netflix movie
database [246] both used deep learning.

These impressive results can be explained by the fact that deep learning very
efficiently learns simple features from the data and combines them to build high-
level detectors, a crucial part of the learning task. The features are learned in an
unsupervised way and the learning methods are scalable: they yield the best results on
the ImageNet problem [52, 166, 170], a dataset comprising 1,000 classes of common
object images, after a training process that ran on a cluster of tens of thousands of
CPUs and several millions of examples. Even through purely unsupervised training
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Fig. 10 Architecture of a convolution neural network, as proposed by LeCun in [171]. The convo-
lutional layers alternate with subsampling (or pooling) layers

on YouTube images, the features learned are specialized enough to serve as face
detectors or cat detectors. A straightforward supervised tuning of these unsupervised
features often leans to highly effective classifiers, typically outperforming all other
techniques.

Deep networks are similar to the classical multilayer perceptrons (MLP). MLPs
are organized into “hidden layers”, which are rows of neurons receiving and process-
ing signals in parallel. These hidden layers are the actual locus of the computation,
while the input and output layers provide the interface with the external world. Before
deep learning, most multilayered neural nets contained only one hidden layer, with
the notable exception of LeCun’s convolutional network [171] (see below). One rea-
son comes from the theoretical work of Håstad [112], who showed that all boolean
circuits with ∂+1 layers could be simulated with ∂ layers, at the cost of an exponen-
tially larger number of units in each layer. Therefore, to make the model selection
phase easier, for example chosing the number of units per layer, a common practice
was to consider a single hidden layer. Another reason is that networks with more
than one or two hidden layers were notoriously difficult to train [274], and the very
small number of studies found in the literature that involve such networks is a good
indicator of this problem.

Pioneering work on deep learning was conducted by LeCun [171], who proposed
a family of perceptrons with many layers called convolutional networks (Fig. 10).
These neural networks combine two important ideas for solving difficult tasks: shift-
invariance, and reduction of dimensionality of the data. A convolution layer imple-
ments a filtering of its input through a kernel function common to all neurons of the
layer. This approach is also called weight sharing, as all neurons of a given layer
always have the same weight pattern. Convolution layers alternate with “pooling
layers”, which implement a subsampling process. The activation level of one neuron
in a pooling layer is simply the average of the activity of all neurons from the previ-
ous convolution layer. In the first layer, the network implements a filter bank whose
output is subsampled then convolved by the filter implemented in the next layer.
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Fig. 11 Layer-wise unsupervised training in a deep architecture: left training of the first hidden
layer, shown in black; center training of the second hidden layer, shown in black. Hidden layers
and associated weights that are not subject to learning are shown in grey

Therefore, each pair of layers extracts a set of features from the input, which in turn
feed into the next pair of layers, eventually building a whole hierarchy of features.
Interesting variants of convolutional networks include L2-pooling, in which the L2
norm of a neuron’s activation in the previous layer is used instead of the maximum
or the average [141], and contrast normalization, where the activities of the pooling
neurons are normalized.

Hierarchical combination of features is the key ingredient of deep networks. In
convolutional networks, the weight sharing technique allows learning a specific filter
for each convolution map, which drastically reduces the number of variables required,
and also explains why convolutional networks converge by simple stochastic gradient
descent. On the other hand, weight sharing also limits the expressivity of the network,
as each filter must be associated to a feature map and too many feature maps could
negatively affect the convergence of the learning algorithm.

To overcome this trade-off, the method proposed by deep learning is to build the
network step by step and ensure the learning of a feature hierarchy while maintaining
good expressivity [81]. This is implemented via layer-wise unsupervised training,
followed by a fine tuning phase that uses a supervised learning algorithm, such as
gradient descent (Fig. 11). The idea of relying on unsupervised learning to train a
network for a supervised task has been advocated by Raina et al. [235] in their
work about self-taught learning. It is known that adding unlabelled examples to the
training patterns improves the accuracy of the classifiers, an approach called “semi-
supervised” learning [217]. In self-taught learning, however, any example and any
signal can be used to improve the classifier’s accuracy.

The underlying hypothesis is that recurring patterns in the input signal can be
learned from any of the signal classes, and these typical recurrent patterns are helpful
to discriminate between different signal classes. In other words, when the signal space
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is large, it is possible to learn feature detectors that lie in the region containing most
of the signal’s energy, and then, classifiers can focus on this relevant signal space.

The layer-wise unsupervised objective of a deep network is to minimize the recon-
struction error between the signal given on the input layer of the network and the
signal reconstructed on the output layer. In the autoencoder framework, this first
learning step, also called generative pretraining, focuses on a pair of parameters, the
weight matrix W and the bias b of an encoder-decoder network. The encoder layer
is a mapping f from the input signal x to an internal representation y:

y = f (x) = s(W x + b) (1)

where b is a bias vector and s is a non-linear function, usually a sigmoidal function.
The decoder is a mapping from the internal state to a reconstructed signal z:

z = g(y) = s(W T x + bT ) (2)

In the left part of Fig. 11, the input vector x activates the neurons of the input layer,
the internal state y of the hidden layer is expressed by Eq. (2) and the output layer is
z = g( f (x)). The reconstructed error to minimize is then:

L(x, z) ∝ − log p(x |z) (3)

A deep network can be built by stacking networks on top of each other. The most
common are the autoencoders, also called auto-associators, which are often con-
strained to either ensure sparsity (sparse autoencoders) [15, 169, 236], or enforce
generalization by purposefully corrupting the input signals, as with denoising autoen-
coders [81, 285]. Another widely investigated type of network is the restricted
Boltzmann machine (RBM) [119], which is based on latent variables and a probabilis-
tic formulation. A bound on accuracy ensures that stacking RBMs could only improve
the accuracy of the whole architecture. Recent developments have shown that it is
possible to use many different classifiers as the building blocks of a deep architecture.
Nonetheless, the neural networks and their training have been sufficiently investi-
gated to be integrated into a toolbox and applied without prior knowledge to nearly
any pattern recognition problem.

The incremental method used in deep learning can be construed as a type of
simplified evolutionary process, in which a first layer is set up to process certain
inputs until it is sufficiently robust, then a second layer uses as input the output of the
first layer and re-processes it until convergence, and so on. In a sense, this mimics an
evolutionary process based on the “modularity of the mind” hypothesis [89], which
claims that cognitive functions are constructed incrementally using the output of
previous modules leading to a complex system. Another evolutionary perspective on
deep learning, in relation with cultural development, is proposed by Bengio [14].
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Chapter 3: Evolving culture versus local minima.
In Chap. 3, Bengio [14] provides a global view of the main hypotheses

behind the training of deep architectures. It describes both the difficulties and
the benefits of deep learning, in particular the ability to capture higher-level and
more abstract relations. Bengio relates this challenge to human learning, and
proposes connections to culture and language. In his theory, language conveys
higher-order representations from a “teacher” to a “learner” architecture, and
offers the opportunity to improve learning by carefully selecting the sequence
of training examples—an approach known as Curriculum Learning. Bengio’s
theory is divided into several distinct hypotheses, each with proposed means of
empirical evaluation, suggesting avenues for future research. He further postu-
lates cultural consequences for his theory, predicting, for instance, an increase
in collective intelligence linked to better methods of memetic transmission,
such as the Internet.

From a computational viewpoint, signals acquired from natural observations
often reside on a low-dimension manifold embedded in a higher-dimensional space.
Deep learning aims at learning local features that characterize the neighbourhood
of observed manifold elements. A connection could be made with sparse coding
and dictionary learning algorithms, as described in [222], since all these data-driven
approaches construct over-complete bases that capture most of the signal’s energy.
This line of research is elaborated and developed in Chap. 4 by Rebecchi, Paugam-
Moisy and Sebag [236].

Chapter 4: Learning sparse features with an auto-associator.
In Chap. 4, Rebecchi, Paugam-Moisy and Sebag [236] review the recent

advances in sparse representations, that is, mappings of the input space to
a high-dimensional feature space, known to be robust to noise and facilitate
discriminant learning. After describing a dictionary-based method to build such
representations, the authors propose an approach to regularize auto-associator
networks, a common building block in deep architectures, by constraining the
learned representations to be sparse. Their model offers a good alternative to
denoising auto-associator networks, which can efficiently reinforce learning
stability when the source of noise is identified.

To deal with multivariate signals and particularly complicated time-series, several
deep learning systems have been proposed. A common choice is to replicate and
connect deep networks to capture temporal aspect of signals, using learning rules
such as backpropagation through time. However, since these networks are recurrent,
the usual gradient descent search does not converge. Consequently, “vanishing” or
“exploding” gradient descents have also been the subject of an intense research

http://dx.doi.org/10.1007/978-3-642-55337-0_3
http://dx.doi.org/10.1007/978-3-642-55337-0_3
http://dx.doi.org/10.1007/978-3-642-55337-0_4
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effort and have led to the development of reservoir computing approaches, which are
detailed in the next section.

4.2 Reservoir Computing

Reservoir computing is an approach and family of models that rely on a recurrent
neural network, called a reservoir, to generate a high-dimensional and dynamical
representation of a given input, often a time series. Typically, the connections and
weights in the network are randomly distributed and can produce a large number of
nonlinear patterns from an input stream. Rather than modifying the reservoir with a
supervised learning algorithm, however, the dynamical state of the reservoir is “read
out” by a simple classifier, for example a linear regression or support vector machine,
connected to a fraction of its neurons. This idea has been instantiated in different
neural models, the two best known being Jaeger’s Echo State Network (ESN) [137]
and Maass’ Liquid State Machine (LSM) [180, 210] (Fig. 12).

The ESN formulation uses a common sum of the weight / nonlinearity neurons
as a neural model for the reservoir, such as McCulloch and Pitts neurons [189] or
sigmoidal units. A good reservoir should produce a rich dynamics to facilitate the sep-
arability of its activity traces by the readout classifier, thus it is usually large, sparsely
and randomly connected. It should also possess the echo state property, meaning that
the effect of a previous state of the network should vanish asymptotically—in other
words, the network should “forget” its previous state in a finite amount of time. To
ensure this property, a common practice is to verify that the spectral radius |λmax| of
the weight matrix of the reservoir W is less than 1, and close to 1 for tasks requiring
long memories. Other strategies have also been explored, taking into account more
specialized neural types [303].

In other setups, the reservoir relies on more realistic neuronal models, such
as integrate-and-fire or spiking neurons. While such temporal models endow the
network with a richer dynamics, they also come at the expense of computational
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efficiency, which can be noticeably reduced even in the case of simple spiking
neurons [27]. Nonetheless, this type of reservoir form the basis of LSMs [210] and
“cortical microcircuits” [180], which have been employed less frequently than ESNs.
In any case, both types have been applied to a great variety of tasks and are theoret-
ically linked [138].

One of the major difficulties of the LSM paradigm is the choice of the readout
classifier. A simple linear regression achieves correct results and has been used to
demonstrate theoretical characterizations [180], yet it ignores the fact that spiking
neurons convey information through precise spike timings. Several propositions have
been made to exploit this temporal information: encoding patterns with transient
synchrony, as shown by Hopfield and Brody [123], or applying a margin classifier
based on connection delays [226].

Whether LSMs or ESNs, another key element is the topology of the reservoir. The
spectral radius |λmax| of the weight matrix W plays a crucial role in determining the
dynamics that will take place in the recurrent network. Other factors, such as small-
world degree, scale-free regimes, and bio-inspired axonal growth patterns, have also
been shown to positively influence the capabilities of the reservoir [242]. On the other
hand, a recent theoretical analysis by Zhang et al. argues that all random reservoir
topologies asymptotically converge to the same distribution of eigenvalues, implying
that the topology is relatively indifferent after all [307]. Finer investigations of the
dynamics are also possible [226] but they have not yet been applied in this context.

Beyond fixed topologies, a topic of great relevance to this chapter concerns endow-
ing the reservoir with plasticity. Applying an unsupervised learning procedure to the
weights allows the reservoir to adapt to very constrained topologies, although a the-
oretical analysis in this case becomes problematic [250]. The use of plasticity in
reservoir computing will be discussed further in Sect. 6. Another widely investigated
aspect is the influence of an external loop, by which the readout classification results
are reinjected in the reservoir. This feedback adds another level of cognition to the
network, as the system can now utilize its own capacity for prediction in input. An in-
depth review of reservoir computing challenges and common practice can be found
in a special issue of Neural Network [139], and a comprehensive explanation of the
ongoing approaches is proposed in [179].

4.3 Neuroevolution

In evolutionary computation, there has been an long-standing interest in artificial
neural networks for classification and regression, as well as control problems. The
term “neuroevolution” is now well established and covers a large range of approaches
(evolving weights, evolving topologies, learning rules, developmental processes)
and applications. In this framework, the design of a particular neural network for
solving a task is driven by its performance with respect to the defined task. This
performance is itself described in terms of fitness value(s), and the evolutionary
algorithm targets incremental improvements of fitness evaluations. To this aim, it
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produces new candidate solutions (i.e. particular configurations of neural networks)
from previously tried ones through the action of various mutation and recombination
operators [79].

For example, neural networks have long been the method of choice of evolutionary
robotics when performing “policy search” in reinforcement learning problems [219,
271, 273]. As a formalism for controller representation, they exhibit interesting
features such as robustness (with respect to noisy sensory inputs), evolvability (in
the sense that small weight changes give rise to small behavioral changes), and ease
of implementation (since update time varies only linearly with the number of links).
This is also true in situations with limited hardware specifications, such as onboard
robotic systems.

Three important decisions may impact the choice of a learning method to train
the network: (a) the definition of the neural network to be considered (with/without
recurrent connections), (b) the choice of variables to learn (the weights of a fixed
topology, and/or the topology), and (c) how these variables will be learnt (how to
encode such a network, how to navigate through the search space). While there exist
several methods in the literature for evolving weights only, such as classic multi-
layered perceptrons or echo state networks [110], things become more challenging
when evolving entire topologies. On the one hand, the choice of a particular search
space relies for a great part on the programmer’s expertise, and a poor guess may
hinder the whole process. On the other hand, learning both the weights and the
topology opens up a much larger search space and may well lead to performance
normally unreachable through pure synaptic modification. Due to the versatility and
robustness of evolutionary algorithms, they are considered promising candidates in
the exploration of configuration spaces.

Evolutionary algorithms (EAs) quickly appeared as a relevant approach toward
NN learning by the end of the 1990s (see [302] for a detailed survey). Although EAs
can be useful for the optimization of the weights of a feedforward NN, they have
instead been mainly used for their flexibility in handling complex search spaces.
Many algorithms modifying the structure of neural networks through dedicated vari-
ation operators have been proposed.

Notable works and models in this field include: GNARL [6], which uses a direct
encoding of the neural network to build a robot controller; EANT [148], which
evolves the structure and weights via distinct processes; SANE (Symbiotic Adaptive
Neuro-Evolution) [204] and ESP (Enforced Sub-Population) [96, 97], which evolve
a population of neurons (rather than a network) and combine these neurons to form
effective neural networks; and GASNET [132], which combines the optimization of
the position of neurons in an Euclidean space through diffusion of chemicals. More
recently, NEAT (Neuro Evolution of Augmenting Topologies) [264] has set new stan-
dards for neuroevolution algorithms in pure performance and speed of convergence
based on classical benchmarks from evolutionary robotics.

It has been known for a long time [194] that the choice of a representation, i.e.
search space, is crucial for the success of any evolutionary algorithm. This led to the
exploration of genotype-to-phenotype maps using a more compact representation,
which should theoretically enable the evolution of more complex neural networks.
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One approach is the inclusion of an induced representational bias. In these cases,
forms of structural organization known to be employed by natural neural systems are
added to the otherwise directly encoded network. An illuminating study by Seys and
Beer considers the value of several forms of induced symmetry on the generation
of NNs [256]. Evolved genomes are “unpacked” by creating symmetric copies of
the evolved network substructure, and evaluated via the whole unpacked network.
The authors contrast their results against nonsymmetric networks, showing that the
inclusion of symmetry makes NNs more evolvable, even compared to nonsymmet-
ric networks of smaller size. A more practical example inspired by computational
neuroscience models comes from Doncieux et al. [59]. Finally, recent works have
explored the benefits of particular topological properties, such as regularity and mod-
ularity, whether a priori designed or evolved [33, 37, 284]. Another approach to the
genotype-to-phenotype map strategy consists of including a simulation of develop-
ment, a process that serves to construct the phenotype in a time-based fashion. The
next section covers these strategies in greater detail.

5 Developmental Systems

This section gives an overview of neural developmental systems, which are about the
abstraction of a developmental process to obtain artificial neural networks from sim-
pler representations. Since, in the vast majority of cases, adequate representations
(genomes) are optimized via evolutionary computation, we will use terminology
from that field. Due to their metaphorical inspiration from developmental biology,
developmental systems have received several names, including computational
embryogeny [17], artificial ontogeny [25] and artificial embryogeny [265]. While
all these terms emphasize the biological metaphor, we think that a broader phrasing
of “evolution of developmental neural networks”, or evo-devo-NN for short, would
be more appropriate for this section.

The idea of combining evolution and development for designing artificial neural
networks was first put to the test in 1990. Kitano [153] criticized direct encod-
ing methods and proposed exploring indirect encodings as a promising solution to
address the challenge of scalability. In this setup, the evolved genotypic description
of a solution undergoes a reformulation process (or mapping) in order to obtain a
usable phenotype. As noted in later works, this would enable it to evolve compact
representations and possibly exploit properties such as modularity and hierarchy.

The debate about the relevance of evolving developmental neural networks has
been, and still is, very much alive. In the first decade after Kitano’s original claim
regarding scalability, his results were first confirmed [75] (in a different context) then
challenged [258] (in the original context). We now review the various approaches
and works conducted in this area.
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5.1 Grammar-Based Encoding

In his seminal work, Kitano [153] described the first approach with indirect encoding
for generating artificial neural networks. Kitano used a genetic algorithm to evolve
L-System grammar rules, a work which was later extended with lifelong neurogene-
sis [154]. His original contribution also fostered the emergence of a whole new field,
which explored various approaches to developmental neural networks and addressed
various challenges, some of them still open. Since then, evolutionary L-Systems
have been further applied to the generation of neural networks [22, 225] or the co-
evolution of artificial creatures [126]. While similar methods have been proposed to
evolve morphologies, Hornby’s GenRe system [126] relied on L-Systems for gener-
ating both body and brain (i.e. neural network) of virtual and real robots.

As previously discussed, in 1992 Gruau designed an original approach to the
evolution of graph-rewriting rules called Cellular Encoding [101, 102]. His model
was based on genetic programming to evolve a list of instructions that an original cell
could follow to determine its fate. This cell would undergo several transformations
(such as cell division) until a graph was built. A major contribution of this work was
to provide the first-ever neural controller of hexapodal robot gait [103]. It was further
extended [155, 178] and reused [25, 164] by several authors.

Other studies have explored the evolution of rewriting rules to generate neural
networks. In the early 1990s, Nolfi and Parisi evolved direct encodings of neu-
ron locations on a 2D substrate, then applied a heuristic for the simulation of
axon growth (using previously evolved parameters) to obtain full-grown networks
that were executing a robot navigation task. This work was later extended with
cell division and migration [30], and lifetime adaptation through environment-
triggered axon growth [218]. In 1994, Sims’ “virtual creatures” also relied on
evolved graph-rewriting rules both in the neural networks and in the morpholo-
gies [261]. Most recently, Mouret and Doncieux proposed Modular Encoding for
Neural Networks based on Attribute Grammars (MENNAG), a general approach to
evo-devo-NN based on the definition of grammar-based constraints [207], and the
EvoNeuro method [205], which takes inspiration from computational neuroscience in
order to generate large-scale and highly regular neural networks. Other applications
exist as well [3].

5.2 Genetic Regulatory Networks

A major topic of interest in theoretical biology todayf is the modelling of gene
regulatory networks (GRNs), which represent the interactions among genes and
transcription products (mainly DNA-binding proteins) governing cell behaviour and
maintenance. Generally, theoretical models are chosen based on their ability to
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replicate specific patterns of expression found in natural systems [4, 150], or based
on approximations of the molecular mechanisms of gene regulation [10]. In all cases,
GRN simulations comprise a set of differential equations describing the dynamics of
a various product concentrations. These models have been explored for their com-
putational properties [144, 176, 215].

Offering a different approach to developmental systems, GRNs became a strong
source of inspiration for researchers in computer science for obvious reasons. Starting
from a relatively compact description such as a string of symbols, GRNs made it
possible to build an entire network topology and function by defining interaction
patterns among parts of the original representation. The possible benefits for control
systems were first explored in 1994 by Dellaert and Beer [55] and quickly used
to generate neural networks [54]. Their work combined a boolean GRN and a cell
division process, alternating regulation and division over N iterations, in order to
iteratively grow a full neural network. Although evolution was only discussed, some
of the resulting networks were tested on a simplified robot navigation task as a proof
of concept.

This first attempt was soon followed by others that had the same dual objective
of taking inspiration from biology to achieve compact representations and, at the
same time, addressing evolutionary robotics challenges. Jakobi [140] described a
method to evolve a bit-string, acting as a GRN to grow a neural network for robot
control. Eggenberger proposed a similar approach, stressing scalability as the main
motivation, and applied it to robot morphogenesis [76] and pattern recognition in
neural networks [78].

An interesting alternative came from Reisinger and Miikkulainen [238], who
used an evolved GRN structure directly as a neural network architecture. Applying
their system to game playing, the authors contrasted their GRN-based NN against
several non-developmental alternatives, and found favourable results. Their analysis
mentions several reasons for this success: their representation was significantly more
compact, more evolvable under a simple mutation operator, and pushed phenotypes
toward larger, more recurrent network motifs, typical of networks in nature.3

A more recent instance of GRN-inspired neural model is the AGE (Analog Genetic
Encoding) model by Mattiussi and Floreano [73, 186], in which a string of symbols
(rather than bits) represents a genotypic description, while the “coding” parts of the
genome (i.e. syntactically correct with respect to the gene definitions) build a neural
network. As with other GRN abstractions, the AGE process is a one-step transfor-
mation from the representation to the network, i.e. self-regulation is abstracted as
a one-pass process. Wróbel et al. later proposed a system called GReaNs (Genetic
Regulatory evolving artificial Networks), which shares many similarities with AGE.
Among several applications, GReaNs has been used to evolve spiking neural net-
works [296]. In this scope, each gene stands for a node, and the connection between

3 The authors point out a similarity between their developed NNs and natural networks, specifically
the existence of higher-order network triads. However, Milo et al. [202] attribute the existence of
such triads in natural networks to the minimization of information processing time, a factor which
was not relevant to the NNs. Hence, we consider this similarity unexplained.
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nodes is determined by their relative euclidian distance to one another—as is the case
with AGE. The sign of this connection, however, is evolved seperately.

Chapter 6: Using the Genetic Regulatory evolving artificial Networks
(GReaNs) platform for signal processing, animat control, and artificial
multicellular development.

In Chap. 6, Wróbel and Joachimczak present their bio-inspired model of
pattern formation and morphogenesis, GReaNs, and show that it can support
an evo-devo approach to complex neural networks. The topology of a GReaN is
encoded in a linear genome composed of genetic modules, including regulatory
factors, regions of promoting or repressing elements, and inputs and outputs.
The resulting genetic network is evolved toward the control of the behaviour of
a cell, coupling the chemical simulation with mechanical outputs. The authors
review the results of previous experiments in which GReaNs have been used to
design single-celled animats, 2D soft-bodied animats, and 3D morphologies,
as well as more recent work where spiking neuron models emerge from the
GRNs. They conclude by laying out their vision for the evolution of plausible
neural control mechanisms from genetic origins [297].

5.3 Cellular Automata Models

Also inspired from biology, several authors have explored models of multicellular-
ity. Defined as a particular kind of cellular automaton (CA), each cell is capable of
processing information, either by triggering further growth of the network or by relay-
ing information as a neuronal cell. The seminal work from De Garis followed this
metaphor to design the CAM-brain (Cellular Automata Machine), a two-dimensional
CA in which a source cell could develop into a full organism capable of transmit-
ting and manipulating information like a regular neural network [50]. This kind of
approach raises the question of the halting problem, i.e. when and how development
should stop [57]. Astor and Adami applied a similar approach based on a hexagonal
grid, which addressed the halting problem by setting boundary cells to limit the total
number of possible neurons. Adding a self-limiting mechanism allowed development
to terminate before the environment was saturated with cells.

Early CA-based works were mostly limited to proof-of-concept experiments
where evolution was merely discussed but not exploited. By contrast, Federici et
al. designed a continuous CA implementation, which they termed cell chemistry, to
generate spiking neural networks for solving a robotic navigation task in a discrete
environment [84, 85]. In a later work, this approach was shown to outperform a direct
encoding approach on a pattern recognition task [244].

http://dx.doi.org/10.1007/978-3-642-55337-0_6
http://dx.doi.org/10.1007/978-3-642-55337-0_6
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5.4 HyperNEAT

In 2007, Stanley et al. presented the first version of HyperNEAT (Hybercube-based
NeuroEvolution of Augmenting Topologies [49, 266]. Since then, it has become very
popular and has been applied in many domains, including the evolution of neural
networks. One of the key principles behind HyperNEAT is a high level of abstraction
that emphasizes the expressivity of the genotype-phenotype mapping in terms of
composed transformation functions, instead of a temporal development process.

Chapter 5: HyperNEAT: the first five years.
In Chap. 5, D’Ambrosio, Gauci, and Stanley summarize recent work on

generating patterns with properties such as regularity, symmetry, and repetition
with variations. This chapter successively considers spatial pattern generation
using CPPNs (compositional pattern-producing networks), NEAT (NeuroEvo-
lution of Augmenting Topologies), and neural connectivity pattern generation
using the many flavours of HyperNEAT (Hybercube-based NEAT). The basic
idea behind this work is to define the search space as a set of compositions of
simple functions, each function with particular behaviours (e.g. favouring sym-
metries, repetitions, etc.). To some extent, HyperNEAT is an abstraction of the
developmental process, mapping a compact representation to a possibly large
phenotype, but removing the temporal aspects of such a process. The benefits
of the HyperNEAT approach are presented and discussed: the compact encod-
ing of large networks which posses relevant structural properties, the ability to
generate solutions in various sizes and resolutions, and the exploitation of the
geometric properties of the problem at hand. Finally, a short review of existing
applications across several fields is given, from image generation to robotic
control, from visual discrimination to playing chess and Go [48].

HyperNEAT has also inspired other works in various ways. The HybridID
(“Hybridization of Indirect and Direct Encodings”) algorithm [38, 40] tries to inte-
grate the best of indirect encodings and direct encodings by successively applying
HyperNEAT and FT-NEAT to refine the last steps of evolution. The DSE (“Develop-
mental Symbolic Encoding”) model [270] takes inspiration both from HyperNEAT
and Cellular Encoding, retaining interesting properties such as the ability to create
neural networks with regularity, modularity and scalability. DSE also provides an
interesting complement to existing approaches as it focuses on specific problems for
which scale-free network topologies are relevant. Alternatively, the NEON (“Neuro-
Evolution with ONtogeny”) algorithm [134] extends the traditional NEAT algorithm
with a developmental process.

http://dx.doi.org/10.1007/978-3-642-55337-0_5
http://dx.doi.org/10.1007/978-3-642-55337-0_5
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5.5 Beyond Artificial Neural Networks

From the start, there have been strong interactions among subfields of artificial
development and evolution: from evolvable hardware [175, 199, 200] to simu-
lated dynamics of genetic regulatory networks [10, 64, 237]; from artificial mod-
els of morphogenesis [57, 63, 158, 161] to agent control [191, 192]. In robotics
(virtual or real), the integration of development with morphofunctional machines
shows great promise toward faster and more innovative methodologies of automated
design. Under the name of brain-body co-evolution, an emerging trend of evolu-
tionary computation argues that structure and function should not be predefined
and optimized separately, but simultaneously as a whole, and based on the same
genome. The work of Sims offered the first results with simulated robots [261], and
was soon followed by researchers exploring various grammar-based encoding for
a similar purpose, such as the works lead by Eggenberger [77], Hornby [126] and
Bongard [23].

Recent research in this domain has also seen a division between works targeting
engineering and more fundamental research. On the one hand, developmental sys-
tems for morphogenesis is illustrated by physical systems from Hornby [125],
Hiller [117] and Rieffel [240], where more recent works benefit from the advent
of versatile 3D printing machines. On the other hand, several authors have either
explored virtual creatures [35, 66, 142, 143, 156, 193, 249], or considered a less
robot-oriented interpretation of simulated morphofunctional machines [43, 62, 63,
247]. Doursat et al. [67, 68] propose a new approach encompassing these trends:
“Morphogenetic Engineering” aims to reconcile engineering with decentralized com-
plex systems. It explores new methodologies to model and create precise architectures
that self-organize from a swarm of heterogeneous agents, in particular by develop-
ment. It can also describe brain representations based on dynamic “neural shapes”
in phase space, formed by myriads of correlated spikes [60].

From artificial neural networks to robotics, this shared interest in the
developmental paradigm can be explained by the need for features (such as mod-
ularity, regularity, or hierarchy) that are considered relevant for functional or
morphological reasons. Moreover, scalability stands as a critical issue in all these
domains, and the combination of a compact genotype with a dedicated develop-
mental process remains a promising track to achieve large phenotypes, as long as
evolvability as a property is successfully retained.

6 Epigenetic Simulation

In this section, we consider algorithms that rely primarily on the simulation of epi-
genetic mechanisms, in the sense that they build neural networks from transient
information provided by stimuli. From a certain perspective, this is already the norm
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in artificial neural nets, where “classic” techniques involve simple and often fixed
network topologies trained via stimulus-based methods such as backpropagation.
Here, by contrast, we consider cases in which the structural design of the network
is strongly influenced by the environment, or where a more biologically motivated
synaptic plasticity mechanism has a significant effect on the topology.

Perhaps the best argumentation that development and epigenetics are both neces-
sary in artificial networks comes from a study by Valsalam et al. [283]. In this work,
the authors were concerned with exploring the role of prenatal and postnatal learning
on the generation of a network. Under this viewpoint, development is modelled by
non-environmentally induced stimuli, that is, patterns produced genetically rather
than coming from the task at hand. Valsalam et al. explored three groups of mod-
els, all applied to hand-written character recognition and relying on a simple static
network (terminology ours):

• learn: in the first group, networks were trained by competitive Hebbian learning
using input samples

• evo: in the second group, networks evolved through a simple neuro-evolutionary
technique

• pre-learn-evo: in the third group, networks were trained by competitive Heb-
bian learning, first using genetically defined pretraining samples, then using input
samples.

In summary, these three groups represented pure learning, pure genetic control, and
a technique combining prenatal development and learning. The authors found that
the two evolutionary models, “evo” and “pre-learn-evo”, were far superior to “learn”
in classifying hand-written characters. Furthermore, the “pre-learn-evo” type com-
pleted the task in a fraction of the time taken by “evo”. They argued that the prenatal
learning stage could be replaced with alternative forms of development for similar
results. Valsalam et al. concluded that their prenatal stage implemented a form of
bias on the space of neural models, which could be adjusted by evolution to adapt the
particular network to the problem at hand. A more recent study by Tonelli and Mouret
also shows that a combination of development (via map-based and HyperNEAT-like
encodings) and plasticity can lead to improved learning efficacy, which they attribute
to the increased propensity toward the generation of symmetric networks [277] (see
also Chap. 9).

These studies are perfectly in line with the view of development as a means of
achieving useful phenotypic biases, in this case via Hebbian learning. In a sense, some
of these algorithms pose a challenge to the existence of developmental modelling in
general, with the suggestion that very simple static topologies might be sufficient for
intelligent behaviour when subjected to proper epigenetic mechanisms. Perhaps one
of the most striking examples is given by the work of Bednar and colleagues:

http://dx.doi.org/10.1007/978-3-642-55337-0_9


1 Artificial Neurogenesis: An Introduction and Selective Review 43

Chapter 7: Constructing complex systems via activity-driven unsuper-
vised Hebbian self-organization.

In Chap. 7, Bednar summarizes his recent work on exploring the use of
Hebbian learning as a mechanism for the recreation of phenomena associated
with the visual cortex. Starting from highly regular topologies, a simple form
of Hebbian learning is applied. Through learning and the appropriate design of
simple and complex cell layers, the major functional properties of the primary
visual cortex emerge: receptive fields, selective topographic maps, surround
modulation, visual contrast, and temporal responses. This impressive array
of functional responses is notable for emerging simultaneously from a highly
simple neural model, a result which suggest that most of the development and
function of the first layer of the primary visual cortex can be viewed as an
instance of unsupervised learning. Bednar goes on to discuss the lessons avail-
able from his model for the design of complex data-processing systems [13].

As in biology, it is difficult to determine whether certain phenomena should con-
sidered “strictly” developmental (in the sense of genetic control), or whether they
depend on epigenetic processes. In reality, almost all scenarios integrate both mech-
anisms in a tight feedback loop. No amount of genetic information can control the
fate and behavior of each cell, therefore a great many details have to depend on their
interactions with one another and with environmental stimuli (which, for the most
part, arise from the cell assembly itself). This is why a combination of developmen-
tal and epigenetic mechanisms will also be necessary in the simulation of intelligent
networks. We summarize below three active areas of research that we characterize
as epigenetic models: Hebbian pretraining, constructive and pruning algorithms, and
epigenetic neuroevolution.

6.1 Hebbian Pretraining

Several recent models have explored the addition of Hebbian learning to
bio-inspired representations. These have used reservoir computing instead of simpler
feed-forward networks, and have concentrated on how to initialize and pretrain the
reservoir.

Self-Organizing Recurrent Neural Network (SORN) is a model by Lazar
et al. [168], which develops a recurrent neural network reservoir with a particular
connectivity for inhibitory neurons. It includes three plasticity mechanisms: intrin-
sic plasticity, STDP, and synaptic normalization. SORN is trained via an echo state
approach, and contrasted against static reservoirs and more limited forms of the
model. The authors show that the conjunction of the three forms of plasticity outper-
form other configurations on simple learning tasks: counting and occluding. There is
further suggestion that the organization of neural systems might be predictable from

http://dx.doi.org/10.1007/978-3-642-55337-0_7
http://dx.doi.org/10.1007/978-3-642-55337-0_7
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the model. Zheng et al. [309] have constructed a version of SORN in which structure
was a result only of internal plasticity (i.e. no external inputs), and tested over a range
of parameters. They discovered that an emergent consequence of the model was a
log-normal weight distribution, which resembles the organization found in nature,
and has been implicated in the computational capacities of network in general. This
suggests that the plasticity mechanisms alone in the absence of environmental stimuli
are capable of generating useful organizational principles in a model cortex.

Yin et al. consider the addition of Hebbian learning mechanisms to a recurrent
reservoir approach [304]. In this model, a genetic regulatory network specifies Heb-
bian and anti-Hebbian learning to generate plasticity parameters. The role of the
genome here is to create a particular form of plasticity suitable for the problem
at hand. An initially complete reservoir is then pruned according to the interplay
between input and the GRN, leading to a sparse and pretrained reservoir. The net-
works are trained via “backpropagation through time” (BPTT), and evaluated on a
collection of vision-based tasks with favourable results. Similar work has also been
shown to have value in Liquid State Machines [220, 221].

6.2 Constructive and Pruning Algorithms

Closely related to the notion of using simulations of neural development are domains
such as constructive neural networks (CoNNs) and pruning networks. Both are fami-
lies of network design algorithms that operate by gradually changing a network struc-
ture in response to training data. They are designed to explore artificial versions of
neural organization starting from two opposite viewpoints: CoNNs instantiate a form
of constructivist process, whereas pruning networks illustrate a selectivist process.

In constructive algorithms, a small initial network (sometimes a single hidden
neuron) is gradually transformed into a large network in a series of iterations. The
network is trained until convergence or until some other stopping criterion has been
met. Based on output from this training, the algorithm either terminates or adds
more neurons or connections to the network. Once a global termination criterion is
reached, the final, larger network is returned, possibly for additional training.

Perhaps the most popular CoNN algorithm is the cascade-correlation architec-
ture [83], which has spawned numerous variants. In a recent review, Nicoletti et
al. [58] have compiled a list of models and design decisions which characterize
different CoNN approaches. More recent work has concentrated on network growth
based on sensitivity analysis [106], adaptive neural activation functions [257],
extreme learning machines [308], and extending CoNN to reinforcement
learning [131].

In contrast, pruning algorithms start with a large network and gradually remove
nodes. Initially, some large network is generated and trained. Next, particular neurons
are selected as unimportant, and those neurons are deleted or merged. This process
iterates until some global stopping criterion is reached, and finally, a smaller net-
work is returned. Pruning algorithms are less restrained than CoNN algorithms, as
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pruning plays a role in many different forms of neural networks and at different times.
Deciding which neurons to prune can be made in many ways: for example, neurons
that are highly correlated, neurons connected via weak weights, neurons with little
influence over outputs, or neurons identified by more complex procedures, such as
Optimal Brain Damage [300] and the Optimal Brain Surgeon [111]. A general disad-
vantage to pruning is that the use of large networks as a starting point tends to require
significant computational effort. Recent work on pruning algorithms has included
decisions to prune based on sensitivity analysis [167], component analysis [216],
and competitive pressures [269]. Extensions to extreme learning machines [195] and
other applications [306] have also been tried.

In their simplest forms, both types of algorithms are greedy and can fall prey
to “architectural local optima” [6]. However, modern variants are more complex
and less easily characterized. One such example, AMGA (adaptive merging and
growing algorithm) comes from Islam et al. [136]. AMGA generates a network by
both construction and pruning, using adaptive rules as triggers. Between iterations,
a given network is trained via backpropagation. Construction occurs by splitting an
existing hidden node, which results in the preservation of the behavioural linkages
among neurons. Pruning occurs by merging highly correlated hidden nodes. AMGA
is highly effective at supervised learning, outperforming several other neural and
SVM techniques. The authors hypothesize that constructive-pruning hybrid tech-
niques successfully avoid the local optima that hindered previous algorithms. Many
such hybrid techniques have been explored [26, 105, 128, 130, 209, 232, 299].

CoNN and pruning algorithms are inspired by development, although motivations
differ somewhat from those of developmental systems. They generally target the most
parsimonious network possible, and show little interest for a parallel implementation
of the algorithms, since they often rely on global data structures such as inter-neural
correlations or Hessian matrices. Regardless, these techniques provide insight into
how to execute ontogenic and epigenetic processes simultaneously.

6.3 Epigenetic Neuroevolution

Other authors have explored techniques that could be characterized as epigenetic
neuroevolution as they offer a combination of evolutionary algorithms and learning
techniques operating in tandem. Researchers in this category hope that such com-
bination might return the best of both worlds: the high accuracy associated with
epigenetic training and the capacity to explore a wide space of possible networks
associated with neuroevolution, leading together to the ability to generalize to new
environmental stimuli. Some authors also hope to avoid the architectural local min-
ima generated by other non-evolutionary techniques4

4 Caveat: while neuroevolution is known to be more versatile than, for instance, classic CoNN
algorithms, it is also known that evolutionary computation will be often hindered by local optima
in the fitness landscape, suggesting a possibly different sort of suboptimality.
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A simple early example of epigenetic neuroevolution is outlined in Yao and
Liu [301]. It is based on an evolutionary algorithm that controls the topology and
weights of a network (via a form of genetic programming), while a learning routine
is applied at mid-step to trigger the addition or deletion of neurons in the network.
Training accuracy was used as the fitness of an individual during evolution. As the
authors later argue, the issue with such a naive approach is that learning techniques
based on gradient descent, when initialized with random weights, tend to be very
noisy to the point of negatively affecting the evolutionary process. Using an averaged
success over several independent learning sessions may provide a solution, but also
tends to be too computationally expensive to serve as a fitness function [302].

To alleviate these problems, several authors including Yao and Liu have explored
hybrid algorithms where the evolutionary search is global while the learning methods
work on a local level. A recent example comes from Oong and Isa [223], who
evolved a direct representation of the network via an adjacency matrix. This matrix,
however, is augmented with a secondary genetic representation, a “node vector”,
which applies structural changes to the network topology. The interim success of
the network is used to compute a measure of generalization loss, which in turn
serves to control the weight of the evolutionary mutation. Thus, for Oong and Isa,
instead of letting epigenetic information directly control the change of a network, it
is a cue for the meta-process (evolution) to adjust the degree of exploration versus
exploitation. Other forms of hybrid evolutionary-epigenetic algorithms, including
the use of constructive techniques, have been explored [91].

Chapter 8: Neuro-centric and holocentric approaches to the evolution of
developmental neural networks.

In Chap. 8, Miller explores two strategies of generating neural networks via
neuroevolution. The first, a neurocentric approach, involves the detailed mod-
elling of cells in a dynamic, time-based process. In this case, several indepen-
dent control mechanisms are created, ones which emulate detailed sub-cellular
behaviours. The second strategy, a holocentric approach, operates on a whole
neural network. Here, network-specific operations make changes to sub-graphs
of neurons and connections. By contrasting these two approaches, the author
explores the value of the inclusion of a detailed and more plausible model of
growth and plasticity relative to the additional computational costs involved.
The chapter closes with design advice for practitioners [198].

In some cases, an explicit developmental process and a later epigenetic process are
both included, which can make development occur twice: as a genotype-phenotype
mapping process, and as a plastic property during operation, closely related to learn-
ing. Autonomous robotics is one prominent area of application, where neural net-
work controllers are grown from compact genotypes (Sect. 4), and modification to
the actual controller may occur during the robot’s lifetime, whether the objective
is long-term adaptation to the environment [151, 218], memorizing events [88], or
learning new capabilities [262, 276].

http://dx.doi.org/10.1007/978-3-642-55337-0_8
http://dx.doi.org/10.1007/978-3-642-55337-0_8
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Chapter 9: Artificial evolution of plastic neural networks: a few key con-
cepts.

In Chap. 9, Mouret and Tonelli consider the use of neuroevolution to
find plastic neural networks for reinforcement learning. A neuroevolution-
ary process produces a network topology, which is then trained via Hebbian
learning in a (possibly reward-based) environment. Two key motivations for
this type of approach are the promotion of behavioural robustness and reward-
based behavioural change, concepts which suffer from inconsistent terminol-
ogy in the literature. The authors provide new definitions of both concepts,
and turn their attention to a key issue: the response of a neural network to
previously unseen scenarios. To promote research on the topic, they define
and discuss relevant concepts, such as the capacity for general and transitive
learning, then theorize about the benefits of a developmental stage in terms of
general learning [206].

7 Summary

In this introduction, we have explored the central hypothesis of this book that adap-
tive growth is a means of producing brain-like machines. The emulation of neural
development can incorporate desirable characteristics of natural neural systems into
engineered designs. We have reviewed several strategies for performing this “meta-
design”, which also involves identifying specific network biases and their benefits.
In particular, we have seen that several recent studies show a strong synergy, some-
times interchangeability, between developmental and epigenetic processes—a topic
that has remained largely under-explored in the literature. The chapters that follow
in this book describe some of the most important works in this area, offering a
state-of-the-art review of intelligent machine design.

Recent accelerating progress in observation and modelling techniques in neuro-
science, and systems biology in general, ensures the continued generation of novel
insights into brain organization. This new collection of “biases” should be further
explored and exploited in neural networks over the coming years, suggesting that
artificial neurogenesis is a promising avenue of research.
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Chapter 2
A Brief Introduction to Probabilistic Machine
Learning and Its Relation to Neuroscience

Thomas P. Trappenberg

Abstract My aim in this chapter is to give a concise summary of what I consider the
most important ideas in modern machine learning, and relate to one another different
approaches, such as support vector machines and Bayesian networks, or reinforce-
ment learning and temporal supervised learning. I begin with general comments on
organizational mechanisms, then focus on unsupervised, supervised and reinforce-
ment learning. I point out the links between these concepts and brain processes such
as synaptic plasticity and models of the basal ganglia. Examples for each of the
three main learning paradigms are also included to allow experimenting with these
concepts.

1 Evolution, Development and Learning

Development and learning are two crucial ingredients for the success of natural
organisms, and applying those concepts to artificial systems might hold the key
to new breakthroughs in science and technology. This chapter is an introduction to
machine learning that illustrates its links with neuroscientific findings. There has been
much progress in this area, in particular by realizing the importance of representing
uncertainties and the corresponding usefulness of a probabilistic framework.

1.1 Organizational Mechanisms

Before focusing on the main learning paradigms that dominate much of our recent
thinking in machine learning, I would like to briefly outline some of my views on
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the close relationships that exist among the organizational mechanisms discussed in
this volume. It seems to me that at least three levels of these mechanisms contribute
to the success of living organisms: evolutionary mechanisms, developmental mech-
anisms and learning mechanisms. Evolutionary mechanisms focus on the long-term
search for suitable architectures. This search takes time, usually many generations,
to establish small modifications that are beneficial for the survival of a species, and
even longer to branch off new species that can exploit niches in the environment. Evo-
lution is by essence adaptive, as it depends on the environment, the physical space,
and other organisms. A good basic organization and good choices by an organism
ultimately determine the survival of the individuals, hence the species in general.

While evolution works on the general architectural level of the population, a
precise architecture has to be realized in individuals, too. This is where development
comes into play. The genetic code is used to grow specific organisms from a mas-
ter plan (the genome) and environmental conditions. Thus, this mechanism is also
adaptive since the environment can influence the specific decoding of the master
plan. For example, the shape and metabolism of the sockeye salmon can change
drastically when environmental conditions allow migration from a freshwater envi-
ronment to the ocean—whereas this fish remains small and adapted to fresh water
if prevented from migrating, or if food sources are sufficient in the river. The ability
to grow specific architectures in response to the environment gives organisms a con-
siderable advantage, and these external stimuli seem to continually influence genetic
expression.

Having grown a specific architecture, the resulting organisms can continue to
respond to environmental conditions by learning about specific situations and how
to take appropriate actions. Learning is another type of adaptation of a specific
architecture that can take several forms. For example, it can be supervised by other
individuals, such as parents teaching their offspring behavioural patterns that they
find advantageous, or the organisms can learn from more general environmental
feedback by receiving reinforcement signals such as food reward or the accuracy
of anticipated outcomes. This chapter will focus for the most part on such learning
mechanisms.

The three different adaptive frameworks outlined above are somewhat abstract
at this level and it is important to be more precise about their meaning by showing
specific implementations. However, this is also when distinctions between these
mechanisms become somewhat blurred. For example, the emergence of receptive
fields (e.g. in the visual cortex) during the critical postnatal period is definitely an
important event at the developmental level, yet we will discuss such mechanisms as
a special form of “learning” in this chapter. For the sake of this volume it might be
useful to think about the learning processes described here as fine-tuning a system to
specific environmental conditions, as they can be experienced by an individual during
its lifetime. Other mechanisms discussed in this volume are aimed at developing
better learning systems in the long term, or growing specific individuals in response
to the environment.

While I will try to draw lines between development and learning, mainly to discuss
approaches from different scientific camps, it is debatable that such distinctions could
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(a) Linear model (b) Quadratic model (c) 4th-order model

Fig. 1 Examples of underfitting (a) and overfitting (c)

even be made in the first place since, ultimately, all model implementations have to be
reflected by some morphological changes in the system. Thus it is quite appropriate
to bring together the modeling of different biological views into this volume.

1.2 Generalization

The general goal of the learning systems described here is to predict associations, or
“labels”, for future unseen data. The examples given during the learning phase are
used to choose the parameters of a model that represents certain hypotheses so that
a specific realization of this model can later make good predictions. The quality of
generalization from training data depends crucially on the complexity of the model
that is hypothesized to describe the data, as well as the number of training samples.

This is illustrated by Fig. 1. Let us think about describing the six data points shown
there with a linear model: the corresponding regression curve is shown in the left-
hand graph, while the other two graphs show the regression of a quadratic model and
a fourth-order polynomial. Certainly, the linear model seems too low-dimensional
since the data points deviate systematically, with the points in the middle trending
above the curve and the points at both ends laying below the curve. Such a systematic
bias is a clear indication that the model complexity is too low. In contrast, the curve
on the right fits the data perfectly. Indeed, we can always achieve a perfect fit for
a finite number of training points if the number of free parameters (one for each
order of the polynomial, in this example) approaches the number of training points.
But this could be overfitting the data in the light of possible noise. To evaluate
whether we are overfitting, we need additional validation examples. An indication
of overfitting is when the variance of this validation error grows with an increasing
model complexity.

What we just discussed, called the bias-variance tradeoff when choosing between
different potential hypotheses, is summarized in the left-hand graph of Fig. 2. Many
advances in machine learning have been made by addressing ways to choose good
models. While the bias-variance tradeoff has been well appreciated in the machine
learning community for some time now [1], many methods are still based on general
learning machines that have a large number of parameters. For such machines it is
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Fig. 2 Bias-variance tradeoff and explorative learning. While a training error can always decrease
with increasing model complexity, minimizing the generalization error is what we are seeking. To
find the smallest possible generalization error we need to search in hypothesis space and optimize
in parameter space

now common to use meta-learning methods to address the bias-variance tradeoff,
such as cross-validation where some of the training data is used to evaluate the
generalization ability of the model.

We also need to consider if the model takes into account all the necessary factors
that influence the outcome. How about including new features not previously con-
sidered such as a temporal domain? I believe that genetic and developmental mecha-
nisms can address these issues by exploring a hypothesis space by ways of different
model architectures. Of course, the exploration of a hypothesis space (developmental
learning) must be accompanied by parameter optimization (behavioural learning) to
find the best possible generalization performance. Several of the contributions in this
volume represent good examples of this approach.

In summary, for the discussion in this volume it is useful to draw a distinction
between two main processes:

• Architectural exploration: This process explores the hypothesis space in terms
of global structures, such as what kind of features are relevant to build appropriate
models and what model structures (parameterized functions) can be used.

• Parameter optimization: This process is about finding solutions (appropriate
values of the parameters) within a specific architecture (a parameterized function).

Naturally, these processes are ultimately entwined and can be covered by common
mechanisms. It remains that both aspects need to be included to find good predicitve
systems, as illustrated in the right-hand graph of Fig. 2.

1.3 Learning with Uncertainties

Machine learning has recently revolutionized computer applications such as autono-
mous car driving or information searching. Two major ingredients have contributed
to this recent success. The first was building into the system the ability to adapt
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to unforeseen events. In other words, we must build “machines that learn”, since
the traditional method of encoding appropriate responses for all future situations is
impossible. Like humans, machines should not be static entities that can only blindly
follow orders, which might be outdated by the time real situations are encountered.
Although learning machines have been studied for at least half a century, often
inspired by human capabilities, the field has matured considerably in recent years
through more rigorous formulations of the systems and the realization of the impor-
tance of predicting previously unseen events rather than only memorizing former
events. Machine learning is now a well established discipline within artificial intel-
ligence.

The second ingredient for the recent breakthroughs was the acknowledgment that
there were uncertainties in the world. Thus, rather than only following the most
likely explanation for a given situation, keeping an open mind and considering other
possible explanations has proven to be essential in systems that have to work in a
real-world environment, in contrast to a controlled lab environment. The language
of describing uncertainty, that of probability theory, has proven to be elegant and
tremendously simplify arguing in such worlds. This chapter is dedicated to an intro-
duction to the probabilistic formulation of machine learning.

In the following sections I outline a contemporary view of learning theories that
includes unsupervised, supervised and reinforcement learning. I begin with unsu-
pervised learning since it is likely less known and relates more closely to certain
developmental aspects of an organism. Then, I briefly review supervised learning in
a probabilistic framework. Finally, I present reinforcement learning as an important
generalization of supervised learning. In addition, I discuss some relations of these
learning theories with biological analogies. This includes the relations of unsuper-
vised learning with the development of filters in early sensory cortical areas, synaptic
plasticity as the physical basis of learning, and research that relates the basal ganglia
to reinforcement learning theories.

I thought important to include supervised, unsupervised and reinforcement
learning in a form that would correspond to an advanced treatment of these top-
ics in a course on machine learning. While there are now many good publications
that focus on specific approaches in machine learning (such as kernel methods or
Bayesian models), my aim is to link together and contrast several popular learning
approaches. Most discussions of machine learning start with supervised learning, but
I opted here for an initial discussion on unsupervised learning instead, as it logically
precedes supervised learning and is generally less known.

1.4 Predictive Learning

Since my main research focus is neuroscience, I would like to first clarify how
machine learning relates to this field. Machine learning can actually help neuro-
science in many ways, one of which certainly concerns data analysis, as learning
methods constitute the foundations of most advanced data mining techniques.
Another application area, and the one examined here, is to understand the main
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Fig. 3 The “anticipating
brain” contains a hierarchical
generative model of concepts
and a decision system that
guides behavior with the help
of an anticipatory world model
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problems and solutions in machine learning that can guide our understanding of
biological learning systems. That is, we can ask what essential methods for solv-
ing learning problems are available, in a way somewhat reminiscent of Marr and
Poggio’s view of a computational, and possibly algorithmic, level of neuroscience.
Similarly, many models discussed here can be construed as models of the brain on
a more abstract level. Within computational neuroscience, there are also models
that represent more mechanistic levels with specific representations and physical
implementations. The implementation of learning via synaptic plasticity, and a more
system-level model of the basal ganglia are a few of the examples mentioned later
in this chapter.

If pressed to summarize what the brain does, I would say that it is an organ
that represents a sophisticated decision system based on an adaptive world model.
The goal of learning as it is described here is anticipation, or prediction. A predictive
model can be used by an organism to make appropriate decisions to reach some goals.
I believe that increasingly complex nervous systems evolved to make increasingly
sophisticated predictions that could give them survival and evolutionary advantages.

A possible architecture of a predictive learning system resembling my high-level
view of the brain is outlined in Fig. 3. An agent must interact with the environment
from which it learns and receives a reward. This interaction has two sides: sensation
and action. The state of the environment is conveyed by sensations that are caused by
specific situations in the environment. A comprehension of these sensations requires
hierarchical processing in deep-learning systems. The hierarchical processes are
bidirectional so that the same structure can be used to generate expectations that
should ultimately yield appropriate actions. These actions have to be guided by a
decision system that itself needs to learn from the environment. This chapter reviews
the principal components of such a learning system.

2 Unsupervised Learning

2.1 Representations

An important requirement for a natural or artificial agent is to decide on an appropriate
course of action given specific circumstances, mainly the encountered environment.
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We can treat the environmental circumstances as cues given to the agent. These
cues are communicated by sensors that specify the values of certain features. Let us
represent these feature values as a vector x. The goal of the agent is then to calculate
an appropriate response

y = f (x). (1)

In this review we use a probabilistic framework so that we can address uncertainties,
or different possible responses. The corresponding statement of the deterministic
function approximation of Eq. (1) is then to find a probability density function

p(y|x). (2)

A common example is object recognition where the feature values might be RGB
values of pixels in a digital image and the desired response might be the identity of a
person in this image. A learning machine for such a task is a model that is presented
with specific examples of feature vectors x and their corresponding desired labels y.
Learning under these circumstances mainly consists of adjusting the model’s para-
meters based on the given examples. A trained machine should be able to generalize
by predicting the appropriate labels of previously unseen feature vectors, where the
“appropriateness” usually depends on the task. Since this type of learning is based
on specific training examples with known labels, it is called supervised. We discuss
specific algorithms of supervised learning and corresponding models in the next
section. We start here with unsupervised learning since it is a more fundamental task
that precedes supervised learning.

As stated above, the aim of learning is to find a mapping function y = f (x)

or probability density function p(y|x). An important insight that we explore in this
section is that finding such relations is much easier if the representation of the feature
vector is chosen carefully [1]. For example, it is very challenging to use raw pixel
values to infer the content of a digital photo such as the recognition of a face. In con-
trast, if we possess useful descriptions of faces, such as the distance between the eyes
or other landmarks, the hair colour, nose length, and so on, it becomes much easier
to classify photographs into specific target faces. Finding a useful representation of
a problem is key to a successful application. When we use learning techniques for
this task we talk about representational learning. Representational learning mostly
exploits statistical characteristics of the environment without the need for labeled
training examples. This is therefore an important area of unsupervised learning.

Representational learning itself can be viewed as a mapping problem, for example
the mapping from raw pixel values to more direct features of a face. This is illus-
trated in Fig. 4: the raw input feature vector x is represented by a layer of nodes at
the bottom, which we will call the input layer, while the feature vector h supporting
higher order representations is represented by nodes in the upper layer of this net-
work, which we will call the representational layer or hidden layer. The connections
between the nodes represent the desired transformation between input layer and hid-
den layer. In line with our probabilistic framework, each node represents a random
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Fig. 4 A restricted Boltz-
mann machine is a proba-
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variable. The main idea behind the principle that we will employ to find “useful”
representations is that these representations should be useful inasmuch as they can
help reconstructing the input.

Before we discuss different variants of hidden representations, let us make the
functions of the model more concrete. Specifically, we consider binary random vari-
ables for illustration purposes. Given the values of the input nodes (indexed by j), we
choose to calculate the value of the hidden nodes (indexed by i), or more precisely
their probability of having a certain value, via the logistic function shown in Fig. 5:

p(hi = 1|x) = 1

1 + e− 1
T (wi x+bh

i )
, (3)

where T is a “temperature” parameter controlling the steepness of the curve, w are
the weight values of the connections between the input and hidden layers, and bh

i
is the offset of the logistic function, also called the bias of the hidden node. In this
model, which is called a “restricted Boltzmann machine” (RBM) [2], there are no
connections among the hidden nodes, so these nodes represent random variables that
are conditionally independent when the inputs are observed. In other words, the joint
density function with fixed inputs factorizes as follows:

p(h|x) =
⎛

i

p(hi |x). (4)

The connections here are bidirectional and symmetric, meaning that wi j = w ji ,
therefore this kind of model also represents an “undirected Bayesian network”, which
is a special case of the Bayesian networks that will be discussed later. Thus the state
of the input nodes can be generated by hidden activities according to
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Fig. 6 Alternating Gibbs
sampling and the approxima-
tion of contrastive divergence
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where bv
j are the biases for each visible (input) node.

The remaining question is: how can we choose the parameters, specifically the
weights and biases of the model? Since our aim is to reconstruct the observed world,
we can formulate the answer in a probabilistic framework by minimizing the distance
between the world’s distribution (the density function of the visible nodes when set
to unlabeled examples from the environment) and the generated model of the world
when sampled from hidden activities. The difference between distributions is often
measured by the Kullbach-Leibler divergence, denoted by DKL, and minimizing this
objective function with a gradient method leads to a Hebbian-type learning rule:

Δwi j = η
∂ DKL

∂wi j
= η

1

2T

⎜→hi v j ≥clamped − →hi v j ≥free
⎞
. (6)

The angular brackets →.≥ denote sample averages, either in the clamped mode where
the inputs are fixed or in the free running mode where the input nodes’ activities
are determined by the hidden nodes. Unfortunately, in practice this learning rule
suffers from the long time it takes to produce an unbiased average from sequentially
sampled time series. However, it turns out that learning still works for a few steps in
the Gibbs sampling as illustrated in Fig. 6. This learning rule, which has finally made
Boltzmann machines applicable, is called contrastive divergence [3] (see also [4]).

An example of a basic restricted Boltzmann machine is given in Table 1. This
RBM has nh = 100 hidden nodes and is trained for nepochs = 150 epochs, where one
epoch consists of presenting all images once. The network is trained with contrastive
divergence in the next block of code. The training curve, which shows the average
error of recall of patterns, is shown on the left in Fig. 7. After training, 20 % of the
bits of the training patterns are flipped and presented as input to the network, then the
program plots the patterns after repeated reconstructions as displayed on the right
side of Fig. 7. Only the first 5 letters are shown here, but this number can be increased
to inspect more letters.
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Table 1 Basic restricted Boltzmann machine for learning letter patterns

This network is used to learn digitized letters of the alphabet that are provided in the file
pattern1.txt at http://www.cs.dal.ca/~/repository/MLintro2012 together with the other pro-
grams of this chapter

http://www.cs.dal.ca/~/repository/MLintro2012


2 A Brief Introduction to Probabilistic Machine Learning 71

0 50 100 150
0

0.05

0.1

0.15

0.2

0.25

epoch

av
ge

ra
ge

 e
rr

or

Fig. 7 Output of the example program for a restricted Boltzmann machine. Left learning curve
showing the evolution of the average reconstruction error. Right reconstructions of noisy patterns
after training

2.2 Sparse and Topographic Representations

In the previous section we reviewed a basic probabilistic network that implements
representational learning based on the reconstruction of inputs. There are many
other unsupervised algorithms that can achieve representational learning, such as
non-probabilistic recurrent networks (for example, see Rebecchi et al. in this vol-
ume). Also, many other representational learning algorithms originate from signal
processing, such as Fourier transform, wavelet analysis, or independent component
analysis (ICA). Indeed, most advanced signal processing methods include steps to
re-represent or decompose a signal into basis functions. For example, the Fourier
transform decomposes a signal into sine waves with different amplitudes and phases.
The original signal can then be reconstructed from the sum of individual sine waves
weighted by their amplitude parameters. An example is shown in Fig. 8. The signal
in the upper left is made out of three sine waves as revealed by the power spectrum
on the right, which plots the square of the corresponding coefficients.

The Fourier transform has been very useful in describing periodic signals, but
one problem with this representation is that an infinite number of basis functions are
needed to represent a signal that is localized in time. An example of a square signal
localized in time is shown in the lower left panel of Fig. 8 together with its power
spectrum on the right. In the case of the time-localized signal, the power spectrum
shows that a continuous interval of frequencies is necessary to accurately represent the
original signal. Thus, a better choice for applications with localized features would be
basis functions that are localized in time. Examples are wavelet transforms [5] or the
Huang-Hilbert transform [6]. The usefulness of a specific transformation depends of
course on the nature of the signals. Periodic signals with few frequency components,
such as the rhythm of the heart or yearly fluctuations of natural events, are well
represented by Fourier transforms, while signals with localized features, such as
objects in a visual scene, are often well represented with wavelets. The main reason
for calling a representation “useful” is that the original signal can be represented with
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Fig. 8 Decomposition of signals into sine waves. The example signals are shown on the left side,
and the corresponding description of the power spectrum on the right. The power spectrum shows
the square of the amplitude for each contributing sine wave with specified frequency

only a small number of basis functions—in other words, when only a small number
of coefficients have significantly large values. Therefore, even if the dictionary is
large, each example of a signal from the specific environment can be represented
with a small number of components. Such representations are called sparse.

The importance of sparse representations in the visual system has long been
pointed out by Horace Barlow [7], and one of the best and probably first examples
that demonstrate such mechanisms was give by his student Peter Földiák [8] (see
also [9]). Another very influential article by Olshausen and Field [10] demonstrated
that sparseness constraints are essential in learning basis functions that resemble
receptive fields in the primary visual cortex, and similar concepts should also hold
for higher-order representations in deep-belief networks [11]. It is now argued that
such unsupervised mechanisms resemble receptive fields of simple cells.

The major question is then how to find good (sparse) representations for specific
environments. One solution is to learn representations by unsupervised training as
demonstrated above with the example of a Boltzmann machine. To learn sparse
representations we now add additional constraints that force the learning of specific
basis functions. In order to do this we can keep track of the mean activation of the
hidden nodes by setting

qi (t) = (1 − λ)qi (t − 1) + λhi (t), (7)

where parameter λ determines the averaging window. We then add to the learning
rule the constraint of minimizing the difference between the desired sparseness ρ

and the actual sparseness q, expressed by

Δwi j ∝ v j (hi + ρ − qi ) − vr
j h

r
i . (8)

This works well in practice and has the extra advantage of preventing dead nodes [4].
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Fig. 9 Examples of learned receptive fields of a RBM without (left) and with (right) sparse and
topographic constraints

In addition to the typical form of receptive fields, many brain areas show some
topographic organization in that neurons with adjacent features of receptive fields are
located in adjacent tissues. An example of unsupervised topographic representations
are “self-organizing projections” [12, 13] or “self-organizing maps” (SOMs) [14].
Topographic self-organization can be triggered by lateral interactions with local
facilitation and distant competition, as can be implemented with pairwise local exci-
tation and distant inhibition between neurons. Such interactions also promote sparse
representations. Along these lines, my student Paul Hollensen together with my col-
laborator Pitoyo Hartono and myself proposed to include lateral interactions within
the hidden layer [15] as follows:

p(ĥi |v) =
⎠

j

Ni j p(h j |v), (9)

where i, j both represent hidden units here, and Ni j is a kernel such as a shifted
Gaussian or a Mexican-hat function centered on hidden node i . For binary hidden
units the natural measure of the difference in distributions is the cross entropy, for
which the derivative with respect to the weights is simply (ĥi − hi ) · v. Combining
this with the contrastive divergence update yields

Δwi j ∝ v j hi − vr
j h

r
i + v j (ĥi − hi ) = v j ĥi − vr

j h
r
i . (10)

Figure 9 presents examples of receptive fields learned with (right) and without (left)
sparse topographic learning.

While purely bottom-up driven SOMs have dominated the thinking in this field,
it is also important to consider models with top-down guidance of self-organized
feature representations. An excellent example is the Adaptive Resonance Theory
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(ART) of Stephen Grossberg [13, 16], which is most relevant in a biological context
and even addresses the stability-plasticity dilemma. Further aspects of top-down
control in SOMs are discussed in [17].

2.3 Hierarchical Representations and Deep Learning

Before leaving our discussion about representational learning, I would like to mention
at least briefly the importance of hierarchical representations. So far we have only
considered one layer of internal representations that we called the hidden layer.
However, it is widely believed that representations that allow abstractions at different
levels are essential to enable the cognitive abilities displayed by humans.

An obvious example consists of stacking Boltzman machines so that the hid-
den layer of one Boltzman machine becomes the input layer to the next Boltzman
machine. This already has the advantage that more complex filters can be built from
filters learned in previous levels. For example, if a first layer represents edges in a
visual scene, a higher level could represent corners or more elaborate combinations
of edges.

However, just obtaining more elaborate filters might not be the only advantage
derived from hierarchical representations. In order to enable more advanced cognitive
abilities, such as exploiting more general concepts or making higher-level plans,
we need to enable more abstract representations of concepts. Such deep learning
algorithms are the subject of much recent research in machine learning, and the
chapter by Joshua Bengio is an excellent discussion of some of the challenges in this
area.

Deep learning structures also resemble better the situation of the brain as a learning
machine. We have mentioned above that filters in the early sensory areas and higher
levels of the cortex, such as neurons in the inferotemporal cortex [18], are known
to respond to more complex patterns. But it is also known that the prefrontal cortex
contributes to high-level cognition functions such as planning and other executive
functions that are often based on abstract concepts.

3 Supervised Learning

3.1 Regression

Representational learning is about learning a mapping function that transforms a
signal (input vector) into a new signal (hidden vector):

fh :x ⊂ h (given unlabeled examples and constraints). (11)
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The unsupervised learning of this mapping function typically exploits statistical reg-
ularities in the signals, and therefore depends on the nature of the input signals. This
learning process is also guided by principles such as good reconstruction abilities,
sparseness and topography. Supervised learning, on the other hand, is about learning
an unknown mapping function from labeled examples:

fy :h ⊂ y (given labeled examples). (12)

We have indicated in the formula above that supervised learning takes the hidden rep-
resentation of examples, h and maps them to a desired output vector y. This assumes
that representational learning is somewhat completed during a developmental learn-
ing phase, which is then followed by supervised learning with a teacher that supplies
desired labels (output values) for given examples. It may be argued that in natural
learning systems these learning phases are not as strictly separated as discussed here,
but for the purpose of this tutorial it is useful to make a distinction between these
two major learning components.

In our discussion of strictly supervised learning for this section, let us follow
the common nomenclature in denoting input values by x and output values by y. In
supervised learning we consider training data that consists of example inputs and
corresponding labels, that is, pairs of values (x(e), y(e)), where e = 1, ..., m indexes
the m training examples. For instance, Fig. 10 presents a partial list and plot of the
running records of 30 employees who were regular members of a company’s health
club [19]. Specifically, the data shows the relationship between the weight of these
persons and their time in a one-mile run.

Looking at the plot seems to reveal a systematic relation between the weights and
running times, with a trend for heavier individuals to be slower at running, although
this is not true for everyone. Moreover, the trend appears linear. This hypothesis can
be quantified as a parameterized function

h(x; θ) = θ0 + θ1x . (13)
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This notation means that hypothesis h is a family of functions of the quantity x
that includes all possible straight lines, where each line can have a different offset
θ0 (intercept with the y-axis) and slope θ1. We typically collect parameters in a
parameter vector denoted by θ . We only considered a single input feature x above,
but we can easily generalize this to higher-dimensional problems where more input
attributes are given. For example, there might be the amount of exercising each week
that might impact the results of running times. If we make the hypothesis that this
additional variable has also a linear influence on the running time, independently from
the other attribute that adds or reduces the time, we can express this new hypothesis
with

h(x; θ) = θ0 + θ1x1 + θ2x2. (14)

A useful trick to enable a compact notation in higher dimension with n attributes is
to introduce x0 = 1. We can then write the linear equations as

h(x; θ) = θ0x0 + ... + θn xn =
⎠

j

θ j x j = θTx. (15)

where vector θT is the transpose of vector θ .
At this point it would be common to fit the unknown parameters θ with methods

such as a least mean squares (LMS) regression. However, I would like to frame
this problem right away in a more modern probabilistic framework. The data already
shows that the relations between the weight and the running time is not strictly linear,
thus the main question is how we should interpret the differences. We could introduce
a more complicated nonlinear hypothesis to obtain a better fit. However, this could
lead to conclusions such as: increasing your weight from 180 to 200 pounds will make
you run faster. While we might wish this conclusion were true, it is most certainly
unwarranted. Thus, instead of making the hypothesis function more complex, we
should consider other possible sources that influence this data. One is certainly that
the ability to run does not only depend on the weight of a person but also on other
physiological factors. However, this data does not include information about such
other factors, and the best we can do (other than collecting more information) is to
treat these deviations as uncertainties.

There are many possible sources of uncertainties such as irreducible indetermi-
nacy or epistemological limitations. Irreducible indeterminacy might be called “true
noise”, as it comes from system limitations such as time constraints on measurements,
other sensors’ limitations, or simply laziness for collecting more information. For
us, it is actually not important where these uncertainties originate; rather, we must
only acknowledge the uncertain nature of the data. In this type of thinking, we treat
sampled data from the outset as fundamentally stochastic, that is, sensory data can
be different even in situations that we deem identical.

To model the uncertainties in this data, we look at the deviations from the mean.
Figure 11 shows a histogram of the differences between the actual data and the
hypothesized regression line. This histogram looks a bit like one sampled from
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Fig. 11 Histogram of the
differences between the data
points and the fitted hypothe-
sis, (y − θ0 − θ1x)
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Gaussian data, which is a frequent finding in many situations though not neces-
sarily the only one. In any case, let us just make this additional assumption that
there is noise in the data. With this conjecture, we should revise our hypothesis in
a probabilistic framework. More precisely, we acknowledge that we can only give
a probability of finding certain values. Specifically, we assume here that the data
follows a certain trend h(x; θ) with an additive noise denoted η,

p(y|x; θ) = h(x; θ) + η, (16)

where the random variable η comes from a Gaussian (normal) distribution N in the
above example, i.e.,

p(η) = N (μ, σ ). (17)

We can then also write the probabilistic hypothesis in the above example as a Gaussian
model with a mean that depends on the variable x:

p(y|x; θ) = N (μ = h(x; θ), σ )

= 1

σ
√

2π
exp

(
− (y − θTx)2

2σ 2

⎟
. (18)

This function defines the probability of an y value, given an input x and parameters θ .
We have here treated the variance σ 2 as given, although it, too, could be part of the
model parameters that need to be estimated. Specifying a model with a density
function is an important step in modern modeling and machine learning.

We have thus far made a parameterized hypothesis underlying the nature of the
data. We now need to estimate values for the parameters to make real predictions.
Therefore, let us consider again the examples of input-output pairs, i.e. our training set
{(x (e), y(e)); e = 1, ..., m} (in 1D). The important principle that we will follow now
is to choose the parameter θ so that the examples we have are most likely covered by
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the model. This is called maximum likelihood estimation. To formalize this principle,
we need to think about how to combine probabilities for several observations. If the
observations are independent, then the joint probability of several observations is the
product of the individual probabilities:

p(Y1, Y2, ..., Ym |X1, X2, ..., Xm; θ) =
m⎛

e=1

p(Ye|Xe; θ). (19)

Note that the Yi ’s are still random variables in the above formula. We now use our
training examples as specific observations (point estimates) for each of these random
variables, and introduce the likelihood function

L(θ) =
m⎛

e=1

p̂(θ; y(e), x (e)). (20)

Here, on the right-hand side, p̂ is not a density function but a regular function of
parameter θ (with the same functional form as our parameterized hypothesis p) for
the given values y(e) and x (e). Instead of evaluating this large product, however, it is
common to use the logarithm of the likelihood function, so that we can use the sum
over the training examples:

l(θ) = log L(θ) =
m⎠

e=1

log( p̂(θ; y(e), x (e))). (21)

Since the log function is strictly monotonically increasing, the maximum of L is also
the maximum of l. The maximum (log-)likelihood estimate (MLE) of the parameter
can thus be calculated from the examples by

θMLE = arg max
θ

l(θ). (22)

In some cases, we can calculate this analytically or we can use a search algorithm to
find an approximation.

Let us now apply this strategy to the regression of a linear function with Gaussian
noise as discussed above. The log-likelihood function for this example is given by

p̂(θ; y(e), x (e)) = 1

σ
√

2π
exp

(
− (y(e) − θx (e))2

2σ 2

⎟

⇒ l(θ) = −m

2
log 2πσ −

m⎠
e=1

(y(e) − θx (e))2

2σ 2 . (23)
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Since the first term on the right-hand side of Eq. (23) is independent of θ , and since
we considered here a model with a given variance σ 2 for the data, maximizing the
log-likelihood function is equivalent to minimizing a quadratic error term

E = 1

2
(y − h(x; θ))2 ⇔ p(y|x; θ) = 1√

2π
exp

(
− (y − h(x; θ))2

2

)
(24)

(switching the notation back to the multidimensional case). Thus, the MLE of a
Gaussian dataset corresponds to minimizing a quadratic cost function, as it was
commonly used in LMS regression. LMS regression is well motivated for Gaussian
data, but our derivation also shows that data with non-Gaussian noise should be fitted
with different cost functions. For example, a polynomial error function corresponds
more generally to a density model of the form

E = 1

p
||y − h(x; θ)||p ⇔ p(y|x; θ) = 1

2Γ (1/p)
exp(−||y − h(x; θ)||p). (25)

Later we will mention the ε-insensitive error function, where errors less than a
constant ε do not contribute to the error measure:

E = ||y − h(x; θ)||ε ⇔ p(y|x; θ) = p

2(1 − ε)
exp(−||y − h(x; θ)||ε). (26)

Since we already acknowledged that we expected noisy data, it is logical not to count
some amount of deviation from the expectation as error. It also turns out that this last
error function is often more robust than other error functions, especially for datasets
that contain outliers.

3.2 Classification as a Logistic Regression

We have grounded supervised learning in probabilistic function regression and
maximum likelihood estimation. An important special instance of supervised learn-
ing is classification, and the simplest case is binary classification which corresponds
to data that has only two possible labels, such as y ∈ {0, 1}.

More formally, let us consider a random number that takes value 1 with probability
φ and value 0 with probability 1 − φ. Such a random variable is called a Bernoulli
distribution. Tossing a coin is a good example of a process that generates a Bernoulli
random variable, and we can use maximum likelihood estimation to estimate the
parameter φ from such trials. For example, if we consider m tosses of a coin, the
log-likelihood of finding h heads (y = 1) and m − h tails (y = 0) is

l(φ) = log(φh(1 − φ)m−h)

= h log(φ) + (m − h) log(1 − φ). (27)
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Fig. 12 Binary random numbers (stars) drawn from the density p(y = 1) = 1/(1+exp(−θ0−θ1x))

(solid line) with offset θ0 = −2 and slope θ1 = 4

To find the maximum of l with respect to φ, we set the derivative of l to zero:

dl

dφ
= h

φ
− m − h

1 − φ
= 0

⇒ φ = h

m
. (28)

As you might have expected, the MLE of parameter φ is the fraction of heads in m
trials.

Let us now discuss the case when the probability of observing a head or tail, the
parameter φ, depends on some attribute x , as usual in a stochastic way. An example
is illustrated in Fig. 12 with 100 examples plotted as star symbols. The data suggests
that it is far more likely that the class is y = 0 for smaller (possibly negative) values
of x , and y = 1 for larger values of x . They also show that the transition between
the low and high probability region is smooth. We can qualify this hypothesis by a
parameterized density function p known as a logistic (sigmoidal) function:

p(y = 1) = 1

1 + exp(−θTx)
. (29)

As before, we can then treat this density as a function of the parameters θ for the
given data values (likelihood function), and apply MLE to estimate the values of the
parameters for which the data is most likely.

How can we use the knowledge (estimate) of the density function to perform
classification? The obvious choice is to predict the class with the highest probability,
given the input attribute. This Bayesian decision point, denoted by xd , is character-
ized by

p(y = 1|xd) = p(y = 0|xd) = 0.5

⇔ θTxd = 0, (30)

where the last expression is called the dividing hyperplane.
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We looked here at binary classification with linear decision boundaries as a logistic
regression, but we could also generalize this method to problems where hypotheses
have different functional forms, creating nonlinear decision boundaries. However,
coming up with specific functions for boundaries is often difficult in practice, and
we will discuss more practical methods for binary classification later in this chapter.

3.3 Multivariate Generative Models and Probabilistic Reasoning

We have so far only considered very simple hypotheses appropriate for the low
dimensional data given in the above examples. An important issue that has to be
considered in machine learning is generalizing to more complex nonlinear data in
high-dimension, that is, when many factors interact in a complicated way. This topic
is probably one of the most important when applying machine learning to real world
data. This section discusses a useful way of formulating more complicated stochastic
models with causal relations and how to use such models to argue, i.e. do inference.

Let us consider high-dimensional data and the corresponding supervised learning
problem which is simply a generalization of our discussions above. In the proba-
bilistic framework, this means making a hypothesis of joint density function for the
problem:

p(y, x) = p(y, x1, x2, ...|θ), (31)

where y, x1, ... are random variables and θ represents the parameters of the model.
With this joint density function we could argue about every possible situation in the
environment. For example, we could request classification or object recognition by
calculating the conditional density function

p(y|x) = p(y|x1, x2, ...; θ). (32)

Of course, the general joint density function and even this conditional density function
for high-dimensional problems typically have many free parameters that we need to
calculate with MLE. Thus it is useful to make more careful assumptions of causal
relations that would restrict the density functions.

The object recognition formulation above is sometimes called a discriminative
approach to object recognition because it tries to discriminate labels given the feature
values. Another approach is to consider modeling the inverse conditional density

p(x|y) = p(x1, x2, ...|y; θ). (33)

This is called a generative model as it can generate examples from a class, given its
label. To use generative models in classification or object recognition we can apply
Bayes’ rule and calculate a discriminative model. It means relying on class priors
(the relative frequencies of the classes) to calculate the probability that an item with
features x belongs to a class y:
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p(y|x; θ) = p(x|y; θ)p(y)

p(x)
. (34)

While using generative models for classification seems to be much more elaborate,
there are several reasons that make generative models attractive for machine learning.
For example, in many cases, features might be conditionally independent given a
label, i.e. they verify

p(x1, x2, ...|y) = p(x1|y)p(x2|y)... . (35)

where the indication of the parameter vector was dropped to make the formula less
cluttered. Even if the independence does not strictly hold, this naive Bayes assump-
tion is often useful and drastically reduces the number of parameters that must be
estimated. This can be seen by factorizing the full joint density function with the
chain rule

p(x1, x2, ..., xn |y) = p(xn|y, x1, ..., xn−1)p(x1, ..., xn−1|y)

= p(xn|y, x1, ..., xn−1)...p(x2|y, x1)p(x1|y)

=
n⎛

j=1

p(x j |y, x j−1, ..., x1). (36)

But what if the naive Bayes assumption is not appropriate? Then we need to
build more elaborate models, or causal models. This particular challenge has been
greatly simplified with graphical methods that specify the conditional dependencies
between random variables using graphs [20]. A well known example from one of the
inventors of graphical models, Judea Pearl, is shown in Fig. 13. In graphical models,
the nodes represent random variables, and the links between them represent causal
relations with conditional probabilities. In the case shown here, there are arrows on
the links and the graph contains no loops, which makes it an example of directed
acyclic graph (DAG). In contrast, the RBM discussed previously was an example of
undirected Bayesian network.

In Fig. 13, each of the five nodes stands for a random binary variable: Burglary
B = {yes, no}, Earthquake E = {yes, no}, Alarm A = {yes, no}, JohnCalls
J = {yes, no}, MaryCalls M = {yes, no}. In general, a joint distribution of several
variables can be factorized in various ways following the chain rule mentioned before
Eq. (36), for example:

p(B, E, A, J, M) = p(B|E, A, J, M)p(E |A, J, M)p(A|J, M)p(J |M)p(M). (37)

In this case, with binary random variables we need 24 + 23 + 22 + 21 + 20 = 31
parameters to specify the full joint density function. However, the model of Fig. 13
restricts causal relations between the random variables to represent only a subset of
the factorization of the joint probability function, namely
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Fig. 13 Example of causal model with a two-dimensional probability density function (pdf) and a
few other marginal pdf’s

p(B, E, A, J, M) = p(B)p(E)p(A|B, E)p(J |A)p(M |A). (38)

Therefore, we only need 1 + 1 + 22 + 2 + 2 = 10 parameters to specify all the
knowledge in the system. Example parameters for a specific case are displayed in
the conditional probability tables (CPTs), which define the conditional probabilities
represented by the links between the nodes. The graphical representation makes is
very convenient to represent the particular hypotheses about causal relations.

The graph structure of the model also makes it easier to do inference (draw con-
clusions) on specific questions. For example, say we want to know the probability
that there was no earthquake or burglary when the alarm rings and both John and
Mary call. This is expressed by

p(B = f, E = f, A = t, J = t, M = t)

= p(B = f )p(E = f )p(A = t |B = f, E = f )p(J = t |A = t)p(M = t |A = t)

= 0.999 ∗ 0.998 ∗ 0.001 ∗ 0.9 ∗ 0.7

= 0.00063

where f stands for false and t for true. Although we have a causal model where parent
variables influence the outcome of child variables, we can also use evidence from
child variables to infer possible values for the parent variables. For example, let us
calculate the probability that the alarm rings given that John calls, p(A = t |J = t).
For this we should first calculate the probability that the alarm rings as we will need
this later. It is given by

p(A = t) = p(A = t |B = t, E = t)p(B = t)p(E = t)

+p(A = t |B = t, E = f )p(B = t)p(E = f )

+p(A = t |B = f, E = t)p(B = f )p(E = t)

+p(A = t |B = f, E = f )p(B = f )p(E = f )



84 T. P. Trappenberg

ut-1

zt-1

xt-1

ut

zt

xt

ut+1

zt+1

xt+1

ut-2

zt-2

xt-2

Fig. 14 A temporal Bayesian network called a Hidden Markov Model (HMM), with hidden states
xt , observations zt , and external influences ut

= 0.95 ∗ 0.001 ∗ 0.002 + 0.94 ∗ 0.001 ∗ 0.998

+0.29 ∗ 0.999 ∗ 0.002 + 0.001 ∗ 0.999 ∗ 0.998

= 0.0025.

We can then use Bayes’ rule to calculate the required probability:

p(A = t |J = t) = p(J = t |A = t)p(A = t)

p(J = t |A = t)p(A = t) + p(J = t |A = f )p(A = f )

= 0.9 ∗ 0.0025

0.9 ∗ 0.0025 + 0.05 ∗ 0.9975
= 0.043

We can similarly apply the rules of probability theory to calculate other quantities,
but these calculations can get cumbersome with larger graphs. It is therefore better to
resort to numerical tools for the inference, for example a Matlab toolbox for Bayesian
networks.1

I already mentioned the importance of learning in temporal sequences (antici-
patory systems), and Bayesian networks are easily extended to this domain, where
they are called dynamic Bayesian networks (DBN). An important example of DBN
is a hidden Markov model (HMM), as shown in Fig. 14. In this model, a state vari-
able xt is not directly observed and is called a hidden or latent random variable.
The “Markov condition” in this model means that each state only depends on the
previous state (or states), which can include external influences denoted here by ut .
A typical example is robot localization, where a robot is driven with some motor
command ut and the goal is to estimate the new state of the robot. We can use some
knowledge about the influence of the motor command on the system to calculate a
new expected location, and can also combine this in a Bayesian optimal way with
sensor measurements denoted by zt . Such Bayesian models are essential in many
robotics applications.

1 Available at http://code.google.com/p/bnt/, and used to implement Fig. 13; file at www.cs.dal.ca/
~tt/repository/MLintro2012/PearlBurglary.m.

http://code.google.com/p/bnt/
www.cs.dal.ca/~tt/repository/MLintro2012/PearlBurglary.m
www.cs.dal.ca/~tt/repository/MLintro2012/PearlBurglary.m
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3.4 Nonlinear Regression and the Bias-Variance Tradeoff

While graphical models are great to argue about situations (doing inference), the role
of supervised learning is to determine the parameters of the model. We have only
considered binary models where each Bernoulli variable is characterized by a single
parameter φ. However, the density function can be much more complicated than
that and introduce many more parameters. Therefore, a major problem in practice
is to have enough labeled training examples to restrict useful learning appropriately.
This is one important reason for unsupervised learning, as we usually have a lot of
unlabeled data that can be used to learn how to represent the problem appropriately
in order to simplify the task. But we still need to understand the relations between
free parameters and the amount of training data.

We already discussed the bias-variance tradeoff in the first section. Finding the
right function that describes nonlinear data is one of the most difficult tasks in mod-
eling, and there is no single algorithm that can give us the answer. This is why more
general learning machines, which we will discuss in the next section, are popular.
To evaluate the generalization performance of a specific model, it is helpful to split
the training data into a training set, which is used to estimate the parameters of the
model, and a validation set, which is used to study the generalization performance
on data that has not been included during the training of the model.

A important question then becomes how much data we should keep for validation
vs. training. If we use too much data for validation, then we might end up with too
little data for accurate learning in the first place. On the other hand, if we have too
little data for validation, then it might not be very representative. In practice, we
often use some cross-validation technique to minimize the tradeoff, i.e. we use most
of the data for training but repeat the selection of the validation data several times to
make sure that the validation was not just a result of outliers. The repeated division
of the data into a training set and a validation set can be done in different ways.
For example, in random subsampling we merely use random subsamples for each
set and repeat the procedure with other random samples. More common is k-fold
cross-validation: in this technique, we divide the data set into k subsamples and use
k − 1 subsamples for training and 1 subsample for validation. In the next round, we
use another subsample to validate the training. A common choice for the number of
subsamples is k = 10. By combining the results for the different runs we can often
reduce the variance of our prediction while utilizing most data for learning.

We can sometimes help the learning process further. In many learning examples it
turns out that some data is easy to learn while other data is much harder. In particular
techniques called boosting, data that is hard to learn is oversampled in the learning
set so that the machine has more opportunities to learn these examples. A popular
implementation of such an algorithm is AdaBoost (adaptive Boosting).

Before proceeding to general nonlinear learning machines, I would like to outline
a point that was eloquently made by Doug Tweet in a course module that we
shared in the summer of 2012, part of a computational neuroscience program in
Kingston, Canada. As discussed above, supervised learning is best phrased in terms
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of regression and many applications are nonlinear in nature. It is common to make
a nonlinear hypothesis under the form y = h(θTx), where θ is a parameter vector
and h is a nonlinear function. A common example of such a model is an artificial
perceptron with a sigmoidal transfer function in 1D such as h(x; θ) = tanh(θx).
However, as stressed by Doug, there is no reason to make the functions nonlinear
in the parameters, which would result in a nonlinear optimization problem. Support
Vector Machines (SVM; reviewed next) are a good example where the optimization
error is simply quadratic in the parameters. The corresponding convex optimization
has none of the local minima that plague multilayer perceptrons.

In summary, these different strategies can be expressed through the following
optimization functions:

Linear Perceptron: E ∝
(

y − θTx
⎧2

(39)

Nonlinear Perceptron: E ∝ ⎜
y − h(x; θ)

⎞2 (40)

Linear in Parameters (LIP): E ∝
(

y − θTφ(x)
⎧2

(41)

Linear SVM: E ∝ αi α j yi y j xTx + constraints (42)

Nonlinear SVM: E ∝ αi α j yi y j φ(x)Tφ(x) + constraints (43)

The LIP model is more general than a linear model in that it considers functions of
the form y = θTφ(x) involving some mapping function φ(x). In light of this review,
the transformation φ(x) can thus be seen as re-coding a sensory signal into a more
appropriate form using unsupervised learning methods as discussed above.

3.5 General Learning Machines

Before we leave this discussion of basic supervised learning, I would like to mention
some methods that are very popular and often used in machine learning applications.
In the previous section we discussed the formulation of specific hypothesis functions.
However, finding an appropriate hypothesis function requires considerable domain
knowledge. To some extend, this is the “hard problem” in machine learning.

Finding general learning machines has long been on the minds of researchers,
and this area has been especially inspired by human abilities and the brain itself
as a learning machine. A good example are artificial neural networks, in particular
multilayer perceptrons, which became popular in the 1980’s although they had been
introduced much earlier. Boltzmann machines (discussed above) and support vector
machines, which I briefly describe in this section, are also examples of this category.
The overall concept behind these learning machines is to provide a very general
function with many parameters that are adjusted through learning. Of course, the
real problem then becomes to avoid “overfitting” the data with the model. This can
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Fig. 15 Multilayer perceptron with one hidden layer. The parameters are called weights w. The
graph on the right shows example training curves when trained on XOR data

be done by applying appropriate restrictions and making the learning efficient enough
so that it can be used for a larger problem size.

Scientists who design different models specially tailored to the different cognitive
functions and their applications point out that a general learning machine is always
at a disadvantage. There is “no free lunch”, they argue, meaning that we need to
create specific models for specific problems. While this is true in principle, general
learning machines can still be successful by providing answers where other methods
are not known. In fact, these methods are currently experiencing something like
a renaissance as they are now applied to massive data sets, whose size also help
alleviate overfitting issues (see [21] for a recent example).

Let us begin with a multilayer perceptron (MLP) as shown in Fig. 15. Each node
represents a simple calculation. The input layer relays the inputs, while the hidden
(resp. output) layer multiplies each input channel x j (resp. hi ) by an associated
weight wh

i j (resp. wo
ki ), sums these net inputs, then passes them through a transfer

function, generally nonlinear, often the sigmoid curve of the logistic function. This
reads:

yk = g

⎨
⎩⎠

i

wo
ki g

⎨
⎩⎠

j

wh
i j x j





 . (44)

A network of this type is a graphical representation of nested nonlinear functions
with parameters w. Applying a particular input results in a particular output y, which
can be compared to a desired output y′ in supervised learning. The parameters can
then be adjusted as usual in LMS regression, by minimizing the least square error
E = ||y − y′||2, typically via a gradient descent:

w ← w + α
∂ E

∂w
, (45)
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Table 2 A multilayer perceptron with backpropagation for solving the XOR problem

where α is a learning rate. Since y is a nested function of the parameters, this requires
the application of the chain rule. The resulting equations appear to be “propagating
back” an error term y − y′ from the output to the previous layers, and for this reason
this algorithm has been termed error-backpropagation [22]. An example program of
an MLP that learns to represent the Boolean logic XOR function is shown in Table 2,
and training curves in Fig. 15.

It is easy to see that such networks are universal approximators [23], i.e. the error
of the training examples can be made as small as desired by increasing the number
of parameters. This can be achieved by adding hidden nodes. However, the aim of
supervised learning is to make predictions, that is to minimize the generalization
error and not the training error. Thus, choosing a smaller number of hidden nodes
might be more appropriate for this goal. The bias-variance dilemma [1] reappears
here in this specific graphical model, and years of research have been investigated
in solving this puzzle. Good practical methods and research directions have been
proposed to counter overfitting, such as early stopping [24], weight decay [25] or
Bayesian regularization [26]. Also, transfer learning [27, 28] can be seen as biasing
models beyond the current data set.

A more recent general learning machine for classification are support vector
machines, which were introduced by Vapnik, Guyon and Boser in 1992 [29, 30].
These machines are fundamentally based on minimizing the estimated generaliza-
tion (called the “empirical error” in this community). The main idea behind SVMs for
binary classification is that the best linear classifier for a separable binary classifica-
tion problem is the one that maximizes the margin between a separating classification
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Fig. 16 Illustration of linear
support vector classification
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line (separating hyperplane in higher dimensions) and the nearest data points [31].
Since there are many lines that can separate the data, as shown in Fig. 16, the most
robust line is expected to be positioned as far from any data point as possible, since
we also expect new data to be more likely to fall near the clusters of the training
data—if the training data is indeed representative of the general distribution. In the
end, the separating line is determined only by a few close points that are the ones
called support vectors.

Vapnik’s important contributions did not stop there. He also formulated the margin
maximization problem in a form such that the formulas are quadratic in the para-
meters and only contain dot products of training vectors, xTx by solving the dual
problem cast in a Lagrangian formalism [30]. This has several important benefits.
The problem becomes a convex optimization challenge, which avoids the local min-
ima that have crippled MLPs. Furthermore, since only dot products between example
vectors appear in these formulations, it is possible to apply a so-called “kernel trick”
to efficiently generalize these approaches to nonlinear functions.

Let me illustrate the idea behind using kernel functions for dot products. To do
this, it is important to distinguish attributes from features as follows. Attributes are
the raw measurements, whereas features can be made up by combining attributes. For
example, the attributes x1 and x2 could be combined into a tentative feature vector
(x1, x2, x1x2, x2

1 , x2
2 )T. This is a bit like trying to guess a better representation of the

problem, one that should be “useful” as discussed above in the part about structural
learning. Let us now denote this transformation by a function φ(x). The interesting
part in Vapnik’s formulation is that we actually do not even have to calculate this
transformation explicitly, but we can replace the corresponding dot products by a
kernel function

K (x, z) = φ(x)Tφ(z), (46)

which is often much easier to calculate. For example, a Gaussian kernel function
formally corresponds to an infinite-dimensional feature transformation φ. There are
some arguments from structural learning [30, 32] why SVMs are less prone to over-
fitting, and extensions have also been made to problems with overlapping data in the
form of soft margin classification [31]. These ideas have also been generalized to
regression problems [33], but their performance is often not as satisfactory. We will
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Table 3 Using LibSVM for classification

not dive more into the theory of Support Vector Machine but show instead an example
using the popular LibSVM [34] implementation. This implementation includes inter-
faces to many programming languages, such as MATLAB and Python. SVMs are
probably currently the most successful general learning machines for classification.

Table 3 gives an example of applying the LibSVM library to the data displayed
in Fig. 17. The plot on the left is the training data, which is produced from sampling
two distributions: the points in the first class (blue circles) are chosen within a ring
of radius 2.0–3.0, while the points in second class (red crosses) are distributed across
two quadrants. The examples are provided with their corresponding labels to the
training function svmtrain. Similarly, the plot on the right of Fig. 17 is test data.
The corresponding class labels are given to the function svmpredict only for the
purpose of calculating the cross-validation error. For true predictions, this vector can
be set to arbitrary values. The performance of this classification is around 97 % with
the standard parameters of the LibSVM package. However, it is advisable to tune
these parameters, for example with search methods [35].

While SVMs have had a large impact in application-oriented machine learning,
more recent research works are combining ideas from SVMs (in particular kernel
methods), Bayesian networks, and good old-fashioned neural networks. Such hybrid
methods are now taking off, too, and starting to have another great impact—not only
in research but also in many industrial domains.

4 Reinforcement Learning

As discussed above, a basic form of supervised learning is function approximation,
relating input vectors to output vectors, or more generally finding density functions
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Fig. 17 Example of using training data on the left to predict the labels of the test data on the right

p(y, x) from examples (x(e), y(e)). However, in many applications we do not have
a teacher to tell us exactly at any time the appropriate response to a specific input.
Rather, feedback from a teacher is often delayed and given only in the form of general
feedback such as ‘good’ or ‘bad’, instead of a detailed explanation about what the
learner should have done.

We are now turning to these more general learning problems. Specifically, we
are interested in learning a sequence of appropriate actions to maximize an expected
payoff. More formally, let us learn a temporal density function

p
⎜
y(t + 1)|x(t), x(t − 1), ..., x(1)

⎞
. (47)

We have already encountered such models in the form of temporal Bayesian net-
works. We will now discuss this issue further within the realm of reinforcement
learning or learning from reward. While we mainly consider here the prediction of
a scalar utility function, most of this discussion can be applied directly to a more
graded environmental feedback.

4.1 Markov Decision Processes

Reinforcement learning is best illustrated in a Markovian world.2 As discussed
before, such a world is characterized by transition probabilities between states,
T (s′|s, a), that only depend on the current state s ∈ S and the action a ∈ A taken in
this state. We now consider feedback from the environment in the form of a reward
r(s) and ask what actions should be taken in each state to maximize future reward.
More formally, we define the value function or utility function

Qπ (s, a) = E
[
r(s) + γ r(s1) + γ 2r(s2) + γ 3r(s3) + ...

]
π
, (48)

2 Markov models are often a simplification or abstraction of a real world. In this section, however,
we discuss a “toy world” in which state transitions were designed to fulfill the Markov condition.
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as the expected future payoff (cumulative reward) for being in state s, then s1, s2,
etc. We introduce here the “discount factor” 0 ≤ γ < 1 to express that we value
immediate reward over later reward. This is a common treatment to keep the expected
value finite. An alternative scheme would be to consider only finite action sequences.
The policy π(a|s) describes what action can be taken in each state. In accordance
with our overall probabilistic world view, we consider the most general case of
probabilistic policies, i.e., we want to know with what probability a given action
should be chosen. If the policy was deterministic, then taking a specific action would
be determined by applying the policy to the current state, and the value function is
often denoted by V π (s).3 Our goal is to find the optimal policy π∗, i.e. the one that
maximizes the expected future payoff Qπ :

π∗(a|s) = arg max
π

Qπ (s, a). (49)

This search is called a Markov Decision Process (MDP).
MDPs have been studied since the mid 1950s, and Richard Bellman noted that

it was possible to calculate the value function for each state, and a given policy π ,
using a self-consistent equation now named the Bellman equation. He also called the
corresponding algorithm dynamic programming. Specifically, we can separate the
expected value of the immediate reward from the expected value of the reward from
visiting subsequent states as follows:

Qπ (s, a) = E
[
r(s)

]
π

+ γ E
[
r(s1) + γ r(s2) + γ 2r(s3) + ...

]
π
. (50)

The first expected value on the right-hand side is simply the immediate reward
received when reaching state s at this particular point in time. The second expected
value is the function of state s1. State s1 is related to state s, since s1 can be reached
from s when taking action a1 with a certain probability according to policy π (for
example by setting s1 = s + a1, or more generally sn = sn−1 + an). The state
actually reached can also depend on stochastic environmental factors encapsulated
in the matrix T (s′|s, a). Incorporating these factors into the equation yields

Qπ (s, a) = r(s) + γ
⎠

s′

(
T (s′|s, a)

⎠

a′

(
π(a′|s′) E

[
r(s′) + γ r(s′

1) + γ 2r(s′
2) + ...

]
π

⎧⎧
,

(51)
where s′

1 is the next state after state s′, etc. Thus the expression on the right is the
state-value-function of state s′. If we substitute it with the corresponding expression
on the left of Eq. (48), we get the Bellman equation for a specific policy, namely

Bellman-stoch-π : Qπ (s, a) = r(s) + γ
⎠

s′

(
T (s′|s, a)

⎠
a′

(
π(a′|s′)Qπ (s′, a′)

⎧⎧
.

(52)

3 V π (s) is usually called the state value function and Qπ (s, a) the state-action value function. Note,
however, that the value depends in both cases on the states and the actions taken.
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The variant of this equation for deterministic policies is a bit simpler. Since in this
case an action a is uniquely specified by the policy, the value function Qπ (s, a)

reduces to V π (s) and the equation becomes4

Bellman-det-π : V π (s) = r(s) + γ
⎠

s′

(
T (s′|s, a)V π (s′)

⎧
. (53)

The Bellman equation is a set of N linear equations in an environment with N
states, one equation for each unknown value function of each state. The environ-
ment being given, i.e. having functions r and T , we can use well-known methods
from linear algebra to solve for V π (s). This can be formulated compactly by matrix
notation, in which s and s′ are the indices:

r = (I − γ T)Vπ , (54)

where r is the reward vector, I is the identity matrix, and T is the transition matrix.
To solve this equation we have to invert a matrix and multiply this with the reward
values,

Vπ = (I − γ T)−1rT, (55)

where rT is the transpose of r. We can also use the Bellman equation directly to
calculate a state-value-function iteratively. We can start with a guess V for the value
of each state, then calculate from this a better estimate:

V ← r + γ TV (56)

and so on, until this process converges. Either way, we get a value function for a
specific policy. To find the best policy, the one that maximizes the expected payoff,
we have to loop through different policies and find the maximal value function. This
can be done in different ways, most commonly by using the policy iteration, which
starts with a guess policy, iterates a few times the value function for this policy,
and then chooses a new policy that maximizes this approximate value function. This
process is repeated until convergence.

Table 4 provides an example program for a simple 1D state space consisting of a
chain of 10 states, as shown on the left of Fig. 18. The 10th state is rewarded with
r = 1, while the first state receives a large negative reward, r = −1. The intermediate

4 This formulation of the Bellman equation for an MDP [36–38] is slightly different from the for-
mulation of Sutton and Barto in [39], as these authors define the value function to be the cumulative
reward starting from the next state, not the current state. In their case, the Bellman equation reads
V π (s) = ⎝

s′ T (s′|s, a)(r(s′) + γ V π (s′)). This is only a matter of convention about when we
consider the prediction: just before getting the current reward of after taking the next step.
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Table 4 Program for the chain example using the policy iteration process

V

state

π

1.0− 1.0− 1.0− 1.0− 1.0− 1.0−−1 −0.1  1

2 4 6 8 10
−1

−0.5

0

0.5

1

0 0

Reward

Optimal Policy

2 2 2 2 22 2

Fig. 18 Example of using policy iteration on a chain of rewarded states. Left reward values and
optimal policy for each state, where a policy value 1 means “go left” (not present) and a value 2
means “go right”. No further action is taken in the end states

states receive a small negative reward to account for movement costs. After three
iterations, the policy reaches the optimal one (bottom left of figure). Actually, the
optimal policy is often found within just one or two iterations, so the extra iteration
was added to ensure that the value function was properly calculated for this policy.
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It is also possible to derive a version of the Bellman equation for the optimal value
function itself:

Bellman-det-* V ∗(s) = r(s) + max
a

γ
⎠

s′
T (s′|s, a)V ∗(s′). (57)

The max function is a little more difficult to implement in the analytic solution, but
we can again easily use an iterative method to solve for this optimal value function.
This algorithm is called value iteration. The optimal policy can always be calculated
from the optimal value function with

π∗(s) = arg max
a

⎠
s′

T (s′|s, a)V ∗(s′). (58)

A policy tells an agents what action should be chosen, hence the optimal policy is
related to optimal control as long as the reward reflects the desired performance.

The previously discussed policy iteration has some advantages over value itera-
tion. In value iteration we have to try out all possible actions when evaluating the
value function, which can be time consuming when there are many possible actions.
In policy iteration, we choose only one specific policy, although we then have to
iterate over consecutive policies. In practice, it turns out that policy iteration often
converges fairly rapidly.

4.2 Temporal Difference Learning

In dynamic programming, we iterate repeatedly over every possible state of the
system. This only works if we have complete knowledge of the system. In that sce-
nario, the agent does not even have to ‘perform’ the actions physically, which would
be very time consuming. Instead, the agent can just ‘sit’ and calculate the solution
during a “planning phase”. However, in many cases we do not know the rewards
given in different states, and we usually have to estimate transition probabilities,
too, etc. One approach would be to estimate these quantities by interacting with the
environment before using dynamic programming. In contrast, the following methods
are more direct estimations of the state value function that determines the optimal
actions. These online methods assume that we still know exactly in which state the
agent is, and they can be generalized to partially observable situations by considering
probability maps over the state space.

A general strategy for estimating the value of states is to act in the environment
and thereby sample reward. This sampling should be done with some degree of
stochasticity to ensure sufficient exploration of the states. These methods are gen-
erally called Monte Carlo methods. Monte Carlo methods can be combined with
the bootstrapping ideas of dynamic programming, and the resulting algorithms are
called temporal difference (TD) learning, since they rely on the difference between
expected reward and actual reward.
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We start again by estimating the value function for a specific policy before moving
to schemes for estimating the optimal policy. The Bellman equations require the
estimation of future reward:

⎠
s′

T (s′|s, a)V π (s′) ≈ V π (s′). (59)

In this equation we introduced an approximation of the sum by the value of the state
that is reached in one Monte Carlo step. In other words, we replace the total sum
that we could build knowing the environment with a single sampling step. While this
approach is only an estimation, the idea is that it will still result in an improvement
of the estimation of the value function, and that other trials have the possibility to
evaluate other states that have not been reached in this trial. The value function should
then be updated carefully, by considering the new estimate only incrementally:

V π (s) ← V π (s) + α[r(s) + γ V π (s′) − V π (s)]. (60)

This is called temporal difference or TD learning. The constant α is a learning rate
and should be fairly small. This policy evaluation can then be combined with policy
iteration as already discussed in the section on dynamic programming.

We should now think a little more about what policy to follow. An obvious choice
is to take the action that leads to the largest expected payoff, also called greedy policy.
Applying this policy should be optimal when the value function is exact. However,
one problem with purely sticking to this strategy is that we might not be sufficiently
“exploring” the state space—as opposed to “exploiting” known returns. We address
this exploration-exploitation dilemma here by opting for stochastic policies. Thus we
need to go back to the notation of the state-action value function (although we will
drop the ‘*’ superscript for the optimal value function for convenience). To include
randomness in the policy we can, for example, follow the greedy policy most of the
time, and only choose another possible action with a small probability denoted by ε.
This probabilistic policy is called the ε-greedy policy and can be formulated as

π(a = arg max
a

Q(s, a)) = 1 − ε. (61)

A more graded approach employs the softmax policy, which chooses each action
proportionally to a Boltzmann distribution:

π(a|s) = e
1
T Q(s,a)

⎝
a′ e

1
T Q(s,a′)

. (62)

This policy chooses most often the action with the highest expected reward, followed
by the second highest, etc., where the temperature parameter T sets the relative
probability of these choices.
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We can now use these policies to explore the state space and estimate the optimal
value function with temporal difference learning:

Q(s, a) ← Q(s, a) + α[r(s) + γ Q(s′, a′) − Q(s, a)], (63)

where the actions a′ is the action chosen according to the policy. This on-policy TD
algorithm is called Sarsa for state-action-reward-state-action [39]. A variant of this
approach uses the stochastic action above only when choosing the next state, but
estimates the value function by considering the other possible actions, too:

Q(s, a) ← Q(s, a) + α[r(s) + max
a′ γ Q(s′, a′) − Q(s, a)]. (64)

This is is called an off-policy TD algorithm, or Q-leaning [40]. These algorithms
have been instrumental in the success of reinforcement learning in many engineering
applications.

4.3 Function Approximation and TD(λ)

The large number of states in real-world applications makes these algorithms
unpractical. This was already noted by Richard Bellman himself, who coined the
phrase “curse of dimensionality”. We have only considered discrete state spaces,
while many applications involve a continuous state space. While discretizing a con-
tinuous state space is a common approach, increasing the resolution of the discretiza-
tion has the consequence of increasing the number of states exponentially. Another
major problem in practice is that the environment is not fully, or reliably, observable.
Thus we might not even know exactly in which state the agent finds itself when con-
sidering the value update. A common approach to a “partially observable Markov
decision process” (POMDP) is the introduction of a probability map. In the update
of the Bellman equation, we need then to consider all possible states that can be
reached from the current state, something which will typically increase the number
of calculations even further. We will not follow this approach here but rather con-
sider the use of function approximators to overcome these problems. A more general
discussion of reinforcement learning in continuous state and action spaces is given
in [41].

The idea behind the following method is to make a hypothesis of the relation
between sensor data and expected values in the form of a parameterized function as
in supervised learning5:

Vt = V (xt ) ≈ V (xt ; θ), (65)

5 The same function name is used on both sides of this equation, but these are distinguished by
the inclusion of parameters. The value functions all refer to the parametric model, which should be
clear from the context.
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and to estimate the parameters by maximum likelihood as before. We use here a
time index to distinguish state sequences. In principle, one could build very specific
temporal Bayesian models for specific problems as discussed above, but in this
circumstance I will outline the use of general learning machines. In particular, let us
adjust the weights of a neural network using gradient-descent methods on a mean
square error (MSE) function:

Δθ j = α

m⎠
t=1

(r − Vt )
∂Vt

∂θ j
. (66)

We consider here the total change of the weights for a whole episode of m time
steps by summing the errors for each time step. One specific difference between
this situation and the supervised learning examples before is that the reward is only
received after several time steps in the future, at the end of an episode. One possible
approach to manage this situation is to keep a history of our predictions and make
the changes for the whole episode only after the reward is received at the end. This is
what we have done in Eq. (66) by providing the reward r as supervision signal in each
timestep. Another approach is to make incremental (online) updates by following the
TD learning philosophy, and replacing the supervision signal for a particular time
step by the prediction of the value of the next time step. Specifically, we can write
the difference between the received reward Vm+1 = r at the end of the sequence and
the prediction Vt at time t as

r − Vt =
m⎠

u=t

(Vu+1 − Vu) (67)

since the intermediate terms chancel out. Replacing this in Eq. (66) yields

Δθ j = α

m⎠
t=1

m⎠
u=t

(Vu+1 − Vu)
∂Vt

∂θ j
(68)

= α

m⎠
t=1

(Vt+1 − Vt )

t⎠
u=1

∂Vu

∂θ j
, (69)

which can be verified by developing the sums and reordering the terms. Of course,
this is only rewriting the original equation, Eq. (66). We still have to keep a memory
of all the gradients from the previous time steps, or at least a running sum of these
gradients.

While the rules portrayed in Eqs. (66) and (69) are equivalent, Richard Sutton [42]
suggested a modified version that multiplied recent gradients by stronger weights than
gradients in the more remote past. For this, he introduced a decay factor 0 ≤ λ ≤ 1.
The rule above corresponds to λ = 1 and is called the TD(1) rule, while the more
general TD(λ) rule is given by
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Δtθ j = α(Vt+1 − Vt )

t⎠
u=1

λt−u ∂Vu

∂θ j
. (70)

It is also interesting to look at the other extreme, when λ = 0. The TD(0) rule is
given by

Δtθ j = α(Vt+1 − Vt )
∂Vt

∂θ j
. (71)

While this last rule gives in principle different results fom the original supervised
learning problem described by TD(1), it has the advantage that it is local in time, does
not require any memory, and often still works very well. The TD(λ) algorithm can
be implemented in a multilayer perceptron where the error term is back-propagated
to hidden layers. A generalization to stochastic networks has also been made within
the framework of free-energy formalism [43].

5 Some Biological Analogies

The brain seems to be a very successful learning machine, and it is therefore
not surprising that human capabilities have motivated much research in artificial
intelligence. Conversely, insights from learning theory are important, too, for our
understanding of brain processes. In this last section, I want to mention some inter-
esting relations that neuroscience has with learning theory. I already remarked on the
close links between unsupervised learning and receptive fields in the early sensory
areas of the cortex, which I believe is a wonderful example of underlying mecha-
nisms behind physiological findings. In the following, I would like to add comments
on two other subjects related to supervised learning and reinforcement learning. The
first is about synaptic plasticity, which appears to be an important mechanism for the
physical implementation of learning rules. The second is about the close relation of
reinforcement learning with classical conditioning and the basal ganglia. Classical
conditioning has been a major area in animal learning, and recent recordings in the
basal ganglia have helped relating these areas on a behavioural, physiological and
learning-theoretical level.

5.1 Synaptic Plasticity

As speculated by the Canadian scientist Donald Hebb [44], the leading theory of
the physical implementation of learning is that of synaptic changes, whereby the
synaptic efficacy varies in response to causally related pre- and postsynaptic firings.
Such correlation rules have first been made concrete by Eduardo Caianiello [45], and
have recently been refined in terms of “spike timing-dependent plasticity” (STDP;
see for example [46]). The main idea is that when a driving neuron participates in
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firing a subsequent neuron, then the connection strength between these neurons will
increase—whereas it will decrease in the absence of correlated firing. Many of the
learning rules of neural networks have followed this main association rule through
increment terms that are proportional to pre- and postsynaptic activity, such as

Δwi j ∝ xi x j . (72)

Synaptic plasticity is not only a fascinating area in neuroscience but also constitutes
an important medical issue, since neurodegenerative disorders, such as Alzheimer’s
disease and dementia, have synaptic effects and a great number of psychiatric med-
ications exert their action on the synaptic receptors.

There are many mysteries left that need to be understood if we want to make
progress in helping with neurological conditions and maybe even make progress
in machine learning. One basic fact that seems puzzling is that synapses are not
long-lasting compared to the time scale of human memories.6 Synapses consist of
proteins that have to be actively maintained by protein synthesis. Thus, one may
wonder how this maintenance can survive for years and support long-term memory,
such as returning to our place of birth after many years of absence, or meeting
friends whom we had not seen in ages. These are fundamental questions that, to my
knowledge, have not been sufficiently addressed.

While the Hebbian perspective on synaptic plasticity and learning is well
established, I would like to outline an aspect of synaptic plasticity that might be
less well-known. In particular, I would like to point out the findings of my friend
Alan Fine and his colleagues [47], which fit nicely with the probabilistic theme that
I have emphasized in this chapter. Fine and colleagues have performed classical
plasticity experiments that use high- or low-frequency stimulations of hippocampal
slices of rodents to induce measurable changes in synapses. Some of their results
are summarized in Fig. 19. To test the strength of the synapses, they stimulated them
with two pulses, as paired pulses facilitate synaptic responses (the second pulse
makes it easier to elicit a postsynaptic spike). The slices are then activated with
high-frequency stimulations inbetween these tests. As shown in Fig. 19a, the elec-
tric response of the postsynaptic neuron as measured by the excitatory post-synaptic
potential (EPSP) is higher after the high-frequency stimulation. This corresponds to
the classical findings by Bliss and Lømo [48] and is called long-term potentiation
(LTP), since this enhanced response to a presynaptic stimulus lasts relatively long
compared to the usual scale of neuronal dynamics. Of course, the EPSP is a mea-
sure that can depend on multiple synapses. But Fine and colleagues also imaged the
calcium-related optical luminance signal from individual synapses. This is shown in
Fig. 19b. Surprisingly, they observed that this luminance did not change despite the
fact the calcium-dependent mechanisms are generally associated with synaptic activ-
ity and plasticity. Instead, they found that the probability of eliciting a postsynaptic
spike varied nicely. Specifically, the probability of transmitter release increases with
high-frequency simulations that are usually associated with LTP. They could also

6 Julian Miller made this point nicely at the aforementioned workshop.
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Fig. 19 Plasticity experiment in hippocampal slices in which not only EPSPs were measured, but
additionally postsynaptic calcium-dependent fluorescence signals at single synapses were imaged
(data courtesy of Alan Fine and Ryosuke Enoki, after [47])

lower the probability of transmitter release with low-frequency stimulus that usually
elicits a decrease in EPSPs, called long-term depression (LTD; not shown in the
figure).

A manipulation of the probability of transmitter release could explain the
increased EPSP in such experiments. If there is a population of synapses that drive that
neuron, than a population of synapses with higher likelihood of transmitter release
would result in a larger EPSP than a population with smaller likelihood of transmitter
release. In this sense, the findings are still consistent with some of the consequences
of synaptic plasticity. But these findings also point to additional possibilities also
consistent with the view that brain processing might be based on probabilistic com-
putation rather than dealing with point estimates. Thus, the common view of a noisy
nervous system with noisy synapses might be misleading. If this is noise in the sense
of the “limitations” of a biological implementation, then why could the probability
of synaptic responses be modulated reliably?

From a theoretical perspective it is rather difficult for noise to survive thresholding
processes. For example, consider a biased random walk to a threshold as shown on
the left-hand side in Fig. 20. In this example we add 1 plus a Gaussian noise (mean
μ, standard deviation σ ) to the signal at each time step, then the signal is reset when
crossing the threshold. The noise in the process leads to different times of threshold
crossings, and the variation of these times is related to the variations in the signal as
shown on the right-hand side of Fig. 20 where the coefficient of variation Cv = σ/μ
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Fig. 20 Demonstration of the relation between variability in signal versus variability in spike timing
response. The graph on the left side shows a noisy accumulation toward a threshold. The graph on
the right shows how the coefficient of variation (Cv) varies with noise

is plotted. While there is a positive slope between them (higher noise leads to higher
variations in firing times), the proportionality factor is only around 1/

√
4π . Hence, if

noise is an issue, then one could use thresholding mechanisms to reduce it and through
repeated stages, as in the brain, the noise should become smaller. Or, in other words,
if noise is the problem then one should filter it out early in the process and higher
processes should be less noisy. In sum, it could be that signal variations in the brain
are not all undesirable noise but could play an important information processing role
such as representing the likelihood of sensory signals or the confidence in possible
actions. This conjecture is consistent with the probabilistic approaches to machine
learning.

5.2 Classical Conditioning and the Basal Ganglia

One of the important roles of computational neuroscience is to bridge the gap between
behavioural and physiological findings [49]. The following discussion is a good
example. Classical conditioning has been intensively studied in the psychological
discipline of animal learning at least since the studies by Pavlov. One of the most basic
findings of Pavlov is that it is possible to learn the fact that a stimulus is predicting
a reward, and that this prediction elicits the same behaviour as the primary reward
signal, such as salivation following a tone when the tone predicts food reward. Many
similar predictions have been summarized very successfully by the Rescorla-Wagner
theory [50]. In terms of the learning paradigms discussed above, this theory relates
the change in the value of a state ΔVi to the reward prediction error λ − Vi by the
formula

ΔVi = αiβ(λ − Vi ), (73)

where factors αi and β describe the saliencies of the conditioned and unconditioned
stimulus, respectively, and λ represents the reward. This model is equivalent to
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Stimulus A          No reward

Stimulus A     Reward

Fig. 21 Recordings by Schultz et al. [51] in a classical conditioning experiment, where a stimulus
was presented followed by a reward. Early in the trials the SN neurons responded after the animal
received a reward (top left), while the neurons responded to the predictor of the reward in later trials
(bottom left). The neurons even seem to indicate the absence of an expected reward after learning
(right)

temporal difference learning in a one-step prediction task where the reward follows
immediately the stimulus.

The Rescola-Wagner theory with its essential reliance on the reward prediction
error is very successful in explaining behaviour, and it was very exciting when Wol-
fram Schultz [51] and colleagues discovered neural signatures of reward prediction
errors. Schultz found these signals in the substantia nigra, which is part of a com-
plex of different nuclei in the midbrain called the basal ganglia. Its name means
“black substance”, and the dark aspect of this area is apparently due to a chemical
compound related to dopamine, which these neurons transmit to the input area of
the basal ganglia and to the cortex, and has been implicated in modulating learning.
Some examples of the response of these neurons are shown in Fig. 21.

We can integrate the Rescorla-Wagner theory with these physiological findings
in a neural network model, as shown in Fig. 22. The reward prediction error r̂ is
conveyed by the nigra neurons to the striatum, an input area of the basal ganglia, in
order to mediate the plasticity of cortical-striatal synapses. The synapses are thereby
assumed to contain an eligibility trace, since the learning rule requires the association
with the previous state. Many psychological experiments can be modeled by a one-
step prediction task where the actual reward follows a specific condition. The learning
rule can then be simplified to a temporal learning rule in which the term in γ can be
neglected, corresponding to the model in Fig. 22a. The implementation of the full TD
rule would require a fast side-loop as shown in Fig. 22b, which has been speculated
to be associated with the subthalamus [52].

Of course, the anatomy of the basal ganglia is more elaborate than this. My
student Patrick Connor and I have suggested a model with lateral interactions in the
striatum [53] that has some physiological grounding [54] and can explain a variety of
behavioral findings not covered by the Rescorla Wagner model [55]. Moreover, there
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Fig. 22 Implementation of reinforcement learning models through analogies with the basal ganglia.
a Single state of one-step reinforcement learning model (temporal delta rule) with cortical input, a
striatal neuron (Str), and a neuron in the substantia nigra (SN) that conveys the reward prediction
error to striatal spines. b Implementation of the temporal difference (TD) learning with a fast
subthalamic side-loop. c Basic version of the striatal-with-lateral-inhibition (SLIM) model

are two main pathways through the basal ganglia, a direct pathway and an indirect
one, with intermediate stages in distinct subregions of the basal ganglia (not shown
in Fig. 22). The direct pathway has a inhibitory effect on the output neurons of the
basal ganglia, while the indirect one has a facilitatory effect. Since the effect of the
output of the basal ganglia is itself to inhibit motor areas, it has been speculated
that the direct pathway could learn to inhibit non-rewarding actions, whereas the
indirect pathway could learn to facilite rewarding actions. Different alterations of
specific pathways have been suggested to relate to different neurological conditions
that are known to involve the basal ganglia, such as Parkinson decease, Tourette
syndrome, ADHD, schizophrenia and others [56]. Thus, modeling and understanding
this learning system has the potential to guide refined intervention strategies.

6 Outlook

Learning is an exciting field that has made considerable progress in the last few years,
specifically through statistical learning theory and its probabilistic embedding. These
theories have at least clarified what could be expected from ideal learning systems,
such as their ability to generalize. Much progress has also been made in unsuper-
vised learning and starting to tackle temporal learning problems. Most excitingly,
the advances in this area have enabled machine learning to find its way out of the
research labs and into commercial products that have recently revolutionized tech-
nologies, such as advanced gaming platforms and smarter recommendation systems.
Statistical learning theory has clarified general learning principles, such as optimal
generalizability and optimal (Bayesian) decision making in the face of uncertainties.



2 A Brief Introduction to Probabilistic Machine Learning 105

What are the outstanding questions, then? While machine learning has enabled
interesting applications, many of these applications are very focused in scope. The
complexity of the environments that humans face still appears far beyond the reach of
our models. Scaling up methods even farther is important to enable more applications.
Many believe that, to this goal, we require truly hierarchical systems [57], and more
specifically systems that process temporal data [58]. While there is exciting progress
in this field, learning to map simple features, such as pixels from an image, to high-
level abstract concepts, such as objects in a scene, is still challenging.

While Bayesian inference has been instrumental in the maturation of machine
learning, there are also severe limitations to such methods. Specifically, truly
Bayesian methods have an unbounded requirement for knowledge as we typically
have to sum over all possible outcomes with their likelihood of each event in order to
faithfully calculate posteriors. This seems not only excessive in its required knowl-
edge and processing demands, but also faces practical limitations in many applica-
tions. An alternative approach is bounded rationality, which could be underlying
a lot of human decision making [59]. Critical for the success of such methods are
fast and frugal heuristics that depend on the environment. Thus there is a major role
for learning in this domain on many different scales, including developmental and
genetic domains. Understanding learning and development is therefore crucial for
scientific reasons as well as technological advancements.

In this chapter, I tried to summarize and relate learning systems that sometimes
seem to form different camps. While the application of probability theory made a
strong impact on our understanding of learning systems in all camps, there has been
some divide between Bayesian modelers, on the one hand, and people in “general”
learning machine, on the other hand. The first point out that there is no such thing as a
“free lunch”, i.e. general learning machines can never become really good compared
to specific models for a particular problem. Yet, finding these specific models can
also be a major challenge that must be solved by domain experts. What kind of
learner does the brain represent? Many aspects of the brain seem to resemble general
learning machines such as the astonishing universality of neocortical architecture.
On the other hand, the ability of high-level inference seems at this point out of the
reach of such learning machines.

I believe that the brain might be somewhat inbetween, as it represents a biased
learning machine that already encapsulates specific strategies (learned through evo-
lution and development) in the specific environments typically encountered by the
organisms. Such restricted learning machines should be able to support the emer-
gence of Bayesian causal models that could be used by humans to argue about the
world. Such models would not only enable smarter applications but would also help
us in understanding more deeply the nature of cognition and the mind.
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Chapter 3
Evolving Culture Versus Local Minima

Yoshua Bengio

Abstract We propose a theory that relates difficulty of learning in deep architectures
to culture and language. It is articulated around the following hypotheses: (1) learning
in an individual human brain is hampered by the presence of effective local minima;
(2) this optimization difficulty is particularly important when it comes to learning
higher-level abstractions, i.e., concepts that cover a vast and highly-nonlinear span of
sensory configurations; (3) such high-level abstractions are best represented in brains
by the composition of many levels of representation, i.e., by deep architectures; (4) a
human brain can learn such high-level abstractions if guided by the signals produced
by other humans, which act as hints or indirect supervision for these high-level
abstractions; and (5), language and the recombination and optimization of mental
concepts provide an efficient evolutionary recombination operator, and this gives rise
to rapid search in the space of communicable ideas that help humans build up better
high-level internal representations of their world. These hypotheses put together
imply that human culture and the evolution of ideas have been crucial to counter
an optimization difficulty: this optimization difficulty would otherwise make it very
difficult for human brains to capture high-level knowledge of the world. The theory
is grounded in experimental observations of the difficulties of training deep artificial
neural networks. Plausible consequences of this theory for the efficiency of cultural
evolution are sketched.
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1 Introduction

Interesting connections can sometimes be made at the interface between artificial
intelligence research and the sciences that aim to understand human brains, cognition,
language, or society. The aim of this chapter is to propose and elaborate a theory
at this interface, inspired by observations rooted in machine learning research, on
so-called Deep Learning.1 Deep Learning techniques aim at training models with
many levels of representation, a hierarchy of features and concepts, such as can be
implemented with artificial neural networks with many layers. A deep architecture
typically has more than 2 or 3 trained levels of representation, and in fact a deep
learning algorithm can discover the appropriate number of levels of representation
based on the training data. The visual cortex is believed to have between 5 and 10 such
levels. Theoretical arguments have also been made to suggest that deep architectures
are necessary to efficiently represent the kind of high-level concepts required for
artificial intelligence [7]. This chapter starts from experimental observations of the
difficulties in training deep architectures [15], and builds a theory of the role of
cultural evolution to reduce the difficulty of learning high-level abstractions. The
gist of this theory is that training deep architectures such as those found in the brain
is difficult because of an optimization difficulty (apparent local minima), but that the
cultural evolution of ideas can serve as a way for a whole population of humans,
over many generations, to efficiently discover better solutions to this optimization
problem.

2 Neural Networks and Local Minima

2.1 Neural Networks

Artificial neural networks are computational architectures and learning algorithms
that are inspired by the computations believed to take place in the biological neural
networks of the brain [2]. The dominant and most successful approaches to train-
ing artificial neural networks are all based on the idea that learning can proceed by
gradually optimizing a criterion [37]. A neural network typically has free parame-
ters, such as the synaptic strengths associated with connections between neurons.
Learning algorithms formalize the computational mechanism for changing these
parameters so as to take into account the evidence provided by observed (training)
examples. Different learning algorithms for neural networks differ in the specifics of
the criterion and how they optimize it, often approximately because no analytic and
exact solution is possible. On-line learning, which is most plausible for biological
organisms, involves changes in the parameters either after each example has been

1 See [3] for a review of Deep Learning research, which had a breakthrough in 2006 [6, 22, 36].
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seen or after a small batch of examples has been seen (maybe corresponding to a
day’s worth of experience).

2.2 Training Criterion

In the case of biological organisms, one could imagine that the ultimate criterion
involves the sum of expected future rewards (survival, reproduction, and other
innately defined reward signals such as hunger, thirst, and the need to sleep).2

However, intermediate criteria typically involve modeling the observations from the
senses, i.e., improving the prediction that could be made of any part of the observed
sensory input given any other part, and improving the prediction of future observa-
tions given the past observations. Mathematically, this can often be captured by the
statistical criterion of maximizing likelihood, i.e., of maximizing the probability that
the model implicitly or explicitly assigns to new observations.

2.3 Learning

Learners can exploit observations (e.g., from their sensors of the real world) in order
to construct functions that capture some of the statistical relationships between the
observed variables. For example, learners can build predictors of future events given
past observations, or associate what is observed through different modalities and
sensors. This may be used by the learner to predict any unobserved variable given
the observed ones. The learning problem can be formalized as follows. Let θ be a
vector of parameters that are free to change while learning (such as the synaptic
strengths of neurons in the brain). Let z represent an example, i.e., a measurement
of the variables in the environment which are relevant to the learning agent. The
agent has seen a past history z1, z2, . . . , zt , which in realistic cases also depends
on the actions of the agent. Let E(θ, z) be a measurement of an error or loss to
be minimized, whose future expected value is the criterion to be minimized. In the
simple case3 where we ignore the effect of current actions on future rewards but only
consider the value of a particular solution to the learning problem over the long term,
the objective of the learner is to minimize the criterion

C(θ) =
∫

P(z)E(θ, z)dz = E[E(θ, Z)] (1)

2 Note that the rewards received by an agent depend on the tasks that it faces, which may be different
depending on the biological and social niche that it occupies.
3 Stationary i.i.d case where examples independently come from the same stationary distribution
P .
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which is the expected future error, with P(z) the unknown probability distribution
from which the world generates examples for the learner. In the more realistic setting
of reinforcement learning [43], the objective of the learner is often formalized as
the maximization of the expected value of the weighted sum of future rewards,
with weights that decay as we go further into the future (food now is valued more
than food tomorrow, in general). Note that the training criterion we define here is
called generalization error because it is the expected error on new examples, not the
error measured on past training examples (sometimes called training error). Under
the stationary i.i.d. hypothesis, the expected future reward can be estimated by the
ongoing online error, which is the average of rewards obtained by an agent. In any
case, although the training criterion cannot be computed exactly (because P(·) is
unknown to the learner), the criterion C(·) can be approximately minimized4 by
stochastic gradient descent (as well as other gradient-based optimization techniques):
the learner just needs to estimate the gradient ∂ E(θ,z)

∂θ
of the example-wise error E

with respect to the parameters, i.e., estimate the effect of a change of the parameters
on the immediate error. Let g be such an estimator (e.g., if it is unbiased then E[g] =
E[ ∂ E(θ,z)

∂θ
]). For example, g could be based on a single example or a day’s worth of

examples.
Stochastic gradient descent proceeds by small steps of the form

θ ← θ − ηg (2)

where η is a small constant called learning rate or gain. Note that if new examples
z are continuously sampled from the unknown distribution P(z), the instantaneous
online gradient g is an unbiased estimator of the generalization error gradient (which
is the integral of g over P), i.e., an online learner is directly optimizing generalization
error.

Applying these ideas to the context of biological learners gives the hypothesis
that follows.

2.4 What Do Brains Optimize?

Optimization Hypothesis. When the brain of a single biological agent learns,
it performs an approximate optimization with respect to some endogenous
objective.

Here note that we refer to a single learning agent because we exclude the effect of
interactions between learning agents, like those that occur because of communication

4 In many machine learning algorithms, one minimizes the training error plus a regularization
penalty which prevents the learner from simply learning the training examples by heart without
good generalization on new examples.
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between humans in a human society. Later we will advocate that in fact when one
takes into account the learning going on throughout a society, the optimization is not
just a local descent but involves a global parallel search similar to that performed by
evolution and sexual reproduction.

Note that the criterion we have in mind here is not specialized to a single task, as
is often the case in applications of machine learning. Instead, a biological learning
agent must make good predictions in all the contexts that it encounters, and especially
those that are more relevant to its survival. Each type of context in which the agent
must take a decision corresponds to a “task”. The agent needs to “solve” many tasks,
i.e. perform multi-task learning, transfer learning or self-taught learning [11, 35].
All the tasks faced by the learner share the same underlying “world” that surrounds
the agent, and brains probably take advantage of these commonalities. This may
explain how brains can sometime learn a new task from a handful or even just one
example, something that seems almost impossible with standard single-task learning
algorithms.

Note also that biological agents probably need to address multiple objectives
together. However, in practice, since the same brain must take the decisions that can
affect all of these criteria, these cannot be decoupled but they can be lumped into
a single criterion with appropriate weightings (which may be innate and chosen by
evolution). For example, it is very likely that biological learners must cater both to a
“predictive” type of criterion (similar to the data-likelihood used in statistical models
or in unsupervised learning algorithms) and a “reward” type of criterion (similar to
the rewards used in reinforcement learning algorithms). The former explains curiosity
and our ability to make sense of observations and learn from them even when we
derive no immediate or foreseeable benefit or loss. The latter is clearly crucial for
survival, as biological brains need to focus their modeling efforts on what matters
most to survival. Unsupervised learning is a way for a learning agent to prepare itself
for any possible task in the future, by extracting as much information as possible from
what it observes, i.e., figuring out the unknown explanations for what it observes.

One issue with an objective defined in terms of an animal survival and reproduc-
tion (presumably the kinds of objectives that make sense in evolution) is that it is not
well defined: it depends on the behaviors of other animals and the whole ecology and
niche occupied by the animal of interest. As these change due to the “improvements”
made by other animals or species through evolution or learning, the individual animal
or species’s objective of survival also changes. This feedback loop means there isn’t
really a static objective, but a complicated dynamical system, and the discussions
regarding the complications this brings are beyond the scope of this chapter. How-
ever, it is interesting to note that there is one component of an animal’s objective
(and certainly of many humans’ objective, especially scientists) that is much more
stable: it is the “unsupervised learning” objective of “understanding how the world
ticks”.
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2.5 Local Minima

Stochastic gradient descent is one of many optimization techniques that perform
a local descent: starting from a particular configuration of the parameters (e.g. a
configuration of the brain’s synapses), one makes small gradual adjustments which
on average tend to improve the expected error, our training criterion. The theory
proposed here relies on the following hypothesis:

Local Descent Hypothesis. When the brain of a single biological agent learns,
it relies on approximate local descent in order to gradually improve itself.

The main argument in favor of this hypothesis would be based on the assumption
that although our state of mind (firing pattern of neurons) changes quickly, synaptic
strengths and neuronal connectivity only change gradually.

If the learning algorithm is a form of stochastic gradient descent (as Eq. 2 above),
where g approximates the gradient (it may even have a bias), and if η is chosen small
enough (compared to the largest second derivatives of C), then C will gradually
decrease with high probability, and if η is gradually decreased at an appropriate rate
(such as 1/t), then the learner will converge towards a local minimum of C . The proofs
are usually for the unbiased case [9], but a small bias is not necessarily very hurtful,
as shown for Contrastive Divergence [10, 48], especially if the magnitude of the
bias also decreases as the gradient decreases (stochastic approximation convergence
theorem [48]).

Note that in this chapter we are talking about local minima of generalization
error, i.e., with respect to expected future rewards. In machine learning, the terms
“optimization” and “local minimum” are usually employed with respect to a training
criterion formed by the error on training examples (training error), which are those
seen in the past by the learner, and on which it could possibly overfit (i.e. perform
apparently well even though generalization error is poor).

2.6 Effective Local Minima

As illustrated in Fig. 1, a local minimum is a configuration of the parameters such that
no small change can yield an improvement of the training criterion. A consequence of
the Local Descent Hypothesis, if it is true, is therefore that biological brains would
be likely to stop improving after some point, after they have sufficiently approached
a local minimum. In practice, if the learner relies on a stochastic gradient estimator
(which is the only plausible hypothesis we can see, because no biological learner
has access to the full knowledge of the world required to directly estimate C), it
will continue to change due to the stochastic nature of the gradient estimator (the
training signal), hovering stochastically around a minimum. It is also quite possible
that biological learners do not have enough of a lifetime to get close to an actual
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Fig. 1 Illustration of learning that proceeds by local descent, and can get stuck near a local min-
imum (going from left figure to right figure). The horizontal axis represents the space of synaptic
configurations (parameters of the learner), while the vertical axis represents the training criterion
(expected future error). The ball represents the learner’s current state, which tends to go downwards
(improving the expected error). Note that the space of synaptic configurations is huge (number of
synaptic connections on the order of 100 trillion in humans) but represented here schematically
with a single dimension, the horizontal axis

local minimum, but what is plausible is that they get to a point where progress is
slow (so slow as to be indistinguishable from random hovering near a minimum).
In practice, when one trains an artificial neural network with a learning algorithm
based on stochastic gradient descent, one often observes that training saturates, i.e.,
no more observable progress is seen in spite of the additional examples being shown
continuously. The learner appears stuck near a local minimum. Because it is difficult
to verify that a learner is really near a local minimum, we call these effective local
minima. We call it effective because it is due to the limitations of the optimization
procedure (e.g., stochastic gradient descent) and not just to the shape of the training
criterion as a function of the parameters. The learner equipped with its optimization
procedure which is stuck in an effective local minimum will appear as if it is stuck
in an actual local minimum (it might also be an actual local minimum). It may
happen that the training criterion is a complicated function of the parameters, such
that stochastic gradient descent is sometimes practically stuck in a place in which it
is not possible to improve in most directions, but from where other more powerful
descent methods could escape [32].

2.7 Inference

Many learning algorithms involve latent variables, which can be understood as
associated with particulars factors that can contribute to “explain” each other and
“explain” the current and recent observations. These latent variables are encoded in
the activation of hidden units (neurons that are neither inputs nor outputs). One can
think of a particular configuration of these latent or hidden variables as corresponding
to a state of mind. In a Boltzmann machine [1, 18, 38], when an input is presented,
many configurations of these latent variables are possible and an inference mecha-
nism normally takes place in order to explore possible configurations of the latent
variables which “fit well” with the observed input. This inference is often iterative,



116 Y. Bengio

although it can be approximated or initialized in a single bottom-up pass [40] from
perception to state-of-mind. Inference can be stochastic (neurons randomly choose
their state with a probability that depends on the state of the others, and such that
more probable configurations of neuron activations are sampled accordingly more
often) or deterministic (through an iterative process that can sometimes correspond
to an optimization, gradually changing the configuration of neurons towards one that
agrees more with the observed input percept). Whereas learning in brains (besides
the simple memorization of facts and observed events) occurs on a scale of minutes,
hours or days, inference (changes in the state of mind) occurs on the scale of a frac-
tion of a second or few seconds. Whereas learning is probably gradual, stochastic
inference can quickly jump from one thought pattern to another in less than a sec-
ond. In models such as the Boltzmann machine, learning requires inference as an
inner loop: patterns of latent variables (hidden units, high-level concepts) that fit well
with the observed data are reinforced by the changes in synaptic weights that follow.
One should not confuse local minima in synaptic weights with local minima (or the
appearance of being stuck) in inference. Randomness or association with new stimuli
can change the state of our inference for past inputs and give us the impression that
we are not stuck anymore, that we have escaped a local minimum, but that regards
the inference process, not necessarily the learning process (although it can certainly
help it).

3 High-Level Abstractions and Deep Architectures

Deep architectures [3] are parametrized families of functions which can be used to
model data using multiple levels of representation. In deep neural networks, each
level is associated with a group of neurons (which in the brain could correspond to an
area, such as areas V1, V2 or IT of the visual cortex). During sensory perception in
animal brains, information travels quickly from lower (sensory) levels to higher (more
abstract) levels, but there are also many feedback connections (going from higher
to lower levels) as well as lateral connections (between neurons at the same level).
Each neuron or group of neurons can be thought of as capturing a concept or feature
or aspect, and being activated when that concept or feature or aspect is present in the
sensory input, or when the model is generating an internal configuration (a “thought”
or “mental image”) that includes that concept or feature or aspect. Note that very
few of these features actually come to our consciousness, because most of the inner
workings of our brains are not directly accessible (or rarely so) to our consciousness.
Note also that a particular linguistic concept may be represented by many neurons or
groups of neurons, activating in a particular pattern, and over different levels (in fact
so many neurons are activated that we can see whole regions being activated with
brain imaging, even when a single linguistic concept is presented as stimulus). These
ideas were introduced as central to connectionist approaches [19, 20, 37] to cognitive
science and artificial neural networks, with the concept of distributed representa-
tion: what would in most symbolic systems be represented by a single “on/off” bit
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(e.g., the symbol for ’table’ is activated) is associated in the brain with a large number
of neurons and groups of neurons being activated together in a particular pattern. In
this way, concepts that are close semantically, i.e., share some attributes (e.g. repre-
sented by a group of neurons), can have an overlap in their brain representation, i.e.,
their corresponding patterns of activation have “on” bits in many of the same places.

3.1 Efficiency of Representation

Deeper architectures can be much more efficient in terms of representation of
functions (or distributions) than shallow ones, as shown with theoretical results where
for specific families of functions a too shallow architecture can require exponentially
more resources than necessary [3–5, 7, 16, 17, 47]. The basic intuition why this can
be true is that in a deep architecture there is re-use of parameters and sharing of
sub-functions to build functions. We do not write computer programs with a single
main program: instead we write many subroutines (functions) that can call other sub-
routines, and this nested re-use provides not only flexibility but also great expressive
power. However, this greater expressive power may come at the price of making the
learning task a more difficult optimization problem. Because the lower-level features
can be used in many ways to define higher-level features, the interactions between
parameters at all levels makes the optimization landscape much more complicated. At
the other extreme, many shallow methods are associated with a convex optimization
problem, i.e., with a single minimum of the training criterion.

3.2 High-Level Abstractions

We call high-level abstraction the kind of concept or feature that could be computed
efficiently only through a deep structure in the brain (i.e., by the sequential application
of several different transformations, each associated with an area of the brain or large
group of neurons). An edge detector in an image seen by the eye can be computed by
a single layer of neurons from raw pixels, using Gabor-like filters. This is a very low-
level abstraction. Combining several such detectors to detect corners, straight line
segments, curved line segments, and other very local but simple shapes can be done
by one or two more layers of neurons, and these can be combined in such a way as to
be locally insensitive to small changes in position or angle. Consider a hierarchy of
gradually more complex features, constructing detectors for very abstract concepts
which are activated whenever any stimulus within a very large set of possible input
stimuli are presented. For a higher-level abstraction, this set of stimuli represents
a highly-convoluted set of points, a highly curved manifold. We can picture such
a manifold if we restrict ourselves to a very concrete concept, like the image of a
specific object (the digit 4, as in Fig. 2) on a uniform background. The only factors
that can vary here are due to object constancy; they correspond to changes in imaging
geometry (location and orientation of the object with respect to the eye) and lighting,
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Fig. 2 Example of a simple manifold in the space of images, associated with a rather low-level
concrete concept, corresponding to rotations and shrinking of a specific instance of the image of a
drawn digit 4. Each point on the manifold corresponds to an image which is obtained by rotating
or translating or scaling another image on the manifold. The set of points in the manifold defines a
concrete concept associated with the drawing of a 4 of a particular shape irrespective of its position,
angle and scale. Even learning such simple manifolds is difficult, but learning the much more
convoluted and higher-dimensional manifolds of more abstract concepts is much harder

and we can use mathematics to help us make sense of such manifolds. Now think
about all the images which can elicit a thought of a more abstract concept, such as
“human”, or even more abstract, all the contexts which can elicit a thought of the
concept “Riemann integral”. These contexts and images associated with the same
high-level concept can be very different from each other, and in many complicated
ways, for which scientists do not know how to construct the associated manifolds.
Some concepts are clearly higher-level than others, and often we find that higher-level
concepts can be defined in terms of lower-level ones, hence forming a hierarchy which
is reminiscent of the kind of hierarchy that we find current deep learning algorithms
to discover [31]. This discussion brings us to the formulation of a hypothesis about
high-level abstractions and their representation in brains.

Deep Abstractions Hypothesis. Higher-level abstractions in brains are repre-
sented by deeper computations (going through more areas or more computa-
tional steps in sequence over the same areas).
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4 The Difficulty of Training Deep Architectures

There are a number of results in the machine learning literature that suggest that
training a deeper architecture is often more difficult than training a shallow one,
in the following sense. When trying to train all the layers together with respect to
a joint criterion such as the likelihood of the inputs or the conditional likelihood
of target classes given inputs, results can be worse than when training a shallow
model, or more generally, one may suspect that current training procedures for deep
networks underuse the representation potential and the parameters available, which
may correspond to a form of underfitting5 and inability at learning very high-level
abstractions.

4.1 Unsupervised Layer-Wise Pre-training

The first results of that nature appear in [6, 36], where the same architecture gives
very different results depending on the initialization of the network weights, either
purely randomly, or based on unsupervised layer-wise pre-training. The idea of the
layer-wise pre-training scheme [6, 22, 23, 36] is to train each layer with an unsu-
pervised training criterion, so that it learns a new representation, taking as input the
representation of the previous layer. Each layer is thus trained in sequence one after
the other. Although this is probably not biologically plausible as such, what would be
plausible is a mechanism for providing an unsupervised signal at each layer (group
of neurons) that makes it learn to better capture the statistical dependencies in its
inputs. That layer-local signal could still be combined with a global training cri-
terion but might help to train deep networks if there is an optimization difficulty
in coordinating the training of all layers simultaneously. Another indication that a
layer-local signal can help to train deep networks came from the work of [46], where
the unsupervised layer-local signal was combined with a supervised global signal
that was propagated through the whole network. This observation of the advantage
brought by layer-local signals was also made in the context of purely unsupervised
learning of a deep stochastic network, the Deep Boltzmann Machine [38]. By pre-
training each layer as a Restricted Boltzmann Machine (RBM)6 before optimizing a
Deep Boltzmann Machine (DBM) that comprises all the levels, the authors are able
to train the DBM, whereas directly training it from random initialization was prob-
lematic. We summarize several of the above results in the deep learning literature
with the following Observation O1: training deep architectures is easier if hints are
provided about the function that intermediate levels should compute [3, 22, 38, 46].
This is connected to an even more obvious Observation O2, from the work on

5 Although it is always possible to trivially overfit the top two layers of a deep network by memo-
rizing patterns, this may still happen with very poor training of lower levels, corresponding to poor
representation learning.
6 Which ignores the interaction with the other levels, except for receiving input from the level below.
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Fig. 3 Effect of depth on generalization error, without layer-wise unsupervised pre-training (left)
and with (right). The training problem becomes more difficult for deeper nets, and using a layer-
local cue to initialize each level helps to push the difficulty a bit farther and improve error rates

artificial neural networks: it is much easier to teach a network with supervised learn-
ing (where we provide it examples of when a concept is present and when it is not
present in a variety of examples) than to expect unsupervised learning to discover
the concept (which may also happen but usually leads to poorer renditions of the
concept).

4.2 More Difficult for Deeper Architectures and More Abstract
Concepts

Another clue to this training difficulty came in later studies [15, 30] showing that
directly training all the layers together would not only make it difficult to exploit
all the extra modeling power of a deeper architecture but would actually get worse
results7 as the number of layers is increased, as illustrated in Fig. 3. We call this
Observation O3.

In [15] we went further in an attempt to understand this training difficulty and
studied the trajectory of deep neural networks during training, in function space.
Such trajectories are illustrated in Fig. 4. Each point in the trajectory corresponds
to a particular neural network parameter configuration and is visualized as a two-
dimensional point as follows. First, we approximate the function computed by a
neural network non-parametrically, i.e., by the outputs of the function over a large
test set (of 10,000 examples). We consider that two neural networks behave similarly
if they provide similar answers on these test examples. We cannot directly use the
network parameters to compare neural networks because the same function can be
represented in many different ways (e.g., because permutations of the hidden neuron

7 Results got worse in terms of generalization error, while training error could be small thanks to
capacity in the top few layers.



3 Evolving Culture Versus Local Minima 121

indices would yield the same network function). We therefore associate each network
with a very long vector containing in its elements the concatenation of the network
outputs on the test examples. This vector is a point in a very high-dimensional
space, and we compute these points for all the networks in the experiment. We
then learn a mapping from these points to 2-dimensional approximations, so as to
preserve local (and sometimes global) structure as much as possible, using non-linear
dimensionality reduction methods such as t-SNE [45] or Isomap [44]. Figure 4 allows
us to draw a number of interesting conclusions:

1. Observation O4. No two trajectories end up in the same local minimum. This
suggests that the number of functional local minima (i.e. corresponding to dif-
ferent functions, each of which possibly corresponding to many instantiations
in parameter space) must be huge.

2. Observation O5. A training trick (unsupervised pre-training) which changes
the initial conditions of the descent procedure allows one to reach much better
local minima, and these better local minima do not appear to be reachable by
chance alone (note how the regions in function space associated with the two
“flowers” have no overlap at all, in fact being at nearly 90 ◦ from each other in
the high-dimensional function space).

Starting from the Local Descent Hypothesis, Observation O4 and Observation
O5 bring us to the formulation of a new hypothesis regarding not only artificial neural
networks but also humans:

Local Minima Hypothesis. Learning in a single human learner is limited by
effective local minima.

We again used the phrase “single human learner” because later in this chapter we
will hypothesize that a collection of human learners and the associated evolution of
their culture can help to get out of what would otherwise be effective local minima.

Combining the above observations with the worse results sometimes observed
when training deeper architectures (Observation O3, discussed above), we come to
the following hypothesis.

Deeper Harder Hypothesis. The detrimental effect of effective local minima
tends to be more pronounced when training deeper architectures (by an opti-
mization method based on iteratively descending the training criterion).

Finally, the presumed ability of deeper architectures to represent higher-level
abstractions more easily than shallow ones (see [3] and discussion in Sect. 3.1) leads
us to a human analogue of the Deeper Harder Hypothesis, which refines the Local
Minima Hypothesis:
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Fig. 4 Two-dimensional non-linear projection of the space of functions visited by artificial neural
networks during training. Each cross or diamond or circle represents a neural network at some
stage during its training, with color indicating its age (number of examples seen), starting from
blue and moving towards red. Networks computing a similar function (with similar response to
similar stimuli) are nearby on the graph. Top figure uses t-SNE for dimensionality reduction (insists
on preserving local geometry) while the bottom figure uses Isomap (insists on preserving global
geometry and volumes). The vertical crosses (top figure) and circles (bottom figure) are networks
trained from random initialization, while the diamonds (top figure) and rotated crosses (bottom
figure) are networks with unsupervised pre-training initialization
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Abstractions Harder Hypothesis. A single human learner is unlikely to dis-
cover high-level abstractions by chance because these are represented by a deep
sub-network in the brain.

Note that this does not prevent some high-level abstractions to be represented in a
brain due to innate programming captured in the genes, and again the phrase single
human learner excludes the effects due to culture and guidance from other humans,
which is the subject of the next section.

5 Brain to Brain Transfer of Information to Escape Local
Minima

If the above hypotheses are true, one should wonder how humans still manage to
learn high-level abstractions. We have seen that much better solutions can be found
by a learner if it is initialized in an area from which gradient descent leads to a
good solution, and genetic material might provide enough of a good starting point
and architectural constraints to help learning of some abstractions. For example, this
could be a plausible explanation for some visual abstractions (including simple face
detection, which newborns can do) and visual invariances, which could have had the
chance to be discovered by evolution (since many of our evolutionary ancestors share
a similar visual system). Recent work on learning algorithms for computer vision
also suggest that architectural constraints can greatly help performance of a deep
neural network [27], to the point where even random parameters in the lower layers
(along with appropriate connectivity) suffice to obtain reasonably good performance
on simple object recognition tasks.

5.1 Labeled Examples as Hints

However, many of the abstractions that we master today have only recently (with
respect to evolutionary scales) appeared in human cultures, so they could not have
been genetically evolved: each of them must have been discovered by at least one
human at some point in the past and then been propagated or improved as they were
passed from generation to generation. We will return later to the greater question of the
evolution of ideas and abstractions in cultures, but let us first focus on the mechanics
of communicating good synaptic configurations from one brain to another. Because
we have a huge number of synapses and their values only make sense in the context
of the values of many others, it is difficult to imagine how the recipe for defining
individual abstractions could be communicated from one individual to another in a
direct way (i.e. by exchanging synaptic values). Furthermore, we need to ask how
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Fig. 5 Illustration of the communication between brains, typically through some language, in a way
that can give hints to higher levels of one brain of how the concepts are represented in higher levels
of another brain. Both learners see shared input X , and say that A produces an utterance (from its
language related areas) that is strongly associated with A’s high-level state of mind as a representation
of X . B also sees this utterance as an input (that sets B’s current linguistic representation units), that
it tries to predict from its internal representations of X . Turns may change with B speaking and A
listening, so that both get a sense of the explanation of X that the other is forming in its respective
state of mind

the hypothesized mechanism could help to escape effective local minima faced by a
single learner.

The main insight to answering this question may come from Observation O1
and Observation O2. Training a single hidden layer neural network (supervised or
unsupervised) is much easier than training a deeper one, so if one can provide a
hint as to the function that deeper layers (corresponding to higher-level abstractions)
should capture, then training would be much easier. In the extreme, specifying how
particular neurons should respond in specific instances is akin to supervised learning.

Based on these premises, the answer that we propose relies on learning agents
exchanging bits of information in the presence of a shared percept. Communicating
about the presence of a concept in a sensory percept is something that humans do,
and benefit from since their youngest age. The situation is illustrated in Fig. 5.

5.2 Language for Supervised Training

A very simple schema that would help to communicate a concept8 from one brain to
another is one in which there are many encounters between pairs of learners. In each
of them, two learners are faced with a similar percept (e.g., they both see the same
scene) and they exchange bits of information about it. These bits can for example be

8 i.e., communicate the concept as a function that associates an indicator of its presence with all
compatible sensory configurations.
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indicators of the presence of high-level concepts in the scene. These indicators may
reflect the neural activation associated with these high-level concepts. In humans,
these bits of information could be encoded through a linguistic convention that helps
the receiver of the message interpret them in terms of concepts that it already knows
about. One of the most primitive cases of such a communication scenario could
occur with animal and human non-verbal communication. For example, an adult
animal sees a prey that could be dangerous and emits a danger signal (that could be
innate) that a young animal could use as a supervised training signal to associate the
prey to danger. Imitation is a very common form of learning and teaching, prevalent
among primates, and by which the learner associates contexts with corresponding
appropriate behavior. A richer form of communication, which would already be
useful, would require simply naming objects in a scene. Humans have an innate
understanding of the pointing gesture that can help identify which object in the scene
is being named. In this way, the learner could develop a repertoire of object categories
which could become handy (as intermediate concepts) to form theories about the
world that would help the learner to survive better. Richer linguistic constructs involve
the combination of concepts and allow the agents to describe relations between
objects, actions and events, sequences of events (stories), causal links, etc., which
are even more useful to help a learner form a powerful model of the environment.

This brings us to another hypothesis, supported by Observation O2 and Obser-
vation O1 and following from the Abstractions Harder Hypothesis:

Guided Learning Hypothesis. A human brain can much more easily learn high-
level abstractions if guided by the signals produced by other humans, which act
as hints or indirect supervision for these high-level abstractions.

This hypothesis is related to much previous work in cognitive science, such as for
example cognitive imitation [42], which has been observed in monkeys, and where
the learner imitates not just a vocalization or a behavior but something more abstract
that corresponds to a cognitive rule.

5.3 Learning by Predicting the Linguistic Output of Other Agents

How can a human guide another? By encouraging the learner to predict the “labels”
that the teacher verbally associates with a given input configuration X . In the schema
of Fig. 5, it is not necessary for the emitter (who produces the utterance) to directly
provide supervision to the high-level layers of the receiver (who receives the com-
munication and can benefit from it). An effect similar to supervised learning can
be achieved indirectly by simply making sure that the receiver’s brain include in
its training criterion the objective of predicting what it observes, which includes
not just X but also the linguistic output of the emitter in the context of the shared
input percept. In fact, with attentional and emotional mechanisms that increase the
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importance given to correctly predicting what other humans say (especially those
with whom we have an affective connection), one would approach even more the
classical supervised learning setting. Since we have already assumed that the training
criterion for human brains involves a term for prediction or maximum likelihood,
this could happen naturally, or be enhanced by innate reinforcement (e.g. children
pay particular attention to the utterances of their parents). Hence the top-level hid-
den units h of the receiver would receive a training signal that would encourage h
to become good features in the sense of being predictive of the probability distrib-
ution of utterances that are received (see Fig. 5). This would be naturally achieved
in a model such as the Deep Boltzmann Machine so long as the higher-level units
h have a strong connection to “language units” associating both speech heard (e.g.,
Wernicke’s area) and speech produced (e.g., Broca’s area), a state of affairs that is
consistent with the global wiring structure of human brains. The same process could
work for verbal or non-verbal communication, but using different groups of neurons
to model the associated observations. In terms of existing learning algorithms one
could for example imagine the case of a Deep Boltzmann Machine [39]: the linguis-
tic units get ’clamped’ by the external linguistic signal received by the learner, at
the same time as the lower-level sensory input units get ’clamped’ by the external
sensory signal X , and that conditions the likelihood gradient received by the hid-
den units h, encouraging them to model the joint distribution of linguistic units and
sensory units.

One could imagine many more sophisticated communication schemes that go
beyond the above scenario. For example, there could be a two-way exchange of
information. It could be that both agents can potentially learn something from the
other in the presence of the shared percept. Humans typically possess different views
on the world and the two parties in a communication event could benefit from a two-
way exchange. In a sense, language provides a way for humans to summarize the
knowledge collected by other humans, replacing “real” examples by indirect ones,
thus increasing the range of events that a human brain could model. In that context,
it would not be appropriate to simply copy or clone neural representations from
one brain to another, as the learner must somehow reconcile the indirect examples
provided by the teacher with the world knowledge already represented in the learner’s
brain. It could be that there is no pre-assigned role of teacher (as emitter) and student
(as receiver), but that depending on the confidence demonstrated by each agent for
each particular percept, one pays more or less attention to the communicated output
of the other. It could be that some aspects of the shared percept are well mastered
by one agent but not the other, and vice-versa. Humans have the capability to know
that some aspect of a situation is surprising (they would not have predicted it with
high probability) and then they should rationally welcome “explanations” provided
by others. A way to make the diffusion of useful knowledge more efficient is for
the communicating agents to keep track of an estimated degree of “authority” or
“credibility” of other agents. One would imagine that parents and older individuals
in a human group would by default get more credit, and one of the products of
human social systems is that different individuals acquire more or less authority and
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credibility. For example, scientists strive to maximize their credibility through very
rigorous communication practices and a scientific method that insists on verifying
hypotheses through experiments designed to test them.

5.4 Language to Evoke Training Examples at Will

Even more interesting scenarios that derive from linguistic abilities involve our ability
to evoke an input scene. We do not need to be in front of danger to teach about it. We
can describe a dangerous situation and mention what is dangerous about it. In this
way, the diffusion of knowledge about the world from human brains to other human
brains could be made even more efficient.

The fact that verbal and non-verbal communication between animals and humans
happens through a noisy and very bandwidth-limited channel is important to keep in
mind. Because very few bits of information can be exchanged, only the most useful
elements should be communicated. If the objective is only to maximize collective
learning, it seems that there is no point in communicating something that the receiver
already knows. However, there may be other reasons why we communicate, such as
for smoothing social interactions, acquiring status or trust, coordinating collective
efforts, etc.

Note that it is not necessary for the semantics of language to have been defined a
priori for the process described here to work. Since each learning agent is trying to
predict the utterances of others (and thus, producing similar utterances in the same
circumstances), the learning dynamics should converge towards one or more lan-
guages which become attractors for the learning agents: the most frequent linguistic
representation of a given percept X among the population will tend to gradually
dominate in the population. If encounters are not uniformly random (e.g., because
the learning agents are geographically located and are more likely to encounter spa-
tially near neighbors), then there could be multiple attractors simultaneously present
in the population, i.e., corresponding to multiple spatially localized languages.

5.5 Connection with Curriculum Learning

The idea that learning can be improved by guiding it, by properly choosing the
sequence of examples seen by the learner, was already explored in the past. It was
first proposed as a practical way to train animals through shaping [34, 41], as a way to
ease simulated learning of more complex tasks [8, 14, 29] by building on top of easier
tasks. An interesting hypothesis introduced in [8] is that a proper choice of training
examples can be used to approximate a complex training criterion9 fraught with
local minima with a smoother one (where, e.g., only prototypical examples need to

9 The training criterion is here seen as a function of the learned parameters, as a sum of an error
function over a training distribution of examples.
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be shown to illustrate the “big picture”). Gradually introducing more subtle examples
and building on top of the already understood concepts is typically done in pedagogy.
Bengio et al. [8] propose that the learner goes through a sequence of gradually more
difficult learning tasks, in a way that corresponds in the optimization literature to a
continuation method or an annealing method, allowing one to approximately discover
global minima (or much better local minima), as illustrated in Fig. 6. Interestingly, it
was recently observed experimentally that humans use a form of curriculum learning
strategy (starting from easier examples and building up) when they are asked to teach
a concept to a robot [28]. Khan et al. [28] also propose a statistical explanation why
a curriculum learning strategy can be more successful, based on the uncertainty that
the learner has about the relevant factors explaining the variations seen in the data. If
these theories are correct, an individual learner can be helped (to escape local minima
or converge faster to better solutions) not only by showing examples of abstractions
not yet mastered by the learner, but also by showing these well-chosen examples in
an appropriate sequence. This sequence corresponds to a curriculum that helps the
learner build higher-level abstractions on top of lower-level ones, thus again defeating
some of the difficulty believed to exist in training a learner to capture higher-level
abstractions.

6 Memes, Crossover, and Cultural Evolution

In the previous section we have proposed a general mechanism by which knowledge
can be transmitted between brains, without having to actually copy synaptic strengths,
instead taking advantage of the learning abilities of brains to transfer concepts via
examples. We hypothesized that such mechanisms could help an individual learner
escape an effective local minimum and thus construct a better model of reality, when
the learner is guided by the hints provided by other agents about relevant abstractions.
But the knowledge had to come from another agent. Where did this knowledge arise
in the first place? This is what we discuss here.

6.1 Memes and Evolution from Noisy Copies

Let us first step back and ask how “better10” brains could arise. The most plausible
explanation is that better brains arise due to some form of search or optimization (as
stated in the Optimization Hypothesis), in the huge space of brain configurations
(architecture, function, synaptic strengths). Genetic evolution is a form of parallel
search (with each individual’s genome representing a candidate solution) that occurs
on a rather slow time-scale. Cultural evolution in humans is also a form of search, in

10 “better” in the sense of the survival value they provide, and how well they allow their owner to
understand the world around them. Note how this depends on the context (ecological and social
niche) and that there may be many good solutions.
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Fig. 6 A general strategy to reduce the impact of local minima is followed in continuation methods
and simulated annealing. The idea is to consider a sequence of optimization problems that start
with an easier one for which it is easy to find a global optimum (not corresponding to solving the
actual problem of interest, though), with the sequence of problems ending up in the problem of
interest, each time starting at the solution previously found with an easier problem and tracking local
minima along the way. It was hypothesized [3] and demonstrated with artificial neural networks
that following a curriculum could help learners thus find better solutions to the learning problem of
interest

the space of ideas or memes [12]. A meme is a unit of selection for cultural evolution.
It is something that can be copied from one mind to another. Like for genes, the
copy can be imperfect. Memes are analogous to genes in the context of cultural
evolution [13]. Genes and memes have co-evolved, although it appears that cultural
evolution occurs on a much faster scale than genetic evolution. Culture allows brains
to modify their basic program and we propose that culture also allows brains to go
beyond what a single individual can achieve by simply observing nature. Culture
allows brains to take advantage of knowledge acquired by other brains elsewhere
and in previous generations.

To put it all together, the knowledge acquired by an individual brain combines
four levels of adaptation: genetic evolution (over hundreds of thousands of years or
more), cultural evolution (over dozens, hundreds or thousands of years), individual
learning and discovery (over minutes, hours and days) and inference (fitting the state
of mind to the observed perception, over split seconds or seconds). In all four cases,
a form of adaptation is at play, which we hypothesize to be associated with a form of
approximate optimization, in the same sense as stated in the Optimization Hypoth-
esis. One can also consider the union of all four adaptation processes as a global form
of evolution and adaptation (see the work of [21] on how learning can guide evolu-
tion in the style of Baldwinian evolution). Whereas genetic evolution is a form of
parallel search (many individuals carry different combinations and variants of genes
which are evaluated in parallel) and we have hypothesized that individual learning
is a local search performing an approximate descent (Local Descent Hypothesis),
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Fig. 7 Illustration of parallel search in the space of synaptic configurations by a population of
learners. Some learners start from configurations which happen to lead to a better solution when
descending the training criterion

what about cultural evolution? Cultural evolution is based on individual learning,
on learners trying to predict the behavior and speech output of individuals, as stated
in the Guided Learning Hypothesis. Even though individual learning relies on a
local descent to gradually improve a single brain, when considering the graph of
interactions between humans in an evolving population, one must conclude that cul-
tural evolution, like genetic evolution, is a form of parallel search, as illustrated in
Fig. 7.

The most basic working principle of evolution is the noisy copy and it is also at
work in cultural evolution: a meme can be noisily copied from one brain to another,
and the meme can sometimes be slightly modified in the process.11 A meme exists in
a human’s brain as an aspect of the dynamics of the brain’s neural network, typically
allowing the association of words in language (which are encoded in specific areas of
the brain) with high-level abstractions learned by the brain (which may be encoded in
other cortical areas, depending the semantics of the meme). The meme is activated
when neural configurations associated with it arise, and different memes are also
connected to each other in the sense of having a high probability of being associated
together and echoing each other through thoughts, reasoning, or planning.

Selective pressure then does the work of exponentially increasing the presence
of successful memes in the population, by increasing the chances that a successful
meme be copied in comparison with a competing less successful meme. This may
happen simply because a useful meme allows its bearer to survive longer, commu-

11 Remember that a meme is copied in a process of teaching by example which is highly stochastic,
due to the randomness in encounters (in which particular percepts serve as examples of the meme)
and due to the small number of examples of the meme. This creates a highly variable randomly
distorted version of the meme in the learner’s brain.
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nicate with more individuals, or because better ideas are promoted.12 With genetic
evolution, it is necessary to copy a whole genome when the individual bearing it
is successful. Instead, cultural evolution in humans has mechanisms to evaluate an
individual meme and selectively promote it. Good ideas are more likely to be the
subject of discussion in public communication, e.g., in the public media, or even
better in scientific publications. Science involves powerful mechanisms to separate
the worth of a scientist from the worth of his or her ideas (e.g. through independent
replication of experimental results or theoretical proofs, or through blind reviewing).
That may explain why the pace of evolution of ideas has rapidly increased since
the mechanisms for scientific discovery and scientific dissemination of memes have
been put in place. The fact that a good idea can stand on its own and be selected for
its own value means that the selective pressure is much more efficient because it is
less hampered by the noisy evaluation that results when fitness is assigned to a whole
individual, that integrates many memes and genes.

In this context the premium assigned to novelty in some cultures, in particular in
scientific research, makes sense as it favors novel memes that are farther away from
existing ones. By increasing the degree of exploration through this mechanism, one
might expect that it would yield more diversity in the solutions explored, and thus
more efficient search (finding good ideas faster) may be achieved with appropriate
amounts of this premium for novelty.

6.2 Fast-Forward with Divide-and-Conquer from Recombination

But if evolution only relied on the noisy copy principle, then it could only speed-up
search at best linearly with respect to the number of individuals in a population.
Instead of trying N random configurations with N individuals and picking the best
by selective pressure, a population with M > N individuals would discover a good
selection M/N times faster in average. This is useful but we hypothesize that it would
not be enough to make a real dent in the optimization difficulty due to a huge number
of poor effective local minima in the space of synaptic configurations. In fact, evolu-
tion has discovered an evolutionary mechanism which can yield much larger speed-
ups, and is based on sexual reproduction in the case of genetic evolution. With sexual
reproduction, we have an interaction between two parent individuals (and their asso-
ciated candidate configurations), and we mix some of the genes of one with some of
the genes of the other in order to create new combinations that are not near-neighbors
of either parent. This is very different from a simple parallel search because it can
explore new configurations beyond local variations around the randomly initialized
starting stock. Most importantly, a recombination operator can combine good, previ-
ously found, sub-solutions. Maybe your father had exceptionally good genes for eyes
and your mother exceptionally good genes for ears, and with about 25 % probability

12 Selfish memes [12, 13] may also strive in a population: they do not really help the population
but they nonetheless maintain themselves in it by some form of self-promotion or exploiting human
weaknesses.
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you could get both, and this may confer you with an advantage that no one had had
before. This kind of transformation of the population of candidate configurations
is called a crossover operator in the genetic algorithms literature [24]. Crossover
is a recombination operator: it can create new candidate solutions by combining
parts of previous candidate solutions. Crossover and other operators that combine
existing parts of solutions to form new candidate solutions have the potential for
a much greater speed-up than simple parallelized search based only on individual
local descent (noisy copy). This is because such operators can potentially exploit a
form of divide-and-conquer, which, if well done, could yield exponential speed-up.
For the divide-and-conquer aspect of the recombination strategy to work, it is best
if sub-solutions that can contribute as good parts to good solutions receive a high
fitness score. As is well known in computer science, divide-and-conquer strategies
have the potential to achieve an exponential speedup compared to strategies that
require blindly searching through potential candidate solutions (synaptic configura-
tions, here). The exponential speedup would be achieved if the optimization of each
of the combined parts (memes) can be done independently of the others. In practice,
this is not going to be the case, because memes, like genes, only take value in the
context and presence of other memes in the individual and the population.

The success rate of recombination is also important i.e., what fraction of the
recombination offsprings are viable? The encoding of information into genes has a
great influence on this success rate as well as on the fitness assigned to good sub-
solutions. We hypothesize that memes are particularly good units of selection in
these two respects: they are by definition the units of cultural information that can be
meaningfully recombined to form new knowledge. All these ideas are summarized
in the following hypothesis.

Memes Divide-and-Conquer Hypothesis. Language, individual learning, and
the recombination of memes constitute an efficient evolutionary recombination
operator, and this gives rise to rapid search in the space of memes, that helps
humans build up better high-level internal representations of their world.

6.3 Where Do New Ideas Come from?

Where do completely new ideas (and memes) emerge? According to the views stated
here, they emerge from two intertwined effects. On the one hand, our brain can eas-
ily combine into new memes different memes which it inherited from other humans,
typically through linguistic communication and imitation. On the other hand, such
recombination as well as other creations of new memes must arise from the opti-
mization process taking place in a single learning brain, which tries to reconcile
all the sources of evidence that it received into some kind of unifying theory. This
search is local in parameter space (synaptic weights) but can involve a stochastic
search in the space of neuronal firing patterns (state of mind). For example, in a
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Boltzmann machine, neurons fire randomly but with a probability that depends on
the activations of other connected neurons, and so as to explore and reach more plau-
sible “interpretations” of the current and past observations (or “planning” for future
actions in search for a sequence of decisions that would give rise to most beneficial
outcomes), given the current synaptic strenghts. In this stochastic exploration, new
configurations of neuronal activation can randomly arise and if these do a better job
of explaining the data (the observations made), then synaptic strengths will change
slightly to make these configurations more likely in the future. This is already how
some artificial neural networks learn and “discover” concepts that explain their input.
In this way, we can see “concepts” of edges, parts of face, and faces emerge from a
deep Bolzmann machine that “sees” images of faces [31].

What this means is that the recombination operator for memes is doing much
more than recombination in the sense of cutting and pasting parts together. It does
that but it is also possible for the new combinations to be optimized in individual
brains (or even better, by groups who create together) so as to better fit the empirical
evidence that each learner has access to. This is related to the ideas in [21] where
a global search (in their case evolution) is combined with a local search (individual
learning). This has the effect of smoothing the fitness function seen by the global
search, by allowing half-baked ideas (which would not work by themselves) to be
tuned into working ones.

7 Conclusion and Future Work

To summarize, motivated by theoretical and empirical work on Deep Learning, we
developed a theory starting from the hypothesis that high-level abstractions are diffi-
cult to learn because they need to be represented with highly non-linear computation
associated with enough levels of representation, and that this difficulty corresponds
to the learner getting stuck around effective local minima. We proposed and argued
that other learning agents can provide new examples to the learner that effectively
change the learner’s training criterion into one where these difficult effective local
minima can be avoided. This happens because the communications from other agents
can provide a kind of indirect supervision to higher levels of the brain, which makes
the task of discovering explanatory factors of variation (i.e., modeling the rest of the
observed data) much easier. Furthermore, this brain-to-brain communication mech-
anism allows brains to recombine nuggets of knowledge called memes. Individual
learning corresponds to searching for such recombinations and other variations of
memes that are good at explaining the data observed by learners. In this way, new
memes are created that can be disseminated in the population if other learning agents
value them, creating cultural evolution. Like genetic evolution, cultural evolution
efficiently searches (in the space of memes, rather than genes) thanks to parallelism,
noisy copying of memes, and creative recombination and optimizations of memes.
We hypothesize that this phenomenon provides a divide-and-conquer advantage that
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yields much greater speedup in the optimization performed, compared to the linear
speedup obtained simply from parallelization of the search across a population.

A lot more needs to be done to connect the above hypotheses with the wealth of data
and ideas arising in the biological and social sciences. They can certainly be refined
and expanded into more precise statements. Of central importance to future work
following up on this chapter is how one could go and test these hypotheses. Although
many of these hypotheses agree with common sense, it would be worthwhile verifying
them empirically, to the extent this is possible. It is also quite plausible that many
supporting experimental results from neuroscience, cognitive science, anthropology
or primatology already exist that support these hypotheses, and future work should
cleanly make the appropriate links.

To test the Optimization Hypothesis would seem to require estimating a criterion
(not an obvious task) and verifying that learning improves it in average. A proxy
for this criterion (or its relative change, which is all we care about, here) might be
measurable in the brain itself, for example by measuring the variation in the presence
of reward-related molecules or the activity of neurons associated with reward. The
effect of learning could be tested with a varying number of training trials with respect
to a rewarding task.

If the Optimization Hypothesis is considered true, testing the additional assump-
tions of the Local Descent Hypothesis is less obvious because it is difficult to mea-
sure the change in synaptic strengths in many places. However, a form of stability of
synaptic strengths is a sufficient condition to guarantee that the optimization has to
proceed by small changes.

There is already evidence for the Deep Abstraction Hypothesis in the visual and
auditory cortex, in the sense that neurons that belong to areas further away from the
sensory neurons seem to perform a higher-level function. Another type of evidence
comes from the time required to solve different cognitive tasks, since the hypothesis
would predict that tasks requiring computation for the detection of more abstract
concepts would require longer paths or more “iterations” in the recurrent neural
network of the brain.

The Local Minima Hypothesis and the Abstractions Harder Hypothesis are
ethically difficult to test directly but are almost corollaries of the previous hypotheses.
An indirect source of evidence may come from raising a primate without any contact
with other primates nor any form of guidance from humans, and measure the effect
on operational intelligence at different ages. One problem with such an experiment
would be that other factors might also explain a poor performance (such as the effect
of psychological deprivation from social support, which could lead to depression and
other strong causes of poor decisions), so the experiment would require a human that
provides warmth and caring, but no guidance whatsoever, even indirectly through
imitation. Choosing a more solitary species such as the orangutan would make more
sense here (to reduce the impacts due to lack of social support). The question is
whether the tested primate could learn to survive as well in the wild as other primates
of the same species.

The Guided Learning Hypothesis could already be supported by empirical evi-
dence of the effect of education on intelligence, and possibly by observations of
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feral (wild) children. The important point here is that the intelligence tests chosen
should not be about reproducing the academic knowledge acquired during education,
but about decisions where having integrated knowledge of some learned high-level
abstractions could be useful to properly interpret a situation and take correspond-
ingly appropriate decisions. Using computational simulations with artificial neural
networks and machine learning one should also test the validity of mechanisms for
“escaping” local minima thanks to “hints” from another agent.

The Memes Divide-and-Conquer Hypothesis could probably be best tested by
computational models where we simulate learning of a population of agents that can
share their discoveries (what they learn from data) by communicating the high-level
abstractions corresponding to what they observe (as in the scenario of Sect. 5 and
Fig. 5). The question is whether one could set up a linguistic communication mech-
anism that would help this population of learners converge faster to good solutions,
compared to a group of isolated learning individuals (where we just evaluate a group’s
intelligence by the fitness, i.e. generalization performance, of the best-performing
individual after training). Previous computational work on the evolution of language
is also relevant, of course. If such algorithms would work, then they could also be
useful to advance research in machine learning and artificial intelligence, and take
advantage of the kind of massive and loose parallelism that is more and more avail-
able (to compensate for a decline in the rate of progress of the computing power
accessible by a single computer core). This type of work is related to other research
on algorithms inspired by the evolution of ideas and culture (see the Wikipedia entry
on Memetic Algorithms and [25, 26, 33]).

If many of these hypotheses (and in particular this last one) are true, then we
should also draw conclusions regarding the efficiency of cultural evolution and how
different social structures may influence that efficiency, i.e., yield greater group intel-
ligence in the long run. Two main factors would seem to influence this efficiency:
(1) the efficiency of exploration of new memes in the society, and (2) the rate of
spread of good memes. Efficiency of exploration in meme-space would be boosted
by a greater investment in scientific research, especially in high-risk high potential
impact areas. It would also be boosted by encouraging diversity it all its forms because
it would mean that individual humans explore a less charted region of meme-space.
For example, diversity would be boosted by a non-homogeneous education system,
a general bias favoring openness to new ideas and multiple schools of thought (even
if they disagree), and more generally to marginal beliefs and individual differences.
The second factor, the rate of spread of good memes, would be boosted by com-
munication tools such as the Internet, and in particular by open and free access to
education, information in general, and scientific results in particular. The investment
in education would probably be one of the strongest contributors of this factor, but
other interesting contributors would be social structures making it easy for every
individual to disseminate useful memes, e.g., to publish on the web, and the opera-
tion of non-centralised systems of rating what is published (whether this is scientific
output or individual blogs and posts on the Internet), helping the most interesting
new ideas to bubble up and spread faster, and contributing both to diversity of new
memes and more efficient dissemination of useful memes. Good rating systems could
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help humans to detect selfish memes that “look good” or self-propagate easily for
the wrong reasons (like cigarettes or sweets that may be detrimental to your health
even though many people are attracted to them), and the attempts at objectivity and
replicability that scientists are using may help there.
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Chapter 4
Learning Sparse Features
with an Auto-Associator

Sébastien Rebecchi, Hélène Paugam-Moisy and Michèle Sebag

Abstract A major issue in statistical machine learning is the design of a
representation, or feature space, facilitating the resolution of the learning task at
hand. Sparse representations in particular facilitate discriminant learning: On the
one hand, they are robust to noise. On the other hand, they disentangle the factors of
variation mixed up in dense representations, favoring the separability and interpreta-
tion of data. This chapter focuses on auto-associators (AAs), i.e. multi-layer neural
networks trained to encode/decode the data and thus de facto defining a feature space.
AAs, first investigated in the 80s, were recently reconsidered as building blocks for
deep neural networks. This chapter surveys related work about building sparse rep-
resentations, and presents a new non-linear explicit sparse representation method
referred to as Sparse Auto-Associator (SAA), integrating a sparsity objective within
the standard auto-associator learning criterion. The comparative empirical valida-
tion of SAAs on state-of-art handwritten digit recognition benchmarks shows that
SAAs outperform standard auto-associators in terms of classification performance
and yield similar results as denoising auto-associators. Furthermore, SAAs enable
to control the representation size to some extent, through a conservative pruning of
the feature space.
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1 Introduction

A major issue in statistical machine learning is the design of a representation, or
feature space, facilitating the resolution of the learning task at hand. For instance,
binary supervised learning often considers linear hypotheses, although a hyper-plane
actually separating the two classes seldom exists for real-world data (non-separable
data). A standard approach thus consists of mapping the initial input space onto a
usually high-dimensional feature space, one favoring data separability. The feature
space can be (i) explicitly defined using hand-crafted features; (ii) implicitly defined
using the so-called kernel trick [32]; (iii) automatically learned by optimizing a crite-
rion involving the available data. In the former two cases, the feature space ultimately
relies on the user’s expertise and involves a trial-and-error process, particularly so
when dealing with high-dimensional data (e.g. images). In the third case, the feature
space optimization considers either a linear search space (dictionary learning [26])
or a non-linear one, through neural networks.

This chapter focuses on the trade-off between the expressiveness and the com-
putational efficiency of non-linear feature space optimization. On the one hand,
non-linear functions can be represented more efficiently and compactly (in terms of
number of parameters) by iteratively composing non-linear functions, defining deep
architectures where each layer defines a more complex feature space elaborated
on the basis of the previous one [3]. Indeed, the principle of hierarchically orga-
nized representations—corresponding to increasing levels of abstraction—is appeal-
ing from a cognitive perspective [31]. The direct optimization of deep architectures,
however, raises severe challenges in a supervised setting: while the standard back-
propagation of the gradient is effective for shallow neural architectures, the gradient
information is harder to exploit when the number of layers increases. The break-
through of deep neural architectures since the mid-2000s [4, 15] relies on a new
training principle, based on the layer-wise unsupervised training of each layer. Note
that the specific layer training depends on the particular setting, involving restricted
Boltzmann machines [15], auto-associators [4] or convolutional networks [22, 25].
Only at a later stage is the pre-trained deep neural network architecture optimized
(fine-tuned) using a supervised learning criterion (Fig. 1). The chapter focuses on
feature space optimization within the auto-associator-based deep neural network
setting.

Formally, an auto-associator (AA) is a one-hidden layer neural network imple-
menting an encoding-decoding process [5, 13]. The AA is trained by backpropaga-
tion to reconstruct the instances in the dataset. Its hidden layer thus defines a feature
space. In the context of deep networks, this first feature-based representation of the
data is used to feed another AA, which is likewise trained as an encoder/decoder,
thus defining a second layer feature space. The process is iterated in a layer-wise
manner, thus defining a deep neural architecture. At each layer, the feature space can
be assessed from its coding/decoding performance, a.k.a. the average reconstruction
error or accuracy on the one hand, and its size or complexity on the other hand. As
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Fig. 1 Layer-wise training scheme of deep neural networks (e.g. stacked auto-associators or stacked
RBMs) and overall fine-tuning

might be expected, the quality of k-th layer feature space dictates the quality of the
(k + 1)-th layer feature space, specifically so in terms of reconstruction error.

The sparsity of the feature space, that is, the fact that the coding of each
data instance involves only a few features, is highly desirable for several reasons
[3, 10, 28]. Firstly, sparse representations offer a better robustness w.r.t. the data
noise. Secondly, they facilitate the interpretation of the data by disentangling the
factors of variations mixed up in dense representations, and thus favor the linear
separability of the data. Along this line, the complexity of the feature space might
be assessed from its sparsity, i.e. the average number of features that are actively
involved in example coding.

Formally, let x denote an instance in R
n , let y → R

m denote its mapping onto the
feature space. Feature i (i = 1 . . . m) is said to be active in y iff its cancelling out
significantly decreases the ability to reconstruct x from y. Sparse coding, involving
a low percentage of active features on average from the data, has been intensively
studied in the last decade in relation with compressed sensing [6], signal decomposi-
tion [7] and dictionary learning [26]. The presented approach, referred to as Sparse
Auto-Associator (SAA), focuses on integrating a sparsity-inducing approach within
the auto-associator framework.

The chapter is organized as follows. Section 2 presents several points of view
related to learning sparse representations. The domain of sparse feature space learn-
ing has been advancing at a fast pace in the recent years, and the present chapter has
no intention of presenting an exhaustive survey. The standard auto-associator model
and its best known variant, the denoising auto-associator (DAA), are introduced in
Sect. 3. Section 4 describes the proposed SAA algorithm, based on an alternate non-
linear optimization process enforcing both accuracy and sparsity criteria. The Sparse
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Auto-Associator is experimentally validated in Sect. 5 and discussed in Sect. 6.
Section 7 summarizes the contributions and presents some perspectives on non-linear
learning of sparse features.

2 Learning Sparse Representations of Data

Originated from signal processing, the sparse coding domain aims at expressing
signals using a (given or learned) dictionary. This section briefly reviews some recent
work related to sparse coding, in particular within the field of neural networks.

2.1 Dictionary-Based Sparse Coding

Sparse coding of an (n-dimensional) raw data signal x refers to the attempt at finding
a linear decomposition of x using a small number of atoms of a given dictionary D.
Formally, D is a (n ×m) real matrix, its m columns vectors D≥j denoting the atoms of
the dictionary. The sparse code y is obtained by solving a combinatorial optimization
problem, minimizing its L0-norm ∝.∝0 subject to the reconstruction constraint:

min
y→Rm

∝y∝0 subject to x =
m⎛

j=1

(D≥j y j ), (1)

where y j denotes the j-th entry of y. An approximate resolution of Eq. (1) is yielded
by the greedy Orthogonal Matching Pursuit (OMP) algorithm [30], subject to upper
bounding ∝y∝0.

A convex relaxation of Eq. (1) is obtained by replacing the L0-norm by the L1-
norm and minimizing a weighted sum of the reconstruction loss and the sparsity:

min
y→Rm

⎝
⎜⎞

⎠⎠⎠⎠⎠⎠
x −

m⎛
j=1

(D≥j y j )

⎠⎠⎠⎠⎠⎠

2

2

+ λ ∝y∝1


⎟ , (2)

where λ > 0 is the trade-off parameter, ∝.∝1 and ∝.∝2 denote the L1-norm and L2-
norm, respectively. The minimization problem defined by Eq. (2) is known as Basis
Pursuit (BP) denoising [7]. Under some conditions [9], the unique solution of Eq. (2)
also is a solution of Eq. (1).

In both cases the objective is to find an approximate decomposition of x involving
a small number of atoms of D. The level of activity of D≥j relative to x is |y j |.
Cancelling the entry j , i.e. ignoring D≥j in the reconstruction process, consists in
setting y j to 0, thus incurring some additional reconstruction loss, the level of which
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increases with |y j |. Cancelling entries with very low levels of activity clearly entails
a small loss of accuracy.

As a given dictionary may not provide every example with a sparse decomposition,
it is natural to optimize the dictionary depending on the available examples [1, 26].
If sparsity is measured w.r.t. L1-norm then dictionary learning for sparse coding is
achieved by solving the following joint optimization problem:

min
D→Rn×m ,y→Rm×l

(
∝x − DY∝2

2 + λ

l⎛
k=1

∝Y≥k∝1

)
, (3)

with l the number of training examples, x the (n × l) real matrix storing the training
examples in columns and y the (m × l) real matrix storing the sparse representation
of the k-th training example X≥k in its k-th column Y≥k.

Besides the general merits of sparse coding, mentioned in Sect. 1, sparse dic-
tionary coding features specific strengths and weaknesses. On the positive side,
the minimization-based formulation in Eq. (3) yields a variable-size representation,
since some examples may be reconstructed from very few dictionary atoms (i.e.active
components) while other examples may require many more dictionary atoms. On the
negative side, dictionary learning defines an implicit and computationally expensive
sparse coding; formally, each new x requires a BP optimization problem (Eq. (2))
to be solved to find the associated code y. A second limitation of sparse dictionary
learning is to be restricted to linear coding.

2.2 Sparse Coding within a Neural Network

Aimed at overcoming both above limitations of dictionary learning, several neural
network-based architectures have been defined to achieve sparse coding through
considering additional learning criteria. The main merit of this is to yield a non-
linear coding, directly computable for unseen patterns without solving any additional
optimization problem. Another merit of such models is to accommodate the iterative
construction of sparse non-linear features within a Deep Network architecture.

As already mentioned, sparse coding within the deep learning framework is a hot
topic. While not an exhaustive review of the state of the art, this section summarizes
the main four directions of research, which will be discussed comparatively to the
proposed approach in Sect. 6.2.

Gregor and LeCun use a supervised approach to enforce sparse coding, where
each input example is associated its optimal sparse representation (obtained through
conventional dictionary-based methods). The neural encoder is trained to approxi-
mate this optimal code [12]. The proposed architecture interestingly involves a local
competition between encoding neurons; specifically, if two (sets of neurons) can
reconstruct an input equally well, the algorithm activates only one of them and deac-
tivates the other.
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Another strategy for encouraging sparse codes in a neuron layer is to apply back-
propagation learning with an activation function that naturally favors sparsity, such
as proposed by Glorot et al. with the so-called rectifying functions [10]. Rectify-
ing neurons are considered more biologically plausible than sigmoidal ones. From
the engineering viewpoint, rectifying neurons can be used in conjunction with an
additional constraint, such as L1-norm regularization, to further promote sparsity.
Rectifying functions however raise several computational issues, adversely affecting
the gradient descent used for optimization. The authors propose several heuristics to
tackle these issues.

Lee et al. augment the Restricted Boltzmann Machine (RBM) learning rule [15] by
setting a temporal sparsity constraint on each individual encoding neuron [24]. This
constraint requires the average value ρ of encoding neuron activations to be close
to the minimum of the activation ρ̂i of each encoding neuron ni . In other words,
each encoding neuron is forced to be active for a small number of input examples
only. By limiting the average activity of each neuron, this selectivity property tends
to favor the code sparsity, as it makes it unlikely that many encoding neurons are
active for many examples. In particular, a method for updating selectivity consists
in minimizing the cross-entropy loss between ρ and ρ̂i [14].

Goh et al. propose another modification to the RBM learning rule in order to
simultaneously favor both the sparsity and the selectivity of the model [11]. The
method consists in computing a matrix M which stores the training example com-
ponents in its columns and the encoding neuron activations in its rows, so that the
selectivity (resp. sparsity) property can be evaluated horizontally (resp. vertically).
M is modified in order to fit some target distribution P before updating the model. P
encodes the prior knowledge about the problem domain: e.g. for image datasets, the
authors consider a distribution P which is positively skewed with heavy tails, since
similar characteristics of activity distribution for both selectivity and sparsity have
been observed from recordings in biological neural networks. Notably, this approach
requires batch learning.

After briefly introducing auto-associator (AA) learning for the sake of complete-
ness (Sect. 3), the rest of the chapter will present a new way of enforcing sparsity
within AA learning (Sect. 4) and report on its comparative validation (Sect. 5).

3 Auto-Associator and Denoising Auto-Associator

The AA model, auto-associator a.k.a. auto-encoder, is a two-layer neural network
trained for feature extraction [5, 13].

The first layer is the encoding layer or encoder and the second layer is the decoding
layer or decoder. Given an input example x, the goal of an AA is to compute a code
y from which x can be recovered with high accuracy, i.e. to model a two-stage
approximation to the identity function:
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Fig. 2 The training scheme
of an AA. The features y are
learned to encode the input
x and are decoded into x̂ in
order to reconstruct x

⎧⎨
⎩

y = f E(x) = aE(WEx + bE),

x̂ = f D(y) = aD(WDy + bD),

x̂ ⊂ x,

(4)

where f E and f D denote the function computed by the encoder and decoder,
respectively. Parameters are the weight matrices, bias vectors and activation func-
tions, respectively denoted by ΦE = {WE, bE} and aE for the encoder, and
ΦD = {WD, bD} and aD for the decoder. The weight matrix WD is often (although
not necessarily) the transpose of WE. Since the target output of an AA is the same
as its input, the decoder output dimension (number of neurons) equals the encoder
input dimension.

The training scheme of an AA (Fig. 2) consists in finding parameters Φ = ΦE√ΦD

(weights and biases) that minimize a reconstruction loss on a training dataset S, with
the following objective function:

φ(Φ) =
⎛
x→S

L(x, f D ⇒ f E(x)), (5)

where L denotes the loss function.
An AA is usually trained by gradient descent, applying standard back-propagation

of error derivatives [29] with x as target. Depending on the nature of the input
examples,L can either be the traditional squared error or the cross-entropy for vectors
of valued in [0, 1] interpreted as probabilities:

squared_error(x, x̂) =
n⎛

i=1

(x̂i − xi )
2, (6)

cross-entropy(x, x̂) =
n⎛

i=1

[
xi log(x̂i ) + (1 − xi ) log(1 − x̂i )

]
. (7)

With a linear encoding activation function aE, an AA actually emulates principal
component analysis [2]. When using non-linear aE (e.g. a sigmoid function), an AA
can learn more complex representations and has the ability to capture multi-modal
aspects of the input distribution [17].
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Fig. 3 The training scheme
of a DAA. Input components
modified by the corruption
process are marked with a ⇔
cross

The denoising auto-associator (DAA) model is an AA variant that aims to remove
input noise, in addition to extracting a non-linear feature space [33]. To achieve the
denoising goal, the training example fed to a DAA is a corrupted version x̃ of x.
There exist many ways of corrupting x. The simplest corruption rule proceeds by
cancelling out some uniformly selected components of x. DAA thus involves an
additional hyper-parameter compared to AA, namely the input corruption rate ν.
The training scheme of a DAA is illustrated in Fig. 3.

The objective function is optimized by back-propagation, as in an AA:

φD(Φ) =
⎛
x→S

L(x, f D ⇒ f E(x̃)) with x̃ = corrupt(x). (8)

Compared to the standard AA, the DAA learning rule forces the encoding layer to
learn more robust features of the inputs, conducive to a better discriminative power.
DAA learning can be thought of as manifold learning: the encoding layer maps the
corrupted examples as close as possible to the manifold of the true examples.

4 Sparse Auto-Associator

The proposed sparse auto-associator (SAA) differs from standard AA only in that
its learning rule is modified to favor sparse representations on the encoding (hidden)
layer.

In numerical analysis and signal processing, a sparse vector is traditionally defined
as a vector with small L0-norm, i.e. involving few non-zero components. In the
following, an encoder representation will be termed sparse iff it involves few active
neurons, where an active neuron is one with activation value close to the maximum
of the activation function. For instance, if aE = tanh then the encoding neuron ni is
considered maximally active for x if yi = 1 and maximally inactive for x if yi = −1.

In contrast with [12], we do not require any training example x to be provided
with its target optimal sparse representation ỹ to achieve sparse encoding through
supervised learning. The working assumption used in the following is that the code y,
learned using standard AA to encode input x constitutes a non-sparse approximation
of the desired sparse ỹ. Accordingly, one aims at recovering ỹ by sparsifying y, i.e.by
cancelling out the least active encoding neurons (setting their activity to the minimal
activation value, e.g. −1 if aE = tanh). As summarized in Algorithm 1, for each
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Fig. 4 The training scheme of an SAA. Code components modified by the sparsification process
are marked with a ∈ cross

input x, SAA alternates the standard accuracy-driven weight update, aimed at the
reconstruction of x, and a sparsity-driven weight update applied to the encoding layer
only, with x as input and ỹ as target output (Fig. 4).

SAA thus iteratively and alternatively optimizes the accuracy and the sparsity
of the encoder, as follows. Let us denote by x(t) the training example fed to the
AA at time t in an online learning setting and y(t) the representation computed
by the encoding layer once the AA has been trained with the previous examples
x(1), . . . , x(t−1). By alternatively applying an accuracy optimization step followed
by a sparsity optimization step for each example, it is expected that the level of
sparsity of y(t) will increase with t , until code y consistently yields a “sufficiently
sparse” approximation of ỹ. At such a point, y reaches a high level of sparsity while
it still enables to reconstruct x with high accuracy, and the encoding layer achieves
a good compromise between coding sparsity and accuracy.

Algorithm 1: SAA alternate optimization learning rule.

for several epochs (training examples presented in random order) do1

foreach training example x(t) do2

Accuracy-driven learning rule: perform one step back-propagation for updating ΦE3

and ΦD with x(t) as input and x(t) as target
(see Fig.4, left);4

Run a forward pass on the encoding layer of the AA with x(t) as input to compute y(t);5

Sparsify y(t) to obtain ỹ(t);6
Sparsity-driven learning rule: perform one step back-propagation on the encoding7

layer only, for updating ΦE with x(t) as input and ỹ(t) as target 10mm (see Fig.4,
right);

The criterion for the accuracy-driven learning rule (line 3 in Algorithm 1) is the
same as the AA criterion (Eq. (5)):

φS,accuracy(Φ) = φ(Φ) =
⎛
x→S

L(x, f D ⇒ f E(x)), (9)
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Fig. 5 The training scheme of an SDAA. Input components modified by the corruption process
are marked with a ⇔ cross and code components modified by the sparsification process are marked
with a ∈ cross

whereas the criterion for the sparsity-driven learning rule (line 6) only regards the
encoding parameters:

φS,sparsity(ΦE) =
⎛
x→S

L( f E(x), ỹ) with ỹ = sparsify ⇒ f E(x). (10)

Several sparsification rules have been considered to map y onto ỹ (line 5 of
Algorithm 1). The first two rules are deterministic, parameterized from a fixed num-
ber of neurons, or a fixed activation threshold. Formally, the first one proceeds by
cancelling out the α neurons with lowest activity, while the second one cancels out all
neurons with activation less than threshold τ . For instance, for τ = 0 and aE = tanh,
then ỹi = −1 if yi is negative and ỹi = yi otherwise. A third sparsification rule
proceeds stochastically, where the probability of canceling out an entry increases as
its activation decreases, e.g. P(ỹi = −1) = (e1−yi − 1)/(e2 − 1).

By construction, the deterministic size-driven sparsification rule results in a sparse
coding with the same size for all examples, which might over-constrain the sparse
coding solution. Indeed, many datasets involve examples with different information
content: some examples may need a large number of active neurons to be well
represented while some may only need a small number. The last two sparsification
rules achieve a variable-size coding.

In summary, the SAA framework involves the same hyper-parameters as the stan-
dard AA (chiefly the back-propagation learning rate), plus one hyper-parameter
controlling the sparsification step (line 5 of Algorithm 1), respectively α (for the
size-driven sparsification rule) or τ (for the threshold-driven sparsification rule).

Note also that integrating the sparsification steps within a denoising auto-
associator is straightforward, by replacing the AA update rule (line 3 of Algorithm 1)
with the DAA update rule, thus yielding a hybrid model referred to as sparse DAA
(SDAA). The training scheme of an SDAA is illustrated in Fig. 5, where the accuracy
and sparsity criteria are derived from Eq. (8) and Eq. (10) as follows:

φSD,accuracy(Φ) = φD(Φ) =
⎛
x→S

L(x, f D ⇒ f E(x̃)), (11)
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Fig. 6 Images of a digit in
class “8”, taken from each
dataset: MNIST-basic (left),
MNIST-bg-rand (middle) and
MNIST-bg-img (right)

φSD,sparsity(ΦE) = φS,sparsity(ΦE) =
⎛
x→S

L( f E(x), ỹ). (12)

The computational complexity of all above schemes (AA, DAA, SAA and SDAA)
are O(n × m) per training example, with n the input dimension and m the number
of encoding neurons.

5 Experiments

This section reports on the experimental validation of the sparse auto-associator
(SAA) and the sparse denoising auto-associator (SDAA), comparatively to the stan-
dard and denoising auto-associators (AA and DAA). After describing the experimen-
tal setting, the section discusses the trade-off between the size of the feature space
and the predictive accuracy of the classifier built on this feature space.

5.1 Experimental Setting

All experiments have been carried out on three handwritten digit recognition, variants
of the original MNIST dataset built by LeCun and Cortes.1 These variants due to
Larochelle et al. [20],2 differ from the original MNIST by the background image
(Fig. 6):

• MNIST-basic: white digits on a uniform black background;
• MNIST-bg-rand: white digits on a random grey-level background;
• MNIST-bg-img: white digits on grey-level natural images as a background.

Notably, MNIST-basic is a far more challenging learning problem than MNIST
due to its reduced size (10,000 example training set; 2,000 example validation set
and 50,000 example test set). Each dataset involves 10 classes, where each example
is given as a (28 × 28) grey-level pixel image and processed as a vector in R

784,

1 Original MNIST database: http://yann.lecun.com/exdb/mnist/.
2 MNIST variants site: http://www.iro.umontreal.ca/~lisa/twiki/bin/view.cgi/Public/MnistVari-
ations.

http://yann.lecun.com/exdb/mnist/
http://www.iro.umontreal.ca/~lisa/twiki/bin/view.cgi/Public/Mnist Vari-ations
http://www.iro.umontreal.ca/~lisa/twiki/bin/view.cgi/Public/Mnist Vari-ations
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by scrolling the image in a left-to-right top-to-bottom fashion and recording each
visited pixel.

Let C , X train, Xval, X test, L train, Lval and L test be defined as follows:

• C = {1, . . . , c} is the set of class labels, with c the number of classes (c = 10 for
all datasets);

• X train is the sequence of training examples x(k), train → R
n ;

• L train is the sequence of the class label l(k),train → C for each x(k),train;
• Xval is the sequence of validation examples x(k), val → R

n ;
• Lval is the sequence of the respective class label l(k),val → C ;
• X test is the sequence of test examples x(k), test → R

n ;
• L test is the sequence of the respective class label l(k),test → C .

All AA variants will be comparatively assessed on the basis of their discriminant
power and their feature space dimension.

5.2 Discriminant Power

The discriminant power of an AA variant is measured as the predictive accuracy
of a classifier learned from the feature space built from this AA variant, along the
following procedure:

1. Unsupervised learning: from (X train, Xval) train an AA, a DAA, an SAA and
an SDAA, respectively denoted by A, AD, AS and ASD;

2. Classifier building: from A, AD, AS and ASD respectively, initialize the two-
layer neural network classifiers N , ND, N S and N SD by removing the decoders
and plugging c neurons at the output of the encoders, one for each class;

3. Supervised fine-tuning: from (X train, Xval) and (L train, Lval) train N , ND, N S

and N SD;
4. Performance measuring: from X test and L test estimate the classification accu-

racy of N , ND, N S and N SD.

Figure 7 comparatively displays the auto-associator architecture A and the asso-
ciated multi-layer classifier N . With architecture A, the AA is trained to build a
feature space by reconstructing its inputs on its output neurons. With architecture N ,
the feature space is further trained by back-propagation to yield the class associated
to the AA inputs, using c output neurons (one for each class).

The unsupervised feature extraction training phase and the supervised classifier
training phase (steps 1 and 3 of the above procedure) each involve 50 epochs of
stochastic back-propagation over X train and Xval, with the squared error as loss
function. At each epoch the examples are presented in random order. The encoding
dimension m of each AA variant has been set equal to the input dimension n, i.e.
m = 784 neurons in the encoding layer.

The activation function is tanh. The bias are initialized to 0 while the weights are
randomly initialized following the advice in [23]. The sparsification heuristics is the
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Fig. 7 From an auto-associator A (left) to the corresponding classifier N (right)

Table 1 Hyper-parameter range tested through the grid-search procedure

Name Candidate values Models

Learning rate η 0.0001, 0.0005, 0.001, All AA variants and
0.005, 0.01, 0.05, 0.1, 0.5 all classifier variants

Input corruption rate ν 0, 0.1, 0.2, 0.4 DAA and SDAA

one with the threshold3 (Sect. 4) where the threshold is set to 0. In other words, all
features with negative values are set to −1 (the minimum value of tanh). For inputs
normalized in [−1, 1], the input corruption process inAD andASD consists in setting
independently each input entry to −1 with probability ν.

The values of the back-propagation learning rate η and input corruption rate ν
have been selected by grid-search, where each hyper-parameter setting is assessed
from 10 runs (with different weight initialization and example ordering), learning on
X train and evaluating the performance on Xval. By consistency, both training phases
(steps 1 and 3 ) use the same η value. The candidate hyper-parameter values are
reported in Table 1.

Table 2 displays the classification error rates averaged over 10 independent runs.
Note that in some cases, the best ν value is 0, resulting in identical results for AA and
DAA, or SAA and SDAA. On all datasets, SAA is shown to significantly4 improve
on AA in terms of predictive accuracy. The feature space built by AS thus seems
to capture discriminant features better than the standard A. It must be emphasized
that both feature spaces have same size, are trained using unsupervised learning and
only differ in the sparsity step. These results suggest that the SAA approach does
take practical advantage of one of the more appealing theoretical assets of sparse
representations, namely their tendency to favor class separability compared to dense
representations.

Secondly, it is observed that DAA, SAA and SDAA do not offer any significant
difference regarding their predictive accuracies. A tentative interpretation for this fact
goes as follows. The denoising and sparsification heuristics respectively involved in

3 The probabilistic sparsification heuristics has been experimented too and found to yield similar
results (omitted for the sake of brevity).
4 All statistical tests are heteroscedastic bilateral T tests. A difference is considered significant if
the p-value is less than 0.001.
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Table 2 Mean and standard deviation of the classification error rate when the encoding dimension
is set to the input dimension

Dataset Error rate (%)
AA DAA SAA SDAA

MNIST-basic 4.49 (0.06) 3.87 (0.04) 3.98 (0.09) 3.98 (0.08)
MNIST-bg-rand 22.4 (0.10) 19.5 (0.09) 19.5 (0.23) 19.5 (0.23)
MNIST-bg-img 25.6 (0.37) 23.6 (0.15) 23.4 (0.57) 23.0 (0.43)

Table 3 Mean and standard deviation of the classification error rate and encoding dimension as
obtained by removing useless neurons after AS or ASD training

Dataset Reduced encoding dimension Error rate (%)
SAA SDAA SAA SDAA

MNIST-basic 719 (7.9) 757 (7.7) 3.96 (0.07) 4.00 (0.16)
MNIST-bg-rand 634 (9.9) 634 (9.9) 19.3 (0.29) 19.3 (0.29)
MNIST-bg-img 248 (12.0) 761 (5.0) 23.3 (0.36) 23.0 (0.43)

DAA and SAA aim at comparable properties (namely coding robustness), although
through different ways. It seems that both ways are incompatible, in the sense that they
cannot be combined effectively. This interpretation is confirmed as the best ν value
selected for SDAA is close to 0 (0 or .1) whereas it is clearly higher for DAA (.2 or .4):
SDAA in such different conditions almost coincides with DAA. In other words, the
standard AA can hardly achieve at the same time a low reconstruction error, a good
robustness to noise, and sparsity. Further investigation could be performed to search
how the denoising and sparsity heuristics could be made more compatible through
simultaneously adjusting the input corruption rate and the sparsification threshold.

5.3 Pruning the Feature Space

It is natural to investigate whether all features in the feature space are active, i.e. if
there exist some encoding neurons which are never active during the unsupervised
SAA training. Such features could be removed from the feature space at no cost in
terms of reconstruction error, i.e. they would enable a pruning of the feature space—
although there is no evidence naturally that sparsity would favor such a pruning.

The pruning of the feature space has been investigated through considering an
additional pruning step on the top of learning the encoding layer of AS and ASD.
Formally, the pruning phase proceeds by removing all neurons whose activity is
consistently negative over all training examples. The approach considers the same
hyper-parameter values as previously selected by grid-search on AS and ASD.

The relevance of the pruning heuristics is empirically demonstrated in Table 3.
While the pruning heuristics strictly reduces the original feature space dimension
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Table 4 Mean and standard deviation of the classification error rate when the encoding dimension
is determined by the mean one obtained by the SAA in the previous experiment (see Table 3)

Dataset Encoding Error rate (%)
dimension AA DAA

MNIST-basic 719 4.53 (0.19) 3.80 (0.07)
MNIST-bg-rand 634 22.0 (0.07) 19.4 (0.20)
MNIST-bg-img 248 25.9 (0.22) 25.9 (0.22)

(set to m = n = 784 in all experiments), it does not hinder the predictive accuracy
(comparatively to Table 2). In other words, the neurons which have been removed
along the pruning step did not convey discriminant information and/or could not be
efficiently recruited in the supervised learning stage.

It can be observed that the efficiency of the pruning heuristics significantly varies
depending on the datasets, that is, depending on the background image. A constant
background (MNIST-basic, 719 features on average) entails more active features
than a random one (MNIST-bg-rand, 634 features on average) and considerably
more than a non-random one (MNIST-bg-img, 248 features on average). A tentative
interpretation for this result is that, the more informative the background, the larger
the number of neurons trained to reconstruct the background patterns, and conse-
quently the smaller the number of neurons trained to reconstruct the digit patterns.
The variability of the background patterns, higher than those of the digit patterns,
might explain why background-related neurons are more often silenced than the oth-
ers. Further investigation is required to confirm or infirm this conjecture, analyzing
the internal state of the AS and ASD architectures.

Interestingly, the pruning heuristics is ineffective in the SDAA case, where the
feature space dimension tends to be constant. This observation both confirms that
the sparsity and the denoising heuristics hardly cooperate together, as discussed in
the previous subsection. It also suggests that the sparsity heuristics is more flexible
to take advantage of the input data structure.

Notably, the pruning heuristics can be seen as a particular case of the common
sparsity profile constraint [27] involved in the dictionary learning field (Sect. 1),
penalizing the use of atoms which are seldom used.

For the sake of completeness, let us investigate how AA or DAA would withstand
the reduction of the feature space dimension as yielded by the pruning heuristics
above. The comparative assessment proceeds by setting the size of the coding layer
to the reduced mΓ obtained as above. The hyper-parameters are set by grid-search,
on the same candidate values (Table 1).

As shown in Table 4, the feature space reduction adversely affects the AA and DAA
accuracy, particularly so in the case of the MNIST-bg-img dataset. The fact that AA
and DAA yield the same accuracy is due to the fact that ν = 0. Indeed, the case of
an information-rich background makes it more difficult for DAA to achieve a low
reconstruction error and a high predictive accuracy, all the more so as the noise rate is
high. Overall, it is suggested that the DAA strategy is more demanding than the SAA
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one in terms of the size of the feature space, as the former comprehensively aims at
coping with all encountered noise patterns in the example, whereas the latter follows
a destructive strategy ignoring all weak patterns in the features. These antagonistic
goals might further explain why the two strategies can hardly be combined.

6 Discussion

As mentioned in Sect. 1, the main contribution of this chapter has been to present
(Sects. 4 and 5) a sparsity-driven procedure to enforce the learning of sparse feature
space in the auto-associator framework. The use of this procedure within the standard
stochastic gradient AA learning procedure, referred to as sparse auto-association,
promotes codes which are both accurate in terms of representation, and sparse in
terms of the low number of encoding neurons activated by an input example on
average. A primary merit of SAA over the more popular sparse dictionary learning
is to yield a non-linear code. A second merit is that this code is explicit and can be
computed for any new example with linear complexity (that is, a feedforward pass
to compute the features, i.e. the hidden layer states), whereas it requires solving an
optimization problem in the dictionary case.

After summarizing the main benefits of SAA w.r.t. its accuracy for classification
purposes and its ability for sparse coding, the method will be viewed in light of the
four directions of research briefly presented in Sect. 2.2.

6.1 Benefits of the Sparse Auto-Associator

Accuracy-wise, SAA yields similar results as the denoising auto-associator on three
well-studied MNIST variants, involving different digit backgrounds (constant, uni-
form, or image-based). Both SAA and DAA significantly improve on AA, which is
explained from the regularization effect of respectively the sparsity- and denoising-
driven procedures. Both procedures implicitly take advantage of the fact that the
data live in a low-dimensional feature space. Uncovering this low-dimensional space
enforces the description robustness.

Interestingly, combining the sparsity- and denoising-driven procedures does
not help: experimentally, SDAA outperforms neither SAA nor DAA. Our tenta-
tive interpretation for this fact, the incompatibility of both procedures, is that the
denoising-driven procedure aims at getting rid of weak perturbation patterns on the
input layer, whereas the sparsity-driven procedure aims at getting rid of weak patterns
in the encoding layer.

Coding-wise, it seems that SAA can be made more efficient than DAA as far
as the size of the feature space is concerned. The pruning heuristics, removing all
features which are never activated by the training examples above a given threshold,
yields a significant reduction of the feature space dimension with no accuracy loss,
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even as it was implemented with a naive activity threshold.5 The use of this pruning
heuristics enables SAA to autonomously adjust the size of the feature space, starting
with a large number of features and pruning the inactive ones after the AA training,
thus yielding a sparse and compressed representation.

Admittedly, the effectiveness of the pruning rule depends on the dataset: exper-
imentally, it is best when the variability of the input patterns is neither too high
(random background) nor too low (constant background). Interestingly, the most
realistic cases (image background) are the most favorable cases, since SAA enables
a 3-fold reduction of the feature space size, actually uncovering the common sparsity
profile of the examples.

A main merit of the pruning heuristics is to yield an appropriate feature space
dimension for a given dataset. A second one, empirically demonstrated, is that it does
preserve the discriminant power of the feature space. Note, however, that directly con-
sidering the same feature space dimension with AA or DAA significantly degrades
the predictive accuracy.

6.2 Comparison with Related Work

Let us discuss the strengths and weaknesses of the SAA framework compared to the
sparse coding neural-based methods, presented in Sect. 2.2. It must first be empha-
sized that all sparse feature learning methods have a quite similar computational cost
that hardly scale up for big data, although recent achievements show that impressive
results can be obtained when increasing the size of the dataset by several orders of
magnitude [8].

On the positive side, SAA does not require any prior knowledge about the prob-
lem domain and the target optimal code, as opposed to [11] and [12]. SAA actually
uncovers the common sparsity profile of the examples, although it does not explic-
itly consider any selectivity property, as opposed to [11]. It accommodates online
learning, also as opposed to [11], through a simple stochastic gradient approach, one
which does not require any indicators about the neurons to be maintained, as opposed
to the average past activity used in [24] and [14]. Importantly, the straightforward
sparsity-driven procedure makes SAA easy to understand and implement, without
requiring any particular trick to make the standard back-propagation procedure to
work, as opposed to [10].

On the negative side, SAA needs to be given theoretical foundations, or could
be related to the theory of biological neuron computation as e.g. [10] or [11]. In
particular, further work will investigate how the sparsity-driven procedure can be
analyzed in terms of ill-posed optimization resolution.

5 Complementary experiments, varying the pruning threshold in a range around 0, yield same
performance (results omitted for brevity).
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7 Conclusion and Perspectives

Focused on sparse and low-dimensional feature coding, this chapter has presented
the new sparse auto-associator framework. The main motivation for this framework
is rooted in information theory, establishing the robustness of sparse code w.r.t. trans-
mission noise. In the field of machine learning, sparse coding further facilitates the
separability of examples, which has made sparse coding a hot topic for the last decade
[6, 9, 27]. These properties of sparse representations have been experimentally con-
firmed in terms of predictive accuracy compared to the standard auto-associator.

SAA should be viewed as an alternative to sparse dictionary learning [26] in
several respects. On the one hand, it provides a non-linear feature space, more easily
able to capture complex data structures than linear coding. On the other hand, while
both SAA and dictionary-based codings are rather costly to be learned, the SAA
coding is explicit and computationally cheap in the generalisation phase: the coding
of a further example is computable by feed-forward propagation, whereas it results
from solving an optimization problem in the dictionary framework.

The SAA approach offers several perspectives for further research. A primary
perspective, inspired from the field of deep learning [3, 19], is to stack SAA in a
layer-wise manner, expectedly yielding gradually more complex and abstract non-
linear features. Preliminary experiments show that the direct stacking of an SAA
however is ineffective as the reconstruction of an already sparse coding derives a
degenerated optimization problem. Further work will be concerned with controlling
and gradually adapting the sparsity level along the consecutive layers, using an
appropriate sparsity criterion and schedule. Another possibility is to alternate SAA
layers, with subsequent pruning, and AA layers, without sparse coding, in layer-wise
building a deep architecture, thus taking inspiration from the alternative stacking of
convolutional and pooling layers promoted by LeCun et al. [18, 21].

Another promising perspective is to see SAA in the light of the dropout procedure
recently proposed by Hinton et al. [16], where some features are randomly omitted
during the back-propagation step. The dropout heuristics assuredly resulted in dra-
matic performance improvements on hard supervised learning problems, a result
attributed to the fact that this random perturbation breaks the spurious coalitions of
features, each covering for the errors of others. Indeed the sparsity-driven procedure,
especially in its stochastic form (Sect. 4) can be viewed as a dropout rule biased
to low-activity neurons. Extensive further experiments are required to see how the
sparsity-driven procedure can be best combined with the many other ingredients
involved in the dropout-based deep neural network architecture.
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Chapter 5
HyperNEAT: The First Five Years

David B. D’Ambrosio, Jason Gauci and Kenneth O. Stanley

Abstract HyperNEAT, which stands for Hypercube-based NeuroEvolution of Aug-
menting Topologies, is a method for evolving indirectly-encoded artificial neural
networks (ANNs) that was first introduced in 2007. By exploiting a unique indirect
encoding called Compositional Pattern Producing Networks (CPPNs) that does not
require a typical developmental stage, HyperNEAT introduced several novel capabil-
ities to the field of neuroevolution (i.e. evolving artificial neural networks). Among
these, (1) large ANNs can be compactly encoded by small genomes, (2) the size
and resolution of evolved ANNs can scale up or down even after training is com-
pleted, and (3) neural structure can be evolved to exploit problem geometry. Five
years after its introduction, researchers have leveraged these capabilities to produce
a broad range of successful experiments and extensions that highlight the potential
for future research to build further on the ideas introduced by HyperNEAT. This
chapter reviews these first 5 years of research that builds upon this approach, and
culminates with thoughts on promising future directions.

1 Introduction

HyperNEAT lies at the intersection of two research areas. One of these, neuroevo-
lution, aims to harness the power of evolutionary computation to evolve artificial
neural networks (ANNs) [33, 39, 82, 96]. The other area, called generative and
developmental systems (GDS), studies how compact encodings can describe large,
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complex structures for the purpose of evolution [11, 13, 50, 83]. Such encodings
are sometimes called indirect encodings because each gene in the encoding does not
map to a single corresponding unit of structure in the phenotype. The hope in both
areas is that evolved artifacts will someday approach the complexity and power of the
products of evolution in nature. At their intersection is the idea that indirect encoding
might aid the evolution of ANNs by leveraging the properties of development.

Before 2006, most indirect encodings worked by triggering a process of develop-
ment that begins with a small embryonic structure that ultimately grows into the final
phenotypic form [13, 32, 50, 60, 64, 74, 83]. The connection between development
on the one hand and indirect encoding on the other is intuitive because natural DNA
itself maps to the human or animal phenotype through a process of development that
begins with the egg. However, in 2006 Stanley introduced a new kind of indirect
encoding called a Compositional Pattern Producing Network (CPPN) that does not
require an explicit developmental process to generate patterns [75, 76]. Instead it
encodes patterns through function composition, in effect building spatial patterns out
of the composition of groups of simple functions. Many interesting spatial patterns
(i.e. pictures) were evolved with CPPNs, not least of which were bred by users of
the Picbreeder online service [72, 73]. These patterns exhibit intriguing regulari-
ties reminiscent of patterns seen in nature, such as symmetry and repetition with
variation.

CPPNs were also well-suited to evolving with the existing NeuroEvolution of
Augmenting Topologies (NEAT) algorithm [82] because CPPNs are networks similar
to the ANNs traditionally evolved by NEAT. Thus it was clear that NEAT could
effectively evolve CPPNs that produce interesting patterns in space. However, at the
time that CPPNs were introduced in 2006, the big question occupying our research
group was whether CPPNs could encode connectivity patterns rather than just spatial
patterns. If they could, then all the promising geometric properties of the patterns
generated by CPPNs could also manifest in ANNs.

The question of how to interpret the output of a CPPN as an ANN was perplexing
because there was no obvious way that two-dimensional patterns in space should
describe a set of neural connections. HyperNEAT was the answer to this challenge
[26, 35, 79]. The key realization was that a connectivity pattern is isomorphic to a
spatial pattern in a higher-dimensional space. For example, four-dimensional spatial
patterns can be mapped easily to two-dimensional connectivity patterns. Or, more
generally, a spatial pattern in 2n dimensions can be viewed as a n-dimensional con-
nectivity pattern, where the two sets of n coordinates each represent the two endpoints
of the connection. In effect the connectivity pattern is encoded by a scalar field in
2n dimensions. Such a mapping also preserves all the regularities in the original
four-dimensional pattern; that is, if the four-dimensional spatial pattern exhibits a
regularity, so will the two-dimensional connectivity pattern. Therefore, the solution
to the problem of encoding ANNs with CPPNs is actually simple: The CPPN need
only generate patterns in four dimensions, which means nothing more than adding
two more inputs.

In effect, the CPPN paints a pattern inside a four-dimensional hypercube that is
interpreted as a two-dimensional connectivity pattern. (This principle works between
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six and three dimensions as well, or more generally, between 2n and n dimensions.)
This insight is why the method came to be called “HyperNEAT,” which stands for
Hypercube-based NEAT.

The ability to interpret high-dimensional spatial patterns as networks opened up a
range of novel capabilities for neuroevolution. For example, (1) networks encoded by
CPPNs can be much larger than the CPPNs themselves. In some early experiments,
CPPNs with only dozens of connections describe ANNs with millions [79]. Another
highly unusual capability is that (2) the size or resolution of an evolved ANN can be
increased after evolution yet still work by re-querying the CPPN to regenerate the
ANN at the higher resolution, yielding a new kind of post-training scalability. Also
intriguing is that (3) because CPPNs generate ANNs as functions of the geometry of
their neurons, HyperNEAT in effect sees the geometry of the problem domain and
can learn from that geometry. In other words, HyperNEAT can correlate left-sensors
to left-effectors because it knows they occupy the same side of the network, providing
a powerful new kind of domain knowledge. Thus, just as the neurons in the visual
cortex are arranged in a retinotopic pattern reflecting the positions of photoreceptors
in the retina, HyperNEAT can create neural structures that exploit and reflect the
geometry of their sensors and effectors.

Over the last 5 years, these new capabilities (as well as the ability to indirectly
encode ANNs without an explicit developmental stage) have led to a fertile new
research direction in neuroevolution through indirect encoding. From novel applica-
tions to extensions and enhancements, HyperNEAT has grown during this time into
a more mature method applied and extended by a diversity of researchers. While its
performance in a number of domains is notable, perhaps more important is that it
may serve as a stepping stone to further innovations in the field of neuroevolution. In
the hope of inspiring such continued innovation, this chapter reviews HyperNEAT
and much of the research on it since its inception.

2 Background

This section provides context for HyperNEAT by reviewing some of the key concepts
and approaches that preceded it.

2.1 Generative and Developmental Systems

A key similarity among many neuroevolution methods, including the NEAT method
that preceded HyperNEAT, is that they employ a direct encoding, that is, each part of
the solution’s representation maps to a single piece of structure in the final solution
[33, 39, 82, 96]. Yet direct encodings impose the significant disadvantage that when
the solution contains repeated or similar parts, those parts must be encoded sepa-
rately, and therefore discovered separately. In contrast, in biological genetic encod-
ing the mapping between genotype and phenotype is indirect, which means that the
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phenotype typically contains orders of magnitude more structural components than
the genotype contains genes. For example, a human genome of about 30,000 genes
(about three billion amino acids) encodes a human brain with 100 trillion connec-
tions [28, 29, 53]. Thus the only way to discover structures with trillions of parts may
be through a mapping between genotype and phenotype that translates few dimen-
sions into many, i.e. through an indirect encoding. Because phenotypic structures
often occur in repeating patterns, each time a pattern repeats, the same gene group
can provide the specification. The numerous left/right symmetries of vertebrates
[65, p. 302–303], the receptive fields in the visual cortex [38, 51] and fingers and
toes are examples of repeating patterns in biology.

Inspired by such compression and regularity, HyperNEAT is among a new class
of methods that exploit the power of indirect encoding. In such an encoding, the
description of the solution is compressed such that information can be reused, allow-
ing the final solution to contain more components than the description itself. Indirect
encodings are often motivated by development in biology, in which the genotype
maps to the phenotype indirectly through a process of growth [11, 60, 83]. They
are powerful because they allow solutions to be represented as a pattern of pol-
icy parameters, rather than requiring each parameter to be represented individually.
This capability is the focus of the field called generative and developmental systems
[11, 13, 32, 50, 60, 64, 74, 76, 83]. The remainder of this section reviews the NEAT
method, and then explains the indirect encoding called compositional pattern pro-
ducing networks that is well-suited to NEAT and that ultimately became the basis
for HyperNEAT.

2.2 Neuroevolution of Augmenting Topologies

The NEAT method was first introduced over 5 years before HyperNEAT to evolve
ANNs to solve difficult control and sequential decision tasks through a direct encod-
ing [78, 82, 84]. The basic principles of NEAT, reviewed in this section, are preserved
even as they are extended to work with the indirect encoding in HyperNEAT.

Traditionally, ANNs evolved by NEAT control agents that select actions based on
their sensory inputs. NEAT is unlike many previous methods that evolved neural net-
works, i.e. neuroevolution methods, which historically evolved either fixed-topology
networks [40, 71], or arbitrary random-topology networks [3, 42, 96]. Instead, NEAT
begins evolution with a population of small, simple networks and increases the com-
plexity of the network topology into diverse species over generations, leading to
increasingly sophisticated behavior (Fig. 1). A similar process of gradually adding
new genes has been confirmed in natural evolution [63, 91] and shown to improve
adaptation in a few prior evolutionary [2] and neuroevolutionary [44] approaches.
However, a key feature that distinguishes NEAT from prior work in evolving increas-
ingly complex structures is its unique approach to maintaining a healthy diversity
of structures of different complexity simultaneously, as this section reviews. This
approach has proven effective in a wide variety of domains [1, 45, 46, 48, 49, 56,
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Fig. 1 Complexification in NEAT. The NEAT algorithm begins with simple ANNs with randomly
generated weights. Over evolution, complexity is gradually added to the networks, allowing for
increasingly diverse and sophisticated behaviors

70, 73, 77, 80, 81, 84–87]. Complete descriptions of the NEAT method, including
experiments confirming the contributions of its components, are available in Stanley
and Miikkulainen [82, 84] and Stanley et al. [78].

The NEAT method is based on three key ideas. First, to allow network structures
to increase in complexity over generations, a method is needed to keep track of
which gene is which. Otherwise, it is not clear in later generations which individual is
compatible with which in a population of diverse structures, or how their genes should
be combined to produce offspring. NEAT solves this problem by assigning a unique
historical marking to every new piece of network structure that appears through
a structural mutation. The historical marking is a number assigned to each gene
corresponding to its order of appearance over the course of evolution. The numbers
are inherited during crossover unchanged, and allow NEAT to perform crossover
among diverse topologies without the need for expensive topological analysis.

Second, NEAT speciates the population so that individuals compete primarily
within their own niches instead of with the population at large. Because adding new
structure is often initially disadvantageous, this separation means that unique topo-
logical innovations are protected and therefore have the opportunity to optimize their
structure without direct competition from other niches in the population. NEAT uses
the historical markings on genes to determine to which species different individuals
belong.

Third, many approaches that evolve network topologies and weights begin evo-
lution with a population of random topologies [42, 96]. In contrast, NEAT begins
with a uniform population of simple networks with no hidden nodes, differing only
in their initial random weights. Because of speciation, novel topologies gradually
accumulate over evolution, thereby allowing diverse and complex phenotype topolo-
gies to be represented. No limit is placed on the size to which topologies can grow.
New nodes and connections are introduced incrementally as structural mutations
occur, and only those structures survive that are found to be useful through fitness
evaluations. In effect, then, NEAT searches for a compact, appropriate topology by
incrementally adding complexity to existing structure.

The next section reviews compositional pattern producing networks, which com-
bine later with NEAT to make the HyperNEAT method.
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(a) (b)Pattern Encoding CPPN

Fig. 2 CPPN Encoding. a The CPPN takes arguments x and y, which are coordinates in a two-
dimensional space. When all the coordinates are drawn with an intensity corresponding to the output
of the CPPN, the result is a spatial pattern, which can be viewed as a phenotype whose genotype is
the CPPN. b Internally, the CPPN is a graph that determines which functions are connected. As in
an ANN, the connections are weighted such that the output of a function is multiplied by the weight
of its outgoing connection. The CPPN in (b) actually produces the pattern in (a)

2.3 Compositional Pattern Producing Networks

Before CPPNs and HyperNEAT, indirect encodings ranged from low-level cell chem-
istry simulations to high-level grammatical rewrite systems [83]. CPPNs introduced
a novel abstraction of development (unlike these prior encodings) that can represent
sophisticated repeating patterns in Cartesian space [75, 76]. Unlike most generative
and developmental encodings, CPPNs do not require an explicit simulation of growth
or local interaction, yet still realize their essential functions. CPPNs also happen to
be represented as networks (similarly to ANNs), which makes them particularly
amenable to evolution through NEAT. This section reviews CPPNs, which are aug-
mented in the HyperNEAT method (Sect. 3) to represent the connectivity patterns
of ANNs.

To understand CPPNs, it helps to think of a phenotype as a pattern in space. This
pattern could be anything from a body morphology to a two-dimensional image. This
view of the phenotype as a spatial pattern is useful because it can then be considered
as a function of n dimensions, where n is the number of dimensions in physical
space. For each coordinate in that space, its level of expression is then an output of
the function that encodes the phenotype. Figure 2a shows how a two-dimensional
phenotype can be generated by a function of two parameters (x and y).

Stanley [75, 76] showed how simple canonical functions can be composed to
create an overall network that produces complex regularities and symmetries. Each
component function creates a novel geometric coordinate frame within which other
functions can reside. The main idea is that these simple canonical functions are
abstractions of specific events in development such as establishing bilateral symmetry
(e.g. with a symmetric function such as Gaussian) or the division of the body into
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Fig. 3 CPPN-generated Regularities. Spatial patterns exhibiting a bilateral symmetry, b imperfect
symmetry, and c repetition with variation (notice the nexus of each repeated motif) are depicted.
These patterns demonstrate that CPPNs effectively encode fundamental regularities of several dif-
ferent types

discrete segments (e.g. with a periodic function such as sine). Figure 2b shows how
such a composition can be represented by a network.

Such networks are called compositional pattern producing networks because they
produce spatial patterns by composing basic functions. Unlike ANNs, which often
contain only sigmoid functions (or sometimes Gaussian functions), CPPNs can
include both types of functions and many others. Furthermore,the term artificial
neural network would be misleading in the context of this research because ANNs
were so named to establish a metaphor with a different biological phenomenon,
i.e. the brain. The terminology should avoid making the implication that biological,
thinking brains are in effect the same as developing embryos or genetic encodings. In
this chapter, because CPPNs are ultimately used to encode ANNs in HyperNEAT, it
is especially important to differentiate these concepts.

Through interactive evolution, Stanley [75, 76] demonstrated that CPPNs can
produce spatial patterns with important geometric motifs that are expected from gen-
erative and developmental encodings and seen in nature. Among the most important
such motifs are symmetry (e.g. left-right symmetries in vertebrates), imperfect sym-
metry (e.g. right-hand-ed-ness), repetition (e.g. receptive fields in the cortex [98]),
and repetition with variation (e.g. cortical columns [41]). Figure 3 shows examples
of several such important motifs produced through interactive evolution of CPPNs.

The choice of available activation functions for a CPPN is guided by the desired
motifs. A sigmoid function is typically included in order to support non-linearities
and irregularities. A symmetric function, such as a Gaussian or absolute value can be
used to induce symmetry. Periodic functions such as sine or cosine are included to
facilitate repetition. These types of functions make up the canonical set of available
CPPN functions, but other functions can be added to the set depending on the problem
being solved.

It is fortuitous that CPPNs and ANNs are so similar from a structural perspec-
tive because it means that methods designed to evolve ANNs can also evolve
CPPNs. In particular, the NEAT method is a good choice for evolving CPPNs
because NEAT increases the complexity of evolving networks over generations,
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allowing increasingly elaborate regularities to accumulate. The next section describes
how HyperNEAT combines CPPNs and NEAT to evolve ANNs with geometric
regularities.

3 Method: Hypercube-Based Neuroevolution of Augmenting
Topologies

After CPPNs were first introduced [75, 76], an important challenge remained to
be addressed before HyperNEAT could be realized. It was clear at the time that
CPPNs could encode promising regularities in spatial patterns (such as in Fig. 3),
and that if such regularities could also be realized in the connectivity patterns of
neural networks, a powerful neuroevolution method might result. However, what
was not known was how to best interpret the output of CPPNs to effectively encode
connectivity patterns. That is, the two-dimensional patterns produced in Fig. 3 present
a challenge: How can such spatial patterns describe connectivity? The advantage
of HyperNEAT is that it solved the problem of how to map such spatial patterns
generated by CPPNs to connectivity patterns while simultaneously disentangling
task structure from network dimensionality.

3.1 Mapping Spatial Patterns to Connectivity Patterns

It turns out that there is an effective mapping between spatial and connectivity patterns
that can elegantly exploit geometry. The main idea is to input into the CPPN the
coordinates of the two points that define a connection rather than inputting only the
position of a single point as in Sect. 2.3. The output is then interpreted as the weight
of the connection rather than as the intensity of a point. This way, connections can
be defined in terms of the locations that they connect, thereby taking into account
the network’s geometry.

The CPPN in effect computes a four-dimensional function CPPN
(x1, y1, x2, y2) = w, where the first node is at (x1, y1) and the second node is at
(x2, y2). This formalism returns a weight for every connection between every poten-
tial node in the network, including recurrent connections. By convention in the orig-
inal HyperNEAT, a connection is not expressed if the magnitude of its weight, which
may be positive or negative, is below a minimal threshold wmin . The magnitude of
weights above this threshold are scaled to be between zero and a maximum magni-
tude in the substrate. That way, the pattern produced by the CPPN can represent any
network topology (Fig. 4).

For example, consider a 5 × 5 grid of nodes. The nodes are assigned coordinates
corresponding to their positions within the grid (labeled substrate in Fig. 4), where
(0, 0) is the center of the grid. Assuming that these nodes and their positions are given
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Fig. 4 Hypercube-based Geometric Connectivity Pattern Interpretation. A collection of nodes,
called the substrate, is assigned coordinates that range from −1 to 1 in all dimensions. (1) Every
potential connection in the substrate is queried to determine its presence and weight; the dark
directed lines in the substrate depicted in the figure represent a sample of connections that are
queried. (2) Internally, the CPPN (which is evolved by NEAT) is a graph that determines which
activation functions are connected. As in an ANN, the connections are weighted such that the output
of a function is multiplied by the weight of its outgoing connection. For each query, the CPPN takes
as input the positions of the two endpoints and (3) outputs the weight of the connection between
them. In this way, connective CPPNs produce regular patterns of connections in space

a priori, a connectivity pattern among nodes in two-dimensional space is produced
by a CPPN that takes any two coordinates (source and target) as input, and outputs
the weight of their connection. The CPPN is queried in this way for every potential
connection on the grid. Because the connection weights are thereby a function of the
positions of their source and target nodes, the distribution of weights on connections
throughout the grid will exhibit a pattern that is a function of the geometry of the
coordinate system.

The connectivity pattern produced by a CPPN in this way is called the substrate so
that it can be verbally distinguished from the CPPN itself, which has its own internal
topology. Furthermore, CPPNs that are interpreted to produce connectivity patterns
can be called connective CPPNs to distinguish them from CPPNs that generate spa-
tial patterns, which are called spatial CPPNs. HyperNEAT means neural substrates
produced by connective CPPNs.

Because the connective CPPN is a function of four dimensions, the two-dimen-
sional connectivity pattern expressed by the CPPN is isomorphic to a spatial pattern
embedded in a four-dimensional hypercube (which is the origin of the Hyper part
of HyperNEAT ). This observation is important because it means that spatial patterns
with symmetries and regularities correspond to connectivity patterns with related
regularities. Thus, because CPPNs generate regular spatial patterns (Sect. 2.3), by
extension they can be expected to produce connectivity patterns with corresponding
regularities. The next section demonstrates this capability.
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(a) (b) (c) (d)

Fig. 5 Connectivity Patterns Produced by Connective CPPNs. These patterns, produced through
interactive evolution, exhibit several important connectivity motifs: a bilateral symmetry, b imper-
fect symmetry, c repetition, and d repetition with variation. That these fundamental motifs are
compactly represented and easily produced suggests the power of this encoding

3.2 Producing Regular Connectivity Patterns

Simple, easily discovered substructures in the connective CPPN produce important
connective regularities in the substrate. The key difference between connectivity
patterns and spatial patterns is that each discrete unit in a connectivity pattern has two
x values and two y values. Thus, for example, symmetry along x can be discovered
simply by applying a symmetric function (e.g. Gaussian) to x1 or x2 (Fig. 5a).

Imperfect symmetry is another important structural motif in biological brains.
Connective CPPNs can produce imperfect symmetry by composing both symmet-
ric functions of one axis along with an asymmetric coordinate frame such as the
axis itself. In this way, the CPPN produces varying degrees of imperfect symmetry
(Fig. 5b).

Similarly important is repetition, particularly repetition with variation. Just as
symmetric functions produce symmetry, periodic functions such as sine produce
repetition (Fig. 5c). Patterns with variation are produced by composing a periodic
function with a coordinate frame that does not repeat, such as the axis itself (Fig. 5d).
Repetitive patterns can also be produced in connectivity as functions of invariant
properties between two nodes, such as distance along one axis. Thus, symmetry,
imperfect symmetry, repetition, and repetition with variation, key structural motifs
in all biological brains, are compactly represented and therefore easily discovered
by CPPNs. The capability to produce such regularities easily is a key motivation for
applying HyperNEAT to evolving neural structures.

3.3 Substrate Configuration

The layout of the nodes that the CPPN connects in the substrate can take forms other
than the planar grid (Fig. 6a) discussed thus far. Different such substrate configura-
tions are likely suited to different kinds of problems.



5 HyperNEAT: The First Five Years 169

0,0 1,0-1,0

0,-1 1,-1-1,-1

0,1 1,1-1,1

0,0 1,0-1,0

0,-1 1,-1-1,-1

0,1 1,1-1,1

Source (x
1
,y

1
)

Target (x
2
,y

2
)(a) (b) (c) (d)

Fig. 6 Alternative Substrate Configurations. This figure shows a a two-dimensional grid, b a
three-dimensional configuration of nodes centered at (0, 0, 0), c a state-space projection configura-
tion in which a source sheet of neurons connects directly to a target sheet, and d a radial configuration.
Different configurations are likely suited to problems with different geometric properties

For example, CPPNs can also produce three-dimensional connectivity patterns, as
shown in Fig. 6b, by representing spatial patterns in the six-dimensional hypercube
CPPN(x1, y1, z1, x2, y2, z2). This formalism is interesting because the topologies
of biological brains, including the human brain, theoretically exist within this search
space.

It is also possible to restrict substrate configurations to particular structural motifs
to learn about their viability in isolation. One example is a single two-dimensional
sheet of neurons that connects to another two-dimensional sheet that acts as a state-
space projection [16, 92]. The projection is a restricted three-dimensional structure
in which one layer can send connections only in one direction to one other layer.
Thus, because of this restriction, it can be expressed by the single four-dimensional
CPPN(x1, y1, x2, y2), where (x2, y2) is interpreted as a location on the target sheet
rather than as being on the same plane as the source coordinate (x1,y1). In this
way, CPPNs can search for useful patterns within state-space projection substrates
(Fig. 6c).

Finally, the nodes need not be distributed in a grid. For example, nodes within a
substrate that controls a radial entity such as a starfish might be best laid out with radial
geometry, as shown in Fig. 6d, so that the connectivity pattern can be situated with
perfect polar coordinates. Many such alternate configurations have been explored
since HyperNEAT’s introduction [36, 79, 88].

3.4 Input and Output Placement

Part of substrate configuration is determining which nodes are inputs and which are
outputs. The flexibility to assign inputs and outputs to specific coordinates in the
substrate creates an opportunity to exploit geometric relationships advantageously.

In many ANN applications, the inputs are drawn from a set of sensors that exist
in a geometric arrangement in space. Unlike traditional ANN learning algorithms
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that are not aware of such geometry, connective CPPN substrates are aware of their
inputs’ and outputs’ geometry, and thus can use this information to their advantage.

By arranging inputs and outputs in a sensible configuration on the substrate,
regularities in the geometry can be exploited by the encoding. There is room to be
creative and try different configurations with different geometric advantages.

Biological neural networks rely on exploiting such regularities for many of their
functions. For example, neurons in the visual cortex are arranged in the same retino-
topic two-dimensional pattern as photoreceptors in the retina [15]. That way, they
can exploit locality by connecting to adjacent neurons with simple, repeating motifs.
Connective CPPNs have the same capability. In fact, geometric information in effect
provides evolution with domain-specific bias, which is necessary if it is to gain an
advantage over generic black-box optimization methods [93].

3.5 Substrate Resolution

As opposed to encoding a specific pattern of connections among a specific set of
nodes, connective CPPNs in effect encode a general connectivity concept, i.e. the
underlying mathematical relationships that produce a particular pattern. The conse-
quence is that same connective CPPN can represent an equivalent concept at different
resolutions (i.e. different node densities).

For neural substrates, the important implication is that the same ANN functionality
can be generated at different resolutions. Without further evolution, previously-ev-
olved connective CPPNs can be re-queried to specify the connectivity of the substrate
at a new, higher resolution, thereby producing a working solution to the same problem
at a higher resolution. For example, the resolution of inputs to an “eye”-like network
could be increased without any need to retrain the network [79]. There is no upper
bound on substrate resolution, that is, a connectivity concept is infinite in resolution.
While the higher-resolution connectivity pattern may contain artifacts that were not
expressed at the lower resolution at which it was evolved, it will still embody a
good approximation of the general solution at the higher resolution. Thus, increasing
substrate resolution introduces a powerful new kind of complexification to ANN
evolution.

3.6 Evolving Connective CPPNs

Connective CPPNs are naturally evolved with NEAT. This approach is thus called
HyperNEAT because NEAT evolves CPPNs that represent spatial patterns in hyper-
space. Each point in the pattern, bounded by a hypercube, is interpreted as a connec-
tion in a lower-dimensional connected graph.

The HyperNEAT algorithm proceeds as shown in Algorithm 1.
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1. Choose substrate configuration (i.e. node layout and input/output assignments).
2. Initialize population of minimal CPPNs with random weights.
3. Repeat until solution is found:

a. For each member of the population:
i. Query its CPPN output for the weight of each possible connection in the substrate. If

the absolute value of that output exceeds a threshold magnitude, create the connection
with a weight scaled proportionally to the output value (Fig. 4).

ii. Run the substrate as an ANN in the task domain to ascertain fitness.
b. Reproduce the CPPNs according to the NEAT method to produce the next generation’s

population.

Algorithm 1: HyperNEAT

Evolving a connective CPPN is not very different than a normal evolutionary algo-
rithm. Fitness for a CPPN is determined by generating the weights for the substrate
to create an ANN that is then evaluated in the problem domain. The CPPNs are then
selected for reproduction based on their fitnesses and reproduced according the to
NEAT algorithm.

In effect, as HyperNEAT adds new connections and nodes to the connective CPPN
it is discovering new global dimensions of variation in connectivity patterns across
the substrate. Early on it may discover overall symmetry, whereas later it may discover
the concept of receptive fields. Each new connection or node in the CPPN represents a
new way that an entire pattern can vary, i.e. a new regularity. In this way, HyperNEAT
introduced a powerful new approach to evolving large-scale connectivity patterns and
ANNs.

The next sections review work since HyperNEAT’s introduction that has demon-
strated its promise and extended its capabilities.

4 Key Properties

Several key features of HyperNEAT make it attractive as a method for machine
learning. These features include the abilities to (1) compactly encode large networks
with regularities and symmetries, (2) scale the size and resolution of solutions, and
(3) leverage problem geometry. The initial HyperNEAT experiments in Stanley et al.
[79], reviewed next, demonstrated each of these properties.

These initial experiments covered two domains: visual discrimination and food
gathering. Both tasks are simple, but require clear regularities to solve. In visual
discrimination, a N × N grid of nodes receives an input signal that contains two
boxes, one large and one small. The network must identify the center of the large
box by outputting its position on another N × N grid of neurons. Food gathering
requires controlling a single agent that must efficiently collect food by exploiting
geometrically correlated sensors and effectors. A solution for both tasks is to repeat
the same connectivity pattern for all inputs, a concept that is easily captured by
HyperNEAT.
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(a) (b)

Fig. 7 Preliminary Experiments. The visual discrimination task (a) is to identify the center of
the larger box. Example visual field activation patterns (top) and the corresponding correct target
fields (bottom) are depicted. The “X” in each target field denotes the point of highest activation,
which is how the ANN specifies the location of the center of the larger box. In the food gathering
task (b), a robot with eight sensors and eight corresponding effectors (that is, each effectors moves
the robot in the direction of a sensor) must detect and collect food that appears in the environment.
The main goal is for the robot to learn to efficiently activate its effectors so that it moves towards
the food as quickly as possible

Similarly, in both experiments the importance of geometry is clear: The location
of the boxes on the grid and the location of the sensors and effectors in the food
gathering robot are critical to the solution. By designing a substrate to exploit the
geometry of these tasks, HyperNEAT was able to discover effective solutions. In
both cases, an important concept is locality: Sensors should excite nearby effectors.
However, a direct encoding can have no understanding of the locations of sensors and
thus must discover this idea in a piece-wise, inefficient manner while HyperNEAT
can simply discover the concept once and repeat it throughout the substrate.

Both problems also require discovering key regularities: For example, in food
gathering, all inputs must excite a single output while inhibiting others. A direct
encoding would have to learn this pattern for each input individually, but for an
indirect encoding like HyperNEAT this concept need only be discovered once and
then it can be repeated as needed. Figure 8 gives an example of such regularities
discovered in the food-gathering domain.

Finally, both experiments showcased the ability to significantly scale up solutions
found on smaller networks to larger networks without additional learning. In the
case of visual discrimination, networks were trained on an 11 × 11 grid, but were
later scaled to 33 × 33 and 55 × 55 grids, requiring one million and nine million
connections, respectively. The resulting networks were still able to solve the problem,
as shown in Fig. 9. For food gathering, networks were trained with 8 sensors and
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Early Middle Final

Fig. 8 HyperNEAT Discovers Regularities in Food Gathering. Each column shows networks
for the food gathering tasks from two different substrate configurations. The best solution to this
problem is for a sensor to excite a corresponding effector and inhibit all other effectors (i.e. if it sees
a piece of food, go towards it and no other direction). Early-generation connective CPPNs for both
configurations typically produce simple connectivity patterns (a). Eventually, HyperNEAT begins
to exploit regularities (b), though they may not be the most fundamental ones. Finally, HyperNEAT
discovers the fundamental regularity that underlies the task for the given substrate configuration
(c). Thus, instead of optimizing individual connection weights, evolution is a process of gradually
discovering and exploiting holistic regularities

effectors, but were later scaled to 16, 32, 128, and 1,024 sensors and effectors (for
a maximum of over one million connections). The sensitivity of this task to precise
changes meant that while scaled agents could still solve the task when scaled, their
efficiency was reduced. However, if the agents were allowed to evolve further at
the new scale, perfect solutions were found rapidly, which means that the general
concept was retained and simply needed slight tweaking to work at the new size.
This capability to scale networks to new sizes, which was new to neuroevolution, is
possible because HyperNEAT represents solutions as patterns that can be sampled
at any resolution rather than one-to-one mappings as in direct encodings.

Beyond these initial experiments, there have been several other studies that focus
on the capabilities of HyperNEAT. [18–20] explored the effects of solution regu-
larity on the ability of HyperNEAT to solve a problem in several domains. These
experiments showed that the more regular a problem, the better HyperNEAT is at dis-
covering a solution. Results also showed that solutions found by HyperNEAT were
typically more general and exhibited more regularities in both phenotypic behav-
ior and ANN structure than the solutions discovered by direct encodings such as
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(a)
(b) (c) (d)

Fig. 9 Activation Patterns of the Same Connective CPPN at Different Resolutions in the Boxes
Domain. Activation patterns on the target field of a substrate generated by the CPPN in (a) from
the input trial shown in (b) are displayed at resolution 11 × 11 in (c) and 55 × 55 in (d). Darker
color signifies higher activation and the position of highest activation is marked with a white “X.”
The same 26-connection CPPN generates solutions at both resolutions, with 10,328 and 8,474,704
connections, respectively, demonstrating the ability of the solution to scale significantly

regular NEAT. Coleman [22] also revisited the visual processing domain to further
explore the capabilities of HyperNEAT and found it beneficial across a variety of
more difficult visual tasks.

5 Applications of HyperNEAT

Since its introduction, HyperNEAT has been applied to a variety of problem domains,
which are reviewed in this section.

5.1 Game Playing

Board games are a popular domain for artificial intelligence because of their explicit
rules and the opportunity for looking ahead. HyperNEAT is a natural choice for learn-
ing strategies in many such games because of the inherent regularities of both their
rules and board structure. For example, Gauci and Stanley [36] trained HyperNEAT
to act as a board evaluator for a checkers player by inputting an entire board state
and outputting a score for that state (Fig. 10a). HyperNEAT was able to exploit the
regularities inherent in checkers (e.g. jumping a piece is good almost everywhere) to
create effective checkers players. This work was later extended to the more compu-
tationally challenging game of Go [37], wherein HyperNEAT-trained players were
again able to exploit geometry and repetition to quickly discover effective strate-
gies. More interestingly, like a human player learning to play Go, networks could
be trained on small board sizes (e.g. 5 × 5) and scaled up to larger sizes while still
maintaining knowledge gained at the smaller size. With additional training at the new
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(a)

(b)

(c)

Fig. 10 HyperNEAT Domains. The HyperNEAT approach has been applied to a variety of
domains including checkers (a), octopus arm control (b), and Robocup soccer (c) a Checkers;
reproduced from Gauci and Stanley [36] b Octopus Arm; reproduced from Woolley and Stanley
[95] c Robocup Soccer; reproduced from Verbancsics and Stanley [88]

sizes, such networks could further improve as they developed strategies only possi-
ble at the larger sizes. Bahceci and Miikkulainen [9] demonstrated similar results by
training a player in a simple board game to recognize patterns at small board sizes
and then scaling the size up.

5.2 Control

HyperNEAT is also an attractive option for learning autonomous agent controllers
because the worlds these agents inhabit (including the real world) typically include
regularities that can be exploited. Such domains also may contain a large number of
inputs (a strong suit of HyperNEAT), such as the Balanced Diet contest at GECCO
2008, which required an agent to navigate a complex world while collecting food.
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The winner of this contest, NeuroHunter [52], took advantage of HyperNEAT’s abil-
ity to integrate large numbers of inputs to solve the task. Learning to drive simulated
cars is another control application of HyperNEAT, as shown by Drchal et al. [30,
31]. Their experiment demonstrated a group of simulated cars learning to drive on
the same side of the road to avoid collisions. In effect, the agents invented their own
traffic rules. Woolley and Stanley [94] applied HyperNEAT to the control of a simu-
lated octopus arm (Fig. 10b) that can dynamically scale the number of arm segments.
HyperNEAT has also been demonstrated in robot navigation [57]. Finally, Clune et
al.[19] and Yosinski et al. [97] applied HyperNEAT to evolving gaits for simulated
and real quadruped robots, demonstrating its real-world potential.

5.3 Robocup

HyperNEAT has also been applied to the Robocup simulated soccer domain of Keep-
away. Verbancsics and Stanley [89] employed a substrate configuration called the
Bird’s-Eye View (BEV) to simultaneously input entire soccer Keepaway scenarios
into an ANN as seen from above (Fig. 10c), resulting in the longest Keepaway bench-
mark holding time yet recorded at the time of it’s publication. This approach was
extended later to take skills learned in Keepaway and transfer them to other domains
[88], including harder versions of Keepaway. Additionally, Lowell et al. [61] also
demonstrated the effectiveness of HyperNEAT in the Robocup domain.

6 Extensions and Implementations

Perhaps the most significant contribution of HyperNEAT is that it opens up a new
research direction in evolving indirectly-encoded neural networks, which creates
many opportunities for extending the core idea. This section reviews several such
extensions introduced so far.

6.1 Plasticity: Adaptive HyperNEAT

Much research with HyperNEAT so far has focused on producing networks whose
weights are fixed. However, it has been shown previously that plastic networks, that
is, networks whose connection weights change over time, can solve problems more
efficiently than those whose with fixed weights [12, 34]. Risi and Stanley [66] thus
developed an extension to HyperNEAT that allows it to create such plastic networks,
with the advantage over traditional such systems that HyperNEAT can also learn
the learning rules that control how weights were updated. Another potential advan-
tage of HyperNEAT-encoded plasticity is that HyperNEAT can encode a pattern of
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learning rules (i.e. as opposed to only weights) across the geometry of the network.
Two approaches were tested: iterated, which means re-querying the CPPN for new
weights at every time step, and ABCD, in which the CPPN outputs parameters for a
generalized Hebbian rule in addition to the initial weight value of the network.

6.2 Indirect-then-Direct: HybrID

In an attempt to improve the performance of HyperNEAT in domains that are highly
irregular, Clune et al. [20, 21] introduced Hybridized Indirect and Direct encod-
ing (HybrID), an extension to HyperNEAT that combines the ability of an indirect
encoding to find and exploit regularities with a direct encoding’s ability to optimize
individual parameters. The approach works by running HyperNEAT for a fixed num-
ber of generations and then switching to regular NEAT to decide the weights of the
substrate (without allowing topological mutations) for the remainder of search. The
idea is that HyperNEAT can quickly find the gross regularities of the problem and
then NEAT can tweak the final weights. The following two extensions to Hyper-
NEAT also seek to address the issue of performance on problems with varying levels
of regularity.

6.3 Decoupling Topology and Weighting: HyperNEAT-LEO

The human experimenter must define the nodes that can be connected in a neural
network produced by HyperNEAT. However, the original HyperNEAT can choose not
to express a particular connection by outputting a value below a defined threshold. The
problem is, as shown by Clune et al. [17], that this simple rule creates an obstacle when
the domain requires specific discontinuities or modules in its neural architecture.
Verbancsics and Stanley [90] proposed a solution to this problem called the Link
Expression Output (LEO) that adds an output to the CPPN that determines whether
the currently-queried connection should be expressed or not, thereby decoupling link
expression and link weight. This approach was successful at solving a variant of the
retina problem [54] (which requires explicit modularity) that Clune et al. [17] earlier
showed was challenging for the original HyperNEAT (Fig. 11a).

6.4 Dynamic Substrate Design: ES-HyperNEAT

As shown in many HyperNEAT experiments, substrates allow the injection of knowl-
edge about a domain, such as the relationship of a sensor to an effector or the relative
positioning of inputs, which are typically intuitive and easy to define. What is less
clear to the experimenter, however, is the appropriate positions and number of hidden
nodes that should be available on the substrate. Typically the approach has been to
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(a) (b) (c)

Fig. 11 HyperNEAT Extensions. The HyperNEAT approach has been extended in a variety of
ways. Some examples include: evolving modular networks (a), evolving the substrate layout (b), and
evolving multiagent teams (c). a HyperNEAT-LEO; reproduced from Verbancsics and Stanley [90]
b ES-HyperNEAT; reproduced from Risi and Stanley [67] c Multiagent HyperNEAT; reproduced
from D’Ambrosio et al. [24]

designate some number of hidden layers, each with the same number of nodes (usually
equal to the number of inputs or outputs). However, it is desirable that HyperNEAT,
like NEAT before it, can learn its internal node placement, while still exploiting
the relationships present in inputs and outputs. Risi and Stanley [67, 68] introduced
such an extension called Evolvable-Substrate HyperNEAT (ES-HyperNEAT). By
searching the pattern generated by a CPPN for clues to where nodes and connec-
tions should be placed, ES-HyperNEAT can determine the best locations to place
hidden nodes. Figure 11b shows an example network created by ES-HyperNEAT.
This approach was demonstrated to be more efficient than the original HyperNEAT
at solving a maze navigation task and a task that required switching sensors [67, 68].
ES-HyperNEAT has also been successfully combined with HyperNEAT-LEO [68]
and Adaptive HyperNEAT [69].

6.5 Morphological Evolution with CPPNs

Although not strictly an extension of HyperNEAT, Auerbach and Bongard [5] intro-
duced an approach wherein a CPPN determines the structure of a three-dimensional
body-plan morphology. This approach was extended [4, 6] also to allow the CPPN to
construct the control scheme for these morphologies, which leads to efficient body-
brain evolution. Auerbach and Bongard [7, 8] also recently introduced new ways for
CPPNs to generate morphology by creating creatures directly from shapes output
by the CPPN. Liapis et al. [59] also applied CPPNs to evolving morphologies of
spaceships.
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6.6 Replacing NEAT: HyperGP

Buk et al. [14] replaced the traditional CPPN in HyperNEAT with a genetic program-
ming tree. This idea demonstrates that any type of pattern generator may be used to
query the substrate to generate ANNs. It is likely that some patterns can be more
easily evolved with different representations than others. However, NEAT’s ability to
increase complexity over generations and the natural ability of CPPNs to encode arbi-
trary regularities (given enough hidden nodes) remain appealing advantages offered
by CPPNs.

6.7 Multiagent HyperNEAT

Another extension to HyperNEAT is the capability to evolve multiple, related neural
networks simultaneously. The benefit of this approach is that teams of agents typically
significantly overlap in their capabilities and can thus benefit from being generated by
the same source (Fig. 11c). Additionally, much as HyperNEAT can exploit geometry
in the layout of sensors and effectors, this extension can exploit geometry in the
structure of the team, either physically (i.e. their layout on a field) or conceptually
(i.e. based on capabilities). This approach has been applied successfully in several
domains including predator-prey [27], room-clearing [24], mobile sensor networks
[55], and patrol [25], where it was deployed in real robots. It has also been extended
to define the communication scheme for a team [23]. Additionally, both Hiller and
Lipson [47] and Haasdijk et al. [43] applied techniques reminiscent of multiagent
HyperNEAT to evolving the controller of modular robots.

7 Discussion and Future Directions

At the time HyperNEAT was introduced, most research in the GDS community
focused on the development process. However, HyperNEAT abstracts away this
complex and time-consuming system while still effectively capturing its benefits,
e.g. by generating regularities and patterns. The success of HyperNEAT across the
wide range of domains and applications that have followed, and the extensions it has
inspired, lend further credence to this choice.

The large number of extensions made to the basic HyperNEAT approach also
suggest that there is still a great deal to learn about the method. Many of these
extensions focus on the substrate, which is likely because topology-evolving neu-
roevolution methods such as the original NEAT have proven to be simpler and more
effective than methods that require the experimenter to define the topology a priori.
Another promising direction is to enable encoding different types of neurons, such as
the plastic neurons in [66]. Neural models like continuous time recurrent neural net-
works (CTRNNs) [10] and spiking neural networks (SNNs) [62] are not only more
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biologically plausible than traditional ANNs, but also exhibit interesting properties
that may be facilitated by HyperNEAT.

HyperNEAT has made it possible to create very large and complex ANNs with
millions or more connections, yet few of the applications to date fully exploit this
capability. Researchers have not typically had the ability to work with and create
such large networks before, so it is understandable that we do not yet fully envision
how to best take advantage of them in nontrivial ways. It is also possible that the
kinds of control and decision-making problems that are being posed to HyperNEAT
so far are not sufficient to require such large networks; while one possible path to
complexity is through more challenging problems, another route may be through
more open-ended approaches like novelty search [58].

Thus HyperNEAT may be yet to reach its full potential. Interestingly, by combin-
ing the ability to encode very large and regular neural structures with sophisticated
neural models (such as plastic or spiking neurons), it is possible that in the future
HyperNEAT-like algorithms may eventually approach designs reminiscent of natural
brains.
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Appendix: Implementations

Many researchers mentioned above have made their implementations of HyperNEAT
available:

• HyperSharpNEAT by David D’Ambrosio is an extension of Colin Green’s Sharp-
NEAT1, which is written in C#. HyperSharpNEAT contains an implementation of
multiagent HyperNEAT and has been augmented by Joel Lehman and Sebastian
Risi to contain the LEO, ES, and adaptive HyperNEAT extensions.

• SharpNEAT2 by Colin Green, which includes a different version of HyperNEAT,
is also written in C# and contains several example experiments as well as tutorials
on making new ones.

• Keepaway HyperNEAT C# by Philip Verbancsics is distributed with a C# imple-
mentation of the Robocup simulator.

• Another HyperNEAT Implementation (ANHI) by Oliver Coleman extends the
Java-based ANJI implementation of NEAT (itself by Derek James and Philip
Tucker). AHNI includes several visual processing experiments.

• HyperNEAT C++ by Jason Gauci comes with visual discrimination and checkers
experiments.

Links to all these software packages can be found at http://eplex.cs.ucf.edu/hyper
NEATpage/.

http://eplex.cs.ucf.edu/hyperNEATpage/
http://eplex.cs.ucf.edu/hyperNEATpage/
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Chapter 6
Using the Genetic Regulatory Evolving
Artificial Networks (GReaNs) Platform
for Signal Processing, Animat Control,
and Artificial Multicellular Development

Borys Wróbel and Michał Joachimczak

Abstract Building a system that allows for pattern formation and morphogenesis is
a first step towards a biologically-inspired developmental-evolutionary approach to
generate complex neural networks. In this chapter we present one such system, for
Genetic Regulatory evolving artificial Networks (GReaNs). We review the results
of previous experiments in which we investigated the evolvability of the encoding
used in GReaNs in problems which involved: (i) controlling development of mul-
ticellular 2-dimensional (2D) soft-bodied animats; (ii) controlling development of
3-dimensional (3D) multicellular artificial bodies with asymmetrical shapes and pat-
terning; (iii) directed movement of unicellular animats in 2D; and (iv) processing
signals at the level of single cells. We also report a recent introduction of spiking
neuron models in GReaNs. We then present a road map towards using this system
for evolution and development of neural networks.

1 Introduction

Biological development is a process that starts from one cell and, through multiple cell
divisions, results in a complex 3-dimensional multicellular structure. This process
is remarkably robust to variability in environmental conditions and to damage at
the genetic and cellular level. It is believed that this robustness stems from the fact
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that in biological development the interactions are local and that the whole process is
modular and hierarchical [16, 22, 23]. The hope for biologically-inspired engineered
systems is that they will display similar properties. These properties include not only
robustness to noise and damage, but also a remarkable efficiency of the encoding
of complex multicellular structure in compact genomes, and—perhaps linked with
it—the fact that this encoding can be moulded by natural selection to allow quick
adaptation (the property of evolvability).

The process of biological development is shaped by pattern formation and mor-
phogenesis. Pattern formation allows for the laying out of a body plan according to
which cells differentiate in space. Morphogenetic mechanisms, which include dif-
ferential growth and cell migration, result in changes of the shape of the developing
embryo. These mechanisms are based on local interactions between cells. These
interactions can involve physical contact between cells or diffusive substances (mor-
phogens). Local interactions and morphogens allow for the expression of different
genes (and production of different proteins) in cells which share (in principle) the
same genome (the same DNA sequence). The set of proteins that are produced is
controlled by other proteins in the cell which act at various steps of gene expres-
sion. Because these regulatory genes do not need to lie in the genome physically
close to regulated genes, they are called trans-regulators. One important class of
trans-regulators are genes which code for proteins which act at the first step of gene
expression (transcription). Such proteins are called transcriptional factors (TFs). TFs
physically bind to the DNA, to regulatory sequences that are close to sequences of
regulated genes, often close to the regions where transcription starts (promoters).
Such regulatory sequences in DNA are sometimes called cis-regulators. A gene
regulatory network (GRN) is an abstract structure (a graph) that consists of nodes
connected by edges or links. Nodes correspond to regulatory units (cis-regulators
together with regulated genes, which may be trans-regulators). Links correspond
to regulatory interactions—for example, physical binding of transcription factors
to DNA.

Investigation of the general principles of evolution of development and of GRNs
in biological organisms is difficult because the time scales involved are very large.
Our knowledge of evolutionary relationships is incomplete because it is based on
imperfect fossil records or similarities between existing biological entities (genes,
genomes, or phenotypes of contemporary organisms). These similarities do not nec-
essarily stem from shared evolutionary history, and the phylogenetic signal (infor-
mation that allows one to infer evolutionary relationships) is often weakened by
the fact that some traits in some lineages may change in parallel, while other traits
may be affected by multiple changes, each obliterating the trace of the previous
one. Moreover, our knowledge about the development of contemporary organisms
is quite limited, even for several organisms (so called model organisms) for which
the development was investigated in more detail. Although the genomic sequence
is known for quite a number of multicellular organisms, it is difficult to decipher
the information there contained. Finding which DNA sequences encode products
(proteins or RNA) is a difficult endeavour, finding cis-regulators even more so. Our
knowledge of the connectivity of biological GRNs is even more limited.
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One of the fields of theoretical biology, Artificial Life, provides a parallel approach
to the investigation of the general principles of evolution of life by proposing that
these principles can be inferred using artificial bio-inspired systems (Artificial Life
platforms). We have build such a platform, for Genetic Regulatory evolving artificial
Networks (GReaNs). We have shown that our platform allows for evolution of GRNs
that regulate asymmetrical 3D morphogenesis [10] and pattern formation [14]. We
have also investigated the computational abilities of evolving GRNs at the level of
single cells [12, 13]. GRN topology is encoded in a linear genome in a way that
is inspired by previous work by Eggenberger Hotz [7], but with some important
modifications. Similar models were recently used also by other authors (e.g., [20]),
and several other models were formulated for evolving artificial gene regulatory
networks regulating artificial embryogenesis [1, 3, 4, 6, 8, 18, 19]. An important
feature of our model is that we use no grid in 2D or 3D space in which the cells divide
(continuous space is used). Another feature is that we do not set any limit on the size
of the genome, and thus no limit on the number of nodes in the GRN or the number
of connections between nodes (in practice, the limit is, of course, imposed by the
available computer memory). We believe that removing such constraints allows for
the use of a model to test hypotheses about biological systems that are difficult to
address otherwise.

In this chapter we present our research portfolio by reviewing some results pre-
viously obtained when using GReaNs to control development of 3D multicellular
bodies [10], including the first successful attempt we are aware of at solving the so
called “French flag problem” [24] in 3D [14]. We have also recently used GReaNs
to evolve the development of body and control in 2D multicellular soft-bodied ani-
mats [9, 15]. We present also the results obtained when the regulatory networks in
GReaNs were evolved for computational and signal processing tasks at the level of
single cells [12, 13]. We finally mention the most recent extension to GReaNs—the
introduction of spiking neural models [25]. We conclude with a discussion of how
GReaNs could be extended further to evolve-develop complex neural networks in a
biologically-inspired manner.

2 Gene Regulatory Evolving Artificial Networks Encoded
in Linear Genomes

Artificial gene regulatory networks in GReaNs are specified by a linear genome.
A genome (Fig. 1) is a list of genetic elements grouped in regulatory units. Genetic
elements have several types. The most important division is between trans-regulators
(genes—elements that encode products) and cis-regulators (promoters). Trans-
regulators which have affinity to cis-regulators belonging to a regulatory unit regu-
late genes in this unit. In other words, they act like biological transcriptional factors.
In experiments on multicellular development we allow some products to diffuse
between cells. Such products are called morphogens. In addition, there are special
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Fig. 1 Schematic structure of the genome encoding a GRN. Each ‘genetic element’ in the genome
(left) is an ordered set of numbers: an integer specifying the type (‘cis-regulator’, C; ’trans-
regulator’, T ; or ‘special element’, S), real numbers that specify a point in space (which determines
trans-cis affinity), and a sign field (1 or −1, which determine if a trans-cis interaction is inhibitory
or activatory). A ‘regulatory unit’, a node in the ‘gene regulatory network’ (GRN), is at least one
cis-regulator followed by at least one trans-regulator. Special elements correspond to GRN inputs
and outputs. Once the distances between the elements are calculated (middle), the topology of the
regulatory network is determined (right)

elements. These elements correspond to inputs to the GRN (for example, maternal
factors, whose gradient helps cellular differentiation) and outputs, which can be spe-
cific cell actions, such as division, death or differentiation, cell colour, or cell actions
related to actuation.

Connectivity between the nodes in the GRN (nodes correspond to regulatory units)
is determined by the affinity between the trans-regulators and cis-regulators. Special
elements that are outputs can be seen as cis-elements hardwired to a gene coding one
product with a specific function (for example, cell division). Inputs can be seen as
special products whose concentration is determined externally to the cell.

Each genetic element (Fig. 1) corresponds to a point in abstract N -dimensional
space (N is a parameter in the model; we typically use N = 2; the role of this
parameter in the evolvability has been investigated in [11]). This space can be seen
as the abstraction of the space of chemical interactions between macromolecules in
biological space, in which the ‘distance’ (in terms of the similarity of 3D structure,
electrostatic charge, etc.) affects affinity between molecules. In GReaNs, Euclidean
distance between points corresponding to a cis-element and a trans-element deter-
mines product-promoter (trans-cis) affinity.

Concentrations of products in GReaNs change in each simulation step. In most
of our work ([9, 11–17, 26], but see below for the discussion of a model in which
the nodes in the network act as spiking neurons), these concentrations take a real
value in the interval [0,1] and depend on the balance between the production rates
calculated for each regulatory unit, and the degradation rate, equal for each product:

ΔL = (tanh
A

2
− L)Δt (1)
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where Δt (the integration time step) determines how fast the concentrations change
in relation to the simulation time step, L is the current concentration of all product
encoded in a regulatory unit, and A is the summed activation of all cis-regulators in the
unit. The activation is calculated by taking into account concentrations which bind to
the cis-regulator, having multiplied the concentration of products by their respective
affinities, and taking into account if the interaction is inhibitory or activatory (in the
recent work only additively [15, 16], but see also [13, 14]).

We believe that our model is biologically plausible. For example, cis-elements in
many-to-many structure of regulatory units correspond to the biological reality of a
sometimes high number of regions regulating gene expression, coded ultimately in
the DNA, but which can act also at the level of RNA and/or after translation. The
fact that there can also be many trans-regulators in one regulatory unit corresponds
to the presence of co-expressed genes and/or genes coding multi-domain proteins in
biological genomes. Biologically plausible encoding allows for the introduction of
biologically plausible evolutionary mechanisms, which in turn opens up a possibility
to test hypotheses on the role of these mechanisms in the evolution of genomes and
biological networks.

In a typical evolutionary run in our experiments, the population is initiated with
random genomes, and the size of the population is fixed (for example, to 100 or
300 individuals). When a genetic algorithm is used, it typically takes a few thou-
sand generations, but we have recently investigated a more open-ended evolutionary
algorithm, novelty search, in GReaNS [17]. Genetic operators in GReaNs can act
either within a single genetic element or affect the number or order of elements in the
genome. Operators acting on the level of individual elements cause changes in the
numbers associated with the element. They can result in a modification of the element
type, of whether the element will take an inhibitory or activatory role, or of to coor-
dinates, which affects the affinity of the element (trans-cis interactions). Operators
acting on the level of the genome include duplications and deletions of several con-
tinuous elements and exchange of elements between two genomes (recombination).

3 Asymmetrical Morphogenesis/Pattern Formation
and Development of Multicellular Soft-bodied Animats

The embryogenesis model implemented in GReaNS allows for evolving the devel-
opment of relatively large, non-trivial 2D or 3D morphologies [9, 10, 14–17]. In our
model, development takes place in a continuous 3D (or 2D) fluid-like environment
with elastic cells. The embryo growth starts from a single cell and proceeds through
cell divisions. Each cell is controlled by the same genome and GRN, and has an
associated division vector. Division is asymmetric and can be seen as a creation of
a daughter cell by a mother in the direction of the mother’s division vector. The
daughter inherits product concentrations from the mother. At the time of division the
direction of the daughter’s division vector is set; it depends on the activation of spe-
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Fig. 2 Evolved 3D multicellular bodies with an asymmetrical shape (top) and patterning (bottom).
Right panels show evolved bodies; left panels show voxelized targets

cial genetic elements in the mother. When two cells are close enough, they adhere to
each other, but when they are too close they push one another away. At division, the
daughter cell is placed sufficiently close to the mother that these two cells push each
other away. Fluid drag is simulated to prevent erratic movements. Division occurs
when a cellular output (a product coded by a special element) responsible for division
crosses a pre-set threshold. The concentrations of morphogens perceived in a cell
depend on the distance from the cells which produce them. Otherwise, in terms of
their effects on promoters, they behave in the same way as internally produced TFs.

We use either a specific 3D (or 2D) target for development (see Fig. 2 for
examples), with a fitness function which measures similarity of the developed shape
or pattern of differentiation to the target, or—more recently—a more open-ended
approach in which the search is for multicellular structures which are different from
the structures obtained thus far (novelty search; [17]). This latter approach can be
used to investigate the repertoire of shapes which can evolve in an Artificial Embryol-
ogy system. When evolving embryos with asymmetrical patterning, special products
in the genome determine cell colour.

We have recently extended GReaNs [9, 15] with a transformation of the multi-
cellular structures into 2D soft-bodied animats. These animats are lacking, at this
stage of the development of the GReaNs platform, neuronal control of actuation.
Perhaps, however, this is what makes them interesting—they provide a possibility to
investigate the properties of other ways in which locomotion can be controlled (for
example, through diffusive factors, like in the locomotion of slime molds, see [9] for
discussion), possibly in comparison to neuronal control.
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Fig. 3 Evolved 2D multicellular soft-bodied animats swimming in a fluid environment with dif-
ferent strategies. One strategy is based on undulation (top; evolved when the drag was high), in the
other a “tail” (moderate drag; middle), and symmetrical “appendages” (low drag; bottom) are used.
All animats move towards the right

The transformation of a multicellular structure to a soft-bodied animat takes sev-
eral steps. First neighbouring cells are connected by edges, then edges are converted
to springs and cells (vertices in the graph) to masses. After that, pressurized chambers
are formed from polygons delineated by the edges. Finally, the outmost edges form
the “skin” of the animat. The locomotion of the animats is possible because each cell
can contract or expand the springs that are connected to it, provoking changes of the
areas of chambers around that cell. The pressurized chambers act as a “hydrostatic
skeleton” of the animat. The animats move in a physical environment with stationary
fluid and drag force acting on each edge of the “skin”.

In the experimental setup explored thus far [9, 15], the fitness function does not
promote directly any particular body shape or mode of locomotion, only the distance
travelled by the centre of animat’s mass during a fixed time. Under such conditions,
various strategies of control of locomotion evolve, including undulation (Fig. 3, top),
the use of a “tail” (Fig. 3, middle) and of symmetrical protrusions (“appendages”;
Fig. 3, bottom). When the fluid drag is low, the use of “appendages” tends to evolve
more commonly (when independent evolutionary runs are considered), while undu-
latory movement evolves more often when the fluid drag is high, and a “tail” strategy
when it is moderate. All these swimming strategies rely on synchronous contraction
and expansion of the springs, with phase shifts along the animat’s front-back and/or
left-right axes.
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4 Towards Biologically-inspired Development
of Artificial Neural Networks

A model of 3D patterning of complex shapes is a first step towards a biological-
inspired approach to the generation of artificial neural networks with non-trivial
behaviour. A platform implementing such a model could aid in the understating
of how the environment shapes biological cognitive systems through evolution and
development. This issue has been thus far investigated to only a limited extent,
using models with apparently poor evolvability (e.g., [6]), lacking biological realism
(e.g., [1], in which genes are limited in number and body subunits do not correspond
to cells), or in which only the brain was evolved (e.g., [8]).

Our long-term plans include the introduction of developing and learning neural
networks in GReaNs and investigation of co-evolution/co-development of multicel-
lular brains and bodies. Before it is possible, our model will have to be extended to
allow cell differentiation into neurons. We hope that this can be achieved efficiently in
a manner similar to that used when investigating differentiation with coloured cells.
In other words, when a product coded by a special element will cross a concentration
threshold, the cell would become a neuron with specific properties (or a sensor, or
actuator). This can be achieved in a manner similar to differentiation into coloured
cells. The parameters of the particular neuron model would be then specified by the
concentrations of special products in the cell (using, for example, 4-parameter expo-
nential [2] or quartic [21] adaptive neurons; concentration of additional products
might influence synaptic properties, including learning).

A larger challenge is to find an appropriate way to specify the connections between
neurons. Our initial proposal will be to use the chemical affinity of special products
in each cell (this is inspired by the role of membrane proteins in determining the
connectivity in the nervous system) rather than to model the growth of neurites
(explicitly or by setting the direction/length of the neurites).

Perhaps the most important and difficult part of this future work will be defining
suitable targets for the evolutionary process. Evolution and development of brains
for artificial bodies requires building a model of the interaction of the bodies with the
physical world. A biologically-inspired approach to this, based on local interactions,
modularity etc., is a challenge in itself. It may be advisable to avoid trying addressing
several large challenges at once. We think that the question of building a model for
specifying the biophysical parameters of the neurons, and of specifying the connec-
tivity in the network, could be approached first using a simpler challenge, perhaps
by evolving artificial neural networks able to perform signal processing tasks.

We have previously investigated both the issue of animat control and signal
processing in GReaNs, but so far only at the level of single cells. In these exper-
iments, multicellular development is missing—a GRN is evolved to directly control
the movement of a unicellular organism in a gradient of chemical substances (chemo-
taxis; [12, 26]) or to process signals at the level of single cells [13].

In the experiments on uni-cellular chemotaxis, a cell is converted to a simple
animat with sensors for chemical substances at the front and actuators which work
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Fig. 4 Evolved behaviour of unicellular animats controlled by GRNs. An animat (top) has two
sensors and two actuators (thrusters). The best evolved animat efficiently searches for one chem-
ical (“food”) and avoids the other (“poison”) on a random map (middle). Initially, blue sources
correspond to “food” and red to “poison”. After 5 “‘food” sources are reached (empty circles),
the function of the substances changes. The fitness function rewarded animats that searched for
“food” and avoided “poison” during both phases of the evaluation. The best individual obtained in
another independent evolutionary run (bottom) searches efficiently for the blue sources but uses a
suboptimal strategy for red
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Fig. 5 Processing signals using evolving GRNs. Top three time courses (input-output pairs) of the
best GRN evolved for multiplication of the spikes in the concentration of the input substance by
two. Bottom the behaviour of a different GRN, evolved to add the spikes in two inputs, using five
input-output pairs. The fitness function rewarded the proximity of the output to target (dashed lines)
and changing concentration of the TF read as output

as thrusters at the back (Fig. 4 top). Animats are placed individually in a continu-
ous 2D environment with randomly placed sources from which chemical substances
diffuse. If the cell reaches the source, the source is removed together with all the
substance that diffused from this source. The fitness function during the genetic algo-
rithm rewards the individuals for reaching the sources, and thus collecting chemical
resources. It is also possible to reward the animats for searching for one substance
(“food”) and avoiding the other (“poison”), and to investigate the evolution of various
behaviours (which evolve because of the of the presence of suboptimal peaks in the
fitness landscape) in experiments in which the role of the substances switches (Fig. 4
middle) or in experiments in which some resources have a provisional role, while
others are important for reproduction (we have called this paradigm “the Search for
Beauty” [26]).

Our experiments on the evolution of chemotaxis show that the regulatory networks
in GReaNs are able to process simple sensory signals. But they can also be used for
more complex signal processing [12]. A genetic algorithm can be used to obtain
cells able to perform simple computational tasks, for example, multiplication by
two (Fig. 5 top), or addition (Fig. 5 bottom). In such experiments, input to a cell is
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Fig. 6 Evolving spiking neural networks in GReaNs. A network of LIF neurons was evolved with
GReaNs so that the spikes produced by the output neuron (blue line) match the spikes of ‘one’
AdEx neuron (red dashed line), shifted by 10 ms (top) or 20 ms (middle) in response to a specific
Poisson spike train (green, bottom)

provided as an externally determined concentration of one or two substances, while
the concentration of one of products is read as the output. We do not permit direct
connections between the input(s) and the output.

Our most recent extension to GReaNs [25] is the introduction of spiking neural
models—the leaky integrate and fire model with a fixed threshold (LIF; [5]), and
the adaptive exponential model [2]. This is the one of the stepping stones towards
evolving, developing, and learning neural networks in GReaNs, but at this stage it
amounts to exchanging the equation governing the regulatory units (Eq. 1) for the
equations appropriate for a given neuron model (LIF or AdEx). In our preliminary
experiments, the network of such spiking computational units is evolved to approxi-
mate an arbitrary spike train or to process a specific input. An example of a latter task
is to match the spike train produced by one neuron (again, either LIF or AdEx) as a
response to a specific input (a Poission spike train) (Fig. 6). Since in these experi-
ments we do not permit direct connections between input and output regulatory units,
and because synaptic connections introduce delay, a perfect match is not possible
unless the fitness function rewards a match with a shifted desired pattern. The task
can be made more difficult by increasing the shift. Although it is possible in principle
to solve this task using a feed-forward network, our preliminary results indicate that
the evolved networks do not use this approach.

To sum up, it seems that we are now in a position to create such a multi-scale system
using GReaNs. This system would include evolution, development, and behaviour,
with the separation of these three time scales, and also a biologically-inspired model
of the genome, of the developmental process, and of the neural network. On the
road towards building this system, we plan to re-use parts of the existing software
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(the simulation platform that allows for development and interaction with artificial
physics, and the already implemented models of spiking neurons).

Of course, building such a platform always requires trading off some (or quite a
lot) of the biological realism for computational efficiency—efficiency at the level of
simulating cells, bodies, and the physical world, but also, and perhaps more impor-
tantly, in terms of the search space for the evolutionary process. In the platform we
plan to create there would be, similarly to biological organisms, two levels of con-
trol using regulatory networks—each cell would be controlled by a GRN, while the
behaviour of the whole animat would be controlled by the artificial neural network
formed by these cells.

5 Summary

Our Artificial Life/Artificial Embryogenesis platform, GReaNs, provides a
biologically-inspired approach towards the generation of multicellular bodies. The
properties of these bodies emerge from the local interactions between cells, and
the behaviour of the cells emerges from local molecular interactions at the level of
genes. We have previously used this approach to evolve development of multicellular
bodies with complex shapes and with simple cell differentiation. Recent extensions
to GReaNs include (i) a procedure to convert the multicellular structures to soft-
bodied animats, and (ii) two models of spiking neurons. We are now in a position
to integrate various elements in GReaNs into a multi-scale system for evolution of
development of multicellular bodies with brains which could process information
and which could possibly control these bodies in a simulated physical environment.
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Chapter 7
Constructing Complex Systems Via
Activity-Driven Unsupervised Hebbian
Self-Organization

James A. Bednar

Abstract How can an information processing system as complex and as powerful
as the human cerebral cortex be constructed from the limited information available
in the genome? Answering this scientific question has the potential to revolutionize
how computing systems for manipulating real-world data are designed and built.
Based on an extensive array of physiological, anatomical, and imaging data from
the primary visual cortex (V1) of mammals, we propose a relatively simple biolog-
ically based developmental architecture that accounts for most of the demonstrated
functional properties of V1 neurons. Given the overall similarity between cortical
regions, and the absence of V1-specific circuitry in the model architecture, we expect
similar principles to apply throughout the cerebral cortex. The architecture consists
of a network of simple artificial V1 neurons with initially unspecific connections
that are modified by Hebbian learning and homeostatic plasticity, driven by input
patterns from other neural regions and ultimately from the external world. Through
an unsupervised developmental process, the model neurons begin to display the
major known functional properties of V1 neurons, including receptive fields and
topographic maps selective for all of the major low-level visual feature dimensions,
realistic specific lateral connectivity underlying surround modulation and adapta-
tion such as visual aftereffects, realistic behavior with visual contrast, and realistic
temporal responses. In each case these relatively complex properties emerge from
interactions between simple neurons and between internal and external drivers for
neural activity, without any requirement for supervised learning, top-down feedback
or reinforcement, neuromodulation, or spike-timing dependent plasticity. The model
also unifies explanations of a wide variety of phenomena previously considered dis-
tinct, with the same adaptation mechanisms leading to both long-term development
and short-term plasticity (aftereffects), the same subcortical lateral interactions pro-
viding both gain control and accounting for the time course of neural responses,
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and the same cortical lateral interactions leading to complex cell properties, map
formation, and surround modulation. This relatively simple architecture thus sets a
baseline for explanations of neural function, suggesting that most of the develop-
ment and function of V1 can be understood as unsupervised learning, and setting the
stage for demonstrating the additional effects of higher- or lower-level mechanisms.
The architecture also represents a simple, scalable approach for specifying complex
data-processing systems in general.

1 Introduction

Current technologies for building complex information processing machines, partic-
ularly for dealing with continuous and noisy real-world data, remain far behind those
of animals and particularly humans. Artificial neural networks originally inspired by
biological nervous systems are in wide use for some tasks, and indeed have been
shown to be able to perform any Turing-computable function in theory [48]. How-
ever, actually specifying and constructing a network capable of performing a par-
ticular complex task remains an open problem. With this in mind, it is important
to study how such networks are specified and developed in animals and humans, to
give us clues for how to build similarly powerful artificial systems. Understanding
how systems as complex as the human brain can be built has the potential to revolu-
tionize how computing systems for manipulating real-world data are designed and
constructed.

The cerebral cortex of mammals is a natural starting point for study, since the
cortex is the largest part of the human brain and serves a wide variety of sensory
and motor functions in mammals, yet has a relatively uniform structure. The cortical
surface can be divided into anatomically distinguishable cortical areas, of which there
are dozens in humans, but perhaps the most commonly studied is the primary visual
cortex (V1). After processing by circuitry in the retina, visual information travels
from the Retinal Ganglion Cells (RGCs) of the eye to the lateral geniculate nucleus
(LGN) of the thalamus, and from the thalamus goes directly to cells in V1. This
simple, direct pathway, along with the unparallelled ease with which visual patterns
can be controlled in the laboratory, means that V1 provides a unique opportunity for
running well-controlled experiments for determining neural function.

Like the rest of the cerebral cortex, V1 has a laminar and columnar structure, i.e.,
it is composed of multiple thin layers (typically numbered 1–6) parallel to the cortical
surface, with neurons at corresponding locations in each layer forming “columns”
that have similar functional properties, while more distant columns tend to differ
in their properties. This predominantly two-dimensional functional organization is
often measured using experimental imaging techniques that record activity across
the cortical surface in response to a visual image, which obscures any differences
in neural activity across the layers but does provide a useful large-scale measure
of neural organization. Complementary information about visual responses of indi-
vidual neurons or small groups (typically measured as firing rates, i.e., spikes per
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second) can be measured using microelectrodes placed nearby, providing detailed
temporal responses but necessarily sampling from only a few neurons.

Studies using these techniques in monkeys, cats, ferrets, and tree shrews over the
past half century have established a wide range of properties of V1 neurons that
relate to their function in visual processing (reviewed in [7, 31]):

1. V1 neurons respond selectively, in terms of their average firing rate, to specific
low-level visual features such as the position, orientation, eye of origin, motion
direction, spatial frequency, interocular disparity, or color of a small patch of an
image.

2. V1 neurons in most laboratory-animal species are organized into smooth topo-
graphic maps for some or all of these visual features, with specific patterns of
feature preference variation (e.g. in orientation preference) across the cortical
surface, and specific interactions between these maps.

3. V1 neurons in these maps are laterally connected with connection strengths and
probabilities that reflect their selectivities (e.g. with stronger connections between
neurons preferring similar orientations).

4. Due in part to these lateral connections, V1 neuronal responses depend on activ-
ities of both neighboring and more distant V1 neurons, yielding complex but
systematic visual surround modulation effects.

5. V1 neurons exhibit contrast-invariant tuning for the features for which they are
selective, such that selectivity is preserved even for strong input patterns. This
property rules out most simple (linear) models of visual feature selectivity.

6. Many V1 neurons have complex spatial pattern preferences that cannot be char-
acterized using a simple template of their preferred pattern, e.g. responding to
similar patterns with some tolerance to the exact retinal position of the pattern.

7. Response properties of V1 neurons exhibit long-term and short-term plasticity and
adaptation, measurable psychophysically as visual aftereffects, which suggests
ongoing dynamic regulation of responses.

8. V1 neuron responses to changes in visual inputs exhibit a stereotyped temporal
pattern, with transiently high responses at pattern onset and offset and a lower
sustained response, which biases neural responses towards non-static stimuli.

These properties suggest a wide range of specific roles for V1 neurons in visual
processing, and explaining how V1 neurons come to behave in this way would be a
significant step towards understanding the cerebral cortex in general.

One way to account for the above V1 properties would be to build specific math-
ematical models for each property or a small set of them, and indeed many such
models have been devised to account for aspects of V1 visual processing in adult
animals. However, such an approach is unlikely to lead to a general explanation for
cortical function, both because such models cannot easily be combined into a full
visual processing system, and also because the models are specifically tailored by
the modeller to account for that particular function, and thus do not generalize to
arbitrary data processing tasks.

This chapter outlines and reviews results from an alternative “system building”
approach, focusing on providing a general domain-independent explanation for how
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all of the above properties of V1 could arise from a biologically plausible and initially
unspecific cortical circuit. Specifically, my colleagues and I have developed closely
interrelated models of V1 accounting for each property using only a small set of plau-
sible principles and mechanisms, within a consistent biologically grounded frame-
work:

1. Single-compartment (point neuron) firing-rate (i.e., non-spiking) retinal ganglion
cell, lateral geniculate nucleus, and V1 model neurons (see Fig. 1),

2. Hardwired subcortical pathways to V1, including the main LGN or RGC cell
types that have been identified,

3. Initially roughly retinotopic topographic projections from the eye to the LGN and
from the LGN to V1, connecting corresponding areas of each region,

4. Initially roughly isotropic (i.e., radially uniform) local connectivity to and
between neurons in layers in V1, connecting neurons non-specifically to their
local and more distant neighbors,

5. Natural images and spontaneous subcortical input activity patterns that lead to
V1 responses,

6. Hebbian (unsupervised activity-dependent) learning with normalization for syna-
pses on V1 neurons,

7. Homeostatic plasticity (whole-cell adaptation of excitability to keep the average
activity of each V1 neuron constant), and

8. Various modeller-determined parameters associated with each of these mecha-
nisms, eventually intended to be set through self-regulating mechanisms.

Properties and mechanisms not necessary to explain the phenomena listed above,
such as spiking, spike-timing dependent plasticity, detailed neuronal morphology,
feedback from higher areas, neuromodulation, reinforcement learning, and super-
vised learning have been omitted, to clearly focus on the aspects of the system most
relevant to those phenomena. The overall hypothesis is that much of the complex
structure and properties observed in V1 emerges from interactions between relatively
simple but highly interconnected computing elements, with connection strengths and
patterns self-organizing in response to visual input and other sources of neural activ-
ity. Through visual experience, the geometry and statistical regularities of the visual
world become encoded into the structure and connectivity of the visual cortex, leading
to a complex functional cortical architecture that reflects the physical and statistical
properties of the visual world.

At present, many of the results have been obtained independently in a wide variety
of separate projects performed with different collaborators at different times. How-
ever, all of the models share the same underlying principles outlined above, and all
are implemented using the same simulator and a small number of underlying com-
ponents. See [7] for an overview of each of the different models and how they fit
together; here we focus on two representative models that that account for the bulk of
the above properties. First, we present a simple example of a single-V1-layer GCAL
(gain-control adaptive laterally connected) model of the development of orientation
preferences and orientation maps for a single eye (Fig. 1). Second, we present some
results for a larger model that includes motion direction and ocular dominance as
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Fig. 1 Basic GCAL model architecture. In the simplest case, GCAL consists of a greyscale matrix
representing the photoreceptor input, a pair of neural sheets representing the ON-center and OFF-
center pathways from the photoreceptors to V1, and a single sheet representing V1. Each sheet is
drawn here with a sample activity pattern resulting from one natural image patch. Each projection
between sheets is illustrated with an oval showing the extent of the connection field in that projection,
with lines converging on the target of the projection. Lateral projections, connecting neurons within
each sheet, are marked with dashed ovals. Projections from the photoreceptors to the ON and OFF
sheets, and within those sheets, are hardwired to mimic a specific class of response types found in
the retina and LGN, in this case monochromatic center-surround neurons with a fixed spatial extent.
Connections to and between V1 neurons adapt via Hebbian learning, allowing initially unselective
V1 neurons to exhibit the range of response types seen experimentally, by differentially weighting
each of the subcortical inputs (from the ON and OFF sheets) and inputs from neighboring V1
neurons

well (Fig. 2). Results for color, disparity, spatial frequency, complex cells, and sur-
round modulation require still larger models not discussed here, but implemented
using similar principles [3, 5, 7, 38, 40]. The goal for each of these models is the
same—to explain how a cortical network can start from an initially undifferentiated
state, to wire itself into a collection of neurons that behave, at a first approximation,
like those in V1. Because such a model starts with no specializations (at the cortical
level) specific to vision and would organize very differently when given different
inputs, it also represents a general explanation for the development and function of
any sensory or motor area in the cortex.

2 Architecture

All of the models whose results are presented here are implemented in the Topo-
graphica simulator, and are freely available along with the simulator from www.
topographica.org. Both the basic and large models are described using the same

www.topographica.org
www.topographica.org
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Fig. 2 Larger GCAL model architecture. Single-V1-sheet GCAL model for orientation, ocular
dominance, and motion direction. This model consists of 19 neural sheets and 50 separate projec-
tions between them. Again, each sheet is drawn with a sample activity pattern resulting from one
natural image, and all sheets below V1 are hardwired to cover a range of response types found in
the retina and LGN. In this model, V1 neurons can become selective along many possible dimen-
sions by various weightings for the incoming activity patterns. Other GCAL models add additional
subcortical inputs (e.g. for color cone types) or additional populations and layers in V1. Reprinted
from [13]

equations shown below, previously presented in Refs. [7, 29] but here extended to
include temporal calibration from the TCAL model [51]. The model is intended to
represent the visual system of the macaque monkey, but relies on data from studies
of cats, ferrets, tree shrews, or other mammalian species where clear results are not
yet available from monkeys.

2.1 Sheets and Projections

Each Topographica model consists of a set of sheets of neurons and projections (sets
of topographically mapped connections) between them. A model has sheets repre-
senting the visual input (as a set of activations in photoreceptor cells), sheets imple-
menting the transformation from the photoreceptors to inputs driving V1 (expressed
as a set of ON and OFF LGN cell activations), and sheets representing neurons in V1.
The simple GCAL model (Fig. 1) has 4 such sheets, the larger one (Fig. 2) has 19,
and the complete unified model described in [7] has 29, each representing different
topographically organized populations of cells in a particular region.
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Each sheet is implemented as a two-dimensional array of firing-rate neurons. The
Topographica simulator allows parameters for sheets and projections to be speci-
fied in measurement units that are independent of the specific grid sizes used in a
particular run of the simulation. To achieve this, Topographica sheets provide multi-
ple spatial coordinate systems, called sheet and matrix coordinates. Where possible,
parameters (e.g. sheet dimensions or connection radii) are expressed in sheet coor-
dinates, expressed as if the sheet were a continuous neural field rather than a finite
grid. In practice, of course, sheets are always simulated using some finite matrix
of units. Each sheet has a parameter called its density, which specifies how many
units (matrix elements) in the matrix correspond to a length of 1.0 in continuous
sheet coordinates, which allows conversion between sheet and matrix coordinates.
When sizes are scaled appropriately [8], results are independent of the density used,
except at very low densities or for simulations with complex cells, where complexity
increases with density [4]. Larger areas can be simulated easily [8], but require more
memory and simulation time.

A projection to an m×m sheet of neurons consists of m2 separate connection
fields, one per target neuron, each of which is a spatially localized set of connec-
tions from the neurons in one input sheet that are near the location corresponding
topographically to the target neuron. Figures 1 and 2 show one sample connection
field (CF) for each projection, visualized as an oval of the corresponding radius on
the input sheet (drawn to scale), connected by a cone to the neuron on the target
sheet (if different). The connections and their weights determine the specific proper-
ties of each neuron in the network, by differentially weighting inputs from neurons
of different types and/or spatial locations. Each of the specific types of sheets and
projections is described in the following sections.

2.2 Images and Photoreceptor Sheets

The basic GCAL model (Fig. 1) has one input sheet, representing responses of pho-
toreceptors of one cone class in one retina, while the larger GCAL model considered
here has two, adding an additional set from another eye (Fig. 2). The full unified
GCAL model of all the input dimensions includes six input sheets (three different
cone types in each eye; not shown or analyzed further here). For the larger model,
input image pairs (left, right) were generated by choosing one image randomly from
a database of single calibrated images, selecting a random patch within the image, a
random direction of motion translation with a fixed speed (described in Ref. [10]),
and a random brightness difference between the two eyes (described in Ref. [31]).
These modifications are intended as a simple model of motion and eye differences, to
allow development of direction preference, ocular dominance, and disparity maps,
until suitable full-motion stereo calibrated-color video datasets of natural scenes
are available. Simulated retinal waves can also be used as inputs, to provide ini-
tial receptive-field and map structure before eye opening, but are not required for
receptive-field or map development in the model [11].
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2.3 Subcortical Sheets

The subcortical pathway from the photoreceptors to the LGN and then to V1 is
represented as a set of hardwired subcortical cells with fixed connection fields (CFs)
that determine the response properties of each cell. These cells represent the complete
processing pathway to V1, including circuitry in the retina (including the retinal
ganglion cells), the optic nerve, the lateral geniculate nucleus, and the optic radiations
to V1. Because the focus of the model is to explain cortical development given its
thalamic input, the properties of these RGC/LGN cells are kept fixed throughout
development, for simplicity and clarity of analysis.

Each distinct RGC/LGN cell type is grouped into a separate sheet, each of which
contains a topographically organized set of cells with identical properties but respond-
ing to a different topographically mapped region of the retinal photoreceptor input
sheet. Figure 1 shows the two main different spatial response types used in the GCAL
models illustrated here, ON (with an excitatory center) and OFF (with an excitatory
surround). All of these cells have Difference-of-Gaussian (DoG) receptive fields,
and thus perform edge enhancement at a particular size scale. Additional cell classes
can easily be added as needed for spatial frequency (with multiple DoG sizes) or
color (with separate cone types for the center and surround Gaussians) simulations.
Figure 2 shows additional ON and OFF cell classes with different delays, added to
allow development of motion preferences.

For the ON and OFF cells in the larger model, there are multiple copies with
different delays from the retina. These delays represent the different latencies in the
lagged versus non-lagged cells found in cat LGN [44, 59], and allow V1 neurons to
become selective for the direction of motion. Many other sources of temporal delays
would also lead to direction preferences, but have not been tested specifically.

2.4 Cortical Sheets

The simulations reported in this chapter use only a single V1 sheet for simplicity, but
in the full unified model, V1 is represented by multiple cortical sheets representing
different cell types and different V1 layers [3, 7]. In this simplified version, cells
make both excitatory and inhibitory connections (unlike actual V1 neurons), and all
cells receive direct input from LGN cells (unlike many V1 neurons). Even so, the
single-sheet V1 can demonstrate most of the phenomena described above, except for
complex cells (which can be obtained by adding a separate population of cells without
direct thalamic input [4]) and contrast-dependent surround modulation effects (which
require separate populations of inhibitory and excitatory cells [3]).

The behavior of the cortical sheet is primarily determined by the projections
to and within it. Each of these projections is initially non-specific other than the
initial rough topography, and becomes selective only through the process of self-
organization (described below), which increases some connection weights at the
expense of others.
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2.5 Activation

The model is simulated in a series of discrete time steps with step size δt = 0.05
(roughly corresponding to 12.5 ms of real time). At time 0.0, the first image is drawn
on the retina, and the activation of each unit in each sheet is updated for the remaining
19 steps before time 1.0, when a new pattern is selected and drawn on the retina (and
similarly until the last input pattern is drawn at time 10,000). Each image patch on the
retina represents one visual fixation (for natural images) or a snapshot of the relatively
slowly changing spatial pattern of spontaneous activity (such as the well-documented
retinal waves [60]). Thus the training process consists of a constant retinal activation,
followed by recurrent processing at the LGN and cortical levels. For one input pattern,
assume that the input is drawn on the photoreceptors at time t and the connection
delay (constant for all projections) is defined as 0.05. Then at t + 0.05 the ON and
OFF cells compute their responses, and at t + 0.010 the thalamic output is delivered
to V1, where it similarly propagates recurrently through the intracortical projections
to the cortical sheet(s) every 0.05 time steps. As described in Sect. 3.4, a much smaller
step size of δt = 0.002 allows replication of the detailed time course of responses to
individual patterns, but this relatively coarse step size of 0.05 is more practical for
simulations of long-term processes like neural development.

Images are presented to the model by activating the retinal photoreceptor units.
The activation value Ψi,P of unit i in photoreceptor sheet P is given by the brightness
of that pixel in the training image.

For each model neuron in the other sheets, the activation value is computed based
on the combined activity contributions to that neuron from each of the sheet’s incom-
ing projections. The activity contribution from a projection is recalculated whenever
its input sheet activity changes, after the corresponding connection delay. For each
unit j in a target sheet and an incoming projection p from sheet sp, the activity contri-
bution is computed from activations in the corresponding connection field Fjp. Fjp

consists of the local neighborhood around j (for lateral connections), or the local
neighborhood of the topographically mapped location of j on sp (for a projection
from another sheet); see examples in Figs. 1 and 2. The activity contribution C jp to
j from projection p is then a dot product of the relevant input with the weights in
each connection field:

C jp(t + δt) =
∑

i∈Fjp

ηi (t)ωi j,p (1)

where unit i is taken from the connection field Fjp of unit j , ηi (t) is the activation
of unit i , and ωi j,p is the connection weight from i to j in that projection. Across
all projections, multiple direct connections between the same pair of neurons are
possible, but each projection p contains at most one connection between i and j ,
denoted by ωi j,p.

For a given cortical unit j , the activity η j (t + δt) is calculated from a rectified
weighted sum of the activity contributions C jp(t + δt):
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η j V (t + δt) = λ f

(∑
p

γpC jp(t + δt)

)
+ (1 − λ)η j V (t) (2)

where f is a half-wave rectifying function with a variable threshold point (θ ) depen-
dent on the average activity of the unit, as described in the next subsection, and V
denotes one of the cortical sheets. λ is a time-constant parameter that defines the
strength of smoothing of the recurrent dynamics in the network, chosen to match the
transient behaviour of V1 neurons; here λ = 1 throughout except that λ = 0.01 for
the simulations of the detailed time course of responses (Sect. 3.4).

Each γp is an arbitrary multiplier for the overall strength of connections in pro-
jection p. The γp values are set in the approximate range 0.5–3.0 for excitatory
projections and −0.5 to −3.0 for inhibitory projections. For afferent connections,
the γp value is chosen to map average V1 activation levels into the range 0–1.0 by
convention, for ease of interconnecting and analyzing multiple sheets. For lateral and
feedback connections, the γp values are then chosen to provide a balance between
feedforward, lateral, and feedback drive, and between excitation and inhibition; these
parameters are crucial for making the network operate in a useful regime.

RGC/LGN neuron activity is computed similarly to Eq. 2, except to add divisive
normalization and to fix the threshold θ at zero:

η j L(t + δt) = λ f

(∑
p γpC jp(t + δt)

γSC j S(t + δt) + k

)
+ (1 − λ)η j L(t) (3)

where L stands for one of the RGC/LGN sheets. Projection S here consists of a
set of isotropic Gaussian-shaped lateral inhibitory connections (see Eq. 6, evaluated
with u = 1), and p ranges over all the other projections to that sheet. k is a small
constant to make the output well-defined for weak inputs. The divisive inhibition
implements the contrast gain control mechanisms found in RGC and LGN neurons
[2, 3, 17, 23]. Here again λ = 1 throughout except that λ = 0.03 for the detailed
simulations in Sect. 3.4.

Each time the activity is computed using Eq. 2 or 3, the new activity values are
sent to each of the outgoing projections, where they arrive after the projection delay.
The process of activity computation then begins again, with a new contribution
C computed as in Eq. 1, leading to new activation values by Eq. 2 or 3. Activity
thus spreads recurrently throughout the network, and can change, die out, or be
strengthened, depending on the parameters.

With typical parameters that lead to realistic topographic map patterns, initially
blurry patterns of afferent-driven cortical activity are sharpened into well-defined
“activity bubbles” through locally cooperative and more distantly competitive lateral
interactions [31]. Nearby neurons are thus influenced to respond more similarly, while
more distant neurons receive net inhibition and thus learn to respond to different
input patterns. The competitive interactions “sparsify” the cortical response into
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patches, in a process that can be compared to the explicit sparseness constraints in
non-mechanistic models [26, 36], while the local facilitatory interactions encourage
spatial locality so that smooth topographic maps will be developed.

As described in more detail below, the initially random weights to cortical neu-
rons are updated in response to each input pattern, via Hebbian learning. Because
the settling (sparsification) process typically leaves only small patches of the cortical
neurons responding strongly, those neurons will be the ones that learn the current
input pattern, while other nearby neurons will learn other input patterns, eventually
covering the complete range of typical input variation. Overall, through a combina-
tion of the network dynamics that achieve sparsification along with local similarity,
plus homeostatic adaptation that keeps neurons operating in a useful regime, plus
Hebbian learning that leads to feature preferences, the network will learn smooth,
topographic maps with good coverage of the space of input patterns, thereby develop-
ing into a functioning system for processing patterns of visual input without explicit
specification or top-down control of this process.

2.6 Homeostatic Adaptation

For this model, the threshold for activation of each cortical neuron is a very important
quantity, because it directly determines how much the neuron will fire in response
to a given input. Mammalian neurons appear to regulate such thresholds automat-
ically, a process known as homeostatic plasticity or homeostatic adaptation [54]
(where homeostatic means to keep similar and stable). To set the threshold automat-
ically, each neural unit j in V1 calculates a smoothed exponential average of its own
activity (η j ):

η j (t) = (1 − β)η j (t) + βη j (t − 1) (4)

The smoothing parameter (β = 0.999) determines the degree of smoothing in the
calculation of the average. η j is initialized to the target average V1 unit activity
(µ), which for all simulations is η j A(0) = µ = 0.024. The threshold is updated as
follows:

θ(t) = θ(t − 1) + κ(η j (t) − μ) (5)

where κ = 0.0001 is the homeostatic learning rate. The effect of this scaling mech-
anism is to bring the average activity of each V1 unit closer to the specified target.
If the average activity of a V1 unit moves away from the target during training, the
threshold for activation is thus automatically raised or lowered in order to bring it
closer to the target.
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2.7 Learning

Initial connection field weights are random within a two-dimensional Gaussian
envelope. E.g., for a postsynaptic (target) neuron j located at sheet coordinate (0, 0),
the weight ωi j,p from presynaptic unit i in projection p is:

ωi j,p = 1

Zωp
u exp

(
− x2 + y2

2σ 2
p

)
(6)

where (x, y) is the sheet-coordinate location of the presynaptic neuron i , u is a
scalar value drawn from a uniform random distribution for the afferent and lateral
inhibitory projections (p = A, I ), σp determines the width of the Gaussian in sheet
coordinates, and Zω is a constant normalizing term that ensures that the total of all
weights ωi j,p to neuron j in projection p is 1.0, where all afferent projections are
treated together as a single projection so that their sum total is 1.0. Weights for each
projection are only defined within a specific maximum circular radius rp; they are
considered zero outside that radius.

Once per input pattern (after activity has settled), each connection weight ωi j

from unit i to unit j is adjusted using a simple Hebbian learning rule. (Learning
could instead be performed at every simulation time step, but doing so would require
significantly more computation time). This rule results in connections that reflect
correlations between the presynaptic activity and the postsynaptic response. Hebbian
connection weight adjustment for unit j is dependent on the presynaptic activity ηi ,
the post-synaptic response η j , and the Hebbian learning rate α:

ωi j,p(t) = ωi j,p(t − 1) + αη jηi∑
k

(
ωk j,p(t − 1) + αη jηk

) (7)

Unless it is constrained, Hebbian learning will lead to ever-increasing (and thus
unstable) values of the weights. The weights are constrained using divisive post-
synaptic weight normalization (denominator of Eq. 7), which is a simple and well
understood mechanism. All afferent connection weights from RGC/LGN sheets are
normalized together in the model, which allows V1 neurons to become selective for
any subset of the RGC/LGN inputs. Weights are normalized separately for each of
the other projections, to ensure that Hebbian learning does not disrupt the balance
between feedforward drive, lateral and feedback excitation, and lateral and feedback
inhibition. Subtractive normalization with upper and lower bounds could be used
instead, but it would lead to binary weights [32, 33], which is not desirable for a firing-
rate model whose connections represent averages over multiple physical connections.
More biologically motivated homeostatic mechanisms for normalization such as
multiplicative synaptic scaling [54] or a sliding threshold for plasticity [15] could be
implemented instead, but these have not been tested so far.

Note that some of the results below use the earlier LISSOM model [31], which fol-
lows the same equations but lacks gain control and homeostatic adaptation (equivalent
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Fig. 3 Development of maps and afferent connections. Over the course of 20,000 input presen-
tations, GCAL model V1 neurons develop selectivity for typical features of the input patterns.
Here simulated retinal waves were presented for the first 6,000 inputs (modelling prenatal develop-
ment), and monochromatic images of natural scenes were presented for the remainder (modelling
postnatal visual experience). Connection fields to V1 neurons were initially random and isotropic
(bottom of Iteration 0; CFs for 8 sample neurons are shown). Neurons were initially unselective,
responding approximately equally to all orientations, and are thus black in the orientation map plot
(where saturated colors represent orientation-selective neurons whose preference is labeled with
the color indicated in the key). Over time, neurons develop specific afferent connection fields (bot-
tom of remaining iterations) that cause neurons to respond to specific orientations. Nearby neurons
respond to similar norientations, as in animal maps, and as a whole they eventually represent the
full range of orientations present in the inputs. Reprinted from [29]

to setting γS = 0 and k = 1 in Eq. 3 and κ = 0 in Eq. 5). Without these automatic
mechanisms, LISSOM requires the modeller to set the input strength and activation
thresholds separately for each dataset and to adjust them as learning progresses. As
long as these values have been set appropriately, previous LISSOM results can be
treated equivalently to GCAL results, but GCAL is significantly simpler to use and
describe, while being more robust to changes in the input distributions [29], so only
GCAL is described here.

3 Results

The following sections outline a series of model results that account for anatomical,
electrophysiology, imaging, psychophysical, and behavioral results from studies of
experimental animals, all arising from the neural architecture and self-organizing
mechanisms outlined in the previous section.

3.1 Maps and Connection Patterns

Figure 3 shows how orientation selectivity emerges in the basic GCAL model from
Fig. 1, whose subcortical pathway consists of a single set of non-lagged monochro-
matic ON and OFF LGN inputs for a single eye. Over the course of development,
initially unspecific connections become selective for specific patterns of LGN activ-
ity, including particular orientations. Hebbian learning ensures that each afferent
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(a) (b) (c)

Fig. 4 Lateral connections across maps. GCAL and LISSOM model neurons each participate in
multiple functional maps, but have only a single set of lateral connections. Connections are strongest
from other neurons with similar properties, respecting each of the maps to the degree to which that
map affects correlation between neurons. Maps for a combined orientation (OR), ocular dominance
(OD), direction (DR) simulation LISSOM model are shown above, with the black outlines indicating
the connections to the central neuron (marked with a small square black outline) that remain after
weak connections have been pruned. Model neurons connect to other model neurons with similar
orientation preference (a) (as in tree shrew, [18]) but even more strongly respect the direction map
(c). This highly monocular unit also connects strongly to the same eye (b), but the more typical
binocular cells have wider connection distributions. Reprinted from Ref. [13]

connection field shown represents the average pattern of LGN activity that has driven
that neuron to a strong response; each neuron prefers a different pattern at a specific
location on the retinal surface. Preferences from the set of all V1 neurons form a
smooth topographic map covering the range of orientations present in the input pat-
terns, yielding an orientation map similar to those from monkeys [16]. For instance,
the map shows iso-feature domains, pinwheel centers, fractures, saddle points, and
linear zones, with a ring-shaped Fourier transform. As in animals [46], orientation
selectivity is preserved over a very wide range of contrasts, due to the effect of lateral
inhibitory connections in the LGN and in V1 that normalize responses to be relative
to activation of neighboring neurons rather than absolute levels of contrast [29].

Similar results are found for models including each of the other low-level features
of images, with specific map patterns that match those found in animals. Figure 4
shows results from the larger orientation, ocular dominance, and motion direction
simulation from Fig. 2; each neuron becomes selective for some portion of this mul-
tidimensional feature space, and together they account for the variation across this
space that was seen during self-organization [13]. Other simulations not included
here show how color, spatial frequency, and disparity preferences and maps can
develop when appropriate information is made available to V1 through additional
RGC/LGN sheets [5, 7, 38, 40]. As described in the original source for each model,
the model results for each dimension have been evaluated against the available ani-
mal data, and capture the main aspects of the feature value coverage and the spatial
organization of the maps [31, 38]. The maps simulated together (e.g. orientation
and ocular dominance) also tend to intersect at right angles, such that high-gradient
regions in one map avoid high-gradient regions in others [13].



7 Constructing Complex Systems Via Activity-Driven 215

These patterns primarily emerge from geometric constraints on smoothly mapping
the range of values for the indicated feature, within a two-dimensional retinotopic
map [31]. They are also affected by the relative amount by which each feature varies in
the input dataset, how often each feature appears, and other aspects of the input image
statistics [12]. For instance, orientation maps trained on natural image inputs develop
a preponderance of neurons with horizontal and vertical orientation preferences,
which is also seen seen in ferret maps and reflects the statistics of contours found in
natural images [11, 20].

While the feature maps and afferent connections of neurons primarily represent
a decomposition of the image into commonly recurring local features, lateral con-
nections between these neurons store patterns of correlation between each neuron
that represent larger-scale structure and correlations. Figure 4 shows the pattern of
lateral connectivity for a neuron embedded in an orientation, ocular dominance, and
motion direction map. Because the lateral connections are also modified by Hebbian
learning, they represent correlations between neurons, and are thus strong for short-
range connections (due to the shared retinotopic preference of those neurons) and
between other neurons often coactivated during self-organization (e.g. those sharing
orientation, direction, and eye preferences). The lateral connections are thus patchy
and orientation and direction specific, as found in animals [18, 43, 50]. Neurons with
low levels of selectivity for any of those dimensions (e.g. binocular neurons) receive
connections from a wide range of feature preferences, while highly selective neurons
receive more specific connections, reflecting the different patterns of correlation in
those cases. These connection patterns represent predictions, as only a few of these
relationships have been tested so far in animals. The model strongly predicts that lat-
eral connection patterns will respect all maps that account for a significant fraction
of the response variance of the neurons, because each of those features will affect
the correlation between neurons.

Overall, where it has been possible to make comparisons, these models have been
shown to reproduce the main features of the experimental data, using a small set of
assumptions. In each case, the model demonstrates how the experimentally measured
map can emerge from Hebbian learning of corresponding patterns of subcortical and
cortical activity. The models thus illustrate how the same basic, general-purpose
adaptive mechanism will lead to very different organizations, depending on the geo-
metrical and statistical properties of that feature. Future work will focus on showing
how all the results so far could emerge simultaneously in a single model (as outlined
in Ref. [7]).

3.2 Surround Modulation

Given a model with realistically patchy, specific lateral connectivity and realistic
single-neuron properties, as described above, the patterns of interaction between neu-
rons can be compared with neurophysiological evidence for surround modulation—
influences on neural responses from distant patterns in the visual field. These studies
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can help validate the underlying model circuit, while helping understand how the
visual cortex will respond to complicated patterns such as natural images.

For instance, as the size of a patch of grating is increased, the response of a V1
neuron typically increases at first, reaches a peak, and then decreases [45, 47, 55].
Similar patterns can be observed in a GCAL-based model orientation map with
complex cells and separate inhibitory and excitatory subpopulations (figure from
Ref. [3]; not shown). Small patterns initially activate neurons weakly, due to low
overlap with the afferent receptive fields of layer 4 cells, but the response increases
with larger patterns. For large enough patterns, lateral interactions are strong and in
most locations net inhibitory, causing many neurons to be suppressed (leading to a
subsequent dip in response). The model demonstrates that the lateral interactions are
sufficient to account for typical size tuning effects, and also accounts for less com-
monly reported effects that result from neurons with different specific self-organized
patterns of lateral connectivity. The model thus accounts both for the typical pattern
of size tuning, and explains why such a diversity of patterns is observed in animals.
The results from these studies and related studies of orientation-dependent effects
[3] suggest both that lateral interactions may underlie many of the observed surround
modulation effects, and also that the diversity of observed effects can at least in part
be traced to the diversity of lateral connection patterns, which in turn is a result of
the various sequences of activations of the neurons during development.

3.3 Aftereffects

The previous sections have focused on the network organization and operation after
Hebbian learning can be considered to be completed. However, the visual system
is continually adapting to the visual input even during normal visual experience,
resulting in phenomena such as visual aftereffects [53]. To investigate whether and
how this adaptation differs from long-term self-organization, we tested LISSOM
and GCAL-based models with stimuli used in visual aftereffect experiments [9, 19].
Surprisingly, the same Hebbian equations that allow neurons and maps to develop
selectivity also lead to realistic aftereffects, such as for orientation and color (Fig. 5).
In the model, we assume that connections adapt during normal visual experience
just as they do in simulated long-term development, albeit with a lower learning rate
appropriate for adult vision. If so, neurons that are coactive during a particular visual
stimulus (such as a vertical grating) will become slightly more strongly laterally
connected as they adapt to that pattern. Subsequently, the response to that pattern
will be reduced, due to increased lateral excitation that leads to net (disynaptic) lateral
inhibition for high contrast patterns like those in the aftereffect studies. Assuming
a population decoding model such as the vector sum [9], there will be no change
in the perceived orientation of the adaptation pattern, but the perceived value of a
nearby orientation will be repelled away from the adapting stimulus, because the
neurons activated during adaptation now inhibit each other more strongly, shifting
the population response. These changes are the direct result of Hebbian learning
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Fig. 5 Tilt aftereffects from short-term self-organization. If the fully organized network is repeatedly
presented patterns with the same orientation, connection strengths are updated by Hebbian learning
(as during development, but at a lower learning rate). The net effect is increased inhibition, which
causes the neurons that responded during adaptation to respond less afterwards. When the overall
response is summarized as a “perceived value” using a vector average, the result is systematic shifts
in perception, such that a previously similar orientation will now seem very different in orientation,
while more distant orientations will be unchanged or go in the opposite direction (red line, with
error bars showing the standard error of measurement). These patterns are a close match to results
from humans [34] (e.g. the subject from [34] plotted here as a black line, with error bars showing the
standard error of measurement), suggesting that short-term and long-term adaptation share similar
rules. Reprinted from Ref. [9] and replotting data from Ref. [34].

of intracortical connections, as can be shown by disabling learning for all other
connections and observing no change in the overall behavior.

Interestingly, for distant orientations, the human data suggests an attractive effect,
with a perceived orientation shifted towards the adaptation orientation [34]. The
model reproduces this feature as well, and provides the novel explanation that this
indirect effect is due to the divisive normalization term in the Hebbian learning equa-
tion (Eq. 7). Specifically, when the neurons activated during adaptation increase their
mutual inhibition, the normalization term forces this increase to come at the expense
of connections to other neurons not (or only weakly) activated during adaptation.
Those neurons are thus disinhibited, and can respond more strongly than before,
shifting the response towards the adaptation stimulus.

Similar patterns occur for the McCollough Effect [30]; see Ref. [19]. Here the
adaptation stimulus coactivates neurons selective for orientation, color, or both, and
again the lateral interactions between all these neurons are strengthened. Subsequent
stimuli then appear different in both color and orientation, in patterns similar to the
human data. Interestingly, the McCollough effect can last for months, which suggests
that the modelled changes in lateral connectivity can become essentially permanent,
though the effects of short-term exposure typically fade in darkness or in subsequent
visual experience.
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Overall, the model suggests that the same process of Hebbian learning could
explain both long-term development and short-term adaptation, unifying phenomena
previously considered distinct. Of course, the biophysical mechanisms may indeed be
distinct, potentially operating at different time scales and this short-term adaptation
being largely temporary rather than the permanent changes found early in devel-
opment. Even so, the results here suggest that both early development and adult
adaptation may operate using similar mathematical principles. How mechanisms for
long- and short-term plasticity may interact, including possible transitions from long-
to short term plasticity during so-called “critical periods”, is an important area for
future modelling and experimental studies.

3.4 Time Course of Neural Responses

Visual aftereffects reflect changes in responses over the course of seconds and
minutes, but with a sufficiently short time step (i.e., neural connection delay), the
detailed subsecond time course of GCAL LGN and V1 neurons can also be inves-
tigated, before adaptation takes effect. Due to the recurrent nature of the GCAL
architecture, responses to inputs go through a stereotypical time course that serves
to highlight temporal differences in input patterns, just as the mechanisms outlined
above serve to highlight spatial differences (e.g. contrast edges). As part of an ongo-
ing project to understand temporal aspects of cortical processing [51], the temporal
response properties of the GCAL orientation map were adjusted to match experi-
mental data from [24] for the LGN, and to a fit of experimental data from [1], using a
time step size and projection delay of δt = 0.002 (roughly corresponding to 0.5 ms)
instead of the previous δt = 0.05. Remarkably, even though the model was origi-
nally built only to study spatial processing, we were able to match the time course at
both the LGN and V1 levels by adjusting only a single parameter in the model LGN
and V1: λ, which controls temporal smoothing of activity values in Eq. 3. Figure 6
compares the time course of GCAL responses to a step change in the visual input to
the experimental data.

At the LGN level, λ controls only how fast the neural response can change; the
underlying trends in the time course reflect the recurrent processing in the LGN,
i.e., there is initially a strong response due to the afferent connectivity, which is then
reduced by the divisive lateral inhibition in the LGN, with some ringing for this
particular λ value. Higher levels of damping (larger λ) would eliminate this ringing,
as suggested by some other experimental studies [51], but it has been retained here
to show the match to this study. These results are intriguing, because they show
how detailed and realistic temporal properties can arise from a circuit with elements
originally added for contrast gain control (i.e., the lateral inhibition in the LGN);
transient responses emerge as a natural consequence and will serve to highlight
temporally varying input.

The time courses of response at the V1 level are similar, and reflect both the time
course of its LGN input, and also that due to its own recurrent lateral connections,
again smoothed by a λ parameter (Eq. 2). The same conclusions also apply at the
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(a) (b)

LGN V1

Fig. 6 Model LGN and V1 temporal responses. a The dashed red line shows experimental
measurements of a cat LGN peristimulus time histogram (PSTH) in response to a step input [24],
with a characteristic large onset response, some ringing, smaller sustained response, and eventual
offset. The blue line shows the best fit from adjusting the activity smoothing in a GCAL orientation
map; the fit is remarkably good considering that only a single GCAL parameter was varied (λ for
the LGN). b The dashed red line shows results from a simple mathematical model of experimental
measurements from monkey V1 [1], compared to the best fit response from GCAL from varying
λ for V1 (and using the above fit at the LGN level). Again, the fit is remarkably good given the
limited control provided by λ, indicating that the underlying dynamics of the model network are
already a good match to neural circuits. Reprinted from Ref. [51]

V1 level, with V1 responses higher for changing stimuli than for sustained inputs,
and reflecting the structure of the recurrent network in which neurons are embedded,
rather than complex single-neuron temporal properties.

4 Discussion and Future Work

The results reviewed above illustrate a general approach to understanding the
large-scale development, organization, and function of cortical areas, as a way of
understanding processing for real-world data in general. The models show that a
relatively small number of basic and largely uncontroversial assumptions and prin-
ciples may be sufficient to explain a very wide range of experimental results from
the visual cortex. Even very simple neural units, i.e., firing-rate point neurons, gener-
ically connected into topographic maps with initially random or isotropic weights,
can form a wide range of specific feature preferences and maps via unsupervised
normalized Hebbian learning of natural images and spontaneous activity patterns.
The resulting maps consist of neurons with realistic spatial and temporal response
properties, with variability due to visual context and recent history that explains sig-
nificant aspects of surround modulation and visual aftereffects. The simulator and
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example simulations are freely downloadable from www.topographica.org, allowing
any interested researcher to build on this work.

Although all the results listed above were from V1, the cortical architecture con-
tained no vision-specific elements at the start of the simulation, and is thus general
purpose. Similar models have already been used for other cortical regions, such as
rodent barrel cortex [57]. Combining the existing models into a single, runnable
visual system is very much a work in progress, but the results so far suggest that
doing so will be both feasible and valuable.

As previously emphasized, many of the individual results found with GCAL can
also be obtained using other modelling approaches, which can be complementary to
the processes modeled by GCAL. For instance, it is possible to generate orientation
maps without any activity-dependent plasticity, through the initial wiring pattern
between the retina and the cortex [37, 42] or within the cortex itself [25]. Such an
approach cannot explain subsequent experience-dependent development, whereas
the Hebbian approach of GCAL can explain both the initial map and later plasticity,
but it is of course possible that the initial map and the subsequent plasticity occur
via different mechanisms. Other models are based on abstractions of some of the
mechanisms in GCAL [22, 35, 58, 61], operating similarly but at a higher level.
GCAL is not meant as a competitor to such models, but as a concrete, physically
realizable implementation of those ideas, forming a prototype of both the biological
system and potential future artificial vision systems.

5 GCAL as a Starting Point for Higher-Level Mechanisms

At present, all of the models reviewed contain feedforward and lateral connections,
but no feedback from higher cortical areas to V1 or from V1 to the LGN, because
such feedback has not been found necessary to replicate the features surveyed. How-
ever, note that nearly all of the physiological data considered was from anesthetized
animals not engaged in any visually mediated behaviors. Under those conditions,
it is not surprising that feedback would have relatively little effect. Corticocortical
and corticothalamic feedback is likely to be crucial to explain how these circuits
operate during natural vision [49, 52], and determining the form and function of
this feedback is an important aspect of developing a general-purpose cortical model.
By clearly establishing which V1 properties do not require such feedback, GCAL
represents an excellent starting point for building and understanding models of these
phenomena.

Eventually, such models will need to be trained using input that reflects the com-
plete context in which an animal develops, rather than just the fixed and arbitrary
stream of training images used so far. Ideally, a model of visual system development
in primates would be driven by color, stereo, foveated video streams replicating typ-
ical patterns of eye movements, movements of an animal in its environment, and
responses to visual patterns. Collecting data of this sort is difficult, and moreover
cannot capture any causal or contingent relationships between the current visual input

www.topographica.org
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and the current neural organization that can affect future eye and organism movements
that will then change the visual input. In the long run, to account for more complex
aspects of visual system development such as visual object recognition and optic
flow processing, it will be necessary to implement the models as embodied, situated
agents [39, 56] embedded in the real world or in realistic 3D virtual environments.
Building such robotic or virtual agents will add significant additional complexity,
however, so it is important first to see how much of the behavior of V1 neurons can
be addressed by the present “open-loop”, non-situated approach.

As discussed throughout, the main focus of this modelling work has been on
replicating experimental data using a small number of computational primitives and
mechanisms, with a goal of providing a concise, concrete, and relatively simple
explanation for a wide and complex range of experimental findings. A complete
explanation of visual cortex development and function would go even further, demon-
strating more clearly why the cortex should be built in this way, and precisely what
information-processing purpose this circuit performs. For instance, realistic recep-
tive fields can be obtained from “normative” models embodying the idea that the
cortex is developing a set of basis functions to represent input patterns faithfully,
with only a few active neurons [14, 26, 36, 41], maps can emerge by minimizing
connection lengths in the cortex [28], and lateral connections can be modelled as
decorrelating the input patterns [6, 21]. The GCAL model can be seen as a concrete,
mechanistic implementation of these ideas, showing how a physically realizable local
circuit could develop receptive fields with good coverage of the input space, via lat-
eral interactions that also implement sparsification via decorrelation [31]. Making
more explicit links between mechanistic models like GCAL and normative theories
is an important goal for future work. Meanwhile, there are many aspects of cortical
function not explained by current normative models. The focus of the current line
of research is on first capturing those phenomena in a general-purpose mechanistic
model, so that researchers can then build deeper explanations for why these compu-
tations are useful for the organism. The following section outlines the beginning of
such an explanation, in the context of data processing in general.

6 Building Complex Systems

If one steps back from cortical modelling to consider what the underlying circuits in
GCAL are doing, the simulations reported here suggest a relatively straightforward
process for building a circuit or device to process real-world input data:

1. Make sure your input data is organized into a meaningful two-dimensional spatial
arrangement. Such a representation comes for free with many types of input data,
reflecting the spatiotemporal ordering of the physical world, but for other types
of data (as in the olfactory system) the data must first be organized into a two-
dimensional pattern in some space (as for the odorant maps in the olfactory bulb
[27]). GCAL can perform such mapping itself for small-scale networks, but large
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enough networks would require a very extensive set of connections, and thus
establishing some initial mapping (as for retinotopy in animals and in GCAL)
can be considered a prerequisite.

2. Given this spatial representation, decompose your input data to be processed by
a large array of local processing units by mapping it to a set of simulated neurons
with topographically local afferent connection fields, so that each can compute
independently.

3. Connect your processing units laterally with a pattern that ensures that local
patches of neurons respond to similar inputs, and that more distant neurons
respond to different inputs. This type of network will generate “activity bub-
bles” in response to a strong input pattern, with bubbles in different locations
depending on the input pattern, to achieve coverage of the input pattern features.

4. Allow neural excitability to vary via homeostatic plasticity, so that neurons adapt
to the patterns of input strength over time.

5. Adjust all connections using Hebbian learning, to ensure that neurons become
selective for particular local patterns, while others become selective for other
patterns.

The resulting network will thus remap the inputs into a sparse representation that
covers the ranges of variability in the input data, with lateral connectivity that makes
neurons compete to represent a given input, while filling in expected patterns in cases
of weak inputs. Short-term adaptation following similar rules as self-organization will
make neurons respond most strongly to changes in the input statistics, again high-
lighting important events. At an even faster time scale, the temporal responses of these
recurrently connected neurons will again highlight moment-to-moment changes in
input patterns.

The resulting spatially and temporally decorrelated representation can then be
available as a substrate for higher-level processing such as reinforcement or super-
vised learning, acting on sparse patterns that reflect the underlying sources of vari-
ability in the environment rather than the initial dense and highly redundant pattern of
inputs that reflect the structure of the input receptors. In principle, this approach can
be used for any type of input data, potentially offering a starting point for building
complex systems for data processing in general.

7 Conclusions

The GCAL model results suggest that it will soon be feasible to build a single
model visual system that will account for a very large fraction of the visual response
properties, at the firing rate level, of V1 neurons in a particular species. Such a
model will help researchers make testable predictions to drive future experiments to
understand cortical processing, as well as determine which properties require more
complex approaches, such as feedback, attention, and detailed neural geometry and
dynamics. The model suggests that cortical neurons develop to cover the typical range
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of variation in their thalamic inputs, within the context of a smooth, multidimensional
topographic map, and that lateral connections store pairwise correlations and use this
information to modulate responses to natural scenes, dynamically adapting to both
long-term and short-term visual input statistics.

Because the model cortex starts without any specialization for vision, it represents
a general model for any cortical region, and is also an implementation for a generic
information processing device that could have important applications outside of
neuroscience. By integrating and unifying a wide range of experimental results, the
model should thus help advance our understanding of cortical processing and real-
world information processing in general.
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Chapter 8
Neuro-Centric and Holocentric Approaches
to the Evolution of Developmental Neural
Networks

Julian F. Miller

Abstract In nature, brains are built through a process of biological development
in which many aspects of the network of neurons and connections change and are
shaped by external information received through sensory organs. From numerous
studies in neuroscience, it has been demonstrated that developmental aspects of the
brain are intimately involved in learning. Despite this, most artificial neural network
(ANN) models do not include developmental mechanisms and regard learning as
the adjustment of connection weights. Incorporating development into ANNs raises
fundamental questions. What level of biological plausibility should be employed?
In this chapter, we discuss two artificial developmental neural network models with
differing degrees of biological plausibility. One takes the view that the neuron is
fundamental (neuro-centric) so that all evolved programs are based at the level of
the neuron, the other carries out development at an entire network level and evolves
rules that change the network (holocentric). In the process, we hope to reveal some
important issues and questions that are relevant to researchers wishing to create other
such models.

1 Introduction

Although artificial neural networks (ANNs) are over 60 years old [1] few would argue
that they even approach the learning capabilities of relatively simple organisms. Yet,
over this period our understanding of neuroscience has increased enormously [2] and
computer systems have gained enormous improvements in speed. We suggest that
a major weakness of many ANNs models is that they follow the “synaptic dogma”
(SD) which encodes learned knowledge solely in the form of connection strengths
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(i.e. weights). SD gives rise to “catastrophic forgetting” (CF) [3–5]. This is where
trained ANNs when re-trained on a new problem, forget how to solve the original
problem. Interestingly, although Judd showed that learning the weights in a fixed
neural network is an NP-complete problem [6], Baum proved that if one allows the
addition of neurons and weighted connections, ANNs can solve learning problems in
polynomial time [7]. Shortly after Baum’s paper “constructive ANNs” were devised
[8, 9]. These use supervised learning, in which neurons and connections are added
gradually and weights adjusted incrementally until training errors are reduced. Quin-
lan discussed “dynamic networks” which he defined as “any artificial neural network
that automatically changes its structure through exposure to input stimuli” [10, 11].
He observed that “although there has been some work on the removal of weighted
connections, these schemes have not explored a general framework where the num-
ber of connections is both increased and decreased independently of the number of
processing units” [10]. Combining evolution with development is a way of exploring
the more dynamic networks that Quinlan discussed. However, despite the fact that the
original inspiration for ANNs came from knowledge about the brain, it still remains
that very few ANN models use both evolution and development, both of which are
fundamental to the construction of the brain [12].

Apart from the problem of catastrophic forgetting, there is much research that
undermines the notion that memory in brains is principally related to synaptic
strengths. Firstly, it is now known that most synapses are not static but are con-
stantly pruned away and replaced by new synapses and learning is related strongly to
this process [13]. Secondly, synaptic plasticity does not merely involve the increase
or decrease of the number of synapses, but is related also to the exact location of
the synapses on the dendritic tree and the actual geometry of the dendritic branches.
Thirdly, much research indicates that learning and environmental interaction are
strongly related to structural changes in neurons. Dark-reared mice when placed
in the light develop new dendrites in the visual cortex within days [14]. Animals
reared in complex environments involving active learning have an increased density
of dendrites and synapses [15, 16].1 Within the brains of songbirds in the breeding
season, it is has been found that the number, size and spacing of neurons increases
[18]. In a well-known study it was found that the hippocampi of London taxi drivers
who must remember large parts of central London, are significantly larger relative
to those of control subjects [19]. Rose is quite emphatic about the role of structural
change in memory and argues that after a few hours of learning the brain is perma-
nently altered “if only by shifting the number and position of a few dendritic spines
on a few neurons in particular brain regions” [20]. Another, almost obvious, aspect
supporting the view that structural changes in the brain are strongly associated with
learning, is simply that the most significant period of learning in animals happens in
infancy, when the brain is developing [21].

1 However, a recent study showed that environmental enrichment alone does not significantly
increase hippocampal neurogenesis or bestow spatial learning benefits in mice [17].
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Our view is that structural changes in a computational network will enhance
the learning capability of artificial neural networks and development appears to be
a promising way of acheiving this. The idea is that evolution will arrive at useful
developmental rules that result in enhanced learning ability. In this chapter we discuss
two models that attempt to do this. The first is neuro-centric and uses evolution to
build a collection of programs that represent many aspects of a neuron (i.e. dendritic
and axonal branches, soma, synapses and neuron firing) [22–28]. The advantage this
has is that many aspects of neuroscience can enrich and inform such an approach. The
second approach is holocentric, it uses evolution and development, however evolution
works at the whole system level. Most conventional ANNs are also holocentric as
learning mechanisms are employed at a whole network level. Holocentric models tend
to use a much higher level of abstraction of neural systems and consequently they are
simpler and computationally more efficient. The holocentric model we discuss here
uses a genotype which unfolds through self-modification and iteration to produce an
entire computational network. At each iteration a complete functioning network is
obtained and embedded self-modification operators dictate changes to the network so
that a new network is produced. In both models the computational network develops
at run time, so that if executed for sufficiently long periods of time, the networks
can become arbitrarily large and complex. This contrasts with other well known
developmental computational approaches such as HyperNEAT [29] and Cellular
Encoding [30] where the phenotype is fixed and defined by artificial evolution.

The neuro-centric method uses a form of genetic programming (GP) [31] called
Cartesian Genetic Programming (CGP) [32, 33] to represent the computational com-
ponents of the neuron. It is referred to as the CGP developmental network (CGPDN).
The other approach (holocentric) is based on a form of CGP called Self-Modifying
CGP (SMCGP)[34–40]. CGP is a method for evolving graph-based computational
structures so it naturally lends itself to representing ANNs. Indeed, ANNs can be
encoded directly by CGP and recent work suggests this is in itself a very promising
encoding [41–43]. CGP has been shown to offer advantages over other forms of GP,
in that it can evolve solutions in less genotype evaluations and solutions are more
compact than many other methods [44]. Like GP it is a general method for evolving
programs so that it provides a method for evolving many kinds of computational
structures (e.g. Boolean circuits, computer programs, sets of equations) including
artificial neural networks.

The plan of the chapter is as follows. Since CGP underlies the models discussed
here, we give an overview in Sect. 2. In Sect. 3 we outline a neuro-centric CGP devel-
opmental network (CGPDN). In Sect. 4 we discuss a developmental form of CGP
called self-modifying CGP. In the process we compare and contrast the develop-
mental CGP approach with the non-developmental approach. In Sect. 7 we discuss a
developmental holocentric approach to ANNs that uses SMCGP to develop ANNs.
We discuss and contrast the neuro-centric and holocentric approaches to ANNs in
Sect. 8. We end the chapter with some observations on requirements for acheiving
general learning in ANNs.



230 J. F. Miller

2 Cartesian Genetic Programming

For completeness we give a brief overview of CGP. A more detailed account is
available in the recently published book [45]. In CGP, programs are represented in the
form of directed acyclic graphs. These graphs are represented as a two-dimensional
grid of computational nodes (which may, or may not, be sigmoidal neurons). The
genes that make up the genotype in CGP are integers that represent where a node gets
its data, what operations the node performs on the data and where the output data
required by the user is to be obtained. When the genotype is decoded, some nodes
may be ignored. This happens when node outputs are not used in the calculation of
output data. When this happens, we refer to the nodes and their genes as ‘non-coding’.
We call the program that results from the decoding of a genotype a phenotype. The
genotype in CGP has a fixed length. However, the size of the phenotype (in terms of
the number of computational nodes) can be anything from zero nodes to the number
of nodes defined in the genotype. The types of computational node functions used in
CGP are decided by the user and are listed in a function look-up table. For instance, if
conventional ANNs are required there might be only one function, a sigmoid. In this
case function genes are not required as by default they are all sigmoid. However, in
general CGP can use any combination of functions desired. In [41–43] two functions
are used, sigmoid and hyperbolic tangent.

In CGP, each node in the directed graph represents a particular function and is
encoded by a number of genes. One gene is the address of the computational node
function in the function look-up table. We call this a function gene. The remaining
node genes say where the node gets its data from. These genes represent addresses
in a data structure (typically an array). We call these connection genes. Nodes take
their inputs in a feed-forward manner from either the output of nodes in a previous
column or from a program input. It should be noted that recurrent networks can also
be represented as in [41].

The number of connection genes a node has is chosen to be the maximum number
of inputs (often called the arity) that any function in the function look-up table has.
The program data inputs are given the absolute data addresses 0 to ni − 1 where ni is
the number of program inputs. The data outputs of nodes in the genotype are given
addresses sequentially, column by column, starting from ni to ni + Ln − 1, where
Ln is the user-determined upper bound of the number of nodes. The general form of
a Cartesian genetic program is shown in Fig. 1. If the problem requires no program
outputs, then no integers are generally added to the end of the genotype. In general,
there may be a number of output genes (Oi) which specify where the program outputs
are taken from. Each of these is an address of a node where the program output data
is taken from. Nodes in columns cannot be connected to each other. In many cases
graphs encoded are directed and feed-forward; this means that a node may only have
its inputs connected to either input data or the output of a node in a previous column.
The structure of the genotype is seen below the schematic in Fig. 1. All node function
genes fi are integer addresses in a look-up table of functions. All connection genes
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Fig. 1 General form of CGP. It is a grid of nodes whose functions are chosen from a set of primitive
functions. The grid has nc columns and nr rows. The number of program inputs is ni and the number
of program outputs is no. Each node is assumed to take as many inputs as the maximum function
arity a. Every data input and node output is labeled consecutively (starting at 0), which gives it
a unique data address which specifies where the input data or node output value can be accessed
(shown in the figure on the outputs of inputs and nodes)

Cij are data addresses and are integers taking values between 0 and the address of
the node at the bottom of the previous column of nodes.

CGP programs which solve computational problems are found using a search
algorithm. The algorithm typically used is a simple kind of probabilistic hill-climber,
known as a 1 + λ evolutionary algorithm [46]. Usually λ is chosen to be 4. This has
the form shown in Algorithm 1.

Algorithm 1 The (1 + 4) evolutionary strategy

1: for all i such that 0 ≤ i < 5 do
2: Randomly generate individual i
3: end for
4: Select the fittest individual, which is promoted as the parent
5: while a solution is not found or the generation limit is not reached do
6: for all i such that 0 ≤ i < 4 do
7: Mutate the parent to generate offspring i
8: end for
9: Generate the fittest individual using the following rules:
10: if an offspring genotype has a better or equal fitness than the parent then
11: Offspring genotype is chosen as fittest
12: else
13: The parent chromosome remains the fittest
14: end if
15: end while
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Fig. 2 An example of the
point mutation operator before
and after it is applied to
a CGP genotype, and the
corresponding phenotypes. A
single point mutation occurs
in the program output gene
(oA), changing the value from
6 to 7. This causes nodes
3 and 7 to become active,
whilst making nodes 2, 5 and
6 inactive. The inactive areas
are shown in grey dashes.
a Before mutation, b After
mutation
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The mutation operator used in CGP is a point mutation operator. In a point muta-
tion, an allele at a randomly chosen gene location is changed to another valid random
value (see [45] for details). If a function gene is chosen for mutation, then a valid
value is the address of any function in the function set. In cases where are is only one
function allowed (e.g. all functions are sigmoidal neuron) then function genes are
not required. If an input gene is chosen for mutation, then a valid value is the address
of the output of any previous node in the genotype or of any program input. Also, a
valid value for a program output gene is the address of the output of any node in the
genotype or the address of a program input. The number of genes in the genotype
that can be mutated in a single application of the mutation operator is defined by the
user, and is normally a percentage of the total number of genes in the genotype.

When CGP programs are evolved, the connectivity, functionality and topology of
the encoded graphical structures can change dramatically from generation to gener-
ation. The evolutionary algorithm is optimizing all these aspects simultaneously.

An example showing the application of a point mutation operator is shown in
Fig. 2. In this example, the function nodes are all Boolean logic functions (with
two inputs). The example also highlights how a small change in the genotype can
sometimes produce a large change in the phenotype.
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On line 10 of the procedure there is an extra condition: that when an offspring
genotype in the population has the same fitness as the parent and there is no other
offspring that is better than the parent, in that case the offspring is chosen as the new
parent. This is a very important feature of the algorithm, which allows genotypes
to change even when the phenotype does not. Such genotypes have mutations in
genetic code that is inactive. Such inactive genes therefore have a neutral effect on
genotype fitness. CGP genotypes are dominated by redundant genes. For instance,
Miller and Smith showed that in genotypes having 4,000 nodes, the percentage of
inactive nodes is approximately 95 %! [47]. The influence of neutrality in CGP has
been investigated in detail [33, 47–49] and has been shown to be extremely beneficial
to the efficiency of the evolutionary process on a range of test problems. The neutral
drift of genotypes allows mutation to create many innovative variants of the current
best genotype, some of which will occasionally contain phenotypes which are fitter
than the parent.

3 A Neurocentric Model: The CGP Developmental Network

The CGPDN model has idealized the behaviour of a neuron in terms of seven main
processes. The reasons for this have been discussed in more detail in [12, 28].

1. Local interaction among neighbouring branches of the same dendrite.
2. Processing of signals received from dendrites at the soma and deciding whether

to fire an action potential.
3. Synaptic connections which transfer potential through axon branches to the neigh-

bouring dendrite branches.
4. Dendrite branch growth and shrinkage. Production of new dendrite branches,

removal of old branches.
5. Axon branch growth and shrinkage. Production of new axon branches, removal

of old branches.
6. Creation or destruction of neurons.
7. Updating the synaptic weights (and consequently the capability to make synaptic

connections) between axon branches and neighbouring dendrite branches.

Each aspect is incorporated with a separate chromosome (CGP program). The
advantage of having a compartmentalized model is that different aspects of the model
can be examined separately. Their utility to the whole can be assessed and if necessary
the different compartments of the model can be refined.

In the CGPDN, neurons are placed randomly in a two dimensional grid so that
they are only aware of their spatial neighbours (see Fig. 3). Each neuron is initially
allocated a random number of dendrites, dendrite branches, one axon and a random
number of axon branches. An integer variable that mimics electrical potential is used
for internal computation in neurons and communication between neurons. Neurons
receive information through dendrite branches, which is processed by the evolved
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Fig. 3 On the top left a grid is shown containing a single neuron. The rest of the figure is an
exploded view of the neuron. The neuron consists of seven evolved computational functions. Three
are ‘electrical’ and process a simulated potential in the dendrite (D), soma (S) and axo-synapse
branch (AS). Three more are developmental in nature and are responsible for the ‘life cycle’ of
neural components (shown in grey). They decide whether dendrite branches (DBL), soma (SL) and
axo-synaptic branches (ASL) should die, change or replicate. The remaining evolved computational
function (WP) adjusts synaptic and dendritic weights and is used to decide the transfer of potential
from a firing neuron to a neighbouring neuron

dendrite program (D) and transferred to the evolved soma program (S). S determines
the final potential in the soma, which is compared to a threshold to determine whether
it should fire or not. Axon branches transfer information only to dendrite branches in
their proximity by passing the signals from all the neighbouring branches through a
CGP program (AS), acting as an electrochemical synapse, which in turn updates the
values of potential only in neighbouring branches. The weight processing chromo-
some (WP) adjusts the weights of potential connections to the synapse. The signal
is transferred to the postsynaptic neuron having the largest weight. External inputs
and outputs are also converted into potentials before being applied to the network.

3.1 Internal Neuron Variables

Four integer variables are incorporated into the CGPDN, representing either the
fundamental properties of the neurons (health, resistance, and weight) or as an aid
to computational efficiency (state-factor).
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Fig. 4 Electrical processing in a neuron, showing the CGP programs for a dendrite branch, the
soma and an axo-synaptic branch with their corresponding inputs and outputs

Associated with each dendrite branch and axo-synaptic connection are the vari-
ables health, resistance and weight. The values of these variables are adjusted by
the CGP programs (see below). The health variable is used to govern the replication
and/or death of dendrites and axon branches. A large value implicates replication a
low value implicates removal (death). The resistance variable controls the growth
and/or shrinkage of dendrites and axon branches. The weight variable is used in
calculating the potentials in the network. Each soma has only two variables: health
and weight.

The variable state-factor is used as a parameter to reduce the computational burden
by keeping some of the neurons and branches inactive for a number of cycles. When
the state-factor is zero, the neurons and branches are considered to be active and
their corresponding program is run. The value of state-factor is affected by the
CGP programs, as it is dependent on the outputs of the CGP electrical-processing
chromosomes.

3.2 Electrical Processing

The electrical-processing chromosomes (D, S and AS) are responsible for signal
processing inside neurons and communication between neurons. The inputs supplied
to the CGP programs are shown in Fig. 4.
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Fig. 5 Weight processing in
an axo-synaptic branch, with
its corresponding inputs and
outputs
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3.3 Weight Processing

The weight processing program (WP) is responsible for updating the weights of
branches. The weights of axon and dendrite branches are also used to modulate and
transfer the simulated potential [28].

Figure 5 shows the inputs and outputs to the weight-processing chromosome. The
CGP program encoded in this chromosome takes as input the weight of the axo-
synapse and the neighbouring dendrite branches of other neurons and produces their
updated values as output. The synaptic potential produced at the axo-synapse is
transferred to the dendrite branch having the highest weight after weight processing.

3.4 Developmental Aspects of Neurons

The DBL, ABL and SL CGP chromosomes (see Fig. 3) are responsible for increases
or decreases in the numbers of neurons and neurite branches and also the growth and
migration of neurite branches. The inputs and outputs of the programs encoded in
these chromosomes are shown in Fig. 6.

3.5 Inputs and Outputs

The inputs are applied to the CGPDN through axon branches by using axo-synaptic
electrical-processing chromosomes. The axon branches are distributed across the
network in a similar way to the axon branches of neurons as shown in Fig. 7. These
branches can be regarded as ‘input neurons’. They take an input from the environment
and transfer it directly to the axo-synapse input. When inputs are applied to the
system, the program encoded in the axo-synaptic electrical branch chromosome is
executed and the resulting signal is transferred to its neighbouring active dendrite
branches.
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Fig. 6 Life cycle of neuron, showing CGP programs for life cycles in a dendrite branch, the soma
and an axo-synapse branch, with their corresponding inputs and outputs

Similarly, there are output neurons which read the signal from the network through
output dendrite branches. These output dendrite branches are distributed across the
network as shown in Fig. 7. The branches are updated by the axo-synaptic chromo-
somes of the neurons in the same way as for other dendrite branches. The output
from the output neuron is taken without further processing after every five cycles.
The number of inputs and outputs can change at run time (during development), a
new input or output branch can be introduced into the network, or an existing branch
can be removed. This allows CGPDN to handle arbitrary numbers of inputs and
outputs at run time.

The number of programs, that are run and transfer the potential from all active
neurons to other active neurons is dependent on the number of active neural electrical
components. Developmental programs determine the morphology of the neural net-
work (i.e. the number of dendrite branches, axo-synapes and somae and how they are
connected). The number of dendrites on each neuron is fixed, however the number
of dendrite branches on each dendrite is variable and is determined by whether the
developmental dendrite branch programs (DBL) in the past decided to eliminate or
grow new branches. Every neuron is invested with a single axon, however, the num-
ber of axo-synapses attached to each axon is determined by whether the axo-synaptic
branch program (ASL) in the past decided to grow or eliminate new axo-synapses.
The number of neurons (initialized as a small randomly chosen number) is deter-
mined over time by whether soma developmental programs (SL) decided to replicate
neurons or not (Fig. 8).

Whatever the number of programs that are run in the developing neural net-
work, the size of the genotype is fixed and depends only on the sizes of the seven
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Fig. 7 Schematic illustration of a CGPDN defined over a 3×4 grid. The grid contains five neurons;
each neuron has a number of dendrites with dendrite branches, and an axon with axon branches.
Inputs are applied at five random locations in the grid using input axo-synapse branches by running
axo-synaptic CGP programs. Outputs are taken from five random locations through output dendrite
branches. Each grid square represents one location; the branches and soma are shown spaced for
clarity. Each branch location is represented by where it terminates. Every location can have an
arbitrary number of neurons and branches; there is no upper limit

Initial CGPCN After 5-Steps After 10-Steps 15-Steps 20-Steps 25-Steps

30-Steps 40-Steps 50-Steps 60-Steps 70-Steps 80-Steps

Fig. 8 Structural changes in a CGPDN network of a Wumpus World agent at different time steps.
The network has five neurons at the start, and 21 neurons after completing 80 steps. Black squares
are somae, thick lines (red) are dendrites, yellowish green lines are axons, green lines are dendrite
branches, and blue lines show axon branches. Inputs and outputs are not shown
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chromosomes that give rise to a network. This is one of the advantages of the devel-
opmental approach. A relatively simple collection of evolved programs can define
an entire network of arbitrary complexity. The CGPDN model has been evaluated on
a number of problems in artificial intelligence. Wumpus world [23], checkers [22,
25, 26] and maze solving [50]. Results show that the CGPDN produces networks
that learn with experience (without further evolution). With structurally different net-
works they can recognize situations that have occurred before and cause the same
actions. For instance, we observed that in a series of games of checkers, CGPDN
players make appropriate, and often the same move, when a new game starts even
though the neural network is different from the network that existed at the start of a
previous game.

4 Self-Modifying CGP

Self-modifying Cartesian Genetic Programming (SMCGP) is a form of Genetic
Programming founded on Cartesian Genetic Programming that is developmental
in nature. In addition to the usual computational functions, it includes functions that
can modify the program encoded in the genotype. This means that programs can
be iterated to produce an infinite sequence of programs (phenotypes) from a single
evolved genotype. It also allows programs to acquire more inputs and produce more
outputs during this iteration.

Algorithm 2 gives a high-level overview of the process of mapping a genotype
to a phenotype in SMCGP. The first stage of the mapping is the modification of
the genotype. This happens through the use of evolutionary operators acting on
the genotype. The developmental steps in the mapping are outlined in lines 3–8 of
the algorithm. The first step is to make an exact copy of the genotype and call it
the phenotype at iteration 0. After this, the self-modification operators are applied
to produce the phenotype at the next iteration. Development stops when either a
predefined iteration limit is achieved or it turns out that the phenotype has no self-
modification operations that are active.

At each increment, the phenotype is evaluated and its fitness calculated. The
underlying assumption here is that one is trying to solve a series of computational
problems, rather than a single instance as is usual in GP. For instance, this might be
a series of parity functions, ever-closer approximations to pi, or the natural numbers
of the Fibonacci sequence. If the problem, however, has only a single instance (i.e. a
classification problem), we can take a fixed number of iterations (either a user-defined
parameter or evolved) and evaluate the single phenotype. Another possibility would
be to iterate until no self-modification rules are active.

It is important to note that there are various ways in which there may be no active
self-modification operations. Firstly, no self-modification operations may exist in
the phenotype. Secondly, self-modification operations may be present but be non-
coding. Thirdly, the self-modification operations may not be ‘activated’ when the
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instructions encoded in the phenotype are executed. These various conditions will
be discussed in the detailed description in the following sections.

Algorithm 2 Overview of genotype, phenotype and development
1: Generate genotype
2: Copy genotype to phenotype. Iteration, i = 0
3: repeat
4: Apply self-modification operations to phenotype i
5: increment i
6: Calculate fitness increment, fi
7: until ((i equals number of iterations required) OR (No self-modification functions to do))
8: Evaluate phenotype fitness F from fitness increments, fi

5 The Relation of SMCGP to CGP

The genetic representation in SMCGP has much in common with the representation
used in CGP. The genotype encodes a graph (usually acyclic) that includes a list of
node functions used and their connections. The arity of all functions is chosen to be
equal to that of the largest-arity function in the function set. So, as in CGP, functions
of lower arity ignore extraneous inputs. Although the form of SMCGP described
here represents genotypes using a linear string of nodes, a two-dimensional form has
been recently proposed [51].

5.1 Self-Modification Functions

The most significant difference between SMCGP and CGP is the addition of self-
modification (SM) functions. These functions can be used in the genotype in the
same manner as the more conventional computational operators, but at run time they
provide different functionality. When the SMCGP phenotype is run, the nodes in
the graph are parsed in a similar way to CGP. The graph is executed recursively by
following nodes from the output nodes to the terminals (inputs). When computational
functions are called, then—as usual—they operate on the data coming into the node.

When an SM node is called, the process is as follows. If an SM node is ‘activated’;
then its self-modification instructions are added to a list of pending manipulations
which is called the To-Do list. The modifications in this list are then performed
between iterations. In some implementations of SMCGP SM nodes are ‘activated’
if some numerical condition of its input data is obeyed (i.e. the first input is larger
than the second). This makes the genotype-phenotype mapping data (and therefore
context) dependent. Such a concept could be useful in ANNs (see later) as SM
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Table 1 Examples of self-modification functions

Function name Description

Delete (DEL) Delete the nodes between (P0 + x) and (P1 + x)
Add (ADD) Add P1 new random nodes after (P0 + x).
Move (MOV) Move the nodes between (P0 + x) and (P1 + x) and insert after (P2 + x)
Overwrite (OVR) Copy the nodes between (P0 + x) and (P1 + x) to position (P2 + x),

replacing existing nodes
Duplication (DUP) Copy the nodes between (P0 + x) and (P1 + x) and insert after (P2 + x)
Change connection (CHC) Change the (P1 mod 3)th connection of node P0 to P2

Change function (CHF) Change the function of node P0 to the function associated with P1

Change argument (CHA) Change the (P1 mod 3)th argument of node P0 to P2

Pi are the evolved arguments of the self-modification functions; x represents the absolute position
of the node in the graph, where the leftmost node has position 0. All additions are taken modulo
(the number of nodes in the phenotype), this ensures they are always valid

operations could be activated, say, when the signal supplied to it was above a certain
threshold (rather like the firing behaviour).

Many SM operators are imaginable, and Table 1 lists a few examples. In the
table, we can see that the operators also require arguments. These come from the
genotype and are described in Sect. 5.3. It is also worth noting that the indices for
SM operations are defined relative to the current node.

5.2 Computational Functions

The computational functions used in SMCGP are typical of such functions in GP in
general. They may be arithmetic operations such as addition, subtraction, multipli-
cation, and division, or they may be mathematical functions such as sin, exp etc. In
neural models one might choose sigmoid or hyperbolic tangent functions.

5.3 Arguments

Each node in the SMCGP genotype contains three integers defined in the range 0
to the maximum number of nodes in the genotype.2 These numbers are evolved
and are used in several ways by the SMCGP phenotype. The SM functions require
several arguments to specify how graph modifications are to be carried out (see
Table 1). These arguments are integers, and their values are calculated from the
node’s arguments.

During iteration of the genotype, the arguments can be altered by the SM
function CHP (‘change parameter’). This, in principle, allows storing of the state
(i.e. a memory), since a phenotype could pass information to the phenotype at the
next iteration through a collection of constant values.

2 other reported implementations of SMCGP use floating point numbers.
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5.4 Relative Addressing

The SM operators’ ability to move, delete and duplicate sections of the graph means
that the classical CGP approach of labelling nodes becomes cumbersome. Classical
CGP uses absolute addressing, so that each node has an address and nodes reference
each other using these addresses (this is what connection genes are—see Sect. 2).

To simplify the representation, absolute addresses were replaced with relative
addresses. Now, instead of a node containing an absolute address of another node, it
specifies how many nodes back from its position are required to make a connection.
The connections in the genotype are now defined as positive integers that are greater
than 0 (which prevents cycles).

When the graph is run, the interpreter can calculate where a node gets its input
values from by just subtracting the connection value from the current address of the
node. If the node addresses a value that is not in the graph (i.e. connects too far back),
then a default value is returned (in the case of numeric applications this is 0).

The arguments of SM operators are also defined relative to the current node (see
Table 1). The relative addressing allows subgraphs to be placed or duplicated in
the graph whilst retaining their semantic validity. This means that subgraphs could
represent the same subfunction, but act on different inputs. This can be done without
recalculating any node addresses, thus maintaining validity of the whole graph. So
subgraphs can be used as functions in the sense of the ADFs of standard GP.

5.5 Input and Output Nodes

Most, if not all, genetic programming implementations have a fixed number of inputs.
This certainly makes sense when there is a constant or bounded number of inputs
over the lifetime of a program. However, it prevents the program from scaling to
larger problem sizes by increasing the number of inputs it uses—and this in turn
may prevent general solutions from being found. Similarly, most GP systems have
a fixed number of outputs. In tree-based GP, there is typically a single output. In
classical CGP, a number of input nodes are placed at one end of the graph, and these
are used as the starting point for the recursive interpretation of the program. To allow
an arbitrary number of inputs and outputs, SMCGP introduces several new functions
into the basic function set. These are shown in Table 2.

The interpreter now keeps track of an input pointer, which points to a particular
input in the array of input values. Calling the function INPI returns the value that
the pointer is currently on, and then moves the pointer to the next value. When the
pointer runs out of inputs, it resets to the first input. Similarly, the DECI function
returns an input but then moves the pointer to the previous value. Sometimes it may
not be convenient or useful to move by only one input at a time, hence the SKPI
is included. It moves the pointer a number of places. The number is arrived at by
adding (modulo the number of program inputs) P0 to the input pointer and then
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Table 2 Input and output functions

Function Operation

INCI Return input pointed to by current_input,
increment current_input

DECI Return input pointed to by current_input,
decrement current_input

SKPI Return input pointed to by current_input,
current_input = current_input + P0

INCO write data to current_output element of output_register,
increment current_output

DECO write data to current_output element of output_register,
decrement current_output

SKPO write data to current_output element of output_register,
current_output = current_output + P0

P0 is the first argument gene; current_input wraps around so that when current_input equals the
number of program inputs, current_input is set to zero; current_output also wraps around and writes
outputs to an output register that has a number of elements equal to the number of program outputs.
The output register is initialized with zeros

returning that input. The output functions work in a similar manner except that they
write to an output register which has the same number of elements as the desired
program outputs at that iteration. The register is filled with defaults values of zero.
By duplicating any input and output functions the SMCGP phenotypes can acquire
more inputs and outputs when they are iterated.

6 SMCGP Performance and Applications

The performance of SMCGP, in terms of the average number of genotype evaluations
required to solve a problem, has been evaluated on a number of problems.3 It has
also been compared with other published results of other approaches [39] and also
compared with standard CGP and a form of CGP with ADFS [44]. In all cases
SMCGP solves easy instances of problems in a larger number of evaluations than
other approaches, however it scales much better so that it solves harder instances in
considerably less evaluations. Indeed it has also been shown to be able to produce
mathematically provable general solutions to some problems. This has been done
for parity, binary addition, and computing pi and e. Clearly SMCGP is a powerful
and flexible evolutionary technique. It is natural, therefore, to investigate its utility
in the evolution of developmental neural networks. We discuss this idea in the next
section.

3 This work has not involved ANNs.
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Table 3 Suggested self-modification functions for ANNs

Function name Description

Add connection Add a random connection to nodes (P0 + x) to (P1 + x)
(ADDC)

Remove connection Remove a connection at random for all nodes (P0 + x) to (P1 + x)
(REMC)

Increase weight Increase weight by a fixed percentage for all nodes (P0 + x) to (P1 + x)
(INCW)

Derease weight Decrease weight by a fixed percentage for all nodes (P0 + x) to (P1 + x)
(DECW)

Pi are the evolved arguments of the self-modification functions; x represents the absolute position
of the node in the graph, where the leftmost node has position 0. All additions are taken modulo
(the number of nodes in the phenotype), this ensures they are always valid

7 A Holocentric Model: SMCGP Artificial Neural Networks

It is relatively straightforward to adapt the SMCGP approach so that it constructs
developmental neural networks. Here the function set can be a collection of con-
ventionally used neuron functions (i.e. sigmoidal, hyperbolic tangent). New SM
functions, in addition to those described in Table 1 need to be designed that are spe-
cific to ANNs. Suggested SM functions relevant to ANNs are shown in Table 3. With
the complete set of functions (and assuming say a sigmoid computational node func-
tion) shown in Tables 1 and 3 one would have genotypes which were valid ANNs,
that when iterated could produce ANNs with arbitrary topology and weight adjust-
ment. The topology of the network would change through the action of embedded
self-modification instructions (see Tables 1 and 2). Also weights at each iteration
could be changed in the network through the action of embedded weight altering
self-modification functions (see Table 3). This combined with the incremental fit-
ness function described in Algorithm 2 could allow conventional ANNs to develop
their own topology while performing a task. An additional attractive feature of the
SMCGP approach to ANNs is that it should be relatively easy to adopt other models
of artificial neurons, particularly spiking neural networks [52].

7.1 Process of Learning in SMCGP Artificial Neural Networks

The process of learning in SMCGP artificial neural networks would happen through
a combination of topological changes (numbers of neurons and connections) and
synaptic changes. It is important to note that evolved genotype would be
simultanenously both (a) a valid ANN and (b) a set of rules that would produce
an arbitrary sequence of ANNs. It would be a valid ANN because all computational
nodes would be a standard neuron function (e.g. sigmoid) and all connections would
have explicit weights in the genotype. However, on iteration (i.e. application of the
embedded self-modification instructions) a new network would be produced. It may
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turn out to be necessary to apply weight adjustment self-modification instructions
more frequently than topological change inducing instructions. This could be done
via a weight-adjustment algorithm (i.e. backpropagation or a search algorithm) oper-
ating within a single iteration (in the sense of Algorithm 2). However, by supplying
a series of learning problems of different types, it should be possible to evolve an
algorithm that when iterated, adjusts weights and makes topological changes in such
a way that effective learning takes place. For instance, a number of the fitness incre-
ments referred to in Algorithm 2 could be acrued during training on a particular
problem, before iterating the SMCGP phenotype on another learning problem. The
number of iterations that are devoted to a particular learning problem would be a
choice for the experimenter. In principle the manner in which fitness increments are
calculated on a particular learning problem could be similar to the way fitness is
evaluated in neuroevolutionary approaches to artificial neural networks. There are
many issues here that remain for future research.

8 Neuro-Centric Versus Holocentric ANNs

Perhaps the greatest problem with neuro-centric ANNs is the complexity of the neu-
rons. In the approach outlined above the neurons contained seven evolved chromo-
somes. The action of these chromosomes was to alter internal variables that resulted
in electrical and morphological changes in the neurons. The values of these variables
were used to determine increases in neural sub-component weights, neurite topology,
transfer of potential, neuron and neurite replication and death and so on. To do this
required a large number of additional rules many of which could be important for
the success of the technique. The scientific study of such complex models is conse-
quently difficult. If the model proves to be successful, what rules and assumptions
are essential to that success? Though it is true that neuro-centric models can benefit
from improvements in our understanding of neuroscience, this inevitably compounds
the computational complexity problem. Science has not hitherto attempted to build
models of complex systems using extremely complex primitives (i.e. a neuron), how-
ever it is clear that natural evolution has built a fundamental building block of life
that is of staggering complexity. This is the cell. Only time will tell as to whether
it is possible to extract from neuroscience a sufficiently simple and computationally
efficient model of a neuron.

Holocentric models are therefore very attractive as they do not simulate many
low level details of neurons. For instance, SMCGP can build a new computational
network by carrying out simple graph altering operations on the genotype. Hyper-
NEAT can generate whole neural networks by running a program that is a function
of four variables. This makes them computationally more efficient. The drawback
that these models have is that informing them from neuroscience is much more dif-
ficult. Holocentric models are much more abstract than neuro-centric models and
are founded on high level assumptions. One of these was historically, the idea that
synaptic weights were sufficient for general learning. The danger with making such
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high-level assumptions is that they may produce models that have hitherto unknown
limitations. Despite this it appears that abstracting developmental aspects of neuro-
science and informing holocentric models with this appears to be a very promising
direction.

9 Conclusions and Future Outlook

In this chapter we have outlined two approaches to developmental neural networks.
One is neuro-centric and evolves complex computational models of neurons, the
other is holocentric and use evolution and development at a whole network level.
Both approaches have merits and potential drawbacks. The main issue with neuro-
centric models is related to keeping the model complexity to be as small as possible
and making the model computationally efficient. Holocentric models are simpler
and more efficient but make high level assumptions that may ultimately restrict their
power and generality. Both approaches are worthy of continued attention.

It is our view that one of the main aims of the neural networks should be to produce
networks that are capable of general learning. General learning refers to an ability to
learn in multiple task domains without the occurrence of interference. A fundamental
problem in creating general learning systems is the encoding problem. This is where
the data that is fed into the neural networks has to be specifically encoded for each
problem. Biological brains avoid this by using sensors to acquire information about
the world and actuators to change it. We suggest that such universal representations
will be required in order for developmental artificial neural networks to show general
learning. Thus we feel that general learning systems can only be arrived at through
systems that utilize sensory data from the world. Essentially this means that such
systems need to be implemented on physical robots. This gives us an even greater
incentive to construct highly efficient models of neural networks.
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Chapter 9
Artificial Evolution of Plastic Neural
Networks: A Few Key Concepts

Jean-Baptiste Mouret and Paul Tonelli

Abstract This chapter introduces a hierarchy of concepts to classify the goals and
the methods used in articles that mix neuro-evolution and synaptic plasticity. We pro-
pose definitions of “behavioral robustness” and oppose it to “reward-based behavioral
changes”; we then distinguish the switch between behaviors and the acquisition of
new behaviors. Last, we formalize the concept of “synaptic General Learning Abil-
ities” (sGLA) and that of “synaptic Transitive learning Abilities (sTLA)”. For each
concept, we review the literature to identify the main experimental setups and the
typical studies.

1 Introduction

The abilities of animals to adapt to new environments is one of the most fascinating
aspects of nature and it may be what most clearly separates animals from current
machines. Natural adaptive processes are classically divided into three main cat-
egories, each of them having been a continuous source of inspiration in artificial
intelligence and robotics [8]: evolution, development and learning. While studying
each of these processes independently have been widely successful, there is a growing
interest in understanding how they benefit from each other.

In particular, a large amount of work has been devoted to understanding both the
biology of learning (e.g. [19, 29]) and the design of learning algorithms for artificial
neural networks (e.g. [9]); concurrently, evolution-inspired algorithms have been
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Fig. 1 The artificial evolution of plastic neural networks relies on the classic evolutionary loop
used in neuro-evolution. The algorithm starts with a population of genotypes that are thereafter
developed into plastic neural networks. The topology of the neural network is sometimes evolved
[17, 18, 21–24, 28]. Typical plastic neural networks use a variant of the Hebb’s rule to adapt the
weight during the “lifetime” of the agent. The fitness of the agent is most of the time evaluated in
a dynamic environment that requires the agent to adapt its behavior. The agent is therefore usually
directly selected for its adaptive abilities

successfully employed to automatically design small “nervous systems” for robots
[7, 10, 12, 13, 25, 26], sometimes by taking inspiration from development processes
[10, 13, 16, 25]. A comparatively few articles proposed to combine the artificial
evolution of neural networks with synaptic plasticity to evolve artificial agents
that can adapt their “artificial nervous system” during their “lifetime” [7, 15–18,
21–23, 28, 30] (Fig.1). However, the analysis of these articles shows that they often
address different challenges in very different situations, while using the same termi-
nology (e.g. “learning”, “robustness” or “generalization”).

The goal of the present article is to provide a set of definitions to make as clear as
possible current and future work that involve the evolution of such plastic artificial
neural networks (ANNs) to control agents (simulated or real robots). While some
definitions and some distinctions are novel, the main contribution of the present
chapter is to isolate each concept and to present them in a coherent framework.
For each definition, we will provide examples of typical setups and current results.
Figure 2 displays the hierarchy of the concepts that will be introduced; it can serve
as a guide to the chapter.

2 Synaptic Plasticity

In neuroscience, plasticity (or neuroplasticity) is the ability of the brain and nervous
systems to change structurally and functionally as a result of their interaction with
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Fig. 2 Hierarchy of concepts described the present chapter. See text for a definition of each grey
box

the environment. Plasticity is typically observed during phases of development and
learning. Trappenberg [29] defines two kinds of plasticity: structural plasticity and
synaptic (or functional) plasticity.

Definition 1 (Structural plasticity) Structural plasticity is the mechanism describing
generation of new connections and thereby redefining the topology of the network.

Definition 2 (Synaptic plasticity) Synaptic plasticity is the mechanism of chang-
ing strength values of existing connections. It is sometimes termed “functional
plasticity” [29].

Nolfi et al. [16] investigated structural plasticity in a system in which the geno-
type contained developmental instructions for the construction of a neural network.
Genes specified (1) the position of each neuron and (2) instructions that described
how axons and branching segments grew. These instructions were executed when
a neuron was sufficiently stimulated by its surrounding neurons and by the agent’s
environment. The authors observed different phenotypes when the same genotype
was used in two different environments and concluded that their approach increased
the adaptive capabilities of their organisms. Several other authors evolved neural
networks while letting them grow axons depending on their location (e.g. [10, 25])
but the environment was not taken into account.

Most research on the evolution of plastic neural networks instead focused on
synaptic plasticity [2, 6, 14, 30], maybe because of the prominence of learning
algorithms that only adapt weights in the machine learning literature. Most of the
works that do not rely on machine learning algorithms (e.g. the backpropagation
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algorithm) [3, 15] use variants of the “Hebb’s rule” [2, 6, 17, 28, 30], which posits
that the simultaneous activation of two neurons strengthens the synapse that link
them.

Definition 3 (Hebb’s rule) Let us denote by i and j two neurons1, ai and a j their
respective activation level, wi j the synaptic weight of the connection from i to j and
Φ a learning rate that describes how fast the change occurs. According to Hebb’s rule,
wi j should be modified as follows:

wi j (t + 1) = wi j (t) + Γwi j (1)

Γwi j = Φ · ai · a j (2)

Hebb’s rule is often extended to include more complex combinations of pre- and
post-synaptic activities [2, 6, 17, 29, 30].

Definition 4 (Extended Hebbian rule)

Γwi j = f (ai , a j , wi j ) (3)

Many different f () have been investigated; one of the simplest extended Hebbian
rule consists in linearly combining pre- and post-synaptic activities [14, 17, 21]:

Γwi j = A · ai · a j + B · ai + C · a j + D (4)

where A,B, C and D are four real numbers. Several rules can be mixed in the same
neural networks, as Urzelai and Floreano did it when let evolve the kind of rules for
each synapse in a fully connected, fully plastic neural networks [30].

A synapse can also be strengthened or weakened as a result of the firing of a
third, modulatory inter-neuron (e.g. dopaminergic neurons) [1, 14, 22]. To reflect
this phenomenon, two kinds of neurons can be distinguished: modulatory neurons
and modulated neurons. Inputs of each neuron are divided into modulatory inputs
and signal inputs; the sum of the modulatory inputs of j governs the modulation of
the all non-modulatory connections to j :

Definition 5 (Modulated Hebbian rule) Let us denote by I (m)
j the set of modulatory

inputs of neuron j and by I ( j)
s the set of non-modulatory inputs. Each incoming

connection of neuron j is modified as follows:

1 We focus our discussion on classic neurons (as used in classic machine learning) and population-
based models of neurons (e.g. leaky integrators) because they are the neuron models that are used
by most of the community. Spiking neuron models can make use of other plasticity mechanisms
(e.g. STDP) that will not be described here.
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m j = tanh

⎛
⎝⎜

⎞

k∈I (m)
j

wk j ak

⎠
⎟ (5)

∀ i ∈ I ( j)
s ,∂wi j = m j · f (ai , a j , wi j ) (6)

In addition to its biological realism, this weight adaptation rule makes easier to use
rewards signals (for instance, plasticity could be enabled only when a reward signal
is on). It also leads to networks in which only a part of the synapses are changed
during the day-to-day life of the agent. These two features make such networks match
more closely some of the current actor-critic models of reinforcement learning used
in computational neuroscience [19].

Modulated Hebbian plasticity has been used several times when evolving plastic
neural networks [11, 14, 18, 21, 22]. In these simulations, experiments in reward-
based scenarios where modulatory neurons were enabled achieved better learning in
comparison to those where modulatory neurons were disabled [21].

3 Robustness and Reward-Based Scenarios

A major goal when evolving neuro-controllers is to evolve neural networks that keep
performing the same optimal (or pseudo-optimal) behavior when their morphology
or their environment change. For instance, a robot can be damaged, gears can wear
out over time or the light conditions can change: in all these situations, it is desirable
for an evolved controller to compensate these changes by adapting itself; we will call
this ability behavioral robustness.

Definition 6 (Behavioral robustness) An agent displays behavioral robustness when
it keeps the same qualitative behavior, notwithstanding environmental and morpho-
logical changes. Behavioral robustness does not usually involve a reward/ punishment
system.

In a typical work that combines synaptic plasticity, evolution and behavioral
robustness, Urzelai and Floreano [30] evolved neuro-controllers with plastic synapses
to solve a light-switching task in which there was no reward; they then investigated
whether these controllers were able to cope with four types of environmental changes:
new sensory appearances, transfer from simulations to physical robots, transfer across
different robotic platforms and re-arrangement of environmental layout. The plastic
ANNs were able to overcome these four kinds of change, contrary to a classic ANN
with fixed weights.

However, as highlighted by Urzelai and Floreano, “these behaviors were not
learned in the classic meaning of the term because they were not necessarily retained
forever”. Actually, synaptic weights were continuously changing such that the robot
performed several sub-behaviors in sequence; the evolutionary algorithm therefore
opportunistically used plasticity to enhance the dynamic power of the ANN. These
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high-frequency changes of synaptic weights appear different from what we observe
in natural system (in particular in the basal ganglia), in which synaptic weights tend
to hold the same value for a long period, once stabilized [5, 27].

Besides robustness, an even more desirable property for an evolved agent is the
ability to change its behavior according to external stimuli and, in particular, accord-
ing to rewards and punishments. For instance, one can imagine a robot in a T-maze
that must go to the end of the maze where a reward has been put [17, 18, 21]. The
robot should first randomly try different trajectories. Then, once the reward has been
found a few times, the robot should go directly to the reward. Nonetheless, if the
reward is moved somewhere else, the robot should change its behavior to match
the new position of the reward. Once the robot has found the optimal behavior (the
behavior that maximizes the reward), the synaptic weights of its controller should
not change anymore. This ability to adapt in a reward-based scenario can be more
formally defined as follows:

Definition 7 (Behavioral change) A plastic agent is capable of behavioral changes
in a reward-based scenario if and only if:

• a change of reward makes it adopt a qualitatively new behavior;
• the synaptic weights do not significantly change once an optimal behavior has

been reached.

Notable setups in which authors evolved plastic neuro-controllers for behavioral
changes are the T-maze [17, 18, 21], the bumblebee foraging task [14], the “danger-
ous foraging task” [24] and the Skinner box [28, 29].

4 Learning Abilities in Discrete Environment

The main challenge when evolving plastic agents for behavioral change is to make
them able to learn new behaviors in unknown situations and, in particular, in situations
that have never been encountered during the evolutionary process. Put differently,
selecting agents for their abilities to switch between alternatives is not sufficient; the
evolved agent must also be placed in completely new situations to assess its ability
to find an optimal behavior in a situation for which it has never been selected.

We previously introduced a theoretical framework to characterize and analyze
the learning abilities of evolved plastic neural networks [28, 29]; we will rely on
this framework in the remainder of this chapter. For the sake of simplicity, we focus
on a discrete world, with discrete stimuli and discrete actions. The canonical setup,
inspired by experiments in operant conditioning, is the Skinner Box [20]: an agent is
placed in a cage with n stimuli (lights), m actions (levers), positive rewards (food) and
punishments (electric shocks). The goal of the agent is to learn the right associations
between each stimulus and each action. This task encompasses most discrete reward-
based scenarios (Fig. 3). For instance, the discrete T-maze experiment [17, 18, 21–23]
can be described as a special case of a Skinner box.
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Fig. 3 Learning the best-rewarding behavior in a discrete T-maze is equivalent to a Skinner box
(Operant Conditioning Chamber, left): in both cases, the challenge is to associate the right stimulus
to the right action

More formally, an evolved neural network N (I, λ) must adapt several synaptic
weights λ ∈ R

z such that each input pattern I ∈ [0, 1]n is associated to the best
rewarded output vector K ∈ [0, 1]m . The adaptation is performed by a learning
function such that λ = g(λr , I, RI,K ), where λr is a random vector in R

z and RI,K

the reward function. These notations lead to the following definitions:

Definition 8 (Association set) An association set A = {
(I1, K1), . . . , (In, Kn)

}
is a

list of associations that covers all the possible input patterns. The set of all association
sets is denoted A.

Definition 9 (Fitness association set) The fitness association set FA = {A1 · · · Ak}
is the set of the association sets that are used during the fitness evaluation.

For a given topology, some association sets may not be learnable by only chang-
ing synaptic weights. This case occurs in particular when the topology of neural
networks are evolved: if there is no selective pressure to maintain a connection, it
can easily disappear; but this connection may be required to learn a similar but dif-
ferent association set. Some association sets may also be not learnable because they
require specific topologies. For instance, the XOR function requires a hidden layer
of neurons to be computed.

Definition 10 (Learnable set) Given a suitable reward function RI,K , an association
set A ∈ A is said to be learnable by the neural network N , if and only if ∀ λr ∈ R

z

and ∀ (I, K ) ∈ A, ∃ λ = g(λr , I, RI,K ) such that N (I, λ) = K . The set of all
learnable sets for N is denoted LN .

Definition 11 (sGLA) A plastic ANN is said to possess synaptic General Learning
Abilities (sGLA) if and only if ∀ A ∈ A, A ∈ LN .

Although it does not use Hebbian learning, the multi-layer perceptron with the back-
propagation algorithm is an example of a neural network with synaptic General
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Learning Abilities. At the opposite end, a neural network in which each input is
connected to only one output can learn only one association set.

To evolve a plastic ANN with sGLA, the simplest method is to check the learn-
ability of each association set during the fitness evaluation; that is, to set the fitness
association set equal to the set of all the association sets (FA = A). This approach
has often been followed by authors who evolved agents to solve the T-maze task
[17, 18, 21–23]. We propose to call such approaches the evolution of behavioral
switches to distinguish it from the evolution of more general learning abilities.

Definition 12 (Evolution of behavioral switches) FA = A.

However, a plastic ANN that can cope with unknown situations must have sGLA
while only a subset of the possible association sets (i.e. a subset of problems from
the same problem class) has been used during the evolutionary process.

Definition 13 (Evolution of sGLA for unknown situations) |FA| < |A| and ∀ A ∈ A,
A ∈ LN .

At first sight, nature relies on the long lifetime of animals (compared to the
“lifetime” of artificial agents) and on the large size of the populations to obtain
a stochastic evaluation of virtually every possible scenarios. This probably explains
why most authors tried to obtain agents with sGLA by using a large, often randomized
subset of the association sets in the fitness association set. In supervised learning,
Chalmers [3] assessed how well an evolved plastic ANN can cope with situations
never encountered during the evolution. In his experiments, he evolved the learning
rule for a small single-layer ANN (five inputs, one output) and his analysis showed
that at least 10 sets of input/output patterns (among 30 possible sets) were required
to evolve an algorithm that correctly learns on 10 unknown sets. In reinforcement
learning, Niv et al. [14] evolved plastic ANNs to solve a bumblebee-inspired forag-
ing task in which simulated bees must select flowers by recognizing their color. To
promote general learning abilities, they randomly assigned rewards to colors at each
generation and they showed that the resulting ANNs successfully learned unknown
color/reward associations. In the “dangerous foraging task”, Stanley et al. [24] sim-
ilarly randomized the parameters of the fitness function to avoid overspecialized
behaviors.

However, the encoding and the development process may also play a key role
in allowing the adaptation to situations which have never been encountered before
[28, 29]. Intuitively, a very regular network may repeat the same adaptation structure
many times whereas it was only required once by the fitness; it could therefore “prop-
agate” the adaptation structure. Since most developmental encoding are designed to
generate very regular structures [4, 13, 28, 29], using such encodings could substan-
tially reduce the number of evaluations required to obtain general learning abilities.
In the ideal case, we should be able to show that the developmental process implies
that if a few association sets have been successfully learned, then all the other sets
have a high probability of being learnable. Such networks will be said to possess
“synaptic Transitive Learning Abilities”.
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Definition 14 (sTLA) Let us denote by TN a subset of the learnable association set
A. A plastic ANN is said to possess synaptic Transitive Learning Abilities (sTLA)
if and only if ∃ TN ⊂ A such that the following implication is true:

TN ⊂ LN ⇒ LN = A

p = |TN | will be called the “sTLA-level”.

Definition 15 (Optimal-sTLA) A plastic ANN is said to possess Optimal synaptic
Transitive Learning Abilities (optimal-sTLA) if and only if it possesses sTLA and
|TN | = 1.

The sTLA-level of certain families of topologies (i.e. topologies generated by
a specific genetic encoding) can possibly be computed theoretically. It can also be
easily evaluated by a succession of evolutionary experiments: (1) select p association
sets; (2) evolve ANNs that successfully learns the p association sets; (3) check the
sGLA of optimal ANNs; (4) if optimal ANNs do not possess sGLA, then increase p
and start again.

Using this method, Tonelli and Mouret [28, 29] showed that a very regular map-
based encoding proposed in [13] have a TLA-level or 1 or 2. Preliminary experiments
suggest that other generative encodings such as HyperNEAT [4, 25] could also
possess a low TLA-level [29]. Overall, the concept of sTLA highlights how evolution,
learning and development are interwoven.

Last, the authors are not aware of any definition that would of an equivalent of
the concept of GLA for continuous world and behaviors.

5 Concluding Remarks

With the rise of computing power, it is now easy to simulate artificial agents for
enough time for them to learn and to evolve; this allows the study of well-defined
scientific questions with modern experimental and statistical techniques. Neverthe-
less, future work in this direction will have to precisely define what they work on:
Do they aim at behavioral robustness or at behavioral change? How do they evaluate
the general learning abilities of the evolved agents? Do the evolved neural network
manage to learn in unknown situations? What is the role of the encoding in the final
result? The definitions proposed in the present chapter will hopefully help to design
a methodology to answer such questions.

The present work also highlights open questions and avenues for future research:

• Should future work focus more on structural plasticity? This approach to plasticity
may be more complex but it may also allow agents to learn new skills without
forgetting the old ones (because the previous structure is not deleted).

• How to evaluate learning abilities in continuous world and with continuous
behaviors?

• What are the links between encodings, plasticity and learnability? [28, 29] provides
first answers but only for simple and discrete scenarios.
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