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To our families

## Preface

Decision trees and decision rule systems are widely used in different applications as algorithms for problem solving, as predictors, and as a way for knowledge representation. Reducts play key role in the problem of attribute (feature) selection.

The aims of this book are the consideration of the sets of decision trees, rules and reducts; study of relationships among these objects; design of algorithms for construction of trees, rules and reducts; and deduction of bounds on their complexity. We consider also applications for supervised machine learning, discrete optimization, analysis of acyclic programs, fault diagnosis and pattern recognition.

We study mainly time complexity in the worst case of decision trees and decision rule systems. We consider both decision tables with one-valued decisions and decision tables with many-valued decisions. We study both exact and approximate trees, rules and reducts. We investigate both finite and infinite sets of attributes.

This is a mixture of research monograph and lecture notes. It contains many unpublished results. However, proofs are carefully selected to be understandable. The results considered in this book can be useful for researchers in machine learning, data mining and knowledge discovery, especially for those who are working in rough set theory, test theory and logical analysis of data. The book can be used under the creation of courses for graduate students.
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## Introduction

This book is devoted mainly to the study of decision trees, decision rules and tests (reducts) [8, 70, 71, 90. These constructions are widely used in supervised machine learning [23] to predict the value of decision attribute for a new object given by values of conditional attributes, in data mining and knowledge discovery to represent knowledge extracted from decision tables (datasets), and in different applications as algorithms for problem solving. In the last case, decision trees should be considered as serial algorithms, but decision rule systems allow parallel implementation.

A test is a subset of conditional attributes which give us the same information about the decision attribute as the whole set of conditional attributes. A reduct is an uncancelable test. Tests and reducts play a special role: their study allow us to choose relevant to our goals sets of conditional attributes (features).

We study decision trees, rules and tests as combinatorial objects: we try to understand the structure of sets of tests (reducts), trees and rules, consider relationships among these objects, design algorithms for construction and optimization of trees, rules and tests, and derive bounds on their complexity.

We concentrate on minimization of the depth of decision trees, length of decision rules and cardinality of tests. These optimization problems are connected mainly with the use of trees and rules as algorithms. They have sense also from the point of view of knowledge representation: decision trees with small depth and short decision rules are more understandable. These optimization problems are associated also with minimum description length principle [72] and, probably, can be useful for supervised machine learning.

The considered subjects are closely connected with machine learning [23, 86. Since we avoid the consideration of statistical approaches, we hope that Combinatorial Machine Learning is a relevant label for our study. We need to clarify also the subtitle A Rough Set Approach. The three theories are nearest to our investigations: test theory [84, [90, 92], rough set theory [70, 79, 80], and logical analysis of data [6, 7, 17. However, the rough set theory is more appropriate for this book: only in this theory inconsistent decision tables are

[^0]studied systematically. In such tables there exist rows (objects) with the same values of conditional attributes but different values of the decision attribute. In this book, we consider inconsistent decision tables in the frameworks of decision tables with many-valued decisions.

The monograph contains Introduction, Chap. 1 with main notions and simple examples from different areas of applications, and two parts: Tools and Applications.

The part Tools consists of five chapters (Chaps. 2-6). In Chaps. 2, 3 and 4 we study decision tables with one-valued decisions. We assume that rows of the table are pairwise different, and (for simplicity) we consider only binary conditional attributes. In Chap. 2, we study the structure of sets of decision trees, rules and tests, and relationships among these objects. In Chap. 3, we consider lower and upper bounds on complexity of trees, rules and tests. In Chap. 4, we study both approximate and exact (based on dynamic programming) algorithms for minimization of the depth of trees, length of rules, and cardinality of tests.

In the next two chapters, we continue this line of research: relationships among trees, rules and tests, bounds on complexity and algorithms for construction of these objects. In Chap. 5 , we study decision tables with manyvalued decisions when each row is labeled not with one value of the decision attribute but with a set of values. Our aim in this case is to find at least one value of the decision attribute. This is a new approach for the rough set theory. Chapter 6 is devoted to the consideration of approximate trees, rules and tests. Their use (instead of exact ones) allows us sometimes to obtain more compact description of knowledge contained in decision tables, and to design more precise classifiers.

The second part Applications contains four chapters. In Chap. 7, we discuss the use of trees, rules and tests in supervised machine learning, including lazy learning algorithms. Chapter 8 is devoted to the study of infinite systems of attributes based on local and global approaches. Local means that we can use in decision trees and decision rule systems only attributes from the problem description. Global approach allows the use of arbitrary attributes from the given infinite system. Tools considered in the first part of the book make possible to understand the behavior in the worst case of the minimum complexity of classifiers based on decision trees and rules, depending on the number of attributes in the problem description.

In Chap. 9, we study decision trees with so-called quasilinear and linear attributes, and applications of obtained results to problems of discrete optimization and analysis of acyclic programs. In particular, we discuss the existence of a decision tree with linear attributes which solves traveling salesman problem with $n \geq 4$ cities and which depth is at most $n^{7}$. In Chap. 10, we consider two more applications: the diagnosis of constant faults in combinatorial circuits and the recognition of regular language words.

This book is a mixture of research monograph and lecture notes. We tried to systematize tools for the work with exact and approximate decision trees,
rules and tests for decision tables both with one-valued and many-valued decisions. To fill various gaps during the systematization we were forced to add a number of unpublished results. However, we selected results and especially proofs carefully to make them understandable for graduate students.

The first course in this direction was taught in Russia in 1984. It covered different topics connected with decision trees and tests for decision tables with one-valued decisions. In 2005 in Poland topics connected with approximate trees and tests as well as decision tables with many-valued decisions were added to a new version of the course. After publishing a series of papers about partial covers, reducts, and decision and association rules [57, 58, 60 , 61, 62, 63, 69, 93, 94, 95, 96] including monograph [59], the authors decided to add decision rules to the course. This book is an essential extension of the course Combinatorial Machine Learning in King Abdullah University of Science and Technology (KAUST) in Saudi Arabia.

The results considered in this book can be useful for researchers in machine learning, data mining and knowledge discovery, especially for those who are working in rough set theory, test theory and logical analysis of data. The book can be used for creation of courses for graduate students.

## Examples from Applications

In this chapter, we discuss briefly main notions: decision trees, rules, complete systems of decision rules, tests and reducts for problems and decision tables.

After that we concentrate on consideration of simple examples from different areas of applications: fault diagnosis, computational geometry, pattern recognition, discrete optimization and analysis of experimental data.

These examples allow us to clarify relationships between problems and corresponding decision tables, and to hint at tools required for analysis of decision tables.

The chapter contains four sections. In Sect. 1.1 main notions connected with problems are discussed. Section 1.2 is devoted to the consideration of main notions connected with decision tables. Section 1.3 contains seven examples, and Sect. 1.4 includes conclusions.

### 1.1 Problems

We begin with simple and important model of a problem. Let $A$ be a set (set of inputs or the universe). It is possible that $A$ is an infinite set. Let $f_{1}, \ldots, f_{n}$ be attributes, each of which is a function from $A$ to $\{0,1\}$. Each attribute divides the set $A$ into two domains. In the first domain the value of the considered attribute is equal to 0 , and in the second domain the value of this attribute is equal to 1 (see Fig. (1.1).

All attributes $f_{1}, \ldots, f_{n}$ divide the set $A$ into a number of domains in each of which values of attributes are constant. These domains are enumerated such that different domains can have the same number (see Fig. 1.2).

We will consider the following problem: for a given element $a \in A$ it is required to recognize the number of domain to which $a$ belongs. To this end we can use values of attributes from the set $\left\{f_{1}, \ldots, f_{n}\right\}$ on $a$.

More formally, a problem is a tuple $\left(\nu, f_{1}, \ldots, f_{n}\right)$ where $\nu$ is a mapping from $\{0,1\}^{n}$ to $\mathbb{N}$ (the set of natural numbers) which enumerates the


Fig. 1.1


Fig. 1.2
domains. Each domain corresponds to the nonempty set of solutions on $A$ of a set of equations of the kind

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{n}(x)=\delta_{n}\right\}
$$

where $\delta_{1}, \ldots, \delta_{n} \in\{0,1\}$. The considered problem can be reformulated in the following way: for a given $a \in A$ we should find the number

$$
z(a)=\nu\left(f_{1}(a), \ldots, f_{n}(a)\right)
$$

As algorithms for the considered problem solving we will use decision trees and decision rule systems.

A decision tree is a finite directed tree with the root in which each terminal node is labeled with a number (decision), each nonterminal node (such nodes will be called working nodes) is labeled with an attribute from the set $\left\{f_{1}, \ldots, f_{n}\right\}$. Two edges start in each working node. These edges are labeled with 0 and 1 respectively (see Fig. (1.3).


Fig. 1.3

Let $\Gamma$ be a decision tree. For a given element $a \in A$ the tree works in the following way: if the root of $\Gamma$ is a terminal node labeled with a number $m$ then $m$ is the result of the tree $\Gamma$ work on the element $a$. Let the root of $\Gamma$
be a working node labeled with an attribute $f_{i}$. Then we compute the value $f_{i}(a)$ and pass along the edge labeled with $f_{i}(a)$, etc.

We will say that $\Gamma$ solves the considered problem if for any $a \in A$ the result of $\Gamma$ work coincides with the number of domain to which $a$ belongs.

As time complexity of $\Gamma$ we will consider the depth $h(\Gamma)$ of $\Gamma$ which is the maximum length of a path from the root to a terminal node of $\Gamma$. We denote by $h(z)$ the minimum depth of a decision tree which solves the problem $z$.

A decision rule $r$ over $z$ is an expression of the kind

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow t
$$

where $f_{i_{1}}, \ldots, f_{i_{m}} \in\left\{f_{1}, \ldots, f_{n}\right\}, b_{1}, \ldots, b_{m} \in\{0,1\}$, and $t \in \mathbb{N}$. The number $m$ is called the length of the rule $r$. This rule is called realizable for an element $a \in A$ if

$$
f_{i_{1}}(a)=b_{1}, \ldots, f_{i_{m}}(a)=b_{m}
$$

The rule $r$ is called true for $z$ if for any $a \in A$ such that $r$ is realizable for $a$, the equality $z(a)=t$ holds.

A decision rule system $S$ over $z$ is a nonempty finite set of rules over $z$. A system $S$ is called a complete decision rule system for $z$ if each rule from $S$ is true for $z$, and for every $a \in A$ there exists a rule from $S$ which is realizable for $a$. We can use a complete decision rule system $S$ to solve the problem $z$. For a given $a \in A$ we should find a rule $r \in S$ which is realizable for $a$. Then the number from the right-hand side of $r$ is equal to $z(a)$.

We denote by $L(S)$ the maximum length of a rule from $S$, and by $L(z)$ we denote the minimum value of $L(S)$ among all complete decision rule systems $S$ for $z$. The value $L(S)$ can be interpreted as time complexity in the worst case of the problem $z$ solving by $S$ if we have their own processor for each rule from $S$.

Except of decision trees and decision rule systems we will consider tests and reducts. A test for the problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ is a subset $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ of the set $\left\{f_{1}, \ldots, f_{n}\right\}$ such that there exists a mapping $\mu:\{0,1\}^{m} \rightarrow \mathbb{N}$ for which

$$
\nu\left(f_{1}(a), \ldots, f_{n}(a)\right)=\mu\left(f_{i_{1}}(a), \ldots, f_{i_{m}}(a)\right)
$$

for any $a \in A$. In the other words, test is a subset of the set of attributes $\left\{f_{1}, \ldots, f_{n}\right\}$ such that values of the considered attributes on any element $a \in A$ are enough for the problem $z$ solving on the element $a$. A reduct is a test such that each proper subset of this test is not a test for the problem. It is clear that each test has a reduct as a subset. We denote by $R(z)$ the minimum cardinality of a reduct for the problem $z$.

### 1.2 Decision Tables

We associate a decision table $T=T(z)$ with the considered problem (see Fig. 1.4).


Fig. 1.4

This table is a rectangular table with $n$ columns corresponding to attributes $f_{1}, \ldots, f_{n}$. A tuple $\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$ is a row of $T$ if and only if the system of equations

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{n}(x)=\delta_{n}\right\}
$$

is compatible on the set $A$ (has a solution on the set $A$ ). This row is labeled with the number $\nu\left(\delta_{1}, \ldots, \delta_{n}\right)$.

We can correspond a game of two players to the table $T$. The first player chooses a row of the table $T$ and the second one should recognize the number (decision) attached to this row. To this end the second player can choose columns of $T$ and ask the first player what is at the intersection of these columns and the considered row. The strategies of the second player can be represented in the form of decision trees or decision rule systems.

It is not difficult to show that the set of strategies of the second player represented in the form of decision trees coincides with the set of decision trees with attributes from $\left\{f_{1}, \ldots, f_{n}\right\}$ solving the problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$. We denote by $h(T)$ the minimum depth of decision tree for the table $T=T(z)$ which is a strategy of the second player. It is clear that $h(z)=h(T(z))$.

We can formulate the notion of decision rule over $T$, the notion of decision rule realizable for a row of $T$, and the notion of decision rule true for $T$ in a natural way. We will say that a system $S$ of decision rules over $T$ is a complete decision rule system for $T$ if each rule from $S$ is true for $T$, and for every row of $T$ there exists a rule from $S$ which is realizable for this row.

A complete system of rules $S$ can be used by the second player to find the decision attached to the row chosen by the first player. If the second player can work with rules in parallel, the value $L(S)$-the maximum length of a rule from $S$-can be interpreted as time complexity in the worst case of corresponding strategy of the second player. We denote by $L(T)$ the minimum value of $L(S)$ among all complete decision rule systems $S$ for $T$. One can show that a decision rule system $S$ over $z$ is complete for $z$ if and only if $S$ is complete for $T=T(z)$. So $L(z)=L(T(z))$.

We can formulate the notion of test for the table $T$ : a set $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ of columns of the table $T$ is a test for the table $T$ if each two rows of $T$ with different decisions are different on at least one column from the set $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$. A reduct for the table $T$ is a test for which each proper subset is not a test. We denote by $R(T)$ the minimum cardinality of a reduct for the table $T$.

One can show that a subset of attributes $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for the problem $z$ if and only if the set of columns $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for the table $T=T(z)$. It is clear that $R(z)=R(T(z))$.

So instead of the problem $z$ we can study the decision table $T(z)$.

### 1.3 Examples

There are two sources of problems and corresponding decision tables: classes of exactly formulated problems and experimental data. We begin with very simple example about three inverted cups and a small ball under one of these cups. Later, we consider examples of exactly formulated problems from the following areas:

- Diagnosis of faults in combinatorial circuits,
- Computational geometry,
- Pattern recognition,
- Discrete optimization.

The last example is about data table with experimental data.

### 1.3.1 Three Cups and Small Ball

Let we have three inverted cups on the table and a small ball under one of these cups (see Fig. 1.5).


Fig. 1.5

We should find a number of cup under which the ball lies. To this end we will use attributes $f_{i}, i=1,2,3$. We are lifting the $i$-th cup. If the ball lies under this cup then the value of $f_{i}$ is equal to 1 . Otherwise, the value of $f_{i}$ is equal to 0 . These attributes are defined on the set $A=\left\{a_{1}, a_{2}, a_{3}\right\}$ where $a_{i}$ is the location of the ball under the $i$-th cup, $i=1,2,3$.

We can represent this problem in the following form: $z=\left(\nu, f_{1}, f_{2}, f_{3}\right)$ where $\nu(1,0,0)=1, \nu(0,1,0)=2, \nu(0,0,1)=3$, and $\nu\left(\delta_{1}, \delta_{2}, \delta_{3}\right)=4$ for any tuple $\left(\delta_{1}, \delta_{2}, \delta_{3}\right) \in\{0,1\}^{3} \backslash\{(1,0,0),(0,1,0),(0,0,1)\}$. The decision table $T=T(z)$ is represented in Fig. 1.6.
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$\left\{f_{1}, f_{2}, f_{3}\right\}$
$\left\{f_{1}, f_{2}\right\}$
$\left\{f_{1}, f_{3}\right\}$
$\left\{f_{2}, f_{3}\right\}$

Fig. 1.8

$x \wedge y$
Fig. 1.10
function 0 . So, if we can only observe the output of $S$ on inputs of which a tuple from $\{0,1\}^{2}$ is given, then we can not recognize exactly the fault, but we can only recognize the function which the circuit with the fault realizes. The problem of recognition of the function realizing by the circuit $S$ with fault from $\{0,1, c\}^{2}$ will be called the problem of diagnosis of $S$.

For this problem solving, we will use attributes from the set $\{0,1\}^{2}$. We give a tuple $(a, b)$ from the set $\{0,1\}^{2}$ on inputs of $S$ and observe the value on the output of $S$, which is the value of the considered attribute that will be denoted by $f_{a b}$. For the problem of diagnosis, in the capacity of the set $A$ (the universe) we can take the set of circuits $S$ with arbitrary faults from $\{0,1, c\}^{2}$.

The decision table for the considered problem is represented in Fig. 1.11.

| $f_{00}$ | $f_{01}$ | $f_{10}$ | $f_{11}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 | $x \wedge y$ |
| 0 | 0 | 1 | 1 | $x$ |
| 0 | 1 | 0 | 1 | $y$ |
| 1 | 1 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 | 0 |

Fig. 1.11

The first and the second rows have different decisions and are different only in the third column. Therefore the attribute $f_{10}$ belongs to each test. The first and the third rows are different only in the second column. Therefore $f_{01}$ belongs to each test. The first and the last rows are different only in the last column. Therefore $f_{11}$ belongs to each test. One can show that $\left\{f_{01}, f_{10}, f_{11}\right\}$ is a test. Therefore the considered table has only two tests $\left\{f_{01}, f_{10}, f_{11}\right\}$ and $\left\{f_{00}, f_{01}, f_{10}, f_{11}\right\}$. Among them only the first test is a reduct. Hence $R(T)=3$.

The tree depicted in Fig. 1.12 solves the problem of diagnosis of the circuit $S$. Therefore $h(T) \leq 3$.


Fig. 1.12

Let us assume that $h(T)<3$. Then there exists a decision tree of the kind depicted in Fig. 1.13, which solves the problem of diagnosis. But this is impossible since there are 5 different decisions and only 4 terminal nodes. So, $h(T)=3$.


Fig. 1.13

One can show that

$$
\left.\left.\begin{array}{r}
\left\{f_{01}=0 \wedge f_{10}=0 \wedge f_{11}=1 \rightarrow x \wedge y, f_{10}=1 \wedge f_{00}=0 \rightarrow x\right. \\
f_{01}=1
\end{array}\right) f_{00}=0 \rightarrow y, f_{00}=1 \rightarrow 1, f_{11}=0 \rightarrow 0\right\}
$$

is a complete decision rule system for $T$, and for $i=1,2,3,4,5$, the $i$-th rule is the shortest rule which is true for $T$ and realizable for the $i$-th row of $T$. Therefore $L(T)=3$. It was an example of fault diagnosis problem.

### 1.3.3 Problem of Three Post-Offices

Let three post-offices $P_{1}, P_{2}$ and $P_{3}$ exist (see Fig. 1.14). Let new client appear. Then this client will be served by nearest post-office (for simplicity we will assume that the distances between client and post-offices are pairwise distinct).


Fig. 1.14

Let we have two points $B_{1}$ and $B_{2}$. We join these points by segment (of straight line) and draw the perpendicular through the center of this segment (see Fig. 1.15). All points which lie from the left of this perpendicular are


Fig. 1.15
nearer to $B_{1}$, and all points which lie from the right of the perpendicular are nearer to the point $B_{2}$. This reasoning allows us to construct attributes for the problem of three post-offices.

We joint all pairs of post-offices $P_{1}, P_{2}, P_{3}$ by segments (these segments are invisible in Fig. (1.14) and draw perpendiculars through centers of these
segments (note that new client does not belong to these perpendiculars). These perpendiculars (lines) correspond to three attributes $f_{1}, f_{2}, f_{3}$. Each such attribute takes value 0 from the left of the considered line, and takes value 1 from the right of the considered line (arrow points to the right). These three straight lines divide the plane into six regions. We mark each region by the number of post-office which is nearest to points of this region (see Fig. (1.14).

For the considered problem, the set $A$ (the universe) coincides with plane with the exception of these three lines (perpendiculars).

Now we can construct the decision table $T$ corresponding to this problem (see Fig. 1.16).


Fig. 1.16
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The first and the second rows of this table have different decisions and are different only in the first column. The fifth and the last rows are different only in the second column and have different decisions. The third and the fourth rows are different only in the third column and have different decisions. So each column of this table belongs to each test. Therefore this table has unique test $\left\{f_{1}, f_{2}, f_{3}\right\}$ and $R(T)=3$.

The decision tree depicted in Fig. 1.17 solves the problem of three postoffices. It is clear that using attributes $f_{1}, f_{2}, f_{3}$ it is impossible to construct a decision tree which depth is equal to 1 , and which solves the considered problem. So $h(T)=2$.

One can show that

$$
\begin{aligned}
\left\{f_{1}=1\right. & \wedge f_{2}=1 \rightarrow 3, f_{1}=0 \wedge f_{2}=1 \rightarrow 2, f_{1}=0 \wedge f_{3}=1 \rightarrow 2 \\
f_{2}=0 & \left.\wedge f_{3}=0 \rightarrow 1, f_{2}=0 \wedge f_{1}=1 \rightarrow 1, f_{1}=1 \wedge f_{2}=1 \rightarrow 3\right\}
\end{aligned}
$$

is a complete decision rule system for $T$, and for $i=1,2,3,4,5,6$, the $i$-th rule is the shortest rule which is true for $T$ and realizable for the $i$-th row of $T$. Therefore $L(T)=2$.

The considered problem is an example of problems studied in computational geometry. Note that if we take the plane in the capacity of the universe we will obtain a decision table with many-valued decisions.

### 1.3.4 Recognition of Digits

In Russia, postal address includes six-digit index. On an envelope each digit is drawn on a special matrix (see Figs. 1.18 and 1.19).
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We assume that in the post-office for each element of the matrix there exists a sensor which value is equal to 1 if the considered element is painted and 0 otherwise. So, we have nine two-valued attributes $f_{1}, \ldots, f_{9}$ corresponding to these sensors.

Our aim is to find the minimum number of sensors which are sufficient for recognition of digits. To this end we can construct the decision table, corresponding to the considered problem (see Fig. 1.20). The set $\left\{f_{4}, f_{5}, f_{6}, f_{8}\right\}$

$$
T=\begin{array}{|ccccccccccc|}
\hline f_{1} & f_{2} & f_{3} & f_{4} & f_{5} & f_{6} & f_{7} & f_{8} & f_{9} \\
\hline 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 2 \\
& & & & & & & & & & \\
& & & & . & . & & & & \\
1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\
\hline
\end{array}
$$

Fig. 1.20
(see Fig. (1.21) is a test for the table $T$. Really, Fig. 1.22 shows that all rows of $T$ are pairwise different at the intersection with columns $f_{4}, f_{5}, f_{6}, f_{8}$. To simplify the procedure of checking we attached to each digit the number of painted elements with indices from the set $\{4,5,6,8\}$.

Therefore $R(T) \leq 4$. It is clear that we can not recognize 10 objects using only three two-valued attributes. Therefore $R(T)=4$. It is clear that each decision tree which uses attributes from the set $\left\{f_{1}, \ldots, f_{9}\right\}$ and which depth is at most three has at most eight terminal nodes. Therefore $h(T) \geq 4$. The decision tree depicted in Fig. 1.23 solves the considered problem, and the depth of this tree is equal to four. Hence, $h(T)=4$. It was an example of pattern recognition problem.


Fig. 1.22
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### 1.3.5 Traveling Salesman Problem with Four Cities

Let we have complete unordered graph with four nodes in which each edge is marked by a real number-the length of this edge (see Fig. 1.24).

A Hamiltonian circuit is a closed path which passes through each node exactly one time. We should find a Hamiltonian circuit which has minimum length. There are three Hamiltonian circuits:
$H_{1}: 12341$ or, which is the same, 14321,
$H_{2}: 12431$ or 13421,
$H_{3}: 13241$ or 14231.
For $i=1,2,3$, we denote by $L_{i}$ the length of $H_{i}$.
Then

$$
\begin{array}{r}
L_{1}=x_{12}+x_{23}+x_{34}+x_{14}=\left(x_{12}+x_{34}\right)+\left(x_{23}+x_{14}\right), \\
\alpha
\end{array} \begin{gathered}
\gamma \\
L_{2}=x_{12}+x_{24}+x_{34}+x_{13}=\left(x_{12}+x_{34}\right)+\left(x_{24}+x_{13}\right), \\
\gamma
\end{gathered}
$$



Fig. 1.24

For simplicity, we will assume that $L_{1}, L_{2}$ and $L_{3}$ are pairwise different numbers. So, as universe we will consider the set of points of the space $\mathbb{R}^{6}$ which do not lie on hyperplanes defined by equations $L_{1}=L_{2}, L_{1}=L_{3}$, $L_{2}=L_{3}$.

In the capacity of attributes we will use three functions $f_{1}=\operatorname{sign}\left(L_{1}-L_{2}\right)$, $f_{2}=\operatorname{sign}\left(L_{1}-L_{3}\right)$, and $f_{3}=\operatorname{sign}\left(L_{2}-L_{3}\right)$ where $\operatorname{sign}(x)=-1$ if $x<0$, $\operatorname{sign}(x)=0$ if $x=0$, and $\operatorname{sign}(x)=+1$ if $x>0$. Instead of +1 and -1 we will write sometimes + and - .

Values $L_{1}, L_{2}$ and $L_{3}$ are linearly ordered. Let us show that any order is possible. It is clear that values of $\alpha, \beta$ and $\gamma$ can be chosen independently.

We can construct corresponding decision table (see Fig. 1.25).


Fig. 1.25

We see that the first and second rows have different decisions and are different only in the first column. The third and the fourth rows have different decisions and are different only in the second column. The fifth and the sixth rows have different decisions and are different only in the third column. Therefore $R(T)=3$. It is clear that $h(T) \geq 2$. A decision tree, represented in Fig. 1.26 solves the considered problem. The depth of this tree is equal to 2. Hence $h(T)=2$.


Fig. 1.26
One can show that

$$
\begin{aligned}
\left\{f_{1}\right. & =-1 \wedge f_{2}=-1 \rightarrow 1, f_{1}=+1 \wedge f_{2}=-1 \rightarrow 2 \\
f_{1} & =-1 \wedge f_{2}=-1 \rightarrow 1, f_{2}=+1 \wedge f_{1}=-1 \rightarrow 3 \\
f_{1} & \left.=+1 \wedge f_{3}=-1 \rightarrow 2, f_{2}=+1 \wedge f_{3}=+1 \rightarrow 3\right\}
\end{aligned}
$$

is a complete decision rule system for $T$, and for $i=1,2,3,4,5,6$, the $i$-th rule is the shortest rule which is true for $T$ and realizable for the $i$-th row of $T$. Therefore $L(T)=2$. Note that one rule can cover more than one row of decision table (see the first rule, and the first and the third rows).

It was an example of discrete optimization problem.
If we consider also points which lie on the mentioned three hyperplanes then we will obtain a decision table with many-valued decisions.

### 1.3.6 Traveling Salesman Problem with $n \geq 4$ Cities

Until now we have considered so-called local approach to the investigation of decision trees where only attributes from problem description can be used in decision trees and rules. Of course, it is possible to consider global approach too, when we can use arbitrary attributes from the information system in decision trees. Global approach is essentially more complicated than the local one, but in the frameworks of the global approach we sometimes can construct more simple decision trees. Let us consider an example.

Let $G_{n}$ be the complete unordered graph with $n$ nodes. This graph has $n(n-1) / 2$ edges which are marked by real numbers, and $(n-1)!/ 2$ Hamiltonian circuits. We should find a Hamiltonian circuit with minimum length. This is a problem in the space $\mathbb{R}^{n(n-1) / 2}$. What will be if we use for this problem solving arbitrary attributes of the following kind. Let $C$ be an arbitrary hyperplane in $\mathbb{R}^{n(n-1) / 2}$. This hyperplane divides the space into two open halfspaces and the hyperplane. The considered attribute takes value -1 in one halfspace, value +1 in the other halfspace, and the value 0 in the hyperplane.

One can prove that there exists a decision tree using these attributes which solves the considered problem and which depth is at most $n^{7}$.

One can prove also that for the considered problem there exists a complete decision rule system using these attributes in which the length of each rule is at most $n(n-1) / 2+1$.

### 1.3.7 Data Table with Experimental Data

As it was said earlier, there are two sources of decision tables: exactly formulated problems and experimental or statistical data. Now we consider an example of experimental data.

Let we have data table (see Fig. 1.27) filled by some experimental data.

| $x_{1}$ | $x_{2}$ | $y$ |
| :---: | :---: | ---: |
| $a$ | 0.1 | $C 1$ |
| $b$ | 1.5 | $C 2$ |
| $c$ | 2.3 | $C 2$ |
| $a$ | -3.0 | $C 1$ |

Fig. 1.27
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Here $x_{1}$ and $y$ are discrete variables which take values from some unordered sets, and $x_{2}$ is a continuous variable. We should predict value of $y$ using variables $x_{1}$ and $x_{2}$. We will not use values of variables $x_{1}$ and $x_{2}$ directly, but we will use some attributes depending on these variables. We consider attributes which are used in well known system CART [8.

For discrete variable $x_{1}$, we can take a subset $B$ of the set $\{a, b, c\}$. Then the considered attribute has value 0 if $x_{1} \notin B$, and has value 1 if $x_{1} \in B$.

Let $f_{1}^{a}$ be the attribute corresponding to $B=\{a\}, f_{1}^{b}$ be the attribute corresponding to $B=\{b\}$, and $f_{1}^{c}$ be the attribute corresponding to $B=\{c\}$.

For continuous variable $x_{2}$, we consider linear ordering of values of this variable $-3.0<0.1<1.5<2.3$ and take some real numbers which lie between neighboring pairs of values, for example, 0,1 and 2 . Let $\alpha$ be such a number. Then the considered attribute takes value 0 if $x_{2}<\alpha$, and takes value 1 if $x_{2} \geq \alpha$.

Let $f_{2}^{0}, f_{2}^{1}$, and $f_{2}^{2}$ be attributes corresponding to numbers 0,1 and 2 respectively. The decision table for the considered attributes based on variables $x_{1}$, and $x_{2}$ is depicted in Fig. 1.28.

We see that $\left\{f_{2}^{1}\right\}$ is a reduct for this table. Therefore $R(T)=1$. It is clear that $h(T)=1$ (see decision tree depicted in Fig. (1.29).

One can show that

$$
\left\{f_{1}^{a}=1 \rightarrow C 1, f_{1}^{a}=0 \rightarrow C 2, f_{1}^{a}=0 \rightarrow C 2, f_{1}^{a}=1 \rightarrow C 1\right\}
$$

is a complete decision rule system for $T$, and for $i=1,2,3,4$, the $i$-th rule is the shortest rule which is true for $T$ and realizable for the $i$-th row of $T$.

Therefore $L(T)=1$. We have here one more example of the situation when one rule covers more than one row of decision table.

### 1.4 Conclusions

The chapter is devoted to brief consideration of main notions and discussion of examples from various areas of applications: fault diagnosis, computational geometry, pattern recognition, discrete optimization, and analysis of experimental data.

The main conclusion is that the study of miscellaneous problems can be reduced to the study of in some sense similar objects - decision tables.

Note that in two examples (problem of three post-offices and traveling salesman problem) we did not consider some inputs. If we eliminate these restrictions we will obtain decision tables with many-valued decisions.

Next five chapters are devoted to the creation of tools for study of decision tables including tables with many-valued decisions.

In Chaps. 2, 3, and 4, we study decision tables with one-valued decisions. In Chap. 2, we consider sets of decision trees, rules and reducts, and relationships among these objects. Chapter 3 deals with bounds on complexity and Chap. 4-with algorithms for construction of trees, rules and reducts.

Chapters 5 and 6 contain two extensions of this study. In Chap. 5 we consider decision tables with many-valued decisions, and in Chap. 6approximate decision trees, rules and reducts.

Part I

Tools

## Sets of Tests, Decision Rules and Trees

As we have seen, decision tables arise in different applications. So, we study decision tables as an independent mathematical object. We begin our consideration from decision tables with one-valued decisions. For simplicity, we deal mainly with decision tables containing only binary conditional attributes.

This chapter is devoted to the study of the sets of tests (reducts), decision rules and trees. For tests and rules we concentrate on consideration of socalled characteristic functions-monotone Boolean functions that represent sets of tests and rules. We can't describe the set of decision trees in the same way, but we can compare efficiently sets of decision trees for two decision tables with the same attributes. We study also relationships among trees, rules and tests.

The chapter consists of four sections. In Sect. 2.1 main notions are discussed. In Sect. 2.2, the sets of tests, decision rules and trees are studied. In Sect. [2.3, relationships among trees, rules and tests are considered. Section 2.4 contains conclusions.

### 2.1 Decision Tables, Trees, Rules and Tests

A decision table is a rectangular table which elements belong to the set $\{0,1\}$ (see Fig. [2.1). Columns of this table are labeled with attributes $f_{1}, \ldots, f_{n}$. Rows of the table are pairwise different, and each row is labeled with a natural number (a decision). This is a table with one-valued decisions.


Fig. 2.1

We will associate a game of two players with this table. The first player chooses a row of the table and the second player must recognize a decision corresponding to this row. To this end he can choose columns (attributes) and ask the first player what is at the intersection of the considered row and these columns.

A decision tree over $T$ is a finite tree with root in which each terminal node is labeled with a decision (a natural number), each nonterminal node (such nodes will be called working) is labeled with an attribute from the set $\left\{f_{1}, \ldots, f_{n}\right\}$. Two edges start in each working node. These edges are labeled with 0 and 1 respectively.

Let $\Gamma$ be a decision tree over $T$. For a given row $r$ of $T$ this tree works in the following way. We begin the work in the root of $\Gamma$. If the considered node is terminal then the result of $\Gamma$ work is the number attached to this node. Let the considered node be working node which is labeled with an attribute $f_{i}$. If the value of $f_{i}$ in the considered row is 0 then we pass along the edge which is labeled with 0 . Otherwise, we pass along the edge which is labeled with 1 , etc.

We will say that $\Gamma$ is a decision tree for $T$ if for any row of $T$ the work of $\Gamma$ finishes in a terminal node, which is labeled with the decision corresponding to the considered row.

We denote by $h(\Gamma)$ the depth of $\Gamma$ which is the maximum length of a path from the root to a terminal node. We denote by $h(T)$ the minimum depth of a decision tree for the table $T$.

A decision rule over $T$ is an expression of the kind

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow t
$$

where $f_{i_{1}}, \ldots, f_{i_{m}} \in\left\{f_{1}, \ldots, f_{n}\right\}, b_{1}, \ldots, b_{m} \in\{0,1\}$, and $t \in \mathbb{N}$. The number $m$ is called the length of the rule. This rule is called realizable for a row $r=\left(\delta_{1}, \ldots, \delta_{n}\right)$ if

$$
\delta_{i_{1}}=b_{1}, \ldots, \delta_{i_{m}}=b_{m}
$$

The rule is called true for $T$ if for any row $r$ of $T$, such that the rule is realizable for row $r$, the row $r$ is labeled with the decision $t$. We denote by $L(T, r)$ the minimum length of a rule over $T$ which is true for $T$ and realizable for $r$. We will say that the considered rule is a rule for $T$ and $r$ if this rule is true for $T$ and realizable for $r$.

A decision rule system $S$ over $T$ is a nonempty finite set of rules over $T$. A system $S$ is called a complete decision rule system for $T$ if each rule from $S$ is true for $T$, and for every row of $T$ there exists a rule from $S$ which is realizable for this row. We denote by $L(S)$ the maximum length of a rule from $S$, and by $L(T)$ we denote the minimum value of $L(S)$ among all complete decision rule systems $S$ for $T$.

A test for $T$ is a subset of columns such that at the intersection with these columns any two rows with different decisions are different. A reduct for
$T$ is a test for $T$ for which each proper subset is not a test. It is clear that each test has a reduct as a subset. We denote by $R(T)$ the minimum cardinality of a reduct for $T$.

### 2.2 Sets of Tests, Decision Rules and Trees

In this section, we consider some results related to the structure of the set of all tests for a decision table $T$, structure of the set of decision rules which are true for $T$ and realizable for a row $r$, and the structure of decision trees for $T$.

We begin our consideration from monotone Boolean functions which will be used for description of the set of tests and the set of decision rules.

### 2.2.1 Monotone Boolean Functions

We define a partial order $\leq$ on the set $E_{2}^{n}$ where $E_{2}=\{0,1\}$ and $n$ is a natural number. Let $\bar{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right), \bar{\beta}=\left(\beta_{1}, \ldots, \beta_{n}\right) \in E_{2}^{n}$. Then $\bar{\alpha} \leq \bar{\beta}$ if and only if $\alpha_{i} \leq \beta_{i}$ for $i=1, \ldots, n$. The inequality $\bar{\alpha}<\bar{\beta}$ means that $\bar{\alpha} \leq \bar{\beta}$ and $\bar{\alpha} \neq \bar{\beta}$. Two tuples $\bar{\alpha}$ and $\bar{\beta}$ are incomparable if both relations $\bar{\alpha} \leq \bar{\beta}$ and $\bar{\beta} \leq \bar{\alpha}$ do not hold. A set $A \subseteq E_{2}^{n}$ is called independent if every two tuples from $A$ are incomparable. We omit the proofs of the following three lemmas containing well known results.
Lemma 2.1. a) If $A \subseteq E_{2}^{n}$ and $A$ is an independent set then $|A| \in$ $\left\{0,1, \ldots,\binom{n}{\lfloor n / 2\rfloor}\right\}$.
b) For any $k \in\left\{0,1, \ldots,\binom{n}{\lfloor n / 2\rfloor}\right\}$ there exists an independent set $A \subseteq E_{2}^{n}$ such that $|A|=k$.
A function $f: E_{2}^{n} \rightarrow E_{2}$ is called monotone if for every tuples $\bar{\alpha}, \bar{\beta} \in E_{2}^{n}$ if $\bar{\alpha} \leq \bar{\beta}$ then $f(\bar{\alpha}) \leq f(\bar{\beta})$.

A tuple $\bar{\alpha} \in E_{2}^{n}$ is called an upper zero of the monotone function $f$ if $f(\bar{\alpha})=0$ and for any tuple $\bar{\beta}$ such that $\bar{\alpha}<\bar{\beta}$ we have $f(\bar{\beta})=1$. A tuple $\bar{\alpha} \in E_{2}^{n}$ is called a lower unit of the monotone function $f$ if $f(\bar{\alpha})=1$ and $f(\bar{\beta})=0$ for any tuple $\bar{\beta}$ such that $\bar{\beta}<\bar{\alpha}$.
Lemma 2.2. Let $f: E_{2}^{n} \rightarrow E_{2}$ be a monotone function. Then
a) For any $\bar{\alpha} \in E_{2}^{n}$ the equality $f(\bar{\alpha})=1$ holds if and only if there exists a lower unit $\bar{\beta}$ of $f$ such that $\bar{\beta} \leq \bar{\alpha}$.
b) For any $\bar{\alpha} \in E_{2}^{n}$ the equality $f(\bar{\alpha})=0$ holds if and only if there exists an upper zero $\bar{\beta}$ of $f$ such that $\bar{\alpha} \leq \bar{\beta}$.

Lemma 2.3. a) For any monotone function $f: E_{2}^{n} \rightarrow E_{2}$ the set of lower units is an independent set.
b) Let $A \subseteq E_{2}^{n}$ and $A$ be an independent set. Then there exists a monotone function $f: E_{2}^{n} \rightarrow E_{2}$ for which the set of lower units coincides with $A$.

### 2.2.2 Set of Tests

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. There exists a one-to-one correspondence between $E_{2}^{n}$ and the set of subsets of attributes from $T$. Let $\bar{\alpha} \in E_{2}^{n}$ and $i_{1}, \ldots, i_{m}$ be numbers of digits from $\bar{\alpha}$ which are equal to 1 . Then the set $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ corresponds to the tuple $\bar{\alpha}$.

Let us correspond a characteristic function $f_{T}: E_{2}^{n} \rightarrow E_{2}$ to the table $T$. For $\alpha \in E_{2}^{n}$ we have $f_{T}(\bar{\alpha})=1$ if and only if the set of attributes (columns) corresponding to $\bar{\alpha}$ is a test for $T$.

We omit the proof of the following simple statement.
Lemma 2.4. For any decision table $T$ the function $f_{T}$ is a monotone function which does not equal to 0 identically and for which the set of lower units coincides with the set of tuples corresponding to reducts for the table $T$.

Corollary 2.5. For any decision table $T$ any test for $T$ contains a reduct for $T$ as a subset.

Let us correspond a decision table $\tau(T)$ to the decision table $T$. The table $\tau(T)$ has $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. The first row of $\tau(T)$ is filled by 1 . The set of all other rows coincides with the set of all rows of the kind $l\left(\bar{\delta}_{1}, \bar{\delta}_{2}\right)$ where $\bar{\delta}_{1}$ and $\bar{\delta}_{2}$ are arbitrary rows of $T$ labeled with different decisions, and $l\left(\bar{\delta}_{1}, \bar{\delta}_{2}\right)$ is the row containing at the intersection with the column $f_{i}, i=1, \ldots, n$, the number 0 if and only if $\bar{\delta}_{1}$ and $\bar{\delta}_{2}$ have different numbers at the intersection with the column $f_{i}$. The first row of $\tau(T)$ is labeled with the decision 1 . All other rows are labeled with the decision 2.

We denote by $C(T)$ the decision table obtained from $\tau(T)$ by the removal all rows $\bar{\sigma}$ for each of which there exists a row $\bar{\delta}$ of the table $\tau(T)$ that is different from the first row and satisfies the inequality $\bar{\sigma}<\bar{\delta}$. The table $C(T)$ will be called the canonical form of the table $T$.

Lemma 2.6. For any decision table $T$,

$$
f_{T}=f_{C(T)} .
$$

Proof. One can show that $f_{T}=f_{\tau(T)}$. Let us prove that $f_{\tau(T)}=f_{C(T)}$. It is not difficult to check that $f_{C(T)}(\bar{\alpha})=0$ if an only if there exists a row $\bar{\delta}$ of $C(T)$ labeled with the decision 2 for which $\bar{\alpha} \leq \bar{\delta}$. Similar statement is true for the table $\tau(T)$.

It is clear that each row of $C(T)$ is also a row in $\tau(T)$, and equal rows in these tables are labeled with equal decisions. Therefore if $f_{\tau(T)}(\bar{\alpha})=1$ then $f_{C(T)}(\bar{\alpha})=1$.

Let $f_{C(T)}(\bar{\alpha})=1$. We will show that $f_{\tau(T)}(\alpha)=1$. Let us assume the contrary. Then there exists a row $\bar{\sigma}$ from $\tau(T)$ which is labeled with the decision 2 and for which $\bar{\alpha} \leq \bar{\sigma}$. From the description of $C(T)$ it follows that there exists a row $\bar{\delta}$ from $C(T)$ which is labeled with the decision 2 and for which $\bar{\sigma} \leq \bar{\delta}$. But in this case $\bar{\alpha} \leq \bar{\delta}$ which is impossible. Hence $f_{\tau(T)}(\alpha)=1$ and $f_{\tau(T)}=f_{C(T)}$.

Lemma 2.7. For any decision table $T$ the set of rows of the table $C(T)$ with the exception of the first row coincides with the set of upper zeros of the function $f_{T}$.

Proof. Let $\bar{\alpha}$ be an upper zero of the function $f_{T}$. Using Lemma 2.6 we obtain $f_{C(T)}(\bar{\alpha})=0$. Therefore there exists a row $\bar{\delta}$ in $C(T)$ which is labeled with the decision 2 and for which $\bar{\alpha} \leq \bar{\delta}$. Evidently, $f_{C(T)}(\bar{\delta})=0$. Therefore $f_{T}(\bar{\delta})=0$. Taking into account that $\bar{\alpha}$ is an upper zero of the function $f_{T}$ we conclude that the inequality $\bar{\alpha}<\bar{\delta}$ does not hold. Hence $\bar{\alpha}=\bar{\delta}$ and $\bar{\alpha}$ is a row of $C(T)$ which is labeled with the decision 2.

Let $\bar{\delta}$ be a row of $C(T)$ different from the first row. Then, evidently, $f_{C(T)}(\bar{\delta})=0$, and by Lemma 2.6, $f_{T}(\bar{\delta})=0$. Let $\bar{\delta}<\bar{\sigma}$. We will show that $f_{T}(\bar{\sigma})=1$. Let us assume the contrary. Then by Lemma 2.6, $f_{C(T)}(\bar{\sigma})=0$. Therefore there exists a row $\bar{\gamma}$ of $C(T)$ which is labeled with the decision 2 and for which $\bar{\delta}<\bar{\gamma}$. But this is impossible since any two different rows of $C(T)$ which are labeled with 2 are incomparable. Hence $f_{T}(\bar{\sigma})=1$, and $\bar{\delta}$ is an upper zero of the function $f_{T}$.

We will say that two decision tables with the same number of columns are almost equal if the set of rows of the first table is equal to the set of rows of the second table, and equal rows in these tables are labeled with equal decisions. Almost means that corresponding columns in two tables can be labeled with different attributes.

Proposition 2.8. Let $T_{1}$ and $T_{2}$ be decision tables with the same number of columns. Then $f_{T_{1}}=f_{T_{2}}$ if and only if the tables $C\left(T_{1}\right)$ and $C\left(T_{2}\right)$ are almost equal.

Proof. If $f_{T_{1}}=f_{T_{2}}$ then the set of upper zeros of $f_{T_{1}}$ is equal to the set of upper zeros of $f_{T_{2}}$. Using Lemma 2.7 we conclude that the tables $C\left(T_{1}\right)$ and $C\left(T_{2}\right)$ are almost equal.

Let the tables $C\left(T_{1}\right)$ and $C\left(T_{2}\right)$ be almost equal. By Lemma 2.7, the set of upper zeros of $f_{T_{1}}$ is equal to the set of upper zeros of $f_{T_{2}}$. Using Lemma 2.2 we obtain $f_{T_{1}}=f_{T_{2}}$.

Theorem 2.9. a) For any decision table $T$ the function $f_{T}$ is a monotone Boolean function which does not equal to 0 identically.
b) For any monotone Boolean function $f: E_{2}^{n} \rightarrow E_{2}$ which does not equal to 0 identically there exists a decision table $T$ with $n$ columns for which $f=f_{T}$.

Proof. a) The first part of theorem statement follows from Lemma 2.4
b) Let $f: E_{2}^{n} \rightarrow E_{2}$ be a monotone Boolean function which does not equal to 0 identically, and $\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{m}\right\}$ be the set of upper zeros of $f$. We consider a decision table $T$ with $n$ columns in which the first row is filled by 1 , and the set of all other rows coincides with $\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{m}\right\}$. The first row is labeled with the decision 1, and all other rows are labeled with the decision 2.

One can show that $C(T)=T$. Using Lemma 2.7 we conclude that the set of upper zeros of the function $f$ coincides with the set of upper zeros of the function $f_{T}$. From here and from Lemma 2.2 it follows that $f=f_{T}$.

Theorem 2.10. a) For any decision table $T$ with $n$ columns the set of tuples from $E_{2}^{n}$ corresponding to reducts for $T$ is a nonempty independent set.
b) For any nonempty independent subset $A$ of the set $E_{2}^{n}$ there exists a decision table $T$ with $n$ columns for which the set of tuples corresponding to reducts for $T$ coincides with $A$.

Proof. The first part of theorem statement follows from Lemmas 2.2, 2.3 and 2.4. The second part of theorem statement follows from Lemmas 2.3, 2.4 and Theorem 2.9 .

Corollary 2.11. a) For any decision table $T$ with $n$ columns the cardinality of the set of reducts for $T$ is a number from the set $\left\{1, \ldots,\binom{n}{\lfloor n / 2\rfloor}\right\}$.
b) For any $k \in\left\{1, \ldots,\binom{n}{\lfloor/ 2\rfloor}\right\}$ there exists a decision table $T$ with $n$ columns for which the number of reducts for $T$ is equal to $k$.

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. It is possible to represent the function $f_{T}$ as a formula (conjunctive normal form) over the basis $\{\wedge, \vee\}$. We correspond to each row $\bar{\delta}$ of $C(T)$ different from the first row the disjunction $d(\bar{\delta})=x_{i_{1}} \vee \ldots \vee x_{i_{m}}$ where $f_{i_{1}}, \ldots, f_{i_{m}}$ are all columns of $C(T)$ at the intersection with which $\bar{\delta}$ has 0 . Then $f_{T}=$ $\bigwedge_{\bar{\delta} \in \Delta(C(T)) \backslash\{\overline{1}\}} d(\bar{\delta})$ where $\Delta(C(T))$ is the set of rows of the table $C(T)$ and $\overline{1}$ is the first row of $C(T)$ filled by 1 .

If we multiply all disjunctions and apply rules $A \vee A \wedge B=A$ and $A \wedge A=$ $A \vee A=A$ we obtain the reduced disjunctive normal form of the function $f_{T}$ such that there exists a one-to-one correspondence of elementary conjunctions in this form and lower units of the functions $f_{T}$ (reducts for $T$ ): an elementary conjunction $x_{i_{1}} \wedge \ldots \wedge x_{i_{m}}$ corresponds to the lower unit of $f_{T}$ which has 1 only in digits $i_{1}, \ldots, i_{m}$ (corresponds to the reduct $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ ).

Another way for construction of a formula for the function $f_{T}$ is considered in Sect. 4.3.3.

Example 2.12. For a given decision table $T$ we construct corresponding tables $\tau(T)$ and $C(T)$-see Fig. 2.2.

We can represent the function $f_{T}$ as a conjunctive normal form and transform it into reduced disjunctive normal form: $f_{T}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(x_{2} \vee x_{4}\right) \wedge$ $\left(x_{3} \vee x_{4}\right) \wedge x_{1}=x_{2} x_{3} x_{1} \vee x_{2} x_{4} x_{1} \vee x_{4} x_{3} x_{1} \vee x_{4} x_{4} x_{1}=x_{2} x_{3} x_{1} \vee x_{2} x_{4} x_{1} \vee$ $x_{4} x_{3} x_{1} \vee x_{4} x_{1}=x_{2} x_{3} x_{1} \vee x_{4} x_{1}$. Therefore the function $f_{T}$ has two lower units $(1,1,1,0)$ and ( $1,0,0,1$ ), and the table $T$ has two reducts $\left\{f_{1}, f_{2}, f_{3}\right\}$ and $\left\{f_{1}, f_{4}\right\}$.

So we have the following situation now: there is a polynomial algorithm which for a given decision table $T$ constructs its canonical form $C(T)$ and the set

$$
\begin{aligned}
&\left.T=\begin{array}{|cccc|c|}
\hline f_{1} & f_{2} & f_{3} & f_{4} & \\
\hline 0 & 1 & 1 & 1 & 3 \\
0 & 0 & 1 & 0 & 2 \\
0 & 1 & 0 & 0 & 2 \\
1 & 1 & 0 & 0 & 3
\end{array}\right] \quad \tau(T)=\begin{array}{|cccc|c|}
\hline f_{1} & f_{2} & f_{3} & f_{4} & \\
\hline 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 2 \\
1 & 1 & 0 & 0 & 2 \\
0 & 0 & 0 & 1 & 2 \\
0 & 1 & 1 & 1 & 2 \\
\hline
\end{array} \quad C(T)=\begin{array}{|cccc|c|}
\hline f_{1} & f_{2} & f_{3} & f_{4} & \\
\hline 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 2 \\
1 & 1 & 0 & 0 & 2 \\
0 & 1 & 1 & 1 & 2 \\
\hline
\end{array} \\
& \text { Fig. } \mathbf{2 . 2}
\end{aligned}
$$

of upper zeros of the characteristic function $f_{T}$. If $T$ has $m$ rows then the number of upper zeros is at most $m(m-1) / 2$. Based on $C(T)$ we can in polynomial time construct a formula (conjunctive normal form) over the basis $\{\wedge, \vee\}$ which represents the function $f_{T}$. By transformation of this formula into reduced disjunctive normal form we can find all lower units of $f_{T}$ and all reducts for $T$. Unfortunately, we can not guarantee that this last step will have polynomial time complexity.

Example 2.13. Let us consider a decision table $T$ with $m+1$ rows and $2 m$ columns labeled with attributes $f_{1}, \ldots, f_{2 m}$. The last row of $T$ is filled by 1. For $i=1, \ldots, m$, the $i$-th row of $T$ has 0 only at the intersection with columns $f_{2 i-1}$ and $f_{2 i}$. The first $m$ rows of $T$ are labeled with the decision 1 and the last row is labeled with the decision 2 . One can show that $f_{T}=$ $\left(x_{1} \vee x_{2}\right) \wedge\left(x_{3} \vee x_{4}\right) \wedge \ldots \wedge\left(x_{2 m-1} \vee x_{2 m}\right)$. This function has exactly $2^{m}$ lower units, and the table $T$ has exactly $2^{m}$ reducts.

### 2.2.3 Set of Decision Rules

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$ and $r=\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a row of $T$ labeled with a decision $d$.

We can describe the set of all decision rules over $T$ which are true for $T$ and realizable for $r$ (we will say about such rules as about rules for $T$ and $r$ ) with the help of characteristic function $f_{T, r}: E_{2}^{n} \rightarrow E$ for $T$ and $r$. Let $\bar{\alpha} \in E_{2}^{n}$ and $i_{1}, \ldots, i_{m}$ be numbers of digits from $\bar{\alpha}$ which are equal to 1 . Then $f_{T, r}(\bar{\alpha})=1$ if and only if the rule

$$
\begin{equation*}
f_{i_{1}}=\delta_{i_{1}} \wedge \ldots \wedge f_{i_{m}}=\delta_{i_{m}} \rightarrow d \tag{2.1}
\end{equation*}
$$

is a decision rule for $T$ and $r$. We will say that the rule (2.1) corresponds to the tuple $\bar{\alpha}$, and the tuple $\bar{\alpha}$ corresponds to the rule (2.1).

Let us correspond a decision table $T(r)$ to the table $T$. The table $T(r)$ has $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. This table contains the row $r$ and all rows from $T$ which are labeled with decisions different from $d$. The row $r$ in $T(r)$ is labeled with the decision 1, all other rows in $T(r)$ are labeled with the decision 2 . One can show that a set of attributes (columns) $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for $T(r)$ if and only if the decision rule (2.1) is a rule for $T$ and $r$. Thus $f_{T, r}=f_{T(r)}$.

We denote $C(T, r)=C(T(r))$. This table is the canonical form for $T$ and $r$. The set of rows of $C(T, r)$ with the exception of the first row coincides with the set of upper zeros of the function $f_{T, r}$ (see Lemma [2.7). Based on the table $C(T, r)$ we can represent function $f_{T, r}$ in the form of conjunctive normal form and transform this form into reduced disjunctive normal form. As a result, we obtain the set of lower units of $f_{T, r}$ which corresponds to the set of so-called irreducible decision rules for $T$ and $r$. A decision rule for $T$ and $r$ is called irreducible if any rule obtained from the considered one by the removal of an equality from the left-hand side is not a rule for $T$ and $r$. One can show that a set of attributes $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a reduct for $T(r)$ if and only if the decision rule (2.1) is an irreducible decision rule for $T$ and $r$.

Theorem 2.14. a) For any decision table $T$ and any row $r$ of $T$ the function $f_{T, r}$ is a monotone Boolean function which does not equal to 0 identically.
b) For any monotone Boolean function $f: E_{2}^{n} \rightarrow E_{2}$ which does not equal to 0 identically there exists a decision table $T$ with $n$ columns and a row $r$ of $T$ for which $f=f_{T, r}$.

Proof. a) We know that $f_{T, r}=f_{T(r)}$. From Lemma 2.4 it follows that $f_{T(r)}$ is a monotone Boolean function which does not equal to 0 identically.
b) Let $f: E_{2}^{n} \rightarrow E_{2}$ be a monotone Boolean function which does not equal to 0 identically, and $\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{m}\right\}$ be the set of upper zeros of $f$. We consider a decision table $T$ with $n$ columns in which the first row is filled by 1 (we denote this row by $r$ ), and the set of all other rows coincides with $\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{m}\right\}$. The first row is labeled with the decision 1 and all other rows are labeled with the decision 2.

One can show that $C(T, r)=C(T(r))=T(r)=T$. We know that $f_{T, r}=f_{T(r)}$. So $f_{T}=f_{T, r}$. Using Lemma 2.7 we conclude that the set of upper zeros of $f$ coincides with the set of upper zeros of $f_{T}$. From here and from Lemma 2.2 it follows that $f=f_{T}$. Therefore $f=f_{T, r}$.

Theorem 2.15. a) For any decision table $T$ with $n$ columns and for any row $r$ of $T$ the set of tuples from $E_{2}^{n}$ corresponding to irreducible decision rules for $T$ and $r$ is a nonempty independent set.
b) For any nonempty independent subset $A$ of the set $E_{2}^{n}$ there exists a decision table $T$ with $n$ columns and row $r$ of $T$ for which the set of tuples corresponding to irreducible decision rules for $T$ and $r$ coincides with $A$.

Proof. a) We know that the set of tuples corresponding to irreducible decision rules for $T$ and $r$ coincides with the set of tuples corresponding to reducts for $T(r)$. Using Theorem 2.10 we conclude that the considered set of tuples is a nonempty independent set.
b) Let $A \subseteq E_{2}^{n}, A \neq \emptyset$ and $A$ be independent. Using Lemma 2.3 we conclude that there exists a monotone Boolean function $f: E_{2}^{n} \rightarrow E$ for which the set of lower units coincides with $A$. From Theorem 2.14 it follows that there exists a decision table with $n$ columns and a row $r$ of $T$ for which
$f=f_{T, r}$. It is clear that the set of lower units of $f_{T, r}$ coincides with the set of tuples corresponding to irreducible decision rules for $T$ and $r$.

Corollary 2.16. a) For any decision table $T$ with $n$ columns and any row $r$ of $T$ the cardinality of the set of irreducible decision rules for $T$ and $r$ is a number from the set $\left\{1,2, \ldots,\binom{n}{\lfloor n / 2\rfloor}\right\}$.
b) For any $k \in\left\{1,2, \ldots,\binom{n}{n / 2\rfloor}\right\}$ there exists a decision table $T$ with $n$ columns and a row $r$ of $T$ for which the number of irreducible decision rules for $T$ and $r$ is equal to $k$.

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$ and $r$ be a row of $T$.

As for the case of reducts, we can represent the function $f_{T, r}$ as a conjunctive normal form and transform it into reduced disjunctive normal form. As a result we obtain all irreducible decision rules for $T$ and $r$.

Example 2.17. Let $T$ be the decision table depicted in Fig. 2.2 and $r$ be the first row of $T$. We construct tables $T(r), \tau(T(r))$ and $C(T, r)=C(T(r))$-see Fig. 2.3.

$$
T(r)=\begin{array}{|ccc|c|}
\hline f_{1} & f_{2} & f_{3} & f_{4} \\
\hline 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 \\
\hline & 2 \\
0 & 1 & 0 & 0
\end{array} \left\lvert\, \begin{aligned}
& 3 \\
& \hline
\end{aligned} \quad \tau(T(r))=\begin{array}{|cccc|c|}
\hline f_{1} & f_{2} & f_{3} & f_{4} & \\
\hline 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 2 \\
1 & 1 & 0 & 0 & 2 \\
\hline
\end{array} \quad C(T, r)=\begin{array}{|llll|l|}
\hline f_{1} & f_{2} & f_{3} & f_{4} & \\
\hline 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 2 \\
1 & 1 & 0 & 0 & 2 \\
\hline
\end{array}\right.
$$

Fig. 2.3

We can represent the function $f_{T, r}$ as a conjunctive normal form and transform it into reduced disjunctive normal form: $f_{T, r}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(x_{2} \vee x_{4}\right) \wedge$ $\left(x_{3} \vee x_{4}\right)=x_{2} x_{3} \vee x_{2} x_{4} \vee x_{4} x_{3} \vee x_{4} x_{4}=x_{2} x_{3} \vee x_{2} x_{4} \vee x_{4} x_{3} \vee x_{4}=x_{2} x_{3} \vee x_{4}$. Therefore the function $f_{T, r}$ has two lower units $(0,1,1,0)$ and $(0,0,0,1)$, and there are two irreducible decision rules for $T$ and $r: f_{2}=1 \wedge f_{3}=1 \rightarrow 3$ and $f_{4}=1 \rightarrow 3$.

So we have polynomial algorithms that allow us for a given decision table $T$ and row $r$ of $T$ construct the canonical form $C(T, r)$ for $T$ and $r$ and the set of upper zeros of the characteristic function $f_{T, r}$. If $T$ has $m$ rows then the number of upper zeros is at most $m-1$. Based on $C(T, r)$ we can construct a conjunctive normal form representing $f_{T, r}$.

Also we can transform this form into the reduced disjunctive normal form and find all irreducible decision rules for $T$ and $r$. As for the case of reducts, this step can have exponential time complexity.

Example 2.18. Let $T$ be the decision table considered in Example 2.13 and $r$ be the last row of $T$. The table $T$ has $m+1$ rows and $2 m$ columns. One can show that $f_{T, r}=\left(x_{1} \vee x_{2}\right) \wedge\left(x_{3} \vee x_{4}\right) \wedge \ldots \wedge\left(x_{2 m-1} \vee x_{2 m}\right)$, and there are exactly $2^{m}$ lower units of $f_{T, r}$ and $2^{m}$ irreducible decision rules for $T$ and $r$.

### 2.2.4 Set of Decision Trees

Decision tree is a more complicated object than test or decision rule. So we can't describe the set of decision trees in the same way as the set of tests or the set of rules. However, we can compare efficiently sets of decision trees for two decision tables with the same sets of attributes.

Let $T$ be a decision table. We denote by $D T(T)$ the set of decision trees for the table $T$. By $\varrho(T)$ we denote the set of pairs $(r, d)$ where $r$ is a row of $T$ and $d$ is the decision attached to the row $r$. We will say that two decision tables $T_{1}$ and $T_{2}$ are equal if $T_{1}$ and $T_{2}$ have the same number of columns labeled with the same names of attributes and $\varrho\left(T_{1}\right)=\varrho\left(T_{2}\right)$. Let $T_{1}$ and $T_{2}$ have the same number of columns. We will say that $T_{1}$ and $T_{2}$ are consistent if for any two pairs $\left(\bar{\delta}_{1}, d_{1}\right) \in \varrho\left(T_{1}\right)$ and $\left(\bar{\delta}_{2}, d_{2}\right) \in \varrho\left(T_{2}\right)$ from the equality $\bar{\delta}_{1}=\bar{\delta}_{2}$ the equality $d_{1}=d_{2}$ follows. If $T_{1}$ and $T_{2}$ are not consistent they will be called inconsistent.

Theorem 2.19. Let $T_{1}$ and $T_{2}$ be decision tables with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. Then
a) $D T\left(T_{1}\right) \cap D T\left(T_{2}\right) \neq \emptyset$ if and only if the tables $T_{1}$ and $T_{2}$ are consistent.
b) $D T\left(T_{1}\right) \subseteq D T\left(T_{2}\right)$ if and only if $\varrho\left(T_{2}\right) \subseteq \varrho\left(T_{1}\right)$.

Proof. a) Let $\Gamma \in D T\left(T_{1}\right) \cap D T\left(T_{2}\right),\left(\bar{\delta}, d_{1}\right) \in \varrho\left(T_{1}\right),\left(\bar{\delta}, d_{2}\right) \in \varrho\left(T_{2}\right)$, and $v$ be the terminal node of $\Gamma$ such that the work of $\Gamma$ for $\bar{\delta}$ finishes in $v$. Since $\Gamma \in D T\left(T_{1}\right)$, the node $v$ is labeled with $d_{1}$. Since $\Gamma \in D T\left(T_{2}\right)$, the node $v$ is labeled with $d_{2}$. Therefore $d_{1}=d_{2}$.

Let $T_{1}$ and $T_{2}$ be consistent. Consider a decision tree $\Gamma\left(T_{1}, T_{2}\right)$ over $T_{1}$ which consists of $n+1$ layers. For $i=1, \ldots, n$, all nodes from the $i$-th layer are labeled with the attribute $f_{i}$. All nodes from the $(n+1)$-th layer are terminal nodes. Let $v$ be an arbitrary terminal node and $\delta_{1}, \ldots, \delta_{n}$ be numbers attached to edges in the path from the root of $\Gamma\left(T_{1}, T_{2}\right)$ to $v$. Denote $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right)$. If $\bar{\delta}$ is not a row of $T_{1}$ and $T_{2}$ then we mark $v$ with 1. If $\bar{\delta}$ is a row of $T_{1}$ or $T_{2}$ and $\bar{\delta}$ is labeled with the decision $d$ then we mark $v$ with $d$. If $\bar{\delta}$ is a row of $T_{1}$ and a row of $T_{2}$ then $\bar{\delta}$ is labeled with the same decision in $T_{1}$ and $T_{2}$ since $T_{1}$ and $T_{2}$ are consistent. It is clear that $\Gamma\left(T_{1}, T_{2}\right) \in D T\left(T_{1}\right) \cap D T\left(T_{2}\right)$.
b) Let $\varrho\left(T_{2}\right) \subseteq \varrho\left(T_{1}\right)$ and $\Gamma \in D T\left(T_{1}\right)$. It is clear that $\Gamma \in D T\left(T_{2}\right)$. Therefore $D T\left(T_{1}\right) \subseteq D T\left(T_{2}\right)$.

Let $\varrho\left(T_{2}\right) \nsubseteq \varrho\left(T_{1}\right)$. We show that $D T\left(T_{1}\right) \nsubseteq D T\left(T_{2}\right)$.
Let $T_{1}$ and $T_{2}$ be inconsistent. By proved above, $D T\left(T_{1}\right) \cap D T\left(T_{2}\right)=\emptyset$. It is clear that $D T\left(T_{1}\right) \neq \emptyset$. Therefore $D T\left(T_{1}\right) \nsubseteq D T\left(T_{2}\right)$.

Let $T_{1}$ and $T_{2}$ be consistent. Since $\varrho\left(T_{2}\right) \nsubseteq \varrho\left(T_{1}\right)$, there exists $\bar{\delta}=$ $\left(\delta_{1}, \ldots, \delta_{n}\right) \in E_{2}^{n}$ and natural $d$ such that $(\bar{\delta}, d) \in \varrho\left(T_{2}\right)$ and $(\bar{\delta}, d) \notin \varrho\left(T_{1}\right)$. In the decision tree $\Gamma\left(T_{1}, T_{2}\right)$ described above, let $v$ be the terminal node such that the edges in the path from the root of $\Gamma\left(T_{1}, T_{2}\right)$ to $v$ are labeled with the numbers $\delta_{1}, \ldots, \delta_{n}$. In $\Gamma\left(T_{1}, T_{2}\right)$ the node $v$ is labeled with $d$. Instead of $d$ we mark $v$ with $d+1$. We denote the obtained decision
tree by $\Gamma$. It is clear that $\Gamma \in D T\left(T_{1}\right)$ and $\Gamma \notin D T\left(T_{2}\right)$. Therefore $D T\left(T_{1}\right) \nsubseteq D T\left(T_{2}\right)$.

Corollary 2.20. Let $T_{1}$ and $T_{2}$ be decision tables with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. Then $D T\left(T_{1}\right)=D T\left(T_{2}\right)$ if and only if $\varrho\left(T_{1}\right)=\varrho\left(T_{2}\right)$.

It is interesting to compare Corollary 2.20 and Proposition 2.8, From this proposition it follows that the set of tests for $T_{1}$ is equal to the set of tests for $T_{2}$ if and only if $\varrho\left(C\left(T_{1}\right)\right)=\varrho\left(C\left(T_{2}\right)\right)$. This condition is essentially weaker than the condition $\varrho\left(T_{1}\right)=\varrho\left(T_{2}\right)$ : it is possible that for very different decision tables $T_{1}$ and $T_{2}$ the canonical forms $C\left(T_{1}\right)$ and $C\left(T_{2}\right)$ are equal.

Example 2.21. Let us consider four decision tables (see Fig. (2.4).

$$
\begin{aligned}
& T_{1}=\begin{array}{|l|l|l|}
\hline \boldsymbol{f}_{1} & f_{2} & \\
\hline 0 & 1 & 1 \\
1 & 0 & 2 \\
\hline
\end{array} \\
& T_{2}=\begin{array}{|l|l|l|}
\hline f_{1} & f_{2} & \\
\hline 1 & 0 & 2 \\
0 & 1 & 1 \\
\hline
\end{array} \\
& T_{3}=\begin{array}{|cc|c|}
\hline f_{1} & f_{2} & \\
\hline 0 & 1 & 1 \\
1 & 0 & 2 \\
0 & 0 & 3 \\
\hline
\end{array} \\
& T_{4}=\begin{array}{|cc|c|}
\hline f_{1} & f_{2} & \\
\hline 0 & 1 & 1 \\
1 & 0 & 2 \\
0 & 0 & 2 \\
\hline
\end{array}
\end{aligned}
$$

Fig. 2.4

We have $D T\left(T_{1}\right)=D T\left(T_{2}\right), D T\left(T_{3}\right) \subset D T\left(T_{1}\right), D T\left(T_{4}\right) \subset D T\left(T_{1}\right)$ and $D T\left(T_{3}\right) \cap D T\left(T_{4}\right)=\emptyset$.

For any decision table $T$, the number of decision trees for $T$ is infinite. However, often we can narrow down the consideration to irreducible decision trees for $T$ which number is finite.

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. We denote by $E(T)$ the set of attributes (columns of $T$ ) each of which contains different numbers. Let $\Gamma$ be a decision tree over $T$ and $v$ be a node of $\Gamma$. Let in the path from the root of $\Gamma$ to $v$ nodes be labeled with attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ and edges be labeled with numbers $\delta_{1}, \ldots, \delta_{m}$. Denote by $T(v)$ the subtable of $T$ which consists of rows that at the intersection with columns $f_{i_{1}}, \ldots, f_{i_{m}}$ have numbers $\delta_{1}, \ldots, \delta_{m}$.

We will say that a decision tree $\Gamma$ for $T$ is irreducible if any node $v$ of $\Gamma$ satisfies the following conditions:

1. If all rows of the subtable $T(v)$ are labeled with the same decision $d$ then $v$ is a terminal node of $\Gamma$ labeled with $d$.
2. If there are rows of $T(v)$ labeled with different decisions then $v$ is a working node labeled with an attribute from $E(T(v))$.

Proposition 2.22. Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. Then there exists an irreducible decision tree $\Gamma$ for $T$ such that $h(\Gamma)=h(T)$.

Proof. Let $D$ be a decision tree for $T$ such that $h(D)=h(T)$. We will modify the tree $D$ in order to obtain an irreducible decision tree for $T$. The algorithm considers working nodes of the tree $D$ sequentially beginning with the root. Let $v$ be the current node and $f_{i}$ be an attribute attached to the node $v$. The algorithm tries to apply the following rules to the node $v$.

1. Let all rows of $T(v)$ be labeled with the same decision $d$. Then remove all descendants of $v$ and label $v$ with $d$ instead of $f_{i}$.
2. Let $f_{i} \notin E(T(v))$ and the column $f_{i}$ in the table $T(v)$ contain only one number $a$. Denote by $\Gamma_{a}$ the tree which root is the end of the edge started in $v$ and labeled with $a$. Then substitute the subtree whose root is $v$ to $\Gamma_{a}$.

We denote the obtained decision tree by $\Gamma$. One can show that $\Gamma$ is an irreducible decision tree for $T$ and $h(\Gamma) \leq h(D)$. Therefore $h(\Gamma)=h(T)$.

Note that the algorithm described in the proof of Proposition 2.22 can be applied to an arbitrary decision table $T$ and an arbitrary decision tree $\Gamma$ for $T$. As a result we obtain an irreducible decision tree $\Gamma^{\prime}$ for $T$ such that $h\left(\Gamma^{\prime}\right) \leq h(\Gamma)$.

### 2.3 Relationships among Decision Trees, Rules and Tests

Theorem 2.23. Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$.

1. If $\Gamma$ is a decision tree for $T$ then the set of attributes attached to working nodes of $\Gamma$ is a test for the table $T$.
2. Let $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be a test for $T$. Then there exists a decision tree $\Gamma$ for $T$ which uses only attributes from $F$ and for which $h(\Gamma)=m$.

Proof. 1. Let $r_{1}$ and $r_{2}$ be two rows from $T$ with different decisions. Since $\Gamma$ is a decision tree for $T$ then the work of $\Gamma$ for $r_{1}$ and $r_{2}$ finishes in different terminal nodes. Therefore there exists an attribute $f_{i}$ attached to a working node of $\Gamma$ such that $r_{1}$ and $r_{2}$ are different in the column $f_{i}$. Since $r_{1}$ and $r_{2}$ is an arbitrary pair of rows with different decisions, we obtain that the set of attributes attached to working nodes of $\Gamma$ is a test for the table $T$.
2. Let $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be a test for $T$. Consider a decision tree $\Gamma$ which consists of $m+1$ layers. For $j=1, \ldots, m$, all nodes on the $j$-th layer are labeled with the attribute $f_{i_{j}}$. All nodes from the $(m+1)$-th layer are terminal nodes. Let $v$ be an arbitrary terminal node. If there is no row of $T$ for which the work of $\Gamma$ finishes in this node then we mark $v$ with the number 1. Let there exist rows of $T$ for which the work of $\Gamma$ finishes in $v$. Since $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for $T$, all these rows are labeled with the same
decision. We mark the node $v$ with this decision. It is clear that $\Gamma$ is a decision tree for $T$ which uses only attributes from $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ and which depth is equal to $m$.

Corollary 2.24. Let $T$ be a decision table. Then $h(T) \leq R(T)$.
Theorem 2.25. Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$.

1. If $S$ is a complete system of decision rules for $T$ then the set of attributes from rules in $S$ is a test for $T$.
2. If $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for $T$ then there exists a complete system $S$ of decision rules for $T$ which uses only attributes from $F$ and for which $L(S)=m$.

Proof. 1. Let $S$ be a complete system of decision rules for $T$, and $r_{1}, r_{2}$ be two rows of $T$ with different decisions. Then there exists a rule from $S$ which is realizable for $r_{1}$ and is not realizable for $r_{2}$. It means that there is an attribute $f_{i}$ on the left-hand side of the considered rule such that $r_{1}$ and $r_{2}$ are different in the column $f_{i}$. Since $r_{1}$ and $r_{2}$ is an arbitrary pair of rows with different decisions, we obtain that the set of attributes from rules in $S$ is a test for $T$.
2. Let $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be a test for $T$. Consider a decision rule system $S$ which contains all rules of the kind

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow t
$$

for each of which there exists a row $r$ of $T$ such that the considered rule is realizable for $r$, and $r$ is labeled with the decision $t$. Since $F$ is a test for $T$, the considered rule is true for $T$. Therefore $S$ is a complete decision rule system for $T$ and $L(S)=m$.

Corollary 2.26. $L(T) \leq R(T)$.
Let $\Gamma$ be a decision tree for $T$ and $\tau$ be a path in $\Gamma$ from the root to a terminal node in which working nodes are labeled with attributes $f_{i_{1}}, \ldots, f_{i_{m}}$, edges are labeled with numbers $b_{1}, \ldots, b_{m}$, and the terminal node of $\tau$ is labeled with the decision $t$. We correspond to $\tau$ the decision $\operatorname{rule} \operatorname{rule}(\tau)$

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow t
$$

Theorem 2.27. Let $\Gamma$ be a decision tree for $T$, and $S$ be the set of decision rules corresponding to paths in $\Gamma$ from the root to terminal nodes. Then $S$ is a complete system of decision rules for $T$ and $L(S)=h(\Gamma)$.

Proof. Since $\Gamma$ is a decision tree for $T$, for each row $r$ of $T$ there exists a path $\tau$ from the root to a terminal node $v$ of $\Gamma$ such that the work of $\Gamma$ for $r$ finishes in $v$, and $v$ is labeled with the decision $t$ attached to $r$. It is clear
that $\operatorname{rule}(\tau)$ is realizable for $r$. It is clear also that for each row $r^{\prime}$ of $T$, such that $\operatorname{rule}(\tau)$ is realizable for $r^{\prime}$, the row $r^{\prime}$ is labeled with the decision $t$. So, $\operatorname{rule}(\tau)$ is true for $T$. Thus $S$ is a complete decision rule system for $T$. It is clear that the length of $\operatorname{rule}(\tau)$ is equal to the length of the path $\tau$. Therefore $L(S)=h(\Gamma)$.

Corollary 2.28. $L(T) \leq h(T)$.

### 2.4 Conclusions

The chapter is devoted to the study of the sets of tests, decision rules and trees, and relationships among these objects.

We can write efficiently formulas for characteristic functions which describe sets of tests and rules. We can find efficiently sets of upper zeros for these functions (it can be useful for design of lazy learning algorithms). However, there are no polynomial algorithms for construction of the set of lower units for characteristic functions (in the case of tests, lower units correspond to reducts, and in the case of rules - to irreducible decision rules). We can compare efficiently sets of decision trees for decision tables with the same names of attributes.

We studied relationships among decision trees, rules and tests which allow us to work effectively with bounds on complexity and algorithms for construction of rules, tests and trees.

The results considered in this chapter (with the exception of results for decision rules and decision rule systems) were published in methodical developments [38, 39] for the course Test Theory and its Applications - a predecessor of the course Combinatorial Machine Learning.

## Bounds on Complexity of Tests, Decision Rules and Trees

In this chapter, we continue the consideration of decision tables with onevalued decisions. We study bounds on complexity for decision trees, rules, and tests.

The chapter consists of three sections. In Sect. 3.1, we investigate lower bounds on the depth of decision trees, cardinality of tests and length of decision rules.

Section 3.2 is devoted to the consideration of upper bounds on the minimum cardinality of tests and minimum depth of decision trees. These bounds can be used also as upper bounds on the minimum length of decision rules.

Section 3.3 contains conclusions.

### 3.1 Lower Bounds

From Corollaries 2.24 and 2.28 it follows that $L(T) \leq h(T) \leq R(T)$. So each lower bound on $L(T)$ is a lower bound on $h(T)$ and $R(T)$, and each lower bound on $h(T)$ is also a lower bound on $R(T)$.

Let us consider now some lower bounds on the value $h(T)$ and, consequently, on the value $R(T)$.

We denote by $D(T)$ the number of different decisions in a decision table $T$.

Theorem 3.1. Let $T$ be a nonempty decision table. Then

$$
h(T) \geq \log _{2} D(T)
$$

Proof. Let $\Gamma$ be a decision tree for $T$ such that $h(\Gamma)=h(T)$. We denote by $L_{t}(\Gamma)$ the number of terminal nodes in $\Gamma$. It is clear that $L_{t}(\Gamma) \geq D(T)$. One can show that $L_{t}(\Gamma) \leq 2^{h(\Gamma)}$. Therefore $2^{h(\Gamma)} \geq D(T)$ and $h(\Gamma) \geq \log _{2} D(T)$. Thus, $h(T) \geq \log _{2} D(T)$.

Theorem 3.2. Let $T$ be a decision table. Then

$$
h(T) \geq \log _{2}(R(T)+1)
$$

Proof. Let $\Gamma$ be a decision tree for $T$ such that $h(\Gamma)=h(T)$. We denote by $L_{w}(\Gamma)$ the number of working nodes in $\Gamma$. From Theorem 2.23 it follows that the set of attributes attached to working nodes of $\Gamma$ is a test for $T$. Therefore $L_{w}(\Gamma) \geq R(T)$. One can show that $L_{w}(\Gamma) \leq 1+2+\ldots+2^{h(\Gamma)-1}=2^{h(\Gamma)}-1$. Therefore $2^{h(\Gamma)}-1 \geq R(T), 2^{h(\Gamma)} \geq R(T)+1$ and $h(\Gamma) \geq \log _{2}(R(T)+1)$. Since $h(\Gamma)=h(T)$ we obtain $h(T) \geq \log _{2}(R(T)+1)$.

Example 3.3. Let us consider the decision table $T$ depicted in Fig. 3.1.

$$
T=\begin{array}{|lll|l|}
\hline f_{1} & f_{2} & f_{3} & \\
\hline 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 2 \\
1 & 1 & 0 & 2 \\
0 & 0 & 1 & 3 \\
1 & 0 & 0 & 3 \\
\hline
\end{array}
$$

Fig. 3.1
For this table $D(T)=3$. Using Theorem 3.1 we obtain $h(T) \geq \log _{2} 3$. Therefore $h(T) \geq 2$.

One can show that this table has exactly two tests: $\left\{f_{1}, f_{2}, f_{3}\right\}$ and $\left\{f_{2}, f_{3}\right\}$. Therefore $R(T)=2$. Using Theorem 3.2 we obtain $h(T) \geq \log _{2} 3$ and $h(T) \geq 2$.

In fact, $h(T)=2$. A decision tree for the table $T$ which depth is equal to 2 is depicted in Fig. 3.2.


Fig. 3.2
Let $T$ be a decision table with $n$ columns which are labeled with attributes $f_{1}, \ldots, f_{n}$. A subtable of the table $T$ is a table obtained from $T$ by removal some rows. Let $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\} \in\left\{f_{1}, \ldots, f_{n}\right\}$ and $\delta_{1}, \ldots, \delta_{m} \in\{0,1\}$. We denote by $T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)$ the subtable of the table $T$ which consists of rows that at the intersection with columns $f_{i_{1}}, \ldots, f_{i_{m}}$ have numbers $\delta_{1}, \ldots, \delta_{m}$.

We will say that $T$ is a degenerate table if $T$ does not have rows or all rows of $T$ are labeled with the same decision.

We define now a parameter $M(T)$ of the table $T$. If $T$ is degenerate then $M(T)=0$. Let $T$ be nondegenerate. Let $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$. We denote by $M(T, \bar{\delta})$ the minimum natural $m$ such that there exist $f_{i_{1}}, \ldots, f_{i_{m}} \in$ $\left\{f_{1}, \ldots, f_{n}\right\}$ for which $T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)$ is a degenerate table. Then $M(T)=\max \left\{M(T, \bar{\delta}): \bar{\delta} \in\{0,1\}^{n}\right\}$.

We consider one more definition of the parameter $M(T, \bar{\delta})$. If $\bar{\delta}$ is a row of $T$ then $M(T, \bar{\delta})$ is the minimum number of columns on which $\bar{\delta}$ is different from all rows with other decisions. Let $\bar{\delta}$ be not a row of $T$. Then $M(T, \bar{\delta})$ is the minimum number of columns on which $\bar{\delta}$ is different from all rows of $T$ with the exception, possibly, of some rows with the same decision.

Lemma 3.4. Let $T$ be a decision table and $T^{\prime}$ be a subtable of $T$. Then

$$
M\left(T^{\prime}\right) \leq M(T)
$$

Proof. Let $T$ have $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. Let $f_{i_{1}}, \ldots, f_{i_{m}} \in$ $\left\{f_{1}, \ldots, f_{n}\right\}$ and $\delta_{1}, \ldots, \delta_{m} \in\{0,1\}$. If $T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)$ is a degenerate table then $T^{\prime}\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)$ is a degenerate table too. From here and from the definition of parameter $M$ the statement of lemma follows.

Example 3.5. Let us find the value $M(T)$ for the decision table $T$ depicted in Fig. 3.1. To this end we find the value $M(T, \bar{\delta})$ for each $\bar{\delta} \in\{0,1\}^{3}$. We obtain (see Fig. 3.3) that $M(T)=2$.


Fig. 3.3

Theorem 3.6. Let $T$ be a decision table. Then

$$
h(T) \geq M(T) .
$$

Proof. If $T$ is a degenerate table then $h(T)=0$ and $M(T)=0$. Let $T$ be a nondegenerate table having $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. Let $\Gamma$ be a decision tree for the table $T$ such that $h(\Gamma)=h(T)$. Let $\bar{\delta}=$
$\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$ be a $n$-tuple for which $M(T, \bar{\delta})=M(T)$. We consider a path $\tau=v_{1}, d_{1}, \ldots, v_{m}, d_{m}, v_{m+1}$ from the root $v_{1}$ to a terminal node $v_{m+1}$ in $\Gamma$ which satisfies the following condition: if nodes $v_{1}, \ldots, v_{m}$ are labeled with attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ then edges $d_{1}, \ldots, d_{m}$ are labeled with numbers $\delta_{i_{1}}, \ldots, \delta_{i_{m}}$. Denote $T^{\prime}=T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)$. It is clear that the set of rows of $T^{\prime}$ coincides with the set of rows of $T$ for which the work of $\Gamma$ finishes in the terminal node $v_{m+1}$. Since $\Gamma$ is a decision tree for the table $T$, the subtable $T^{\prime}$ is a degenerate table. Therefore $m \geq M(T, \bar{\delta})$ and $h(\Gamma) \geq$ $M(T, \bar{\delta})$. Since $h(\Gamma)=h(T)$ and $M(T, \bar{\delta})=M(T)$, we have $h(T) \geq M(T)$.

The following example helps us to understand why in the definition of $M(T)$ we use not only rows of $T$ but also tuples $\bar{\delta}$ which are not rows of $T$.

Example 3.7. Let us consider a decision table $T$ with $n$ columns and $n$ rows labeled with decisions $1, \ldots, n$. For $i=1, \ldots, n$, the $i$-th row has 1 only at the intersection with the column $f_{i}$.

It is clear that for any row $\bar{\delta}$ of $T$ the equality $M(T, \bar{\delta})=1$ holds. Let us consider the tuple $\overline{0}=(0, \ldots, 0) \in\{0,1\}^{n}$. This tuple is not a row of $T$. One can show that $M(T, \overline{0})=n-1$.

We have now three lower bounds. Unfortunately, sometimes each of these bounds is not an exact bound. What to do in this case?

Example 3.8. Let us consider the problem of computation of the function $f(x, y, z)=x y \vee x z \vee y z$ with the help of decision trees using values of variables $x, y$ and $z$. The corresponding decision table $T$ is depicted in Fig. 3.4) Our aim is to evaluate the value of $h(T)$. Note that the value of the

$$
T=\begin{array}{|lll|l|}
\hline x & y & z & \\
\hline 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 \\
\hline
\end{array}
$$

Fig. 3.4
considered function (the function of voting) on a tuple ( $\delta_{1}, \delta_{2}, \delta_{3}$ ) is equal to 0 if the number of 0 among $\delta_{1}, \delta_{2}$, and $\delta_{3}$ is maximum, and it is equal to 1 if the number of 1 among $\delta_{1}, \delta_{2}$, and $\delta_{3}$ is maximum.

It is clear that $D(T)=2$. From Theorem[3.1]it follows that $h(T) \geq 1$. One can show that $R(T)=3$. From Theorem 3.2 it follows that $h(T) \geq 2$. It is not difficult to see that for any $\bar{\delta} \in\{0,1\}^{3}$ the inequality $M(T, \bar{\delta}) \geq 2$ holds.

On the other hand, it is easy to notice that $M(T, \bar{\delta}) \leq 2$ for any $\bar{\delta} \in\{0,1\}^{3}$. Hence, $M(T)=2$ and from Theorem 3.6 it follows that $h(T) \geq 2$. Thus, we have the following lower bound: $h(T) \geq 2$. But it is impossible to construct a decision tree for $T$ which depth is equal to 2 .

What to do? We should find a way to obtain exact lower bound. In the considered case we can use the following reasoning: if the first question is, for example, about the value of $x$, then we will answer that $x=0$; if the second question is, for example, about the value of $y$, then we will answer that $y=1$. Thus, it will be necessary to ask the third question about the value of $z$.

In some sense we are saying about a strategy of the first player in the game which is modified in the following way: the first player does not choose a row at the beginning of the game, but at least one row must satisfy his answers on questions of the second player.

A strategy of the first player is depicted in Fig. 3.5.


Fig. 3.5

We see that if the first player uses this strategy, the second player after any two questions will localize the considered row in a table which is not degenerate. Therefore he should make additional third step, and hence, $h(T) \geq 3$. A decision tree for $T$ which depth is equal to 3 is depicted in Fig. 3.6.

Now we consider the notion of strategy of the first player more formally. We will say about so-called proof-trees.

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$, $m$ be a natural number, and $m \leq n$.

A $(T, m)$-proof-tree is a finite directed tree $G$ with the root in which the length of each path from the root to a terminal node is equal to $m-1$. Nodes of this tree are not labeled. In each nonterminal node exactly $n$ edges start. These edges are labeled with pairs of the kind $\left(f_{1}, \delta_{1}\right), \ldots,\left(f_{n}, \delta_{n}\right)$ respectively where $\delta_{1}, \ldots, \delta_{n} \in\{0,1\}$. For example, in Fig. 3.5 a $(T, 3)$-prooftree is depicted, where $T$ is the table depicted in Fig. 3.4

Let $v$ be an arbitrary terminal node of $G$ and $\left(f_{i_{1}}, \delta_{1}\right), \ldots,\left(f_{i_{m-1}}, \delta_{m-1}\right)$ be pairs attached to edges in the path from the root of $G$ to the terminal node $v$. Denote $T(v)=T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m-1}}, \delta_{m-1}\right)$.

We will say that $G$ is a proof-tree for the bound $h(T) \geq m$ if for any terminal node $v$ the subtable $T(v)$ is not degenerate.


Fig. 3.6

Theorem 3.9. Let $T$ be a nondegenerate decision table with $n$ columns and $m$ be a natural number such that $m \leq n$. Then a proof-tree for the bound $h(T) \geq m$ exists if and only if the inequality $h(T) \geq m$ holds.

Proof. Let columns of $T$ be labeled with attributes $f_{1}, \ldots, f_{n}$.
Let $G$ be a proof-tree for the bound $h(T) \geq m$. We prove that $h(T) \geq m$. Let $\Gamma$ be a decision tree for $T$ such that $h(\Gamma)=h(T)$. Choose a path in $\Gamma$ from the root to some node, and a path in $G$ from the root to a terminal node in the following way. Let the root of $\Gamma$ be labeled with the attribute $f_{i_{1}}$. We find an edge which starts in the root of $G$ and is labeled with a pair $\left(f_{i_{1}}, \delta_{1}\right)$. We pass along this edge in the tree $G$ and pass along the edge labeled with $\delta_{1}$ in the tree $\Gamma$. Then we will repeat the considered procedure until we come in the tree $G$ to a terminal node $v$. In the same time we will come to a node $w$ of the tree $\Gamma$. It is clear that $T(v)$ coincides with the subtable of $T$ consisting of rows for which during the work of $\Gamma$ we pass through the node $w$. Since $T(v)$ is a not a degenerate table, $w$ is not a terminal node. Therefore the depth of $\Gamma$ is at least $m$. Since $h(\Gamma)=h(T)$, we obtain $h(T) \geq m$.

Let $h(T) \geq m$. We prove by induction on $m$ that there exists a prooftree for the bound $h(T) \geq m$. Let $m=1$. Then in the capacity of such proof-tree we can take the tree which consists of exactly one node. Let us assume that for some $m \geq 1$ for each decision table $T$ with $h(T) \geq m$ there exists a proof-tree for the bound $h(T) \geq m$. Let $T$ be a decision table for which $h(T) \geq m+1$. We show that there exists a proof-tree for the bound $h(T) \geq m+1$. Let $i \in\{1, \ldots, n\}$. It is clear that there exists $\delta_{i} \in\{0,1\}$ such that $h\left(T\left(f_{i}, \delta_{i}\right)\right) \geq m$ (in the opposite case, $h(T) \leq m$ which is impossible). Using inductive hypothesis we obtain that for the table $T\left(f_{i}, \delta_{i}\right)$ there exists a proof-tree $G_{i}$ for the bound $h\left(T\left(f_{i}, \delta_{i}\right)\right) \geq m$. Let us construct a proof-tree $G$. In the root of $G, n$ edges start. These edges enter the roots of the trees $G_{1}, \ldots, G_{n}$ and are labeled with pairs $\left(f_{1}, \delta_{1}\right), \ldots,\left(f_{n}, \delta_{n}\right)$. One can show that $G$ is a proof-tree for the bound $h(T) \geq m+1$.

Example 3.10. Let us consider the decision table $T$ depicted in Fig. 3.1. We know that $h(T)=2$ (see Example 3.3). We construct a proof-tree for the bound $h(T) \geq 2$. To this end we must find for each $i \in\{1,2,3\}$ a number $\delta_{i} \in\{0,1\}$ such that $T\left(f_{i}, \delta_{i}\right)$ is a nondegenerate table.

It is clear that $T\left(f_{1}, 1\right), T\left(f_{2}, 1\right)$, and $T\left(f_{3}, 1\right)$ are nondegenerate tables. Corresponding proof-tree for the bound $h(T) \geq 2$ is depicted in Fig. 3.7.


Fig. 3.7

We can find exact formula for the value $L(T)$ in terms of parameters $M(T, \bar{\delta})$.

Theorem 3.11. Let $T$ be a decision table and $\Delta(T)$ be the set of rows of $T$. Then $L(T, \bar{\delta})=M(T, \bar{\delta})$ for any row $\bar{\delta} \in \Delta(T)$ and $L(T)=\max \{M(T, \bar{\delta}):$ $\bar{\delta} \in \Delta(T)\}$.

Proof. Let $\bar{\delta}$ be a row of $T$. We know that $M(T, \bar{\delta})$ is the minimum number of columns on which $\bar{\delta}$ is different from all rows with other decisions. It is clear that $M(T, \bar{\delta})$ is equal to the minimum length $L(T, \bar{\delta})$ of a decision rule which is realizable for $\bar{\delta}$ and true for $T$. Therefore $L(T)=\max _{\bar{\delta} \in \Delta(T)} M(T, \bar{\delta})$.

Corollary 3.12. $L(T) \leq M(T) \leq h(T) \leq R(T)$.
Example 3.13. For the table $T_{1}$ depicted in Fig. 3.1 we have $\max \left\{M\left(T_{1}, \bar{\delta}\right)\right.$ : $\left.\bar{\delta} \in \Delta\left(T_{1}\right)\right\}=2$ (see Example 3.5). Therefore $L\left(T_{1}\right)=2$.

For the decision table $T_{2}$ depicted in Fig. 3.4 we have $\max \left\{M\left(T_{2}, \bar{\delta}\right): \bar{\delta} \in\right.$ $\left.\Delta\left(T_{2}\right)\right\}=2$ (see Example 3.8). Therefore $L\left(T_{2}\right)=2$.

### 3.2 Upper Bounds

First, we consider an upper bound on the value $R(T)$. It will be also an upper bound on the values $L(T)$ and $h(T)$. We denote by $N(T)$ the number of rows in the table $T$.

Theorem 3.14. Let $T$ be a decision table. Then

$$
R(T) \leq N(T)-1
$$

Proof. We prove this inequality by induction on $N(T)$. If $N(T)=1$ then, evidently, $R(T)=0$ since there are no pairs of rows with different decisions. Let $m \geq 1$ and for any decision table $T$ with $N(T) \leq m$ the inequality
$R(T) \leq N(T)-1$ holds. Let $T$ be a decision table with $N(T)=m+1$. We prove that $R(T) \leq m$. Since $T$ has at least two rows and rows of $T$ are pairwise different, there exists a column $f_{i}$ of $T$ which has both 0 and 1.

Let us consider subtables $T\left(f_{i}, 0\right)$ and $T\left(f_{i}, 1\right)$. It is clear that each of these subtables has at most $m$ rows. Using induction hypothesis we conclude that for $\delta \in\{0,1\}$, there exists a test $B_{\delta}$ for the table $T\left(f_{i}, \delta\right)$ such that $\left|B_{\delta}\right| \leq N\left(T\left(f_{i}, \delta\right)\right)-1$. Denote $B=\left\{f_{i}\right\} \cup B_{0} \cup B_{1}$. It is clear that $B$ is a test for the table $T$ and $|B| \leq 1+N\left(T\left(f_{i}, 0\right)\right)-1+N\left(T\left(f_{i}, 1\right)\right)-1$.

Since $N(T)=N\left(T\left(f_{i}, 0\right)\right)+N\left(T\left(f_{i}, 1\right)\right)$, we have $|B| \leq N(T)-1$. Therefore $R(T) \leq N(T)-1$.

Example 3.15. Let $n$ be a natural number. We consider a decision table $T_{n}$ which contains $n$ columns labeled with conditional attributes $f_{1}, \ldots, f_{n}$ and $n+1$ rows. For $i=1, \ldots, n$, the $i$-th row has 1 only at the intersection with the column $f_{i}$. This row is labeled with the decision 1 . The last $(n+1)$-th row is filled by 0 only and is labeled with the decision 2 . One can show that $N\left(T_{n}\right)=n+1$ and $R\left(T_{n}\right)=n$. Thus, the bound from Theorem 3.14 is unimprovable in the general case.

Example 3.16. Let $T$ be the table depicted in Fig. 3.1. We know (see Example (3.3) that $R(T)=2$. Theorem 3.14 gives us the upper bound $R(T) \leq 4$.

Now, we consider an upper bound on the value $h(T)$. It will be also an upper bound on the value $L(T)$.

Let our decision table $T$ have a column $f_{i}$ in which the number of 0 is equal to the number of 1 . Then after computation of $f_{i}$ value we localize the considered row in a subtable which has one-half rows of the table $T$. If at every step such attribute is found, then we will construct a decision tree which depth is about $\log _{2} N(T)$.

Of course, very often we have no such attributes. What to do in this case? We will try to find a set of attributes $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ such that if we compute values of attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ then we either will know the decision corresponding to the considered row, or localize the considered row in a subtable, which has at most one-half of rows of the table $T$.

Theorem 3.17. Let $T$ be a decision table. Then

$$
h(T) \leq M(T) \log _{2} N(T)
$$

Proof. Let $T$ be a degenerate table. Then $h(T)=0, M(T)=0$ and the considered inequality holds. Let $T$ be a nondegenerate table with $n$ columns which are labeled with attributes $f_{1}, \ldots, f_{n}$. For $i=1, \ldots, n$, let $\sigma_{i}$ be a number from $\{0,1\}$ such that

$$
N\left(T\left(f_{i}, \sigma_{i}\right)\right)=\max \left\{N\left(T\left(f_{i}, 0\right)\right), N\left(T\left(f_{i}, 1\right)\right)\right\}
$$

Then there exist attributes $f_{i_{1}}, \ldots, f_{i_{m}} \in\left\{f_{1}, \ldots, f_{n}\right\}$ such that $m \leq M(T)$ and $T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)$ is a degenerate table.

Now we begin to describe the work of a decision tree $\Gamma$ on a row $r$ of the decision table $T$. First, we find sequentially values of the attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ on the considered row. If $f_{i_{1}}=\sigma_{i_{1}}, \ldots, f_{i_{m}}=\sigma_{i_{m}}$ then our row is localized in the degenerate table $T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)$. So we know the decision attached to this row. Let now there exist $k \in\{1, \ldots, m\}$ such that $f_{i_{1}}=\sigma_{i_{1}}, \ldots, f_{i_{k-1}}=\sigma_{i_{k-1}}$ and $f_{i_{k}} \neq \sigma_{i_{k}}$. In this case, the considered row is localized in the subtable

$$
T^{\prime}=T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{k-1}}, \sigma_{i_{k-1}}\right)\left(f_{i_{k}}, \neg \sigma_{i_{k}}\right)
$$

where $\neg \sigma=0$ if $\sigma=1$, and $\neg \sigma=1$ if $\sigma=0$. Since

$$
N\left(T\left(f_{i_{k}}, \sigma_{i_{k}}\right)\right) \geq N\left(T\left(f_{i_{k}}, \neg \sigma_{i_{k}}\right)\right)
$$

and $N(T)=N\left(T\left(f_{i_{k}}, \sigma_{i_{k}}\right)\right)+N\left(T\left(f_{i_{k}}, \neg \sigma_{i_{k}}\right)\right)$, we obtain $N\left(T\left(f_{i_{k}}, \neg \sigma_{i_{k}}\right)\right) \leq$ $N(T) / 2$ and $N\left(T^{\prime}\right) \leq N(T) / 2$.

Later the tree $\Gamma$ works similarly but instead of the table $T$ we will consider its subtable $T^{\prime}$. From Lemma 3.4 it follows that $M\left(T^{\prime}\right) \leq M(T)$.

The process described above will be called a big step of the decision tree $\Gamma$ work. During a big step we find values of at most $M(T)$ attributes. As a result we either find the decision attached to the considered row, or localize this row in a subtable which has at most one-half of rows of the initial table.

Let during the work with the row $r$ the decision tree $\Gamma$ make $p$ big steps. After the big step number $p-1$ the considered row will be localized in a subtable $T^{\prime \prime}$ of the table $T$. Since we must make additional big step, $N\left(T^{\prime \prime}\right) \geq$ 2. It is clear that $N\left(T^{\prime \prime}\right) \leq N(T) / 2^{p-1}$. Therefore, $2^{p} \leq N(T)$ and $p \leq$ $\log _{2} N(T)$. Taking into account that during each big step we compute values of at most $M(T)$ attributes, we conclude that the depth of $\Gamma$ is at most $M(T) \log _{2} N(T)$.

Example 3.18. Let us apply the considered in the proof of Theorem 3.17procedure to the decision table $T$ depicted in Fig. 3.1. As a result we obtain the decision tree depicted in Fig. 3.2. So, $h(T) \leq 2$. When we apply the bound from this theorem to the table $T$ we obtain $h(T) \leq 2 \log _{2} 5$.

In the general case, it is impossible to use procedure from the proof of Theorem 3.17 as an effective algorithm for decision tree construction. When we choose for the tuple $\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ such that $m \leq$ $M(T)$ and $T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)$ is a degenerate table, we (in the general case) solve an $N P$-complete problem.

It is possible to improve the bound from Theorem 3.17 and show that

$$
h(T) \leq \begin{cases}M(T), & \text { if } M(T) \leq 1 \\ 2 \log _{2} N(T)+M(T), & \text { if } 2 \leq M(T) \leq 3 \\ \frac{M(T) \log _{2} N(T)}{\log _{2} M(T)}+M(T), & \text { if } M(T) \geq 4\end{cases}
$$

It is possible to show also that this bound does not allow for essential improvement. Corresponding results can be found in 37.

A nonempty decision table $T$ will be called a diagnostic table if rows of this table are labeled with pairwise different decisions. Note, that for a diagnostic table $T$ the equality $D(T)=N(T)$ holds.

Corollary 3.19. Let $T$ be a diagnostic decision table. Then

$$
\max \left\{M(T), \log _{2} N(T)\right\} \leq h(T) \leq M(T) \log _{2} N(T)
$$

### 3.3 Conclusions

The chapter is devoted to the study of lower and upper bounds on the depth of decision trees, length of decision rules, and cardinality of tests. Bounds $h(T) \geq M(T)$ (Theorem 3.6) and $h(T) \leq M(T) \log _{2} N(T)$ (Theorem 3.17) were published in 37. Note that the parameter $M(T)$ is close to the notion of extended teaching dimension [24, 25], and the parameter $L(T)$ (see Theorem (3.11) is close to the notion of teaching dimension [22]. The algorithm of decision tree construction considered in the proof of Theorem 3.17 is in some sense similar to the "halving" algorithm [31]. The rest of results (with the exception of Theorems 3.11 and 3.14 which should be considered as "folklore") was published in 53 .

We can consider not only binary decision tables filled by numbers from $\{0,1\}$ but also $k$-valued tables filled by numbers from the set $\{0,1, \ldots, k-1\}$ where $k>2$. For such tables, all results considered above are true with the exception of Theorem 3.1, Theorem 3.2, and Corollary 3.19.

Instead of the bounds $h(T) \geq \log _{2} D(T)$ and $h(T) \geq \log _{2}(R(T)+1)$, for $k$-valued tables we will have the bounds $h(T) \geq \log _{k} D(T)$ and $h(T) \geq$ $\log _{k}((k-1) R(T)+1)$.

Instead of the bounds $\max \left\{M(T), \log _{2} N(T)\right\} \leq h(T) \leq M(T) \log _{2} N(T)$, for $k$-valued diagnostic tables we will have the bounds

$$
\max \left\{M(T), \log _{k} N(T)\right\} \leq h(T) \leq M(T) \log _{2} N(T)
$$

## Algorithms for Construction of Tests, Decision Rules and Trees

This chapter is devoted to the study of algorithms for construction of tests, decision rules and trees. Our aim is to construct tests with minimum cardinality, decision rules with minimum length, and decision trees with minimum depth. Unfortunately, all the three optimization problems are $N P$-hard. So we consider not only exact but also approximate algorithms for optimization.

The chapter consists of four sections. In Sect. 4.1, we study approximate (greedy) algorithms for optimization of tests and decision rules. These algorithms are based on greedy algorithm for the set cover problem.

Section 4.2 deals with greedy algorithm for decision tree construction.
In Sect. 4.3, we study exact algorithms for optimization of decision trees and rules which are based on dynamic programming approach. We show that if $P \neq N P$ then there is no similar algorithms for test optimization.

Section 4.4 contains conclusions.

### 4.1 Approximate Algorithms for Optimization of Tests and Decision Rules

In this section, we consider three problems of optimization connected with decision tables. Problem of minimization of test cardinality: for a given decision table $T$ we should construct a test for this table, which has minimum cardinality. Problem of minimization of decision rule length: for a given decision table $T$ and row $r$ of $T$ we need to construct a decision rule over $T$ which is true for $T$, realizable for $r$, and has minimum length. Problem of optimization of decision rule system: for a given decision table $T$ we should construct a complete decision rule system $S$ for $T$ with minimum value of parameter $L(S)$.

We will show that these problems are $N P$-hard and consider some results on precision of approximate polynomial algorithms for the problem solving. Also we will study greedy (approximate) algorithms for these problems. First, we consider well known set cover problem.

### 4.1.1 Set Cover Problem

Let $A$ be a set containing $N>0$ elements, and $F=\left\{S_{1}, \ldots, S_{p}\right\}$ be a family of subsets of the set $A$ such that $A=\bigcup_{i=1}^{p} S_{i}$. A subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ of the family $F$ will be called a cover if $\bigcup_{j=1}^{t} S_{i_{j}}=A$. The problem of searching for a cover with minimum cardinality $t$ is called the set cover problem. It is well known that this problem is an $N P$-hard problem. U. Feige [19] proved that if $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon, 0<\varepsilon<1$, there is no polynomial algorithm that constructs a cover which cardinality is at most $(1-\varepsilon) C_{\min } \ln N$ where $C_{\min }$ is the minimum cardinality of a cover.

We now consider well known greedy algorithm for set cover problem.
Set $B:=A$, and $C O V E R:=\emptyset$.
$\left.{ }^{*}\right)$ In the family $F$ we find a set $S_{i}$ with minimum index $i$ such that

$$
\left|S_{i} \cap B\right|=\max \left\{\left|S_{j} \cap B\right|: S_{j} \in F\right\}
$$

Then we set $B:=B \backslash S_{i}$ and $C O V E R:=C O V E R \cup\left\{S_{i}\right\}$. If $B=\emptyset$ then we finish the work of the algorithm. The set $C O V E R$ is the result of the algorithm work. If $B \neq \emptyset$ then we return to the label $\left(^{*}\right)$.

We denote by $C_{\text {greedy }}$ the cardinality of the cover constructed by greedy algorithm. Remind that $C_{\min }$ is the minimum cardinality of a cover.

Theorem 4.1. $C_{\text {greedy }} \leq C_{\min } \ln N+1$.
Proof. Denote $m=C_{\min }$. If $m=1$ then, as it is not difficult to show, $C_{\text {greedy }}=1$, and the considered inequality holds. Let $m \geq 2$. Let $S_{i}$ be a subset of maximum cardinality in the family $F$. It is clear that $\left|S_{i}\right| \geq N / m$ (in the opposite case $C_{\min }>m$ which is impossible). So, after the first step we will have at most $N-N / m=N(1-1 / m)$ uncovered elements in the set $A$. After the first step we will have the following set cover problem: the set $A \backslash S_{i}$ and the family $\left\{S_{1} \backslash S_{i}, \ldots, S_{p} \backslash S_{i}\right\}$. For this problem, the minimum cardinality of a cover is at most $m$. So, after the second step, when we choose a set $S_{j} \backslash S_{i}$ with maximum cardinality, the number of uncovered elements in the set $A$ will be at most $N(1-1 / m)^{2}$, etc.

Let the greedy algorithm in the process of cover construction make $g$ steps (and construct a cover of cardinality $g$ ). Then after the step number $g-1$ we have at least one uncovered element in the set $A$. Therefore $N(1-1 / m)^{g-1} \geq$ 1 and $N \geq(1+1 /(m-1))^{g-1}$. If we take the natural logarithm of both sides of this inequality we obtain $\ln N \geq(g-1) \ln (1+1 /(m-1))$.

It is known that for any natural $r$ the inequality $\ln (1+1 / r)>1 /(r+1)$ holds. Therefore $\ln N>(g-1) / m$ and $g<m \ln N+1$. Taking into account that $m=C_{\min }$ and $g=C_{\text {greedy }}$ we obtain $C_{\text {greedy }}<C_{\min } \ln N+1$.

The considered bound was obtained independently by different authors: by R. G Nigmatullin [68, D. S. Johnson [26, etc. It was improved by P. Slavík in [81, 82]:

$$
C_{\text {greedy }} \leq C_{\min }(\ln N-\ln \ln N+1)
$$

Also P. Slavík has shown that it is impossible to improve this bound essentially.

Using the mentioned result of U. Feige we obtain that if NP $\nsubseteq D T I M E$ $\left(n^{O(\log \log n)}\right)$ then the greedy algorithm is close to the best (from the point of view of precision) approximate polynomial algorithms for solving the set cover problem. Unfortunately, the approximation ratio of greedy algorithm grows almost as $\ln N$.

Example 4.2. Consider a set cover problem depicted in Fig. 4.1. The set $A$


Fig. 4.1
consists of six elements $a_{1}, \ldots, a_{6}$, and $F=\left\{S_{1}, S_{2}, S_{3}, S_{4}\right\}$. Let us apply to this problem the greedy algorithm considered above. It is clear that this algorithm constructs the cover $\left\{S_{1}, S_{2}, S_{3}, S_{4}\right\}$. One can show that the minimum cover (cover with minimum cardinality) is $\left\{S_{2}, S_{3}, S_{4}\right\}$. So, sometimes the greedy algorithm constructs covers which are not optimal.

All the result relating to the set cover problem are true if we consider the class of all individual set cover problems. But often we deal with subclasses of this class. Let us consider, for example, the vertex cover problem. Let $G$ be an undirected graph. A subset $B$ of vertices of $G$ is called a vertex cover if for any edge of $G$ at least one vertex from $B$ is incident to this edge (an edge is incident to two vertices which are the ends of this edge). We will say that a vertex covers edges that are incident to this vertex.

The problem of searching for a vertex cover with minimum cardinality is known as the vertex cover problem. It is an $N P$-hard problem. It is known that the approximation ratio of greedy algorithm for this problem grows almost as natural logarithm on the number of edges.

Let us consider the following simple algorithm for the vertex cover problem solving. During each step we choose an uncovered edge and add the ends of this edge (two vertices which are incident to this edge) to the constructed vertex cover. It is clear that at least one end of the chosen edge must be in any vertex cover. So, the cardinality of constructed vertex cover is at most two times to the minimum cardinality of vertex cover.

### 4.1.2 Tests: From Decision Table to Set Cover Problem

We can use the greedy algorithm for set cover problem to construct a test for given decision table $T$.

Let $T$ be a decision table containing $n$ columns labeled with $f_{1}, \ldots, f_{n}$. We consider a set cover problem $A(T), F(T)=\left\{S_{1}, \ldots, S_{n}\right\}$ where $A(T)$ is the set of all unordered pairs of rows of the table $T$ with different decisions. For $i=1, \ldots, n$, the set $S_{i}$ coincides with the set of all pairs of rows from $A(T)$ which are different in the column $f_{i}$. One can show that the set of columns $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for the table $T$ iff the subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{m}}\right\}$ is a cover for the set cover problem $A(T), F(T)$.

We denote by $P(T)$ the number of unordered pairs of rows of $T$ which have different decisions. It is clear that $|A(T)|=P(T)$. It is clear also that for the considered set cover problem $C_{\min }=R(T)$.

Let us apply the greedy algorithm to the considered set cover problem. This algorithm constructs a cover which corresponds to a test for the table $T$. From Theorem 4.1 it follows that the cardinality of this test is at most

$$
R(T) \ln P(T)+1
$$

We denote by $R_{\text {greedy }}(T)$ the cardinality of the test constructed by the following algorithm: for a given decision table $T$ we construct the set cover problem $A(T), F(T)$ and then apply to this problem the greedy algorithm for set cover problem. According to what has been said we have the following statement.
Theorem 4.3. Let $T$ be a nondegenerate decision table. Then

$$
R_{\text {greedy }}(T) \leq R(T) \ln P(T)+1
$$

It is clear that the considered algorithm for test construction has polynomial time complexity.

Example 4.4. Let us apply the considered algorithm to the table $T$ depicted in Fig. 3.1. For this table $A(T)=\{(1,2),(1,3),(1,4),(1,5),(2,4),(2,5),(3,4)$, $(3,5)\}$ (we are writing here pairs of numbers of rows instead of pairs of rows), $F(T)=\left\{S_{1}, S_{2}, S_{3}\right\}, S_{1}=\{(1,2),(1,4),(2,5),(3,4)\}, S_{2}=\{(1,4),(1,5)$, $(2,4),(2,5),(3,4),(3,5)\}$ and $S_{3}=\{(1,2),(1,3),(1,5),(2,4),(3,4)\}$. At the first step, the greedy algorithm chooses $S_{2}$, and at the second step this algorithm chooses $S_{3}$. The constructed cover is $\left\{S_{2}, S_{3}\right\}$. The corresponding test is equal to $\left\{f_{2}, f_{3}\right\}$. As we know, this is the reduct with minimum cardinality.

### 4.1.3 Decision Rules: From Decision Table to Set Cover Problem

We can apply the greedy algorithm for set cover problem to construct decision rules.

Let $T$ be a nondegenerate decision table containing $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$, and $r=\left(b_{1}, \ldots, b_{n}\right)$ be a row of $T$ labeled with a decision $t$. We consider a set cover problem $A(T, r), F(T, r)=\left\{S_{1}, \ldots, S_{n}\right\}$ where $A(T, r)$ is the set of all rows of $T$ with decisions different from $t$. For $i=1, \ldots, n$, the set $S_{i}$ coincides with the set of all rows from $A(T, r)$ which are different from $r$ in the column $f_{i}$. One can show that the decision rule

$$
f_{i_{1}}=b_{i_{1}} \wedge \ldots \wedge f_{i_{m}}=b_{i_{m}} \rightarrow t
$$

is true for $T$ (it is clear that this rule is realizable for $r$ ) if and only if the subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{m}}\right\}$ is a cover for the set cover problem $A(T, r), F(T, r)$.

We denote by $P(T, r)$ the number of rows of $T$ with decisions different from $t$. It is clear that $|A(T, r)|=P(T, r)$. It is clear also that for the considered set cover problem $C_{\text {min }}=L(T, r)$.

Let us apply the greedy algorithm to the considered set cover problem. This algorithm constructs a cover which corresponds to a decision rule that is true for $T$ and realizable for $r$. From Theorem 4.1]it follows that the length of this decision rule is at most

$$
L(T, r) \ln P(T, r)+1
$$

We denote by $L_{\text {greedy }}(T, r)$ the length of the rule constructed by the following polynomial algorithm: for a given decision table $T$ and row $r$ of $T$ we construct the set cover problem $A(T, r), F(T, r)$ and then apply to this problem greedy algorithm for set cover problem. According to what has been said above we have the following statement.

Theorem 4.5. Let $T$ be a nondegenerate decision table and $r$ be a row of $T$. Then

$$
L_{\text {greedy }}(T, r) \leq L(T, r) \ln P(T, r)+1
$$

Example 4.6. Let us apply the considered algorithm to the table $T$ depicted in Fig. 3.1 and to the first row of this table. For $i=1, \ldots, 5$, we denote by $r_{i}$ the $i$-th row of $T$. We have $A\left(T, r_{1}\right)=\left\{r_{2}, r_{3}, r_{4}, r_{5}\right\}, F\left(T, r_{1}\right)=\left\{S_{1}, S_{2}, S_{3}\right\}$, $S_{1}=\left\{r_{2}, r_{4}\right\}, S_{2}=\left\{r_{4}, r_{5}\right\}, S_{3}=\left\{r_{2}, r_{3}, r_{5}\right\}$. At the first step, the greedy algorithm chooses $S_{3}$, and at the second step this algorithm chooses $S_{1}$. The constructed cover is $\left\{S_{1}, S_{3}\right\}$. The corresponding decision rule

$$
f_{1}=1 \wedge f_{3}=1 \rightarrow 1
$$

has minimum length among rules over $T$ that are true for $T$ and realizable for $r_{1}$.

We can use the considered algorithm to construct a complete decision rule system for $T$. To this end we apply this algorithm sequentially to the table $T$ and to each row $r$ of $T$. As a result we obtain a system of rules $S$ in which each rule is true for $T$ and for every row of $T$ there exists a rule from $S$ which is realizable for this row.

We denote $L_{\text {greedy }}(T)=L(S)$ and $K(T)=\max \{P(T, r): r \in \Delta(T)\}$, where $\Delta(T)$ is the set of rows of $T$. It is clear that $L(T)=\max \{L(T, r): r \in$ $\Delta(T)\}$. Using Theorem 4.5 we obtain

Theorem 4.7. Let $T$ be a nondegenerate decision table. Then

$$
L_{\text {greedy }}(T) \leq L(T) \ln K(T)+1
$$

Example 4.8. Let us apply the considered algorithm to the table $T$ depicted in Fig. 3.1. As a result we obtain the following complete decision rules system for $T$ :

$$
\begin{gathered}
S=\left\{f_{1}=1 \wedge f_{3}=1 \rightarrow 1, f_{1}=0 \wedge f_{2}=1 \rightarrow 2\right. \\
\left.f_{2}=1 \wedge f_{3}=0 \rightarrow 2, f_{2}=0 \rightarrow 3, f_{2}=0 \rightarrow 3\right\}
\end{gathered}
$$

For this system $L(S)=2$. We know (see example 3.13) that $L(T)=2$.

### 4.1.4 From Set Cover Problem to Decision Table

To understand the complexity of the problem of minimization of test cardinality we consider a reduction of an arbitrary set cover problem to the problem of minimization of test cardinality for a decision table.

Let us consider a set cover problem $A, F$ where $A=\left\{a_{1}, \ldots, a_{N}\right\}$ and $F=\left\{S_{1}, \ldots, S_{m}\right\}$. Define a decision table $T(A, F)$. This table has $m$ columns, corresponding to sets $S_{1}, \ldots, S_{m}$ respectively (these columns are labeled with $\left.f_{1}, \ldots, f_{m}\right)$, and $N+1$ rows. For $j=1, \ldots, N$, the $j$-th row corresponds to the element $a_{j}$. The last $(N+1)$-th row is filled by 0 . For $j=1, \ldots, N$ and $i=1, \ldots, m$, at the intersection of $j$-th row and $i$-th column 1 stays if and only if $a_{j} \in S_{i}$. The decision, corresponding to the last row, is equal to 2 . All other rows are labeled with the decision 1.

Example 4.9. For the set cover problem $A, F$ considered in Example 4.2 we construct the decision table $T(A, F)$. We have $A=\left\{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}\right\}$, $F=\left\{S_{1}, S_{2}, S_{3}, S_{4}\right\}, S_{1}=\left\{a_{1}, a_{3}, a_{5}\right\}, S_{2}=\left\{a_{1}, a_{2}\right\}, S_{3}=\left\{a_{3}, a_{4}\right\}$ and $S_{4}=\left\{a_{5}, a_{6}\right\}$. The corresponding decision table $T(A, F)$ is depicted in Fig. 4.2

One can show that a subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is a cover for $A, F$ if and only if the set of columns $\left\{f_{i_{1}}, \ldots, f_{i_{t}}\right\}$ is a test for the table $T(A, F)$.

So we have a polynomial time reduction of the set cover problem to the problem of minimization of test cardinality. Since the set cover problem is $N P$-hard, we have the following statement:

Proposition 4.10. The problem of minimization of test cardinality is NPhard.

|  | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $a_{1}$ | 1 | 1 | 0 | 0 | 1 |
| $a_{2}$ | 0 | 1 | 0 | 0 | 1 |
| $a_{3}$ | 1 | 0 | 1 | 0 | 1 |
| $a_{4}$ | 0 | 0 | 1 | 0 | 1 |
| $a_{5}$ | 1 | 0 | 0 | 1 | 1 |
| $a_{6}$ | 0 | 0 | 0 | 1 | 1 |
|  | 0 | 0 | 0 | 0 | 2 |

Fig. 4.2

Assume that for some $\varepsilon, 0<\varepsilon<1$, there exists a polynomial algorithm which for a given nondegenerate decision table $T$ constructs a test for $T$ which cardinality is at most

$$
(1-\varepsilon) R(T) \ln P(T)
$$

Let us apply this algorithm to the decision table $T(A, F)$. As a result we obtain a cover for $A, F$ which cardinality is at most $(1-\varepsilon) C_{\min } \ln N$ (since $C_{\text {min }}=R(T(A, F))$ and $\left.P(T(A, F))=N=|A|\right)$ which is impossible if $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$. Thus, we have

Theorem 4.11. If $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon, 0<\varepsilon<1$, there is no polynomial algorithm that for a given nondegenerate decision table $T$ constructs a test for $T$ which cardinality is at most

$$
(1-\varepsilon) R(T) \ln P(T)
$$

Now we evaluate the complexity of problem of minimization of decision rule length and the complexity of problem of optimization of decision rule system.

One can show that a subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is a cover for $A, F$ if and only if the decision rule

$$
f_{i_{1}}=0 \wedge \ldots \wedge f_{i_{t}}=0 \rightarrow 2
$$

is true for $T(A, F)$ and is realizable for the last row of the table $T(A, F)$. So we have a polynomial time reduction of the set cover problem to the problem of minimization of decision rule length. Since the set cover problem is $N P$-hard, we have the following statement:

Proposition 4.12. The problem of minimization of decision rule length is NP-hard.

Let us assume that for some $\varepsilon, 0<\varepsilon<1$, there exists a polynomial algorithm which for a given nondegenerate decision table $T$ and row $r$ of $T$ constructs a decision rule which is true for $T$ and realizable for $r$, and which length is at most

$$
(1-\varepsilon) L(T, r) \ln P(T, r)
$$

Let us apply this algorithm to the decision table $T(A, F)$ and the last row $r$ of $T(A, F)$. As a result we obtain a cover for $A, F$ which cardinality is at most $(1-\varepsilon) C_{\min } \ln N\left(\right.$ since $C_{\min }=L(T(A, F), r)$ and $\left.P(T(A, F), r)=N=|A|\right)$ which is impossible if $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$. Thus, we have

Theorem 4.13. If $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon, 0<\varepsilon<1$, there is no polynomial algorithm that for a given nondegenerate decision table $T$ and row $r$ of $T$ constructs a decision rule which is true for $T$, realizable for $r$, and which length is at most

$$
(1-\varepsilon) L(T, r) \ln P(T, r)
$$

Let us consider the decision table $T(A, F)$. For $j=1, \ldots, N+1$, we denote by $r_{j}$ the $j$-th row of $T(A, F)$. Let $j \in\{1, \ldots, N\}$. We know that there exists a subset $S_{i} \in F$ such that $a_{j} \in S_{i}$. Therefore the decision rule

$$
f_{i}=1 \rightarrow 1
$$

is true for $T(A, F)$ and realizable for $r_{j}$. Thus $L\left(T(A, F), r_{j}\right)=1$ for any $j \in$ $\{1, \ldots, N\}$. Hence $L(T(A, F))=L(T(A, F), r)$ where $r=r_{N+1}$. So if we find a complete decision rule system $S$ for $T(A, F)$ such that $L(S)=L(T(A, F))$ then in this system we will find a decision rule of the kind

$$
f_{i_{1}}=0 \wedge \ldots \wedge f_{i_{t}}=0 \rightarrow 2
$$

for which $t=L(T(A, F), r)$. We know that $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is a set cover for $A, F$ with minimum cardinality. Since the set cover problem is $N P$-hard, we have the following statement:

Proposition 4.14. The problem of optimization of decision rule system is NP-hard.

Let us assume that for some $\varepsilon, 0<\varepsilon<1$, there exists a polynomial algorithm which for a given nondegenerate decision table $T$ constructs a complete decision rule system $S$ for $T$ such that

$$
L(S) \leq(1-\varepsilon) L(T) \ln K(T)
$$

Let us apply this algorithm to the decision table $T(A, F)$. In the constructed complete decision rule system for $T(A, F)$ we will find a decision rule of the kind

$$
f_{i_{1}}=0 \wedge \ldots \wedge f_{i_{t}}=0 \rightarrow 2
$$

which is true for $T$ and realizable for the last row $r$ of the table $T(A, F)$. We know that $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is a cover for $A, F$ and $t \leq(1-\varepsilon) L(T(A, F)) \ln K(T)$. We know also that $L(T(A, F))=L(T(A, F), r)=C_{\min }$ and $K(T)=N$. Therefore we have a polynomial algorithm that for a given set cover problem
$A, F$ constructs a cover for $A, F$ which cardinality is at most $(1-\varepsilon) C_{\min } \ln N$, which is impossible if $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$.

Thus, we have
Theorem 4.15. If $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon, 0<\varepsilon<1$, there is no polynomial algorithm that for a given nondegenerate decision table $T$ constructs a complete decision rule system $S$ for $T$ such that

$$
L(S) \leq(1-\varepsilon) L(T) \ln K(T)
$$

### 4.2 Approximate Algorithm for Decision Tree Optimization

In this section, we study problem of minimization of decision tree depth: for a given decision table $T$ it is required to construct a decision tree for this table which has minimum depth.

This problem is $N P$-hard. We will consider some results on precision of polynomial approximate algorithms for the problem solving and will concentrate on the study of greedy algorithm for decision tree depth minimization.

We now describe an algorithm $U$ which for a decision table $T$ constructs a decision tree $U(T)$ for the table $T$. Let $T$ have $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$.

Step 1: Construct a tree consisting of a single node labeled with the table $T$ and proceed to the second step.

Suppose $t \geq 1$ steps have been made already. The tree obtained at the step $t$ will be denoted by $G$.

Step $(t+1)$ : If no one node of the tree $G$ is labeled with a table then we denote by $U(T)$ the tree $G$. The work of the algorithm $U$ is completed.

Otherwise, we choose certain node $v$ in the tree $G$ which is labeled with a subtable of the table $T$. Let the node $v$ be labeled with the table $T^{\prime}$. If $T^{\prime}$ is a degenerate table (all rows of the table are labeled with the same decision d) then instead of $T^{\prime}$ we mark the node $v$ by the number $d$ and proceed to the step $(t+2)$. Let $T^{\prime}$ be a nondegenerate table. Then, for $i=1, \ldots, n$, we compute the value

$$
Q\left(f_{i}\right)=\max \left\{P\left(T^{\prime}\left(f_{i}, 0\right)\right), P\left(T^{\prime}\left(f_{i}, 1\right)\right)\right\}
$$

We mark the node $v$ by the attribute $f_{i_{0}}$ where $i_{0}$ is the minimum $i$ for which $Q\left(f_{i}\right)$ has minimum value. For each $\delta \in\{0,1\}$, we add to the tree $G$ the node $v(\delta)$, mark this node by the table $T^{\prime}\left(f_{i_{0}}, \delta\right)$, draw the edge from $v$ to $v(\delta)$, and mark this edge by $\delta$. Proceed to the step $(t+2)$.

Example 4.16. Let us apply the algorithm $U$ to the decision table $T$ depicted in Fig. 3.1. After the first step, we obtain the tree which has only one node $v$ that is labeled with the table $T$. The table $T$ is not degenerate. So, for $i=1,2,3$, we compute the value

$$
Q\left(f_{i}\right)=\max \left\{P\left(T\left(f_{i}, 0\right)\right), P\left(T\left(f_{i}, 1\right)\right)\right\}
$$

It is not difficult to see that $Q\left(f_{1}\right)=\max \{1,3\}=3, Q\left(f_{2}\right)=\max \{0,2\}=2$, and $Q\left(f_{3}\right)=\max \{2,1\}=2$. It is clear that 2 is the minimum index for which the value of $Q\left(f_{2}\right)$ is minimum. So, after the second step we will have the tree $G$ depicted in Fig. 4.3. We omit next steps. One can show that as a result of the algorithm $U$ work for the table $T$, we will obtain the tree $U(T)$ depicted in Fig. 3.2.
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Now, we evaluate the number of steps which the algorithm $U$ makes during the construction of the decision tree $U(T)$.

Theorem 4.17. Let $T$ be a decision table. Then during the construction of the tree $U(T)$ the algorithm $U$ makes at most $2 N(T)+1$ steps.

Proof. One can show that for each terminal node of the tree $U(T)$ there exists a row of $T$ for which the work of $U(T)$ finishes in this node. Therefore the number of terminal nodes in $U(T)$ is at most $N(T)$. It is not difficult to prove that the number of working nodes in $U(T)$ is equal to the number of terminal nodes minus 1 . Simple analysis of the algorithm $U$ work shows that the number of steps of $U$ in the process of the tree $U(T)$ construction is equal to the number of nodes in $U(T)$ plus 2 . Therefore the number of steps is bounded from above by $2 N(T)+1$.
Using this theorem it is not difficult to prove that the algorithm $U$ has polynomial time complexity.

We now consider a lemma which will be used later in the proof of a bound on algorithm $U$ precision (as an algorithm for minimization of decision tree depth).
Lemma 4.18. Let $T$ be a decision table, $T^{\prime}$ be a subtable of $T, f_{i}$ be an attribute attached to a column of $T$, and $\delta \in\{0,1\}$. Then

$$
P(T)-P\left(T\left(f_{i}, \delta\right)\right) \geq P\left(T^{\prime}\right)-P\left(T^{\prime}\left(f_{i}, \delta\right)\right)
$$

Proof. Denote by $B$ (respectively by $B^{\prime}$ ) the set of pairs of rows of $T$ (respectively of $T^{\prime}$ ) which have different decisions and in each of which at least one row has in the column $f_{i}$ the number that is not equal to $\delta$. One can show that $B^{\prime} \subseteq B,\left|B^{\prime}\right|=P\left(T^{\prime}\right)-P\left(T^{\prime}\left(f_{i}, \delta\right)\right)$ and $|B|=P(T)-P\left(T\left(f_{i}, \delta\right)\right)$.

Theorem 4.19. Let $T$ be a nondegenerate decision table. Then

$$
h(U(T)) \leq M(T) \ln P(T)+1
$$

Proof. Let $T$ be a table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. For $i=1, \ldots, n$, denote by $\sigma_{i}$ a number from $\{0,1\}$ such that $P\left(T\left(f_{i}, \sigma_{i}\right)\right)=$ $\max \left\{P\left(T\left(f_{i}, \sigma\right)\right): \sigma \in\{0,1\}\right\}$. It is clear that the root of the tree $U(T)$ is labeled with attribute $f_{i_{0}}$ where $i_{0}$ is the minimum $i$ for which $P\left(T\left(f_{i}, \sigma_{i}\right)\right)$ has minimum value. Of course, $Q\left(f_{i}\right)=P\left(T\left(f_{i}, \sigma_{i}\right)\right)$.

Let us show that

$$
P\left(T\left(f_{i_{0}}, \sigma_{i_{0}}\right)\right) \leq(1-1 / M(T)) P(T)
$$

It is clear that there exist attributes $f_{i_{1}}, \ldots, f_{i_{m}} \in\left\{f_{1}, \ldots, f_{n}\right\}$ such that $T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)$ is a degenerate table and $m \leq M(T)$. Evidently, $P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)\right)=0$. Therefore $P(T)-\left[P(T)-P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right)\right)\right]-$ $\left[P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right)\right)-P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right)\left(f_{i_{2}}, \sigma_{i_{2}}\right)\right)\right]-\ldots-\left[P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m-1}}, \sigma_{i_{m-1}}\right)\right)\right.$ $\left.-P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)\right)\right]=P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)\right)=0$.

From Lemma 4.18 it follows that, for $j=1, \ldots, m-1, P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\right.$ $\left.\left(f_{i_{j}}, \sigma_{i_{j}}\right)\right)-P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{j}}, \sigma_{i_{j}}\right)\left(f_{i_{j+1}}, \sigma_{i_{j+1}}\right)\right) \leq P(T)-P\left(T\left(f_{i_{j+1}}, \sigma_{i_{j+1}}\right)\right)$.

Therefore $P(T)-\sum_{j=1}^{m}\left(P(T)-P\left(T\left(f_{i_{j}}, \sigma_{i_{j}}\right)\right)\right) \leq 0$. Since $P\left(T\left(f_{i_{0}}, \sigma_{i_{0}}\right)\right) \leq$ $P\left(T\left(f_{i_{j}}, \sigma_{i_{j}}\right)\right), j=1, \ldots, m$, we have $P(T)-m\left(P(T)-P\left(T\left(f_{i_{0}}, \sigma_{i_{0}}\right)\right)\right) \leq 0$ and $P\left(T\left(f_{i_{0}}, \sigma_{i_{0}}\right)\right) \leq(1-1 / m) P(T)$. Taking into account that $m \leq M(T)$ we obtain $P\left(T\left(f_{i_{0}}, \sigma_{i_{0}}\right)\right) \leq(1-1 / M(T)) P(T)$.

Assume that $M(T)=1$. From the obtained inequality and from the description of the algorithm $U$ it follows that $h(U(T))=1$. So, if $M(T)=1$ then the statement of theorem is true.

Let now $M(T) \geq 2$. Consider a longest path in the tree $U(T)$ from the root to a terminal node. Let its length be equal to $k$. Let working nodes of this path be labeled with attributes $f_{j_{1}}, \ldots, f_{j_{k}}$, where $f_{j_{1}}=f_{i_{0}}$, and edges be labeled with numbers $\delta_{1}, \ldots, \delta_{k}$. For $t=1, \ldots, k$, we denote by $T_{t}$ the table $T\left(f_{j_{1}}, \delta_{1}\right) \ldots\left(f_{j_{t}}, \delta_{t}\right)$. From Lemma 3.4 it follows that $M\left(T_{t}\right) \leq M(T)$ for $t=1, \ldots, k$. We have proved that $P\left(T_{1}\right) \leq P(T)(1-1 / M(T))$.

One can prove in the same way that $P\left(T_{t}\right) \leq P(T)(1-1 / M(T))^{t}$. Consider the table $T_{k-1}$. For this table $P\left(T_{k-1}\right) \leq P(T)(1-1 / M(T))^{k-1}$. Using the description of the algorithm $U$ we conclude that $T_{k-1}$ is a nondegenerate table. Therefore $P\left(T_{k-1}\right) \geq 1$. So, we have $1 \leq P(T)(1-1 / M(T))^{k-1}$, $(M(T) /(M(T)-1))^{k-1} \leq P(T)$ and $(1+1 /(M(T)-1))^{k-1} \leq P(T)$. If we take natural logarithm of both sides of this inequality we obtain $(k-1) \ln (1+1 /(M(T)-1)) \leq \ln P(T)$. It is known that for any natural $r$ the inequality $\ln (1+1 / r)>1 /(r+1)$ holds. Since $M(T) \geq 2$, we obtain
$(k-1) / M(T)<\ln P(T)$ and $k<M(T) \ln P(T)+1$. Taking into account that $k=h(U(T))$ we obtain $h(U(T))<M(T) \ln P(T)+1$.

Using the bound from Theorem 3.6 we obtain the following
Corollary 4.20. For any nondegenerate decision table $T$

$$
h(U(T)) \leq h(T) \ln P(T)+1
$$

It is possible to improve the considered bounds and show that for any decision table $T$

$$
h(U(T)) \leq \begin{cases}M(T), & \text { if } M(T) \leq 1 \\ M(T)(\ln P(T)-\ln M(T)+1), & \text { if } M(T) \geq 2\end{cases}
$$

and

$$
h(U(T)) \leq \begin{cases}h(T), & \text { if } h(T) \leq 1 \\ h(T)(\ln P(T)-\ln h(T)+1), & \text { if } h(T) \geq 2\end{cases}
$$

The last two bounds do not allow for essential improvement (see details in [37]).

To understand the complexity of the problem of decision tree depth minimization, we consider a reduction of an arbitrary set cover problem to the problem of minimization of decision tree depth for a decision table.

Let us consider a set cover problem $A, F$ where $A=\left\{a_{1}, \ldots, a_{N}\right\}$ and $F=\left\{S_{1}, \ldots, S_{m}\right\}$, and the decision table $T(A, F)$ described above. This table has $m$ columns, corresponding to sets $S_{1}, \ldots, S_{m}$ respectively (these columns are labeled with $f_{1}, \ldots, f_{m}$ ), and $N+1$ rows. For $j=1, \ldots, N$, the $j$-th row corresponds to the element $a_{j}$. The last $(N+1)$-th row is filled by 0 . For $j=1, \ldots, N$ and $i=1, \ldots, m$, at the intersection of $j$-th row and $i$-th column 1 stays if and only if $a_{j} \in S_{i}$. The decision, attached to the last row, is equal to 2 . All other rows are labeled with the decision 1. One can show that $P(T(A, F))=N$ and $h(T(A, F))=C_{\min }$ where $C_{\min }$ is the minimum cardinality of a cover for the considered set cover problem.

Proposition 4.21. The problem of minimization of decision tree depth is NP-hard.

Proof. Let $A, F$ be an arbitrary set cover problem. It is clear that in polynomial time we can construct the decision table $T(A, F)$. Let $\Gamma$ be a decision tree for $T(A, F)$ such that $h(\Gamma)=h(T(A, F))$. Consider the path in this tree from the root to a terminal node in which each edge is labeled with 0 . Let $\left\{f_{i_{1}}, \ldots, f_{i_{t}}\right\}$ be the set of attributes attached to working nodes of this path. One can show that $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is a cover with minimum cardinality for the problem $A, F$. So, we have a polynomial time reduction of the set cover problem to the problem of minimization of decision tree depth. Taking into account that the set cover problem is $N P$-hard we obtain that the problem of minimization of decision tree depth is $N P$-hard too.

Theorem 4.22. If NP $\nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon>0$ there is no polynomial algorithm which for a given nondegenerate decision table $T$ constructs a decision tree for $T$ which depth is at most $(1-\varepsilon) h(T) \ln P(T)$.
Proof. Let us assume that $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$ and such an algorithm exists. Let $A, F$ be an arbitrary set cover problem. Construct the decision table $T(A, F)$ and apply to this table the considered algorithm. As a result we obtain a decision tree $\Gamma$ for $T(A, F)$ such that $h(\Gamma) \leq(1-\varepsilon) h(T(A, F)) \ln P(T(A, F))$. We know that $h(T(A, F))=C_{\min }$ which is the minimum cardinality of a cover for the problem $A, F$, and $P(T(A, F))=N$ where $N=|A|$.

Consider the path in $\Gamma$ in which all edges are labeled with 0 . Let $\left\{f_{i_{1}}, \ldots, f_{i_{t}}\right\}$ be the set of attributes attached to nodes of this path. Then the set $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is a cover for the problem $A, F$. The cardinality of this cover is at most $(1-\varepsilon) C_{\min } \ln N$. But this contradicts to the results of U. Feige considered in Sect.4.1.1.

### 4.3 Exact Algorithms for Optimization of Trees, Rules and Tests

In this subsection, we consider some possibilities (mainly based on dynamic programming) to design exact algorithms for optimization of trees, rules and tests.

### 4.3.1 Optimization of Decision Trees

We consider an algorithm based on dynamic programming approach which for a given decision table constructs a decision tree for this table with minimum depth (see also [55]). Of course, in the worst case the considered algorithm has exponential time complexity. However, later (when we consider local approach to decision tree investigation over infinite information systems) we will describe infinite information systems for each of which this algorithm has (for decision tables over the considered system) polynomial time complexity depending on the number of columns (attributes) in the table.

The idea of algorithm is very simple. Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. If $T$ is a degenerate decision table which rows are labeled with the same decision $d$, the tree, which has exactly one node labeled with $d$, is an optimal decision tree for $T$. Let $T$ be a nondegenerate table. In this case, $h(T) \geq 1$, and the root of any optimal decision tree for the table $T$ is labeled with an attribute. Denote by $E(T)$ the set of columns (attributes) of $T$ which have both 0 and 1 values. Of course, we must consider only attributes from $E(T)$.

What can we say about the minimum depth of a decision tree for the table $T$ in which the root is labeled with the attribute $f_{i} \in E(T)$ ? We denote the minimum depth of such a tree by $h\left(T, f_{i}\right)$. It is clear that

$$
h\left(T, f_{i}\right)=1+\max \left\{h\left(T\left(f_{i}, 0\right)\right), h\left(T\left(f_{i}, 1\right)\right)\right\}
$$

So, if we know values of $h\left(T\left(f_{i}, \delta\right)\right)$ for any $f_{i} \in E(T)$ and $\delta \in\{0,1\}$, we can find the value

$$
h(T)=\min \left\{h\left(T, f_{i}\right): f_{i} \in E(T)\right\}
$$

and at least one attribute $f_{i}$ for which $h(T)=h\left(T, f_{i}\right)$.
How can we construct an optimal decision tree (decision tree with minimum depth), using attribute $f_{i}$ in the capacity of an attribute attached to the root? Let $\Gamma_{0}$ and $\Gamma_{1}$ be optimal decision trees for the subtables $T\left(f_{i}, 0\right)$ and $T\left(f_{i}, 1\right)$ respectively. Then the decision tree depicted in Fig. 4.4 is an optimal decision tree for the table $T$. So, if we know optimal decision trees
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for subtables of the table $T$ we can construct an optimal decision tree for the table $T$.

We now describe the algorithm for minimization of decision tree depth more formally. We denote this algorithm by $W$. A nonempty subtable $T^{\prime}$ of the table $T$ will be called a separable subtable of $T$ if there exist attributes $f_{i_{1}}, \ldots, f_{i_{t}}$ from $\left\{f_{1}, \ldots, f_{n}\right\}$ and numbers $\delta_{1}, \ldots, \delta_{t}$ from $\{0,1\}$ such that $T^{\prime}=T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{t}}, \delta_{t}\right)$. We denote by $S E P(T)$ the set of all separable subtables of the table $T$ including $T$.

The first part of the algorithm $W$ work is the construction of the set $S E P(T)$.

Step 1: We set $S E P(T)=\{T\}$ and pass to the second step. After the first step $T$ is not labeled as a treated table.

Suppose $t \geq 1$ steps have been made already.
Step $(t+1)$ : Let all tables in the set $S E P(T)$ are labeled as treated tables. In this case, we finish the first part of the algorithm $W$ work. Let there exist a table $D \in S E P(T)$ which is not treated. We add to the set $S E P(T)$ all subtables of the kind $D\left(f_{i}, \delta\right)$, where $f_{i} \in E(D)$ and $\delta \in\{0,1\}$, which were not in $S E P(T)$, mark the table $D$ as treated and pass to the step $(t+2)$.

It is clear that during the first part the algorithm $W$ makes exactly $|S E P(T)|+2$ steps.

The second part of the algorithm $W$ work is the construction of an optimal decision tree $W(T)$ for the table $T$. Beginning with smallest subtables
from $\operatorname{SEP}(T)$, the algorithm $W$ at each step will correspond to a subtable from $\operatorname{SEP}(T)$ an optimal decision tree for this subtable.

Suppose that $p \geq 0$ steps of the second part of algorithm $W$ have been made already.

Step $(p+1)$ : If the table $T$ in the set $S E P(T)$ is labeled with a decision tree then this tree is the result of the algorithm $W$ work (we denote this tree by $W(T)$ ). Otherwise, choose in the set $S E P(T)$ a table $D$ satisfying the following conditions:
a) the table $D$ is not labeled with a decision tree;
b) either $D$ is a degenerate table, or a nondegenerate table such that all separable subtables of $D$ of the kind $D\left(f_{i}, \delta\right), f_{i} \in E(D), \delta \in\{0,1\}$, are labeled with decision trees.

Let $D$ be a degenerate table in which all rows are labeled with the same decision $d$. Then we mark the table $D$ by the decision tree consisting of one node which is labeled with the number $d$.

Otherwise, for any $f_{i} \in E(D)$ we construct a decision tree $\Gamma\left(f_{i}\right)$. The root of this tree is labeled with the attribute $f_{i}$. The root is the initial node of exactly two edges which are labeled with 0 and 1 . These edges enter to roots of decision trees $\Gamma\left(f_{i}, 0\right)$ and $\Gamma\left(f_{i}, 1\right)$ respectively, where $\Gamma\left(f_{i}, 0\right)$ and $\Gamma\left(f_{i}, 1\right)$ are decision trees attached to tables $D\left(f_{i}, 0\right)$ and $D\left(f_{i}, 1\right)$. Mark the table $D$ by one of the trees $\Gamma\left(f_{j}\right), f_{j} \in E(D)$, having minimum depth, and proceed to the step $(p+2)$.

It is clear that during the second part, the algorithm $W$ makes exactly $|S E P(T)+1|$ steps.

It is not difficult to prove the following statement.
Theorem 4.23. For any nondegenerate decision table $T$ the algorithm $W$ constructs a decision tree $W(T)$ for the table $T$ such that $h(W(T))=h(T)$, and makes exactly $2|S E P(T)|+3$ steps. The time of the algorithm $W$ work is bounded from below by $|S E P(T)|$, and bounded from above by a polynomial on $|S E P(T)|$ and on the number of columns in the table $T$.

Example 4.24. Let us apply the algorithm $W$ to the table $T$ depicted in Fig. 3.1. As a result, we obtain the set $S E P(T)$ in which each subtable is labeled with an optimal decision tree for this subtable (see Fig. 4.5).

Similar algorithms exist also for other complexity measures, for example, for average depth of decision trees and number of nodes in decision trees [11, 10, 12].

### 4.3.2 Optimization of Decision Rules

We now describe an algorithm $V$ for minimization of the length of decision rules (see also [97]). The algorithm $V$ work consists of two parts. The first
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Fig. 4.5
part is the construction of the set $S E P(T)$. This part coincides with the first part of the algorithm $W$.

The second part of the algorithm $V$ work is the construction of an optimal decision rule $V(T, r)$ for each row $r$ of $T$. Beginning with the smallest subtables from $S E P(T)$, the algorithm $V$ at each step will correspond to each row $r$ of a subtable $T^{\prime}$ an optimal decision rule for $T^{\prime}$ and $r$ (an optimal rule for $T^{\prime}$ and $r$ means a decision rule with minimum length which is true for $T^{\prime}$ and realizable for $r$ ).

Suppose $p \geq 0$ steps of the second part of algorithm $V$ have been made already.

Step $(p+1)$. If each row $r$ of the table $T$ is labeled with a decision rule, then the rule attached to $r$ is the result of the work of $V$ for $T$ and $r$ (we denote this rule by $V(T, r))$. Otherwise, choose in the set $S E P(T)$ a table $D$ satisfying the following conditions:
a) rows of $D$ are not labeled with decision rules;
b) either $D$ is a degenerate table, or a nondegenerate table such that for all separable subtables of $D$ of the kind $D\left(f_{i}, \delta\right), f_{i} \in E(D), \delta \in\{0,1\}$, each row is labeled with a decision rule.

Let $D$ be a degenerate table in which all rows are labeled with the same decision $d$. Then we mark each row of $D$ by the decision rule $\rightarrow d$.

Let $D$ be a nondegenerate decision table and $r=\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a row of $D$ labeled with a decision $d$. For any $f_{i} \in E(D)$ we construct a rule rule $\left(r, f_{i}\right)$. Let the row $r$ in the table $D\left(f_{i}, \delta_{i}\right)$ be labeled with the rule $\alpha_{i} \rightarrow d$. Then the rule rule $\left(r, f_{i}\right)$ is equal to $f_{i}=\delta_{i} \wedge \alpha_{i} \rightarrow d$. We mark the row $r$ of the table $D$ with one of the rules rule $\left(r, f_{i}\right), f_{i} \in E(D)$, having minimum length. We denote this rule by $V(T, r)$. We attach a rule to each row of $D$ in the same way, and proceed to the step $(p+2)$. It is clear that during the second part the algorithm $V$ makes exactly $|S E P(T)|+1$ steps.

Lemma 4.25. For any table $D \in S E P(T)$ and any row $r$ of $D$ the decision rule attached to $r$ after the end of algorithm $V$ work is true for $D$, realizable for $r$ and has minimum length $L(D, r)$.

Proof. We will prove this statement by induction on tables from $S E P(T)$. It is clear that for each degenerate table $D$ from $\operatorname{SEP}(T)$ the considered statement is true.

Let $D \in S E P(T), D$ be a nondegenerate table and for each $f_{i} \in E(D)$ and $\delta \in\{0,1\}$ the considered statement hold for the table $D\left(f_{i}, \delta\right)$. Let $r=\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a row of $D$. Then for some $f_{i} \in E(D)$ the row $r$ is labeled with the decision rule $f_{i}=\delta_{i} \wedge \alpha_{i} \rightarrow d$ where $d$ is the decision attached to $r$ and $\alpha_{i} \rightarrow d$ is the decision rule attached to row $r$ in the table $D\left(f_{i}, \delta_{i}\right)$. According to the inductive hypothesis, the rule $\alpha_{i} \rightarrow d$ is true for $D\left(f_{i}, \delta_{i}\right)$ and is realizable for $r$. Therefore the rule $f_{i}=\delta_{i} \wedge \alpha_{i} \rightarrow d$ is true for $D$ and realizable for $r$.

Let us assume that there exists a shorter decision rule which is true for $D$ and realizable for $r$. Since $D$ is nondegenerate, the left-hand side of this rule should contain an equality of the kind $f_{j}=\delta_{j}$ for some $f_{j} \in E(D)$. Therefore this rule can be represented in the form $f_{j}=\delta_{j} \wedge \beta \rightarrow d$. Since this rule is true for $D$ and realizable for $r$, the rule $\beta \rightarrow d$ is true for $D\left(f_{j}, \delta_{j}\right)$ and realizable for $r$. According to the inductive hypothesis, the row $r$ in the table $D\left(f_{j}, \delta_{j}\right)$ is labeled with a rule $\gamma \rightarrow d$ which length is at most the length of the rule $\beta \rightarrow d$. From here and from the description of the algorithm $V$ it follows that the row $r$ in $D$ is labeled with a rule which length is at most the length of the rule $f_{j}=\delta_{j} \wedge \gamma \rightarrow d$ which is impossible. Therefore, the rule attached to the row $r$ in $D$ has minimum length among rules which are true for $D$ and realizable for $r$.

Using this lemma it is not difficult to prove the following statement:

Theorem 4.26. For any nondegenerate decision table $T$ and any row $r$ of $T$ the algorithm $V$ constructs a decision rule $V(T, r)$ which is true for $T$, realizable for $r$, and has minimum length $L(T, r)$. During the construction of optimal rules for rows of $T$, the algorithm $V$ makes exactly $2|S E P(T)|+3$ steps. The time of the algorithm $V$ work is bounded from below by $|S E P(T)|$, and bounded from above by a polynomial on $|S E P(T)|$ and on the number of columns in the table $T$.

### 4.3.3 Optimization of Tests

It would be very well to have similar algorithm for the problem of minimization of test cardinality. Unfortunately, if $P \neq N P$, then such algorithms do not exist. To prove this result, we consider an interesting example of a class of decision tables with relatively small number of separable subtables (see also [12]).

Let we have a finite set $S=\left\{\left(a_{1}, b_{1}\right), \ldots,\left(a_{n}, b_{n}\right)\right\}$ of points in the plane and a mapping $\mu$ which colors these points into two colors: green and white. We must separate white points from green ones. To this end, we can use straight lines which are defined by equations of the kind $x=\alpha$ or $y=\beta$. It is known that the problem of construction of minimum separating set (a set of straight lines with minimum cardinality which separate green and white points) is $N P$-hard (result of B.S. Chlebus and S.H. Nguyen [15]).

Let us transform this problem into a problem of minimization of test cardinality. It is possible that $a_{i}=a_{j}$ or $b_{i}=b_{j}$ for different $i$ and $j$. Let $a_{i_{1}}, \ldots, a_{i_{m}}$ be all pairwise different numbers from the set $\left\{a_{1}, \ldots, a_{n}\right\}$ which are ordered such that $a_{i_{1}}<\ldots<a_{i_{m}}$. Let $b_{j_{1}}, \ldots, b_{j_{t}}$ be all pairwise different numbers from the set $\left\{b_{1}, \ldots, b_{n}\right\}$ which are ordered such that $b_{j_{1}}<\ldots<b_{j_{t}}$.

It is clear that there exists a minimum separating set which is a subset of the set of straight lines defined by equations $x=a_{i_{1}}-1, x=\left(a_{i_{1}}+a_{i_{2}}\right) / 2, \ldots$, $x=\left(a_{i_{m-1}}+a_{i_{m}}\right) / 2, x=a_{i_{m}}+1, y=b_{j_{1}}-1, y=\left(b_{j_{1}}+b_{j_{2}}\right) / 2, \ldots$, $y=\left(b_{j_{t-1}}+b_{j_{t}}\right) / 2, y=b_{j_{t}}+1$.

Let us correspond an attribute to each such straight line. This attribute is defined on the set $S$ and takes values from the set $\{0,1\}$. Consider the line defined by equation $x=\alpha$. Then the value of corresponding attribute is equal to 0 on a point $(a, b) \in S$ if and only if $a<\alpha$. Consider the line defined by equation $y=\beta$. Then the value of corresponding attribute is equal to 0 if and only if $b<\beta$.

Let us construct a decision table $T(S, \mu)$ with $m+t+2$ columns and $n$ rows. Columns are labeled with attributes $f_{1}, \ldots, f_{m+t+2}$, corresponding to the considered $m+t+2$ lines. Attributes $f_{1}, \ldots, f_{m+1}$ correspond to lines defined by equations $x=a_{i_{1}}-1, x=\left(a_{i_{1}}+a_{i_{2}}\right) / 2, \ldots, x=$ $\left(a_{i_{m-1}}+a_{i_{m}}\right) / 2, x=a_{i_{m}}+1$ respectively. Attributes $f_{m+2}, \ldots, f_{m+t+2}$ correspond to lines defined by equations $y=b_{j_{1}}-1, y=\left(b_{j_{1}}+b_{j_{2}}\right) / 2, \ldots, y=$ $\left(b_{j_{t-1}}+b_{j_{t}}\right) / 2, y=b_{j_{t}}+1$ respectively. Rows of the table $T(S, \mu)$ correspond to points $\left(a_{1}, b_{1}\right), \ldots,\left(a_{n}, b_{n}\right)$. At the intersection of the column $f_{l}$ and row
$\left(a_{p}, b_{p}\right)$ the value $f_{l}\left(a_{p}, b_{p}\right)$ stays. For $p=1, \ldots, n$, the row $\left(a_{p}, b_{p}\right)$ is labeled with the decision 1 if $\left(a_{p}, b_{p}\right)$ is a white point, and with the decision 2 if $\left(a_{p}, b_{p}\right)$ is a green point.

It is clear that the minimum cardinality of a separating set is equal to the minimum cardinality of a test for the table $T(S, \mu)$. Also, it is clear that there is a polynomial algorithm which for a given set of points $S$ and given mapping $\mu$ constructs the decision table $T(S, \mu)$. Since the problem of minimization of separating set cardinality is $N P$-hard, the problem of minimization of test cardinality for decision tables of the kind $T(S, \mu)$ is $N P$-hard.

Let us evaluate the number of separable subtables of the table $T(S, \mu)$. It is not difficult to show that each separable subtable $T^{\prime}$ of this table can be represented in the following form: $T^{\prime}=T\left(f_{i}, 1\right)\left(f_{j}, 0\right)\left(f_{l}, 1\right)\left(f_{k}, 0\right)$, where $T=T(S, \mu)$ and $1 \leq i<j \leq m+1<l<k \leq t+m+2$.

Therefore the number of separable subtables of the table $T(S, \mu)$ is at most $(m+t+2)^{4}$. So, the number of separable subtables is bounded from above by a polynomial on the number of columns in the table. Note that $(m+t+2) \leq 2 n+2$.

Now we can prove the following statement.
Theorem 4.27. If $P \neq N P$, then there is no algorithm which for a given decision table $T$ constructs a test for $T$ with minimum cardinality, and for which the time of work is bounded from above by a polynomial depending on the number of columns in $T$ and the number of separable subtables of $T$.

Proof. Assume that $P \neq N P$ but such an algorithm exists. Then we can construct a polynomial algorithm for $N P$-hard problem of minimization of separating set cardinality, but it is impossible.

It should be pointed out that the problem of decision tree depth minimization can be solved for decision tables of the kind $T(S, \mu)$ by the algorithm $W$ which for such tables has polynomial time complexity depending on the number of columns in the table.

Tables $T(S, \mu)$ have interesting property which will be used in our examples.

## Proposition 4.28

$$
M(T(S, \mu)) \leq 4
$$

Proof. Denote $T=T(S, \mu)$. Let $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{m+t+2}\right) \in\{0,1\}^{m+t+2}$. If $\delta_{1}=0$, or $\delta_{m+1}=1$, or $\delta_{m+2}=0$, or $\delta_{m+t+2}=1$, then $T\left(f_{1}, \delta_{1}\right)$, or $T\left(f_{m+1}, \delta_{m+1}\right)$, or $T\left(f_{m+2}, \delta_{m+2}\right)$, or $T\left(f_{m+t+2}, \delta_{m+t+2}\right)$ is empty table and $M(T, \bar{\delta}) \leq 1$. Let $\delta_{1}=1, \delta_{m+1}=0, \delta_{m+2}=1$ and $\delta_{m+t+2}=0$. One can show that in this case there exist $i \in\{1, \ldots, m\}$ and $j \in\{m+2, \ldots, m+t+1\}$ such that $\delta_{i}=1, \delta_{i+1}=0, \delta_{j}=1$, and $\delta_{j+1}=0$. It is clear that the table $T\left(f_{i}, \delta_{i}\right)\left(f_{i+1}, \delta_{i+1}\right)\left(f_{j}, \delta_{j}\right)\left(f_{j+1}, \delta_{j+1}\right)$ contains exactly one row. So $M(T, \bar{\delta}) \leq 4$ and $M(T) \leq 4$.

Using Theorem 3.11 we obtain

## Corollary 4.29

$$
L(T(S, \mu)) \leq 4
$$

What can we do if we would like to solve the problem of minimization of test cardinality exactly? One of possible ways is to use so-called Boolean reasoning [80, 89].

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. Consider boolean variables $x_{1}, \ldots, x_{n}$. We will try to describe the notion of test for $T$ using these variables. The value of the variable $x_{i}$ is equal to 1 if and only if we include the attribute $f_{i}$ into the considered set. For any pair of rows with different decisions we can represent the fact that on the considered set of columns these two rows are different in the following way: $x_{i_{1}} \vee \ldots \vee x_{i_{m}}=1$ where $f_{i_{1}}, \ldots, f_{i_{m}}$ are all columns on which the considered two rows are different. The formula of the kind $x_{i_{1}} \vee \ldots \vee x_{i_{m}}$ is called an elementary disjunction. Consider the conjunction of all such elementary disjunctions corresponding to pairs of rows with different decisions.

Let us multiply the elementary disjunctions (here the conjunction is considered as an analog of multiplication). After that we will use operations of absorption $A \vee A \wedge B=A$ and $A \wedge A=A \vee A=A$ while it is possible. As a result, we obtain a disjunction of elementary conjunctions of the kind $x_{j_{1}} \wedge \ldots \wedge x_{j_{p}}$. Each such conjunction $x_{j_{1}} \wedge \ldots \wedge x_{j_{p}}$ corresponds to a reduct $\left\{f_{j_{1}}, \ldots, f_{j_{p}}\right\}$, and the set of all conjunctions corresponds to the set of all reducts. Among the constructed reducts we can choose a reduct with minimum cardinality.

Example 4.30. Consider the table $T$ depicted in Fig. 4.6. Let us construct for this table a conjunction of elementary disjunctions (describing the notion of test for $T$ ) and transform it to a disjunction of elementary conjunctions corresponding to reducts of the table $T$. We will omit the symbol $\wedge$ in formulas: $\left(x_{1} \vee x_{3}\right)\left(x_{2} \vee x_{3}\right)=x_{1} x_{2} \vee x_{1} x_{3} \vee x_{3} x_{2} \vee x_{3} x_{3}=x_{1} x_{2} \vee x_{1} x_{3} \vee x_{3} x_{2} \vee x_{3}=$ $x_{1} x_{2} \vee x_{3}$. So, the considered table $T$ has exactly two reducts: $\left\{f_{3}\right\}$ and $\left\{f_{1}, f_{2}\right\}$. The set $\left\{f_{3}\right\}$ is a test with minimum cardinality for $T$.

$$
T=\begin{array}{|ccc|c}
\hline f_{1} & f_{2} & f_{3} & \\
\hline 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 2 \\
1 & 0 & 0 & 2 \\
\hline
\end{array}
$$

Fig. 4.6

Note that similar approach to construction of all reducts was considered in Sect. 2.2.2.

### 4.4 Conclusions

This chapter is devoted to the study of approximate and exact algorithms for the minimization of cardinality of tests, length of decision rules and depth of decision trees, and also for the optimization of decision rules systems.

The comparison of Theorems 4.3 and 4.11, 4.5 and 4.13, 4.7 and 4.15 , 4.19 (Corollary 4.20) and 4.22 shows that, under the assumption NP $\nsubseteq$ $D T I M E\left(n^{O(\log \log n)}\right)$, the considered in the chapter greedy algorithms are close (from the point of view of accuracy) to the best polynomial approximate algorithms for the minimization of test cardinality, rule length and tree depth, and also for the optimization of decision rule systems.

We found an interesting difference between rules and trees, and tests. If $P \neq N P$, then there are no algorithms for test cardinality minimization which are polynomial depending on the number of separable subtables and the number of attributes in the considered decision table. For trees and rules such algorithms exist.

All results considered in this chapter are true also (after small natural changes) for $k$-valued decision tables filled by numbers from the set $\{0,1, \ldots, k-1\}, k \geq 3$.

Note also that information obtained during the work of greedy algorithms for construction of decision rules end tests can be used for creation of lower bounds on the minimum length of decision rules and minimum cardinality of tests (see [59]).

## Decision Tables with Many-Valued Decisions

Decision tables with many-valued decisions arise often in various applications. In contrast to decision tables with one-valued decisions, in decision tables with many-valued decisions each row is labeled with a nonempty finite set of natural numbers (decisions). If we want to find all decisions corresponding to a row, we deal with the same mathematical object as decision table with onevalued decisions: it is enough to code different sets of decisions by different numbers. However, if we want to find one (arbitrary) decision from the set attached to a row, we have essentially different situation.

In particular, in rough set theory [70, 80] decision tables are considered often that have equal rows labeled with different decisions. The set of decisions attached to equal rows is called the generalized decision for each of these equal rows. The usual way is to find for a given row its generalized decision. However, the problems of finding an arbitrary decision or one of the most frequent decisions from the generalized decision look also reasonable.

This chapter consists of ten sections. Section 5.1 contains examples of decision tables with many-valued decisions. In Sect. 5.2 main notions are discussed. In Sect. 5.3, relationships among decision trees, rules and tests are considered. In Sects. 5.4 and 5.5, lower and upper bounds on complexity of trees, rules and tests are studied. Approximate algorithms for optimization of tests, rules and trees are considered in Sects. 5.6 and 5.7. Section 5.8 is devoted to the discussion of exact algorithms for optimization of trees, rules and tests. Section 5.9 contains an example which illustrates the constructions considered in this chapter. Section 5.10 contains conclusions.

### 5.1 Examples Connected with Applications

Consider some examples of decision tables with many-valued decisions. In these examples, instead of numbers sometimes we will use letters in the capacity of decisions.

Example 5.1. Let we have three inverted cups and a small ball under one of these cups (see Fig. 1.5). We should find a number of cup without ball. To this end, we will use the same attributes $f_{1}, f_{2}, f_{3}$ as in the example Three Cups and Small Ball (see Sect. 1.3.1). The decision table, corresponding to

| $f_{1} f_{2}$ | $f_{3}$ |  |  |
| :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | $\{2,3\}$ |
| 0 | 1 | 0 | $\{1,3\}$ |
| 0 | 0 | 1 | $\{1,2\}$ |

Fig. 5.1


Fig. 5.2
this problem is represented in Fig. 5.1 and a decision tree for this problem solving is represented in Fig. 5.2. The decision rule system

$$
\left\{f_{1}=0 \rightarrow 1, f_{2}=0 \rightarrow 2\right\}
$$

is a complete decision rule system for the considered table.
Example 5.2. Let we have two real numbers $x$ and $y$. We should find a maximum number among $x$ and $y$. To this end, we will use two binary attributes $f_{1}$ and $f_{2}: f_{1}=0$ if and only if $x<y$, and $f_{2}=0$ if and only if $y<x$. Corresponding decision table is depicted in Fig. 5.3, and a decision tree for this table is depicted in Fig. [5.4. The decision rule system

$$
\left\{f_{1}=1 \rightarrow x, f_{2}=1 \rightarrow y\right\}
$$

is a complete decision rule system for the considered table.

|  | $f_{1}$ | $f_{2}$ |  |
| :---: | :---: | :---: | :---: |
| $x<y$ | 0 | 1 | $\{y\}$ |
| $y<x$ | 1 | 0 | $\{x\}$ |
| $x=y$ | 1 | 1 | $\{x, y\}$ |

Fig. 5.3


Fig. 5.4

Example 5.3. Consider now the combinatorial circuit $S$ depicted in Fig. 5.5. Each input of $S$ can work correctly or can have constant fault 1 (see the example Diagnosis of One-Gate Circuit in Sect. (1.3.2). Let we know that at least one such fault exists in $S$. We should find an input with fault. To this end, we can use attributes from the set $\{0,1\}^{3}$. We give a tuple from this set on inputs of $S$ and observe the value of the output of $S$ which is the value of the considered attribute. It is clear that the circuit $S$ with at least one fault

$x \wedge y \wedge z$
Fig. 5.5
1 on an input realizes one of functions from the set $\{1, x, y, z, x y, x z, y z\}$ (we write $x y$ instead of $x \wedge y$ ). Corresponding decision table is represented in Fig. 5.6

|  | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $\{x, y, z\}$ |
| $x$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $\{y, z\}$ |
| $y$ | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $\{x, z\}$ |
| $z$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $\{x, y\}$ |
| $x y$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | $\{z\}$ |
| $x z$ | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | $\{y\}$ |
| $y z$ | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | $\{x\}$ |

Fig. 5.6


Fig. 5.7

In Fig. 5.7 we see a decision tree for this table (which solves the problem of searching for an input with fault). Each decision tree for this table must have at least 3 terminal nodes since there are three rows with pairwise disjoint sets of decisions $\{x\},\{y\}$ and $\{z\}$. Thus, the decision tree depicted in Fig. 5.7 has minimum depth. A decision rule system

$$
\{011=1 \rightarrow x, 101=1 \rightarrow y, 110=1 \rightarrow z\}
$$

is a complete decision rule system for the considered table.
Decision tables with many-valued decisions arise often in different exactly formulated problems: in discrete optimization (see example Traveling Salesman Problem with Four Cities in Sect. 1.3 .5 and Example 5.2), in fault diagnosis (Example 5.3), in computational geometry (example Problem of Three PostOffices in Sect. 1.3.3). It is possible to point out on such problems in the area of pattern recognition.

However, the main source of decision tables with many-valued decisions is data tables with experimental data. It is possible that in such a table there are equal rows with different decisions. It is clear that for equal rows a constructed decision tree will give us the same decision. If we want to
have minimum number of incorrect answers, we must choose a decision for which the number of the considered equal rows labeled with this decision is maximum. It is possible that there exist more than one such decision. In this case we obtain a decision table with many-valued decisions.

Example 5.4. Let we have the data table $D$ depicted in Fig. 55.8, All variables $x_{1}, x_{2}, x_{3}$ and $y$ are discrete. We must predict the value of $y$ using variables $x_{1}, x_{2}, x_{3}$ or, more exactly, values of attributes $f_{1}=x_{1}, f_{2}=x_{2}$, and $f_{3}=$ $x_{3}$. Corresponding decision table with many-valued decisions is depicted in Fig. 5.9.


Fig. 5.10

Fig. 5.8
A decision tree for this decision table is represented in Fig. 55.10, A decision rule system

$$
\left\{f_{3}=0 \rightarrow 1, f_{3}=1 \rightarrow 2\right\}
$$

is a complete decision rule system for the considered table.
Note that there are other ways to form a set of decisions attached to a row: we can include to this set all decisions attached to equal rows, or the first $k$ most frequent decisions for equal rows, etc.

### 5.2 Main Notions

Now we consider formal definitions of notions corresponding to many-valued decision tables.

A decision table with many-valued decisions is a rectangular table $T$ filled by numbers from the set $\{0,1\}$. Columns of this table are labeled with names of attributes $f_{1}, \ldots, f_{n}$. Rows of the table are pairwise different, and each row is labeled with a nonempty finite set of natural numbers (set of decisions). Note that each decision table with one-valued decisions can be interpreted also as a decision table with many-valued decisions. In such table each row is labeled with a set of decisions which has one element.

We will associate a game of two players with this table. The first player chooses a row of the table, and the second player must find a number from the set corresponding to this row. To this end, he can choose columns (attributes) and ask the first player what is at the intersection of the considered row and these columns.

The notion of a decision tree over $T$ coincides with the notion of a decision tree over a decision table with one-valued decisions.

We will say that a decision tree $\Gamma$ over the decision table $T$ is a decision tree for $T$ if for any row of $T$ the work of $\Gamma$ finishes in a terminal node which is labeled with a number from the set attached to the considered row.

A decision tree for the table $T$ can be interpreted as a right strategy of the second player in the considered game.

We denote by $h(T)$ the minimum depth of a decision tree for the table $T$.
The notions of a decision rule over $T$ and a decision rule realizable for a row $r$ of $T$ coincide with corresponding notions for decision tables with one-valued decisions.

A rule over $T$ with the right-hand side $t$ is called true for $T$ if for any row $r$ of $T$, such that this rule is realizable for the row $r$, the number $t$ belongs to the set of decisions attached to the row $r$. We denote by $L(T, r)$ the minimum length of a rule over $T$ which is true for $T$ and realizable for $r$.

A nonempty set $S$ of decision rules over $T$ is called a complete decision rule system for $T$ if each rule from $S$ is true for $T$, and for every row of $T$ there exists a rule from $S$ which is realizable for this row. We denote by $L(S)$ the maximum length of a rule from $S$, and by $L(T)$ we denote the minimum value of $L(S)$ among all complete decision rule systems $S$ for $T$.

We will say that $T$ is a degenerate table if either $T$ has no rows, or the intersection of sets of decisions attached to rows of $T$ is nonempty (in this case, we will say that rows of $T$ have common decision).

A test for the table $T$ is a subset of columns $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ such that for any numbers $\delta_{1}, \ldots, \delta_{m} \in\{0,1\}$ the subtable $T\left(f_{i_{1}}, \delta_{m}\right) \ldots T\left(f_{i_{m}}, \delta_{m}\right)$ is a degenerate table. Empty set is a test for $T$ iff $T$ is a degenerate table. Note that for decision tables with one-valued decisions this notion is equivalent to the notion of the test considered earlier.
$A$ reduct for the table $T$ is a test for $T$ for which each proper subset is not a test. It is clear that each test has a reduct as a subset. We denote by $R(T)$ the minimum cardinality of a reduct for $T$.

### 5.3 Relationships among Decision Trees, Rules and Tests

Theorem 5.5. Let $T$ be a decision table with many-valued decisions.
a) If $\Gamma$ is a decision tree for $T$ then the set of attributes attached to working nodes of $\Gamma$ is a test for the table $T$.
b) Let $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be a test for $T$. Then there exists a decision tree for $T$ which uses only attributes from $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ and for which $h(\Gamma)=m$.

Proof. Let $T$ have $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$.
a) Let $\Gamma$ be a decision tree for the table $T$. Let, for simplicity, $\left\{f_{1}, \ldots, f_{t}\right\}$ be the set of attributes attached to working nodes of $\Gamma$. Let $\left(\delta_{1}, \ldots, \delta_{t}\right) \in$ $\{0,1\}^{t}$. We show that $T^{\prime}=T\left(f_{1}, \delta_{1}\right) \ldots\left(f_{t}, \delta_{t}\right)$ is a degenerate table. Consider a path in $\Gamma$ from the root to a terminal node $v$ which satisfies the following condition: let $f_{i_{1}}, \ldots, f_{i_{m}}$ be attributes attached to working nodes of this path. Then the edges of this path are labeled with numbers $\delta_{i_{1}}, \ldots, \delta_{i_{m}}$. Consider the table $T^{\prime \prime}=T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)$. It is clear that the set of rows of $T^{\prime \prime}$ coincides with the set of rows of $T$ for which the work of $\Gamma$ finishes in the node $v$. Since $\Gamma$ is a decision tree for $T$, the table $T^{\prime \prime}$ is degenerate. It is clear that $T^{\prime}$ is a subtable of $T^{\prime \prime}$. Therefore $T^{\prime}$ is a degenerate subtable of $T$. Taking into account that $\left(\delta_{1}, \ldots, \delta_{t}\right)$ is an arbitrary tuple from $\{0,1\}^{t}$ we obtain $\left\{f_{1}, \ldots, f_{t}\right\}$ is a test for the table $T$.
b) Let $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be a test for the table $T$. Consider a decision tree $\Gamma$ which consists of $(m+1)$ layers. For $j=1, \ldots, m$, all nodes of the $j$-th layer are working nodes labeled with the attribute $f_{i_{j}}$. All nodes from $(m+1)$-th layer are terminal nodes. Let $v$ be an arbitrary terminal node, and let the edges in the path from the root to $v$ be labeled with numbers $\delta_{1}, \ldots, \delta_{m}$. Denote $T(v)=T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)$. Since $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for $T$, the table $T(v)$ is degenerate. If there are no rows in $T(v)$ then the node $v$ is labeled with the number 1 . If $T(v)$ has nodes, and $d$ is a common decision for all rows of $T(v)$ then $v$ is labeled with $d$. It is clear that $\Gamma$ is a decision tree for $T$, and $h(\Gamma)=m$.

Corollary 5.6. Let $T$ be a decision table with many-valued decisions. Then

$$
h(T) \leq R(T)
$$

Theorem 5.7. Let $T$ be a decision table with many-valued decisions containing $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$.

1. If $S$ is a complete system of decision rules for $T$ then the set of attributes from rules in $S$ is a test for $T$.
2. If $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for $T$ then there exists a complete system $S$ of decision rules for $T$ which uses only attributes from $F$ and for which $L(S)=m$.

Proof. 1. Let $S$ be a complete system of decision rules for $T$. Let, for simplicity, $\left\{f_{1}, \ldots, f_{t}\right\}$ be the set of attributes from rules in $S$, and $\left(\delta_{1}, \ldots, \delta_{t}\right) \in$ $\{0,1\}^{t}$. We show that $T^{\prime}=T\left(f_{1}, \delta_{1}\right) \ldots\left(f_{t}, \delta_{t}\right)$ is a degenerate table. If $T^{\prime}$ has no rows, then $T^{\prime}$ is a degenerate table. Let $T^{\prime}$ have at least one row $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{t}, \delta_{t+1}, \ldots, \delta_{n}\right)$. Since $S$ is a complete system of decision rules for $T$, there is a rule

$$
f_{i_{1}}=\delta_{i_{1}} \wedge \ldots \wedge f_{i_{m}}=\delta_{i_{m}} \rightarrow d
$$

in $S$ which is realizable for $\bar{\delta}$ and true for $T$. Consider the table $T^{\prime \prime}=$ $T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)$. It is clear that the set of rows of $T^{\prime \prime}$ coincides with the set of rows of $T$ for which the considered rule is realizable. Since this rule is true for $T$, the set of rows of $T^{\prime \prime}$ has common decision $d$. It is clear that $T^{\prime}$ is a subtable of $T^{\prime \prime}$. Therefore $T^{\prime}$ is a degenerate table. Taking into account that $\left(\delta_{1}, \ldots, \delta_{t}\right)$ is an arbitrary tuple from $\{0,1\}^{t}$ we obtain $\left\{f_{1}, \ldots, f_{t}\right\}$ is a test for the table $T$.
2. Let $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be a test for the table $T$. For each $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{m}\right) \in$ $\{0,1\}^{m}$ such that the subtable $T(\bar{\delta})=T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)$ is nonempty, we construct a decision rule

$$
f_{i_{1}}=\delta_{1} \wedge \ldots \wedge f_{i_{m}}=\delta_{m} \rightarrow d
$$

where $d$ is a common decision for the set of rows of $T(\bar{\delta})$. Such common decision exists since $F$ is a test for $T$. We denote by $S$ the set of constructed rules. It is clear that each rule from $S$ is true for $T$, and for each row of $T$ there exists a rule in $S$ which is realizable for this row. Thus, $S$ is a complete decision rule system for $T, L(S)=m$ and $S$ uses only attributes from $F$.

Corollary 5.8. $L(T) \leq R(T)$.
Theorem 5.9. Let $\Gamma$ be a decision tree for $T$, and $S$ be the set of decision rules corresponding to paths in $\Gamma$ from the root to terminal nodes. Then $S$ is a complete system of decision rules for $T$ and $L(S)=h(\Gamma)$.

Proof. Since $\Gamma$ is a decison tree for $T$, for each row $r$ of $T$ there exists a path $\tau$ from the root to a terminal node $v$ of $\Gamma$ such that the work of $\Gamma$ for $r$ finishes in $v$, and $v$ is labeled with a decision $t$ which belongs to the set of decisions attached to $r$. It is clear that the rule $\operatorname{rule}(\tau)$ corresponding to the path $\tau$ is realizable for $r$. It is clear also that for each row $r^{\prime}$ of $T$ such that the rule $\operatorname{rule}(\tau)$ is realizable for $r^{\prime}$, the set of decisions attached to $r^{\prime}$ contains the decision $t$. So $\operatorname{rule}(\tau)$ is true for $T$. It is clear that the length of $\operatorname{rule}(\tau)$ is equal to the length of path $\tau$. Therefore $S$ is a complete decision rule system for $T$ and $L(S)=h(\Gamma)$.

Corollary 5.10. $L(T) \leq h(T)$.

### 5.4 Lower Bounds

From Corollaries 5.6 and 5.10 it follows that $L(T) \leq h(T) \leq R(T)$. So each lower bound on $L(T)$ is also a lower bound on $h(T)$ and $R(T)$, and each lower bound on $h(T)$ is also a lower bound on $R(T)$. Example which illustrates the obtained bounds can be found in Sect. 5.9.

Let $T$ be a nonempty decision table with many-valued decisions. A nonempty finite set $B$ of natural numbers is called a system of representatives for the table $T$ if for each row of $T$ the set of decisions attached to this row has a nonempty intersection with $B$. We denote by $S(T)$ the minimum cardinality of a system of representatives for the table $T$.

Theorem 5.11. Let $T$ be a nonempty decision table with many-valued decisions. Then

$$
h(T) \geq \log _{2} S(T)
$$

The proof of this theorem coincides with the proof of Theorem 3.1 if instead of the parameter $D(T)$ we will use the parameter $S(T)$.

Theorem 5.12. Let $T$ be a decision table. Then

$$
h(T) \geq \log _{2}(R(T)+1)
$$

Proof of this statement coincides with the proof of Theorem 3.2, but instead of Theorem 2.23 we must use Theorem 5.5

Let $T$ be a decision table with many-valued decisions, which has $n$ columns labeled with attributes $\left\{f_{1}, \ldots, f_{n}\right\}$. We will use the following definition of the parameter $M(T)$. If $T$ is a degenerate table then $M(T)=0$. Let now $T$ be a nondegenerate table. Let $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$. Then $M(T, \bar{\delta})$ is the minimum natural $m$ such that there exist attributes $f_{i_{1}}, \ldots, f_{i_{m}} \in\left\{f_{1}, \ldots, f_{n}\right\}$ for which $T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)$ is a degenerate table. We denote $M(T)=$ $\max \left\{M(T, \bar{\delta}): \bar{\delta} \in\{0,1\}^{n}\right\}$.

Lemma 5.13. Let $T$ be a decision table with many-valued decisions, and $T^{\prime}$ be a subtable of $T$. Then

$$
M(T) \geq M\left(T^{\prime}\right)
$$

Proof of this lemma coincides with the proof of Lemma 3.4
Theorem 5.14. Let $T$ be a decision table with many-valued decisions. Then

$$
h(T) \geq M(T)
$$

The proof of this theorem coincides with the proof of Theorem 3.6.
Let $T$ be a decision table with many-valued decisions having $n$ columns, and let $m \leq n$. The notions of a $(T, m)$-proof-tree and a proof-tree for the bound $h(T) \geq m$ for the table $T$ are the same as for decisions tables with one-valued decisions.

Theorem 5.15. Let $T$ be a nondegenerate decision table with many-valued decisions having $n$ columns, and $m$ be a natural number such that $m \leq n$. Then a proof-tree for the bound $h(T) \geq m$ exists if and only if the inequality $h(T) \geq m$ holds .

The proof of this theorem coincides with the proof of Theorem 3.9.
Theorem 5.16. Let $T$ be a decision table with many-valued decisions and $\Delta(T)$ be the set of rows of $T$. Then $L(T, \bar{\delta})=M(T, \bar{\delta})$ for any row $\bar{\delta} \in \Delta(T)$ and $L(T)=\max \{M(T, \bar{\delta}): \bar{\delta} \in \Delta(T)\}$.

Proof. Let $T$ have $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$, and $\bar{\delta}=$ $\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a row of $T$. One can show that a decision rule

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow d
$$

is true for $T$ and realizable for $\bar{\delta}$ if and only if $b_{1}=\delta_{i_{1}}, \ldots, b_{m}=\delta_{i_{m}}$ and $d$ is a common decision for the set of rows of the table $T\left(f_{i_{1}}, b_{1}\right) \ldots\left(f_{i_{m}}, b_{m}\right)$. From here it follows that $L(T, \bar{\delta})=M(T, \bar{\delta})$ and $L(T)=\max \{M(T, \bar{\delta}): \bar{\delta} \in \Delta(T)\}$.

### 5.5 Upper Bounds

We know that $L(T) \leq h(T) \leq R(T)$. Therefore each upper bound on $R(T)$ is also an upper bound on $h(T)$ and $L(T)$, and each upper bound on $h(T)$ is also an upper bound on $L(T)$. Example which illustrates these bounds can be found in Sect. 5.9 .

Theorem 5.17. Let $T$ be a decision table with many-valued decisions. Then

$$
R(T) \leq N(T)-1
$$

Proof. We prove this inequality by induction on $N(T)$. If $N(T)=1$ then, evidently, $R(T)=0$. Let $m \geq 1$ and for any decision table with many-valued decisions having at most $m$ rows the inequality $R(T) \leq N(T)-1$ holds.

Let $T$ be a decision table with many-valued decisions for which $N(T)=$ $m+1$. Let us prove that $R(T) \leq m$. Since $T$ has at least two rows, and rows of $T$ are pairwise different, there exists a column $f_{i}$ of $T$, which has both 0 and 1 . Let us consider subtables $T\left(f_{i}, 0\right)$ and $T\left(f_{i}, 1\right)$. It is clear that each of these subtables has at most $m$ rows. Using inductive hypothesis we obtain that for any $\delta \in\{0,1\}$ there exists a test $B_{\delta}$ for the table $T\left(f_{i}, \delta\right)$ such that $\left|B_{\delta}\right| \leq N\left(T\left(f_{i}, \delta\right)\right)-1$. We denote $B=\left\{f_{i}\right\} \cup B_{0} \cup B_{1}$. Let us show that $B$ is a test for the table $T$.

Let, for the definiteness, $B=\left\{f_{1}, \ldots, f_{m}\right\}, B_{0}=\left\{f_{k_{1}}, \ldots, f_{k_{t}}\right\}$ and $B_{1}=$ $\left\{f_{j_{1}}, \ldots, f_{j_{p}}\right\}$. Consider an arbitrary tuple $\left(\delta_{1}, \ldots, \delta_{m}\right) \in\{0,1\}^{m}$. If $\delta_{i}=0$ then, evidently, $T\left(f_{i}, 0\right)\left(f_{k_{1}}, \delta_{k_{1}}\right) \ldots\left(f_{k_{t}}, \delta_{k_{t}}\right)$ is degenerate. If $\delta_{i}=1$ then, evidently, $T\left(f_{i}, 1\right)\left(f_{j_{1}}, \delta_{j_{1}}\right) \ldots\left(f_{j_{p}}, \delta_{j_{p}}\right)$ is degenerate. Therefore

$$
T\left(f_{1}, \delta_{1}\right) \ldots\left(f_{m}, \delta_{m}\right)
$$

is degenerate. Hence $B$ is a test for $T$.
Since $N(T)=N\left(T\left(f_{i}, 0\right)\right)+N\left(T\left(f_{i}, 1\right)\right)$, we have $|B| \leq 1+N\left(T\left(f_{i}, 0\right)\right)-$ $1+N\left(T\left(f_{i}, 1\right)\right)-1=N(T)-1$.
Theorem 5.18. Let $T$ be a decision table with many-valued decisions. Then

$$
h(T) \leq M(T) \log _{2} N(T)
$$

Proof of this theorem coincides with the proof of Theorem 3.17,
A nonempty decision table $T$ with many-valued decisions will be called a diagnostic table if rows of this table are labeled with pairwise disjoint sets of decisions.

Corollary 5.19. Let $T$ be a diagnostic table with many-valued decisions. Then

$$
\max \left\{M(T), \log _{2} N(T)\right\} \leq h(T) \leq M(T) \log _{2} N(T)
$$

Note, that for diagnostic table $T$ with many-valued decisions $S(T)=N(T)$.

### 5.6 Approximate Algorithms for Optimization of Tests and Decision Rules

In this section, we consider approximate polynomial algorithms for problem of minimization of test cardinality, problem of minimization of decision rule length, and problem of optimization of decision rule system. Corresponding examples can be found in Sect. 5.9.

### 5.6.1 Optimization of Tests

Let $T$ be a decision table with many-valued decisions. A subtable $T^{\prime}$ of $T$ is called boundary subtable if $T^{\prime}$ is not degenerate but each proper subtable of $T^{\prime}$ is degenerate.

We denote by $B(T)$ the number of boundary subtables of the table $T$. We denote by $\operatorname{Tab}(t)$, where $t$ is a natural number, the set of decision tables with many-valued decisions such that each row in the table has at most $t$ decisions (labeled with a set of decisions which cardinality is at most $t$ ).

Proposition 5.20. Let $T^{\prime}$ be a boundary subtable with $m$ rows. Then each row of $T^{\prime}$ is labeled with a set of decisions which cardinality is at least $m-1$.

Proof. Let rows of $T^{\prime}$ be labeled with sets of decisions $D_{1}, \ldots, D_{m}$ respectively. Then $D_{1} \cap \ldots \cap D_{m}=\emptyset$ and for any $i \in\{1, \ldots, m\}$, the set $D_{1} \cap \ldots \cap D_{i-1} \cap D_{i+1} \cap \ldots \cap D_{m}$ contains a number $d_{i}$. Assume that $i \neq j$ and $d_{i}=d_{j}$. Then $D_{1} \cap \ldots \cap D_{m} \neq \emptyset$ which is impossible. Therefore $d_{1}, \ldots, d_{m}$ are pairwise different numbers. It is clear that for $i=1, \ldots, m$, the set $\left\{d_{1}, \ldots, d_{m}\right\} \backslash\left\{d_{i}\right\}$ is a subset of the set $D_{i}$.

Corollary 5.21. Each boundary subtable of a table $T \in \operatorname{Tab}(t)$ has at most $t+1$ rows.

Therefore, for tables from $\operatorname{Tab}(t)$, there exists a polynomial algorithm for computation of the parameter $B(T)$, and for construction of the set of boundary subtables of the table $T$. For example, for any decision table $T$ with one-valued decisions (for any table from Tab(1)) the equality $B(T)=P(T)$ holds.

Let $T$ be a decision table with many-valued decisions. It is clear that $T$ is a degenerate table if and only if $B(T)=0$.

Let us consider an algorithm which for a given decision table with manyvalued decisions $T$ constructs a test for $T$. Let $T$ contain $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. We construct a set cover problem $A(T), F(T)$ corresponding to the table $T$, where $A(T)$ is the set of all boundary subtables of $T, F(T)=\left\{S_{1}, \ldots, S_{n}\right\}$, and, for $i=1, \ldots, n, S_{i}$ is the set of boundary subtables from $A(T)$ in each of which there exists a pair of rows that are different in the column $f_{i}$. One can show that $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for $T$ if and only if $\left\{S_{i_{1}}, \ldots, S_{i_{m}}\right\}$ is a cover for $A(T), F(T)$. Let us apply the greedy algorithm for set cover problem to $A(T), F(T)$. As a result, we obtain a cover corresponding to a test for $T$. This test is a result of the considered algorithm work. We denote by $R_{\text {greedy }}(T)$ the cardinality of the constructed test.

Theorem 5.22. Let $T$ be a decision table with many-valued decisions. Then

$$
R_{\text {greedy }}(T) \leq R(T) \ln B(T)+1
$$

This result follows immediately from the description of the considered algorithm and from Theorem4.1.

For any natural $t$, for tables from the class $\operatorname{Tab}(t)$ the considered algorithm has polynomial time complexity.

Proposition 5.23. The problem of minimization of test cardinality for decision tables with many-valued decisions is NP-hard.

This result follows immediately from Proposition 4.10.
Theorem 5.24. If $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon, 0<\varepsilon<1$, there is no polynomial algorithm which for a given decision table $T$ with many-valued decisions constructs a test for $T$ which cardinality is at most

$$
(1-\varepsilon) R(T) \ln B(T)
$$

The considered theorem follows directly from Theorem4.11.

### 5.6.2 Optimization of Decision Rules

We can apply greedy algorithm for set cover problem to construct decision rules for decision tables with many-valued decisions.

Let $T$ be a nondegenerate table with many-valued decisions containing $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. Let $r=\left(b_{1}, \ldots, b_{n}\right)$ be a row of $T, D(r)$ be the set of decisions attached to $r$ and $d \in D(r)$.

We consider a set cover problem $A(T, r, d), F(T, r, d)=\left\{S_{1}, \ldots, S_{n}\right\}$, where $A(T, r, d)$ is the set of all rows $r^{\prime}$ of $T$ such that $d \notin D\left(r^{\prime}\right)$. For $i=1, \ldots, n$, the set $S_{i}$ coincides with the set of all rows from $A(T, r, d)$ which are different from $r$ in the column $f_{i}$. One can show that the decision rule

$$
f_{i_{1}}=b_{i_{1}} \wedge \ldots \wedge f_{i_{m}}=b_{i_{m}} \rightarrow d
$$

is true for $T$ (it is clear that this rule is realizable for $r$ ) if and only if the subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{m}}\right\}$ is a cover for the set cover problem $A(T, r, d), F(T, r, d)$.

We denote $P(T, r, d)=|A(T, r, d)|$ and $L(T, r, d)$ the minimum length of a decision rule over $T$ which is true for $T$, realizable for $r$ and has $d$ on the right-hand side. It is clear that for the constructed set cover problem $C_{\min }=L(T, r, d)$.

Let us apply the greedy algorithm to the set cover problem $A(T, r, d)$, $F(T, r, d)$. This algorithm constructs a cover which corresponds to a decision rule rule $(T, r, d)$ which is true for $T$, realizable for $r$ and has $d$ on the right-hand side. We denote by $L_{\text {greedy }}(T, r, d)$ the length of rule $(T, r, d)$. From Theorem 4.1 it follows that

$$
L_{\text {greedy }}(T, r, d) \leq L(T, r, d) \ln P(T, r, d)+1
$$

We denote by $L_{\text {greedy }}(T, r)$ the length of the rule constructed by the following polynomial algorithm (we will say about this algorithm as about modified greedy algorithm). For a given decision table $T$ with many-valued decisions and row $r$ of $T$, for each $d \in D(r)$ we construct the set cover problem $A(T, r, d), F(T, r, d)$ and then apply to this problem the greedy algorithm. We transform the constructed cover to the rule rule $(T, r, d)$. Among the rules $\operatorname{rule}(T, r, d), d \in D(r)$, we choose a rule with minimum length. This rule is the output of considered algorithm. We have

$$
L_{\text {greedy }}(T, r)=\min \left\{L_{\text {greedy }}(T, r, d): d \in D(r)\right\}
$$

It is clear that

$$
L(T, r)=\min \{L(T, r, d): d \in D(r)\}
$$

Let $K(T, r)=\max \{P(T, r, d): d \in D(r)\}$.
Then

$$
L_{\text {greedy }}(T, r) \leq L(T, r) \ln K(T, r)+1
$$

So we have the following statement.
Theorem 5.25. Let $T$ be a nondegenerate decision table with many-valued decisions and $r$ be a row of $T$. Then

$$
L_{\text {greedy }}(T, r) \leq L(T, r) \ln K(T, r)+1
$$

We can use the considered modified greedy algorithm to construct a complete decision rule system for the decision table $T$ with many-valued decisions. To this end, we apply this algorithm sequentially to the table $T$ and to each row $r$ of $T$. As a result, we obtain a system of rules $S$ in which each rule is true for $T$ and for every row of $T$ there exists a rule from $S$ which is realizable for this row.

We denote $L_{\text {greedy }}(T)=L(S)$ and

$$
K(T)=\max \{K(T, r): r \in \Delta(T)\}
$$

where $\Delta(T)$ is the set of rows of $T$. It is clear that $L(T)=\max \{L(T, r): r \in$ $\Delta(T)\}$. Using Theorem 5.25 we obtain

Theorem 5.26. Let $T$ be a nondegenerate decision table with many-valued decisions. Then

$$
L_{\text {greedy }}(T) \leq L(T) \ln K(T)+1
$$

Proposition 5.27. The problem of minimization of decision rule length for decision tables with many-valued decisions is NP-hard.

This result follows immediately from Proposition 4.12,
Theorem 5.28. If $N P \notin D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon, 0<\varepsilon<1$, there is no polynomial algorithm that for a given nondegenerate decision table $T$ with many-valued decisions and row $r$ of $T$ constructs a decision rule which is true for $T$, realizable for $r$, and which length is at most

$$
(1-\varepsilon) L(T, r) \ln K(T, r) .
$$

The considered theorem follows directly from Theorem4.13,
Proposition 5.29. The problem of optimization of decision rule system is NP-hard.

This result follows immediately from Proposition 4.14.
Theorem 5.30. If $N P \notin D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon, 0<\varepsilon<1$, there is no polynomial algorithm that for a given nondegenerate decision table $T$ with many-valued decisions constructs a decision rule system $S$ for $T$ such that

$$
L(S) \leq(1-\varepsilon) L(T) \ln K(T)
$$

This theorem follows immediately from Theorem 4.15.

### 5.7 Approximate Algorithms for Decision Tree Optimization

Now we consider modified algorithm $U$ which for a given decision table with many-valued decisions $T$ constructs a decision tree $U(T)$ for the table $T$. The
unique modification is the following: instead of $P(T)$ we will consider the parameter $B(T)$.

Theorem 5.31. Let $T$ be a decision table with many-valued decisions. Then during the construction of the tree $U(T)$ the algorithm $U$ makes at most $2 N(T)+1$ steps.

The proof of this theorem coincides with the proof of Theorem 4.17. From this theorem it follows that for any natural $t$ the algorithm $U$ has polynomial time complexity on the set $T a b(t)$. An example of this algorithm use can be found in Sect. 5.9.

Lemma 5.32. Let $T$ be a decision table with many-valued decisions, $T^{\prime}$ be a subtable of the table $T, f_{i}$ be an attribute attached to a column of $T$, and $\delta \in\{0,1\}$. Then

$$
B(T)-B\left(T\left(f_{i}, \delta\right)\right) \geq B\left(T^{\prime}\right)-B\left(T^{\prime}\left(f_{i}, \delta\right)\right)
$$

Proof. Denote by $J$ (respectively by $J^{\prime}$ ) the set of boundary subtables of $T$ (respectively of $T^{\prime}$ ) in each of which at least one row has at the intersection with column $f_{i}$ a number which is not equal to $\delta$. One can show that $J^{\prime} \subseteq J$, $\left|J^{\prime}\right|=B\left(T^{\prime}\right)-B\left(T^{\prime}\left(f_{i}, \delta\right)\right)$ and $|J|=B(T)-B\left(T\left(f_{i}, \delta\right)\right)$.

Theorem 5.33. Let $T$ be a nondegenerate decision table with many-valued decisions. Then

$$
h(U(T)) \leq M(T) \ln B(T)+1
$$

If in the proof of Theorem 4.19 instead of the parameter $P$ we will use the parameter $B$, then we obtain a proof of Theorem 5.33 ,

Using Theorem 5.14 we obtain the following
Corollary 5.34. For any nondegenerate decision table $T$ with many-valued decisions

$$
h(U(T)) \leq h(T) \ln B(T)+1
$$

Proposition 5.35. The problem of minimization of decision tree depth for decision tables with many-valued decisions is NP-hard.

This proposition follows immediately from Proposition 4.21 and the next theorem follows directly from Theorem 4.22,

Theorem 5.36. If $N P \nsubseteq D T I M E\left(n^{O(\log \log n)}\right)$ then for any $\varepsilon>0$ there is no polynomial algorithm which for a given nondegenerate decision table $T$ with many-valued decisions constructs a decision tree for $T$ which depth is at most

$$
(1-\varepsilon) h(T) \ln B(T) .
$$

### 5.8 Exact Algorithms for Optimization of Trees, Rules and Tests

The algorithm $W$ can be applied to an arbitrary decision table $T$ with manyvalued decisions practically without any modification. Note only, that in the case when the subtable $D$ is degenerate, in the capacity of $d$ we should choose a common decision for all rows of $D$.

From Theorem 4.23 the following statement follows
Theorem 5.37. For any nondegenerate decision table $T$ with many-valued decisions, the algorithm $W$ constructs a decision tree $W(T)$ for the table $T$ such that $h(W(T))=h(T)$, and makes exactly $2|S E P(T)|+3$ steps. The time of the algorithm $W$ work is bounded from below by $|S E P(T)|$, and bounded from above by a polynomial on $|S E P(T)|$ and the number of columns in the table $T$.

The same situation is with the algorithm $V$. We can almost repeat the proof of Lemma 4.25 and prove

Lemma 5.38. For any table $D \in S E P(T)$ and any row $r$ of $D$ the decision rule attached to $r$ after the end of algorithm $V$ work is true for $D$, realizable for $r$, and has minimum length $L(D, r)$.

Using this lemma it is not difficult to prove the following statement:
Theorem 5.39. For any nondegenerate decision table $T$ with many-valued decisions and any row $r$ of $T$, the algorithm $V$ constructs a decision rule $V(T, r)$ which is true for $T$, realizable for $r$ and has minimum length $L(T, r)$. During the construction of optimal rules for rows of $T$ the algorithm $V$ makes exactly $2|S E P(T)|+3$ steps. The time of the algorithm $V$ work is bounded from below by $|S E P(T)|$, and bounded from above by a polynomial on $|S E P(T)|$ and on the number of columns in the table $T$.

From Theorem 4.27 the next statement follows immediately:
Theorem 5.40. If $P \neq N P$ then there is no algorithm which for a given decision table $T$ with many-valued decisions constructs a test for $T$ with minimum cardinality, and for which the time of work is bounded from above by a polynomial depending on the number of columns in $T$ and the number of separable subtables of $T$.

### 5.9 Example

Let us consider the decision table with many-valued decisions depicted in Fig. 5.11. One can show that this table has exactly two tests $\left\{f_{1}, f_{3}\right\}$ and $\left\{f_{1}, f_{2}, f_{3}\right\}$, and exactly one reduct $\left\{f_{1}, f_{3}\right\}$. Therefore $R(T)=2$. It is not difficult to show that $\{1,2\}$ is the minimum system of representatives for this table. Therefore $S(T)=2$.

|  | $f_{1}$ | $f_{2}$ | $f_{3}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | $\{1\}$ |
| 2 | 0 | 1 | 0 | $\{1,3\}$ |
| 3 | 1 | 1 | 0 | $\{2\}$ |
| 4 | 0 | 0 | 1 | $\{2,3\}$ |
| 5 | 1 | 0 | 0 | $\{1,2\}$ |

Fig. 5.11

Let us evaluate the value $M(T)$. One can show that $M(T,(1,1,1))>1$. Using the fact that $\left\{f_{1}, f_{3}\right\}$ is a test for $T$, we obtain $T\left(f_{1}, \delta_{1}\right)\left(f_{3}, \delta_{3}\right)$ is a degenerate table for any tuple $\bar{\delta}=\left(\delta_{1}, \delta_{2}, \delta_{3}\right) \in\{0,1\}^{3}$. Therefore $M(T, \bar{\delta}) \leq$ 2 for any $\bar{\delta} \in\{0,1\}^{3}$. Thus, $M(T)=2$ and $\max \{M(T, \bar{\delta}): \bar{\delta} \in \Delta(T)\}=2$.

So, we have the following lower bounds: $h(T) \geq \log _{2} S(T)=1, h(T) \geq$ $\log _{2}(R(T)+1)=\log _{2} 3$ and $h(T) \geq M(T)=2$, and an exact bound $L(T)=2$. A proof-tree for the bound $h(T) \geq 2$ is represented in Fig. 5.12,


Fig. 5.12


Fig. 5.13

It is clear that $N(T)=5$. So we have the following upper bounds on the value $h(T): h(T) \leq R(T)=2, h(T) \leq R(T) \leq N(T)-1=4$ and $h(T) \leq M(T) \log _{2} N(T)=2 \log _{2} 5$. Thus, $h(T)=2$. A decision tree for $T$ which depth is equal to two is depicted in Fig. 5.13.

Let us find the set of boundary subtables of the table $T$. It is clear that $T \in \operatorname{Tab}(2)$. From Corollary 5.21 it follows that each boundary subtable of the table $T$ contains at most three rows. From Proposition 5.20 it follows that if $T^{\prime}$ is a boundary subtable of $T$ containing three rows then each row of $T^{\prime}$ is labeled with a set of decision having at least two elements. We have exactly one such subtable $\{2,4,5\}$. Here 2,4 and 5 are numbers of rows of the table $T$ which form the considered subtable. It is clear that $\{2,4,5\}$ is a boundary subtable of the table $T$. Each other boundary subtable of the table $T$ has exactly two rows. There are three such subtables: $\{1,3\},\{1,4\}$, and $\{2,3\}$.

Let us apply the greedy algorithm for set cover problem for construction of a test for the table $T$. First, we transform the table $T$ into a set cover problem $A(T), F(T)=\left\{S_{1}, S_{2}, S_{3}\right\}$, where $A(T)$ is the set of boundary subtables of $T$, and, for $i=1,2,3$, the set $S_{i}$ coincides with the set of all subtables from
$A(T)$ in each of which at least two rows are different in the column $f_{i}$. We have $A(T)=\{\{2,4,5\},\{1,3\},\{1,4\},\{2,3\}\}, S_{1}=\{\{2,4,5\},\{1,4\},\{2,3\}\}$, $S_{2}=\{\{2,4,5\},\{1,4\}\}$, and $S_{3}=\{\{2,4,5\},\{1,3\}\}$.

Now, we can apply the greedy algorithm for set cover problem to the problem $A(T), F(T)$. As a result we obtain the cover $\left\{S_{1}, S_{3}\right\}$ and corresponding test $\left\{f_{1}, f_{3}\right\}$.

Let us apply the greedy algorithm for set cover problem for construction of a decision rule which is true for $T$ and realizable for $r$, where $r$ is the second row of $T$. For each $d \in D(r)=\{1,3\}$ we construct the set cover problem $A(T, r, d), F(T, r, d)=\left\{S_{1}, S_{2}, S_{3}\right\}$, where $A(T, r, d)$ is the set of all rows $r^{\prime}$ of $T$ such that $d \notin D\left(r^{\prime}\right)$, and $S_{i}$ coincides with the set of rows from $A(T, r, d)$ which are different from $r$ in the column $f_{i}, i=1,2,3$. We have $A(T, r, 1)=\{3,4\}$ (3 and 4 are numbers of rows), $F(T, r, 1)=\left\{S_{1}=\{3\}\right.$, $\left.S_{2}=\{4\}, S_{3}=\{4\}\right\}$, and $A(T, r, 3)=\{1,3,5\}, F(T, r, 3)=\left\{S_{1}=\{1,3,5\}\right.$, $\left.S_{2}=\{5\}, S_{3}=\{1\}\right\}$. Now, we apply the greedy algorithm for set cover problem to each of the constructed set cover problems, and transform the obtained covers into decision rules. For the case $d=1$, we obtain the cover $\left\{S_{1}, S_{2}\right\}$ and corresponding decision rule $f_{1}=0 \wedge f_{2}=1 \rightarrow 1$. For the case $d=3$, we obtain the cover $\left\{S_{1}\right\}$ and corresponding decision rule $f_{1}=0 \rightarrow 3$. We choose the shortest rule $f_{1}=0 \rightarrow 3$ which is the result of our algorithm work.

Let us apply the greedy algorithm $U$ to the construction of a decision tree $U(T)$ for the table $T$. After the first step, we will have the tree which consists of one node labeled with the table $T$. Let us describe the second step. The table $T$ is not degenerate. So, for $i=1,2,3$, we compute the value

$$
Q\left(f_{i}\right)=\max \left\{B\left(T\left(f_{i}, 0\right)\right), B\left(T\left(f_{i}, 1\right)\right)\right\}
$$

One can show that $Q\left(f_{1}\right)=\max \{0,1\}=1, Q\left(f_{2}\right)=\max \{0,2\}=2$, and $Q\left(f_{3}\right)=\max \{1,1\}=1$. It is clear that 1 is the minimum number for which the value $Q\left(f_{1}\right)$ is minimum. So after the second step we will have the tree depicted in Fig 5.14.


Fig. 5.14

We omit next steps. One can show that the result of the algorithm $U$ work for the table $T$ is the decision tree $U(T)$ represented in Fig. 5.13,

### 5.10 Conclusions

This chapter is devoted to the study of decision tables with many-valued decisions. We consider examples of such tables; relationships among decision trees, rules and tests; lower and upper bounds on the depth of decision trees, length of decision rules and cardinality of tests; approximate and exact algorithms for optimization of tests, rules and trees.

The most part of lower and upper bounds on the minimum depth of decision trees and minimum cardinality of tests considered in this chapter was published in [13, 45]. Greedy algorithm for decision tree construction similar to the algorithm considered in this chapter was studied in 51.

For $k$-valued tables filled by numbers from the set $\{0,1, \ldots, k-1\}, k \geq 3$, all results considered in the chapter are true with the exception of Theorems 5.11, 5.12 and Corollary 5.19,

Instead of bounds $h(T) \geq \log _{2} S(T)$ and $h(T) \geq \log _{2}(R(T)+1)$, for $k$-valued tables we have bounds $h(T) \geq \log _{k} S(T)$ and $h(T) \geq \log _{k}((k-$ 1) $R(T)+1$ ). Instead of the bounds

$$
\max \left\{M(T), \log _{2} N(T)\right\} \leq h(T) \leq M(T) \log _{2} N(T)
$$

which are true for diagnostic 2 -valued decision tables, for diagnostic $k$-valued decision tables we have bounds

$$
\max \left\{M(T), \log _{k} N(T)\right\} \leq h(T) \leq M(T) \log _{2} N(T)
$$

## Approximate Tests, Decision Trees and Rules

When we use decision trees, rules and tests as ways for knowledge representation, we would like to have relatively simple trees, rules and tests. If exact decision rules, trees or tests have large complexity, we can consider approximate trees, rules and tests.

If we use tests, decision rules or trees in classifiers, then exact tests, rules and trees can be overfitted, i.e., dependent essentially on the noise or adjusted too much to the existing examples. In this case, it is more appropriate to work with approximate tests, rules and trees.

Therefore approximate reducts [83, 88, approximate decision rules [59, 67, and approximate decision trees [8, 52, 71] are studied intensively during many years.

This chapter is devoted to the consideration of $\alpha$-tests, $\alpha$-decision trees and $\alpha$-decision rules which are special types of approximate tests, trees and rules. It contains nine sections. In Sect. 6.1 main notions are discussed. In Sect. 6.2. relationships among $\alpha$-trees, $\alpha$-rules and $\alpha$-tests are studied. In Sects. 6.3 and 6.4 lower and upper bounds on complexity of $\alpha$-rules, $\alpha$-trees and $\alpha$-tests are considered. Sections 6.5, 6.6 and 6.7 are devoted to the discussion of approximate algorithms for optimization of $\alpha$-rules, $\alpha$-trees and $\alpha$-tests. In Sect. 6.8, exact algorithms for optimization of $\alpha$-decision trees and rules are considered. Section 6.9 contains conclusions.

### 6.1 Main Notions

We will consider in this chapter only decision tables with one-valued decisions, which are filled by numbers from $\{0,1\}$. Let $T$ be a decision table with onevalued decisions, and $T$ have $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. A decision which is attached to the maximum number of rows in $T$ is called the most common decision for $T$. If we have more than one such decisions we choose the minimum one. If $T$ is empty then 1 is the most common decision for $T$. Let $\alpha$ be a real number such that $0 \leq \alpha<1$. We define the notion of $\alpha$-decision tree for $T$.

Let $\Gamma$ be a decision tree over $T$ and $v$ be a terminal node of $\Gamma$. Let nodes and edges in the path from the root to $v$ be labeled with attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ and numbers $\delta_{1}, \ldots, \delta_{m}$ respectively. We denote by $T(v)$ the subtable $T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)$ of the table $T$. We will say that $\Gamma$ is an $\alpha$-decision tree for $T$ if for any terminal node $v$ of $\Gamma$ the inequality $P(T(v)) \leq \alpha P(T)$ holds, $v$ is labeled with the most common decision for $T(v)$ and for any row $r$ of $T$ there exists a terminal node $v$ of $\Gamma$ such that $r$ belongs to the table $T(v)$.

We denote by $h_{\alpha}(T)$ the minimum depth of an $\alpha$-decision tree for $T$. It is clear that the notion of 0 -decision tree for $T$ coincides with the notion of decision tree for $T$. So, $h_{0}(T)=h(T)$. Let $\alpha, \beta$ be real numbers such that $0 \leq \alpha \leq \beta<1$. It is not difficult to show that each $\alpha$-decision tree for $T$ is also a $\beta$-decision tree for $T$. Thus, $h_{\alpha}(T) \geq h_{\beta}(T)$.

Let us define the notion of $\alpha$-test for the table $T$. An $\alpha$-test for the table $T$ is a subset of columns $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ such that $P\left(T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)\right) \leq$ $\alpha P(T)$ for any numbers $\delta_{1}, \ldots, \delta_{m} \in\{0,1\}$. Empty set is an $\alpha$-test for $T$ iff $T$ is a degenerate table. An $\alpha$-reduct for the table $T$ is an $\alpha$-test for $T$ for which each proper subset is not an $\alpha$-test. We denote by $R_{\alpha}(T)$ the minimum cardinality of an $\alpha$-test for the table $T$. It is clear that each $\alpha$-test has an $\alpha$-reduct as a subset. Therefore $R_{\alpha}(T)$ is the minimum cardinality of an $\alpha$ reduct. It is clear also that the set of tests for the table $T$ coincides with the set of 0 -tests for $T$. Therefore $R_{0}(T)=R(T)$. Let $\alpha, \beta$ be real numbers such that $0 \leq \alpha \leq \beta<1$. One can show that each $\alpha$-test for $T$ is also a $\beta$-test for $T$. Thus $R_{\alpha}(T) \geq R_{\beta}(T)$.

Let $r=\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a row of $T$. A decision rule over $T$

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow d
$$

is called an $\alpha$-decision rule for $T$ and $r$ if $b_{1}=\delta_{i_{1}}, \ldots, b_{m}=\delta_{i_{m}}, d$ is the most common decision for the table $T^{\prime}=T\left(f_{i_{1}}, b_{1}\right) \ldots\left(f_{i_{m}}, b_{m}\right)$ and $P\left(T^{\prime}\right) \leq \alpha P(T)$. We denote by $L_{\alpha}(T, r)$ the minimum length of $\alpha$-decision rule for $T$ and $r$. The considered decision rule is called realizable for $r$ if $b_{1}=\delta_{i_{1}}, \ldots, b_{m}=\delta_{i_{m}}$. The considered rule is $\alpha$-true for $T$ if $d$ is the most common decision for $T^{\prime}$ and $P\left(T^{\prime}\right) \leq \alpha P(T)$. A system $S$ of decision rules over $T$ is called an $\alpha$-complete system of decision rules for $T$, if each rule from $S$ is an $\alpha$-true for $T$ and for each row $r$ of $T$ there exists a rule from $S$ which is realizable for $r$. We denote $L(S)$ the maximum length of a rule from $S$ and by $L_{\alpha}(T)$ we denote the minimum value of $L(S)$ where minimum is considered among all $\alpha$-complete systems of decision rules for $T$.

Example 6.1. Let us consider a decision table $T$ depicted in Fig. 6.1. This is the decision table from the example Three Cups and Small Ball in Sect. 1.3.1. For this table, $P(T)=3$. Let $\alpha$ be a real number such that $0 \leq \alpha<1$. We consider two cases.

| $f_{1}$ | $f_{2}$ | $f_{3}$ |  |
| :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 2 |
| 0 | 0 | 1 | 3 |

Fig. 6.1

Let $0 \leq \alpha<1 / 3$. In this case, the decision tree depicted in Fig. 6.2 is an $\alpha$-decision tree for $T$ which has minimum depth. So, $h_{\alpha}(T)=2$. All $\alpha$-tests for $T$ are represented in Fig. 6.3. Therefore $R_{\alpha}(T)=2$. A system $S=\left\{f_{1}=1 \rightarrow 1, f_{2}=1 \rightarrow 2, f_{3}=1 \rightarrow 3\right\}$ is an $\alpha$-complete system of decision rules for $T$. Therefore $L_{\alpha}(T)=1$.


Fig. 6.2

Let $1 / 3 \leq \alpha<1$. In this case, the decision tree depicted in Fig. 6.4 is an $\alpha$-decision tree for $T$ which has minimum depth. Thus, $h_{\alpha}(T)=1$. All $\alpha$-tests for $T$ are represented in Fig. 6.5. So, we have $R_{\alpha}(T)=1$. A system $S=\left\{f_{2}=0 \rightarrow 1, f_{2}=1 \rightarrow 2\right\}$ is an $\alpha$-complete system of decision rules for $T$. Therefore, $L_{\alpha}(T)=1$.


Fig. 6.4
$\left\{f_{1}, f_{2}, f_{3}\right\}$
$\left\{f_{1}, f_{2}\right\}$
$\left\{f_{1}, f_{3}\right\}$
$\left\{f_{2}, f_{3}\right\}$
$\left\{f_{1}\right\}$
$\left\{f_{2}\right\}$
$\left\{f_{3}\right\}$

Fig. 6.5

### 6.2 Relationships among $\alpha$-Trees, $\alpha$-Rules and $\alpha$-Tests

Theorem 6.2. Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$ and $\alpha$ be a real number such that $0 \leq \alpha<1$.

1. If $\Gamma$ is an $\alpha$-decision tree for $T$ then the set of attributes attached to working nodes of $\Gamma$ is an $\alpha$-test for the table $T$.
2. Let $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be an $\alpha$-test for $T$. Then there exists an $\alpha$-decision tree $\Gamma$ for $T$ which uses only attributes from $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ and for which $h(\Gamma)=$ $m$.

Proof. 1. Let $\Gamma$ be an $\alpha$-decision tree for the table $T$. Let, for simplicity, $\left\{f_{1}, \ldots, f_{t}\right\}$ be the set of attributes attached to working nodes of $\Gamma$. Let $\left(\delta_{1}, \ldots, \delta_{t}\right) \in\{0,1\}^{t}$. We show that for the subtable $T^{\prime}=$ $T\left(f_{1}, \delta_{1}\right) \ldots\left(f_{t}, \delta_{t}\right)$ the inequality $P\left(T^{\prime}\right) \leq \alpha P(T)$ holds. Let us consider a path in $\Gamma$ from the root to a terminal node $v$ which satisfies the following condition. Let $f_{i_{1}}, \ldots, f_{i_{m}}$ be attributes attached to working nodes of this path. Then the edges of this path are labeled with numbers $\delta_{i_{1}}, \ldots, \delta_{i_{m}}$ respectively. Consider the table $T^{\prime \prime}=T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)$. It is clear that $T^{\prime \prime}=T(v)$. Since $\Gamma$ is an $\alpha$-decision tree for $T$, we have $P(T(v)) \leq \alpha P(T)$. It is clear also that $T^{\prime}$ is a subtable of $T^{\prime \prime}$. Therefore $P\left(T^{\prime}\right) \leq \alpha P(T)$. Taking into account that $\left(\delta_{1}, \ldots, \delta_{t}\right)$ is an arbitrary tuple from $\{0,1\}^{t}$ we obtain $\left\{f_{1}, \ldots, f_{t}\right\}$ is an $\alpha$-test for the table $T$.
2. Let $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be an $\alpha$-test for the table $T$. Let us consider a decision tree $\Gamma$ over $T$ which consists of $m+1$ layers. For $j=1, \ldots, m$, all nodes of the $j$-th layer are working nodes labeled with the attribute $f_{i_{j}}$. All nodes from the $(m+1)$-th layer are terminal nodes. Let $v$ be an arbitrary terminal node of $\Gamma$, and let the edges in the path from the root to $v$ be labeled with numbers $\delta_{1}, \ldots, \delta_{m}$. Then $T(v)=T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)$ and the node $v$ is labeled with the most common decision for $T(v)$. Since $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is an $\alpha$-test for $T$, we have $P(T(v)) \leq \alpha P(T)$. Taking into account that $v$ is an arbitrary terminal node of $\Gamma$, we obtain $\Gamma$ is an $\alpha$-decision tree for $T$ for which $h(\Gamma)=m$.

Corollary 6.3. Let $T$ be a decision table, and $\alpha$ be a real number such that $0 \leq \alpha<1$. Then

$$
h_{\alpha}(T) \leq R_{\alpha}(T)
$$

Theorem 6.4. Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$, and $\alpha$ be a real number such that $0 \leq \alpha<1$.

1. If $S$ is an $\alpha$-complete system of decision rules for $T$ then the set of attributes from rules in $S$ is an $\alpha$-test for $T$.
2. If $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is a test for $T$ then there exists an $\alpha$-complete system $S$ of decision rules for $T$ which uses only attributes from $F$ and for which $L(S)=m$.

Proof. 1. Let $S$ be an $\alpha$-complete system of decision rules for $T$. Let, for simplicity, $\left\{f_{1}, \ldots, f_{t}\right\}$ be the set of attributes from rules in $S$ and $\left(\delta_{1}, \ldots, \delta_{t}\right) \in\{0,1\}^{t}$. We show that for the table $T^{\prime}=T\left(f_{1}, \delta_{1}\right) \ldots\left(f_{t}, \delta_{t}\right)$ the inequality $P\left(T^{\prime}\right) \leq \alpha P(T)$ holds. If $T^{\prime}$ has no rows then the considered inequality is true. Let $T^{\prime}$ have at least one row $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{t}, \delta_{t+1}, \ldots, \delta_{n}\right)$. Since $S$ is an $\alpha$-complete system of decision rules for $T$, there is a rule

$$
f_{i_{1}}=\delta_{i_{1}} \wedge \ldots \wedge f_{i_{m}}=\delta_{i_{m}} \rightarrow d
$$

in $S$ which is realizable for $\bar{\delta}$ and $\alpha$-true for $T$. Consider the table $T^{\prime \prime}=T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)$. Since the considered rule is $\alpha$-true, $P\left(T^{\prime \prime}\right) \leq$ $\alpha P(T)$. It is clear that $T^{\prime}$ is a subtable of $T^{\prime \prime}$. Therefore $P\left(T^{\prime}\right) \leq \alpha P(T)$. Taking into account that $\left(\delta_{1}, \ldots, \delta_{t}\right)$ is an arbitrary tuple from $\{0,1\}^{t}$ we obtain $\left\{f_{1}, \ldots, f_{t}\right\}$ is an $\alpha$-test for the table $T$.
2. Let $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be an $\alpha$-test for the table $T$. For each $\bar{\delta}=$ $\left(\delta_{1}, \ldots, \delta_{m}\right) \in\{0,1\}^{m}$ such that the subtable

$$
T(\bar{\delta})=T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m}}, \delta_{m}\right)
$$

is nonempty, we construct a decision rule

$$
f_{i_{1}}=\delta_{1} \wedge \ldots \wedge f_{i_{m}}=\delta_{m} \rightarrow d
$$

where $d$ is the most common decision for $T(\bar{\delta})$. Since $F$ is an $\alpha$-test for $T$, the considered decision rule is $\alpha$-true for $T$. We denote by $S$ the set of constructed rules. It is clear that for each row of $T$ there exists a rule from $S$ which is realizable for the considered row. So, $S$ is an $\alpha$-complete system of decision rules for $T$, and $L(S)=m$.

Corollary 6.5. $L_{\alpha}(T) \leq R_{\alpha}(T)$.
Theorem 6.6. Let $\Gamma$ be an $\alpha$-decision tree for a decision table $T, 0 \leq \alpha<1$, and $S$ be the set of decision rules corresponding to paths in $\Gamma$ from the root to terminal nodes. Then $S$ is an $\alpha$-complete system of decision rules for $T$ and $L(S)=h(\Gamma)$.

Proof. Since $\Gamma$ is an $\alpha$-decision tree for $T$, for each row $r$ of $T$ there exists a path $\tau$ from the root to a terminal node $v$ of $\Gamma$ such that $r$ belongs to $T(v)$, and $v$ is labeled with the most common decision for $T(v)$. It is clear that the rule $\operatorname{rule}(\tau)$ corresponding to the path $\tau$ is realizable for $r$. Since $\Gamma$ is an $\alpha$-decision tree for $T$, we have $P(T(v)) \leq \alpha P(T)$. Therefore, rule $(\tau)$ is $\alpha$-true for $T$. It is clear that the length of $\operatorname{rule}(\tau)$ is equal to the length of path $\tau$. Therefore $S$ is an $\alpha$-complete decision rule system for $T$ and $L(S)=h(\Gamma)$.

Corollary 6.7. $L_{\alpha}(T) \leq h_{\alpha}(T)$.

### 6.3 Lower Bounds

We try to generalize results obtained for exact test, decision rules and decision trees to the case of approximate tests, rules and trees. Unfortunately, sometimes it is impossible. Let us show that we can not obtain a nontrivial lower bound on the value $h_{\alpha}(T)$ depending on the value $D(T)$ which is the number of different decisions attached to rows of the table $T$.

Theorem 6.8. For any real number $\alpha, 0<\alpha<1$, and for any natural $m$, there exists a decision table $T$ such that $D(T)=m+1$ and $h_{\alpha}(T)=1$.

Proof. Set $r=\lceil m / 2 \alpha\rceil$ and consider a decision table $T$ with $r+m$ rows and $r+m$ columns. The columns of $T$ are labeled with attributes $f_{1}, \ldots, f_{r+m}$. The first column has 0 at the intersection with the first $r$ rows and 1 at the intersection with the last $m$ rows. For $i=2, \ldots, r+m$, the column $f_{i}$ has 1 at the intersection with $i$-th row, and 0 at the intersection with all other rows. The first $r$ rows are labeled with the decision 1 . The last $m$ rows are labeled with decisions $2, \ldots, m+1$ respectively (see Fig. 6.6).

|  | $f_{1}$ | $f_{2}$ | $\ldots$ | $f_{r}$ | $\ldots$ | $f_{r+m}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0 |  | 0 | 0 | 0 | 1 |  |
|  | 0 | 1 |  | 0 | 0 | 0 | 1 |  |
|  |  |  |  |  |  |  |  | $\ldots$ |
|  | 0 | 0 |  | 1 | 0 | 0 | 1 |  |
|  | 1 | 0 |  | 0 | 1 | 0 | 2 |  |
|  |  |  | $\cdots$ |  |  |  | $\ldots$ |  |
|  | 1 | 0 |  | 0 | 0 | 1 | $m+1$ |  |



Fig. 6.7
Fig. 6.6
It is clear that $D(T)=m+1$ and $P(T)=r m+m(m-1) / 2$. Denote $T_{0}=T\left(f_{1}, 0\right)$ and $T_{1}=T\left(f_{1}, 1\right)$. One can easily show that $P\left(T_{0}\right)=0$ and $P\left(T_{1}\right)=m(m-1) / 2$.

Evidently, $P\left(T_{0}\right)<\alpha P(T)$. Let us show that $P\left(T_{1}\right) \leq \alpha P(T)$. Since $r=$ $\lceil m / 2 \alpha\rceil$, we have $m / 2 \alpha \leq r, m / 2 \leq r \alpha,(m-1) / 2 \leq r \alpha$ and $m(m-1) / 2 \leq$ $\alpha r m$. Therefore $P\left(T_{1}\right)=m(m-1) / 2 \leq \alpha(r m+m(m-1) / 2)=\alpha P(T)$. Let us consider the decision tree depicted in Fig. 6.7. It is clear that $T\left(v_{0}\right)=T_{0}$, $T\left(v_{1}\right)=T_{1}, 1$ is the most common decision for $T_{0}$, and 2 is the most common decision for $T_{1}$. So, $\Gamma$ is an $\alpha$-decision tree for $T$. Therefore $h_{\alpha}(T) \leq 1$. Evidently, $P(T)>\alpha P(T)$. Hence $h_{\alpha}(T)>0$ and $h_{\alpha}(T)=1$.

Another situation is with the lower bound depending on $R(T)$.
Theorem 6.9. Let $T$ be a decision table and $\alpha$ be a real number such that $0 \leq \alpha<1$. Then

$$
h_{\alpha}(T) \geq \log _{2}\left(R_{\alpha}(T)+1\right)
$$

Proof. Let $\Gamma$ be an $\alpha$-decision tree for $T$ such that $h(\Gamma)=h_{\alpha}(T)$. Denote by $L_{w}(\Gamma)$ the number of working nodes in $\Gamma$. From Theorem 6.2 it follows that the set of attributes attached to working nodes of $\Gamma$ is an $\alpha$-test for $T$. Therefore $L_{w}(\Gamma) \geq R_{\alpha}(T)$. One can show that $L_{w}(\Gamma) \leq 2^{h(\Gamma)}-1$. Hence $2^{h(\Gamma)}-1 \geq R_{\alpha}(T), 2^{h(\Gamma)} \geq R_{\alpha}(T)+1$ and $h(\Gamma) \geq \log _{2}\left(R_{\alpha}(T)+1\right)$. Since $h(\Gamma)=h_{\alpha}(T)$ we obtain $h_{\alpha}(T) \geq \log _{2}\left(R_{\alpha}(T)+1\right)$.

Example 6.10. Consider the decision table $T$ depicted in Fig. 3.1. For this table, $P(T)=8$.

One can show that $T$ has exactly three $1 / 8$-reducts: $\left\{f_{1}, f_{2}\right\},\left\{f_{1}, f_{3}\right\}$ and $\left\{f_{2}, f_{3}\right\}$. Therefore $R_{1 / 8}(T)=2$. Using Theorem 6.9 we obtain $h_{1 / 8}(T) \geq$
$\log _{2} 3$ and $h_{1 / 8}(T) \geq 2$. We know that $h_{0}(T)=2$ (see Example 3.3). Therefore $h_{1 / 8}(T)=2$.

One can show that the table $T$ has exactly two $1 / 4$-reducts: $\left\{f_{2}\right\}$ and $\left\{f_{3}\right\}$. Therefore $R_{1 / 4}(T)=1$. Using Theorem 6.9 we obtain $h_{1 / 4}(T) \geq 1$. Consider the decision tree $\Gamma$ depicted in Fig. 6.8. One can show that $P\left(T\left(v_{0}\right)\right)=0$,
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$P\left(T\left(v_{1}\right)\right)=2,3$ is the most common decision for $T\left(v_{0}\right)$, and 2 is the most common decision for $T\left(v_{1}\right)$. Therefore $\Gamma$ is a $1 / 4$-decision tree for $T$. Thus, $h_{1 / 4}(T)=1$.

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$, and $\alpha$ be a real number such that $0 \leq \alpha<1$. Define a parameter $M_{\alpha}(T)$ for the table $T$. If $T$ is a degenerate table then $M_{\alpha}(T)=0$. Let $T$ be a nondegenerate table, and $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$. We denote by $M_{\alpha}(T, \bar{\delta})$ the minimum natural $m$ such that there exist $f_{i_{1}}, \ldots, f_{i_{m}} \in\left\{f_{1}, \ldots, f_{n}\right\}$ for which $P\left(T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)\right) \leq \alpha P(T)$. Then $M_{\alpha}(T)=\max \left\{M_{\alpha}(T, \bar{\delta}):\right.$ $\left.\bar{\delta} \in\{0,1\}^{n}\right\}$.

Let $\alpha$ and $\beta$ be real numbers such that $0 \leq \alpha<\beta<1$. Then $M_{\alpha}(T) \geq$ $M_{\beta}(T)$. It is clear that $M_{0}(T)=M(T)$.

Theorem 6.11. Let $T$ be a decision table and $\alpha$ be a real number such that $0 \leq \alpha<1$. Then

$$
h_{\alpha}(T) \geq M_{\alpha}(T)
$$

Proof. If $T$ is a degenerate table then $h_{\alpha}(T)=0$ and $M_{\alpha}(T)=0$. Let now $T$ be a nondegenerate decision table having $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$.

Let $\Gamma$ be an $\alpha$-decision tree for $T$ such that $h(\Gamma)=h_{\alpha}(T)$ and $\bar{\delta}=$ $\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$ be an $n$-tuple such that $M_{\alpha}(T, \bar{\delta})=M_{\alpha}(T)$. Let us consider a path $\tau=v_{1}, d_{1}, \ldots, v_{m}, d_{m}, v_{m+1}$ from the root $v_{1}$ to a terminal node $v_{m+1}$ in $\Gamma$ which satisfies the following condition: if nodes $v_{1}, \ldots, v_{m}$ are labeled with attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ then edges $d_{1}, \ldots, d_{m}$ are labeled with numbers $\delta_{i_{1}}, \ldots, \delta_{i_{m}}$. We denote $T^{\prime}=T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)$. It is clear that $T^{\prime}=T\left(v_{m+1}\right)$. Since $\Gamma$ is an $\alpha$-decision tree for $T$, we have $P\left(T^{\prime}\right) \leq \alpha P(T)$. Therefore $m \geq M_{\alpha}(T, \bar{\delta})$ and $h(\Gamma) \geq M_{\alpha}(T, \bar{\delta})$. Since $h(\Gamma)=h_{\alpha}(T)$ and $M_{\alpha}(T, \bar{\delta})=M_{\alpha}(T)$ we have $h_{\alpha}(T) \geq M_{\alpha}(T)$.

Example 6.12. Consider the decision table $T$ depicted in Fig. 3.3. We showed in Example 3.5 that $M_{0}(T)=2$. Since $T$ is a nondegenerate table, we have
$M_{\alpha}(T) \geq 1$ for any $\alpha, 0 \leq \alpha<1$. Let us find the threshold $\beta$ such that if $\alpha<\beta$ then $M_{\alpha}(T)=2$, and if $\alpha \geq \beta$ we have $M_{\alpha}(T)=1$. One can show that

$$
\beta=\frac{\min \left\{\max \left(P\left(T\left(f_{i}, 0\right)\right), P\left(T\left(f_{i}, 1\right)\right): i=1,2,3\right\}\right.}{P(T)}
$$

and $\beta=2 / 8=0.25$.
Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$, and $m$ be a natural number such that $m \leq n$. Let us remind the notion of $(T, m)$-proof-tree.

A $(T, m)$-proof-tree is a finite directed tree $G$ with the root in which the length of each path from the root to a terminal node is equal to $m-1$. Nodes of this tree are not labeled. In each nonterminal node exactly $n$ edges start. These edges are labeled with pairs of the kind $\left(f_{1}, \delta_{1}\right) \ldots\left(f_{n}, \delta_{n}\right)$ respectively where $\delta_{1}, \ldots, \delta_{n} \in\{0,1\}$.

Let $v$ be an arbitrary terminal node of $G$ and $\left(f_{i_{1}}, \delta_{1}\right), \ldots,\left(f_{i_{m-1}}, \delta_{m-1}\right)$ be pairs attached to edges in the path from the root of $G$ to the terminal node $v$. Denote $T(v)=T\left(f_{i_{1}}, \delta_{1}\right) \ldots\left(f_{i_{m-1}}, \delta_{m-1}\right)$.

Let $\alpha$ be a real number such that $0 \leq \alpha<1$. We will say that $G$ is a proof-tree for the bound $h_{\alpha}(T) \geq m$ if $P(T(v))>\alpha P(T)$ for any terminal node $v$ of the tree $G$.

Theorem 6.13. Let $T$ be a nondegenerate decision table with $n$ columns, $m$ be a natural number such that $m \leq n$, and $\alpha$ be a real number such that $0 \leq \alpha<1$. Then a proof-tree for the bound $h_{\alpha}(T) \geq m$ exists if and only if the inequality $h_{\alpha}(T) \geq m$ holds.

Proof. Let columns of $T$ be labeled with attributes $f_{1}, \ldots, f_{n}$.

1. Let $G$ be a proof-tree for the bound $h_{\alpha}(T) \geq m$. Let us prove that $h_{\alpha}(T) \geq$ $m$. Let $\Gamma$ be an $\alpha$-decision tree for $T$ such that $h(\Gamma)=h_{\alpha}(T)$.

Choose a path in $\Gamma$ from the root to some node, and a path in $G$ from the root to a terminal node in the following way. Let the root of $\Gamma$ be labeled with the attribute $f_{i_{1}}$. We find an edge which starts in the root of $G$ and is labeled with a pair $\left(f_{i_{1}}, \delta_{1}\right)$. We pass along this edge in the tree $G$, and pass along the edge labeled with $\delta_{1}$ (which starts in the root) in the tree $\Gamma$. Then we will repeat the considered procedure until we come in the tree $G$ to a terminal node $v$. In the same time, we will come to a node $w$ of the tree $\Gamma$. It is clear that $T(v)$ coincides with the subtable of $T$ consisting of rows for which during the work of $\Gamma$ we pass through the node $w$. Since $P(T(v))>\alpha P(T), w$ is not a terminal node. Therefore, the depth of $\Gamma$ is at least $m$. Since $h(\Gamma)=h_{\alpha}(T)$, we obtain $h_{\alpha}(T) \geq m$.
2. Let $h_{\alpha}(T) \geq m$. We prove by induction on $m$ that there exists a proof-tree for the bound $h_{\alpha}(T) \geq m$.

Let $m=1$. Then in the capacity of such proof-tree we can take the tree which consists of exactly one node. Let us assume that for some $m \geq 1$ for each decision table $T$ and for any real $\beta, 0 \leq \beta<1$, if $h_{\beta}(T) \geq m$
then there exists a proof-tree for the bound $h_{\beta}(T) \geq m$. Let now $T$ be a decision table, $\alpha$ be a real number such that $0 \leq \alpha<1$, and the inequality $h_{\alpha}(T) \geq m+1$ hold. Let us show that there exists a proof-tree for the bound $h_{\alpha}(T) \geq m+1$. Let $T$ have $n$ columns labeled with $f_{1}, \ldots, f_{n}$. Let $i \in$ $\{1, \ldots, n\}$. It is clear that there exists $\delta_{i} \in\{0,1\}$ such that $h_{\beta_{i}}\left(T\left(f_{i}, \delta_{i}\right)\right) \geq$ $m$ where $\beta_{i}=\alpha P(T) / P\left(T\left(f_{i}, \delta_{i}\right)\right)$. In the opposite case, we have $h_{\alpha}(T) \leq m$ which is impossible. Using inductive hypothesis we obtain that for the table $T\left(f_{i}, \delta_{i}\right)$ there exists a proof-tree $G_{i}$ for the bound $h_{\beta_{i}}\left(T\left(f_{i}, \delta_{i}\right)\right) \geq m$.

Let us construct a proof-tree $G$. In the root of $G, n$ edges start. These edges enter the roots of the trees $G_{1}, \ldots, G_{n}$ and are labeled with pairs $\left(f_{1}, \delta_{1}\right), \ldots,\left(f_{n}, \delta_{n}\right)$ respectively. One can show that $G$ is a proof-tree for the bound $h_{\alpha}(T) \geq m+1$.

Example 6.14. It is not difficult to show that the tree depicted in Fig. 6.9 is a proof-tree for the bound $h_{0.2}(T) \geq 2$, where $T$ is the table depicted in Fig. 3.1. Using Theorem 6.13 we obtain $h_{0.2}(T) \geq 2$. Really, the tree depicted in Fig. 6.9 is a proof-tree for the bound $h_{\alpha}(T) \geq 2$, where $\alpha<0.25$.
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Theorem 6.15. Let $T$ be a decision table, $\alpha$ be a real number such that $0 \leq \alpha<1$ and $\Delta(T)$ be the set of rows of $T$. Then $L_{\alpha}(T, \bar{\delta})=M_{\alpha}(T, \bar{\delta})$ for any $\bar{\delta} \in \Delta(T)$ and $L_{\alpha}(T)=\max \left\{M_{\alpha}(T, \bar{\delta}): \bar{\delta} \in \Delta(T)\right\}$.

Proof. Let $T$ have $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$, and $\bar{\delta}=$ $\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a row of $T$. One can show that a decision rule

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow d
$$

is $\alpha$-true for $T$ and realizable for $\bar{\delta}$ if and only if $b_{1}=\delta_{i_{1}}, \ldots, b_{m}=\delta_{i_{m}}$, $d$ is the most common decision for the table $T^{\prime}=T\left(f_{i_{1}}, b_{1}\right) \ldots\left(f_{i_{m}}, b_{m}\right)$ and $P\left(T^{\prime}\right) \leq \alpha P(T)$. From here it follows that $L_{\alpha}(T, \bar{\delta})=M_{\alpha}(T, \bar{\delta})$ and $L_{\alpha}(T)=\max \left\{M_{\alpha}(T, \bar{\delta}): \bar{\delta} \in \Delta(T)\right\}$.

Example 6.16. Let us consider the decision table $T$ depicted in Fig. 3.3. In Example 3.5, we found that $\max \{M(T, \bar{\delta}): \bar{\delta} \in \Delta(T)\}=2$. Therefore $L_{0}(T)=2$. Since $T$ is a nondegenerate table, $L_{\alpha}(T) \geq 1$ for any $\alpha, 0 \leq \alpha<1$. Let us find the threshold $\beta$ such that if $\alpha<\beta$ then $L_{\alpha}(T)=2$, and if $\alpha \geq \beta$ then $L_{\alpha}(T)=1$. We know (see Example 6.12) that if $\alpha \geq 0.25$ then $M_{\alpha}(T)=1$ and therefore $L_{\alpha}(T)=1$. Let $\alpha<0.25$ and $\bar{\delta}=(1,1,0)$. One can show that $L_{\alpha}(T, \bar{\delta})>1$. Therefore, $L_{\alpha}(T)=2$ if $\alpha<0.25$. So $\beta=0.25$.

### 6.4 Upper Bounds

First, we consider an upper bound of the value $R_{\alpha}(T)$. Let us remind that $N(T)$ is the number of rows in the table $T$.

Theorem 6.17. Let $T$ be a decision table and $\alpha$ be a real number such that $0<\alpha<1$. Then

$$
R_{\alpha}(T) \leq(1-\alpha) N(T)+1
$$

Proof. We will prove the considered inequality by induction on $N(T)$. If $N(T)=1$ then $R_{\alpha}(T)=0$ and the considered inequality holds. Let for a natural $m \geq 1$ for any decision table $T$ with $N(T) \leq m$ and for any real $\beta$, $0<\beta<1$, the inequality $R_{\beta}(T) \leq(1-\beta) N(T)+1$ hold.

Let $T$ be a decision table with $N(T)=m+1$ and $\alpha$ be a real number, $0<\alpha<1$. If $T$ is a degenerate table then $R_{\alpha}(T)=0$, and the considered inequality holds. Let us assume now that there exist two rows in $T$, which are labeled with different decisions. Let these rows be different in a column $f_{i}$ of the table $T$. We denote $T_{0}=T\left(f_{i}, 0\right), T_{1}=T\left(f_{i}, 1\right), N=N(T), N_{0}=N\left(T_{0}\right)$ and $N_{1}=N\left(T_{1}\right)$. It is clear that $1 \leq N_{0} \leq m$ and $1 \leq N_{1} \leq m$. We consider three cases.

1. Let $P\left(T_{0}\right) \leq \alpha P(T)$ and $P\left(T_{1}\right) \leq \alpha P(T)$. In this case $\left\{f_{i}\right\}$ is an $\alpha$-test for the table $T$, and

$$
R_{\alpha}(T) \leq 1 \leq(1-\alpha) N(T)+1
$$

2. Let $P\left(T_{0}\right) \leq \alpha P(T)$ and $P\left(T_{1}\right)>\alpha P(T)$. We denote $\beta_{1}=\alpha P(T) / P\left(T_{1}\right)$. It is clear that $0<\beta_{1}<1$. Using inductive hypothesis we conclude that there exists $\beta_{1}$-test $B_{1}$ for the table $T_{1}$ such that $\left|B_{1}\right| \leq\left(1-\beta_{1}\right) N\left(T_{1}\right)+1$. It is not difficult to show that $B_{1} \cup\left\{f_{i}\right\}$ is an $\alpha$-test for the table $T$.

Let us prove that $\beta_{1} \geq \alpha N / N_{1}$. To this end, we will show that $N / N_{1} \leq$ $P(T) / P\left(T_{1}\right)$. It is clear that $P(T)=P\left(T_{0}\right)+P\left(T_{1}\right)+P\left(T_{0}, T_{1}\right)$ where $P\left(T_{0}, T_{1}\right)$ is the number of pairs of rows $\left(r^{\prime}, r^{\prime \prime}\right)$ with different decisions such that $r^{\prime}$ is from $T_{0}$ and $r^{\prime \prime}$ is from $T_{1}$. Thus,

$$
\frac{N}{N_{1}}=\frac{N_{1}}{N_{1}}+\frac{N_{0}}{N_{1}}=1+\frac{N_{0}}{N_{1}} \text { and } \frac{P(T)}{P\left(T_{1}\right)}=1+\frac{P\left(T_{0}\right)}{P\left(T_{1}\right)}+\frac{P\left(T_{0}, T_{1}\right)}{P\left(T_{1}\right)} .
$$

We will show that $N_{0} / N_{1} \leq P\left(T_{0}, T_{1}\right) / P\left(T_{1}\right)$. Let $r_{1}, \ldots, r_{N_{0}}$ be all rows from $T_{0}$. For $i=1, \ldots, N_{0}$, we denote by $P_{i}$ the number of pairs of rows $\left(r_{i}, r^{\prime \prime}\right)$ with different decisions such that $r^{\prime \prime}$ is from $T_{1}$. Then

$$
\frac{P\left(T_{0}, T_{1}\right)}{P\left(T_{1}\right)}=\frac{\sum_{i=1}^{N_{0}} P_{i}}{P\left(T_{1}\right)}
$$

Let us show that $P_{i} / P\left(T_{1}\right) \geq 1 / N_{1}$ for any $i \in\left\{1, \ldots, N_{0}\right\}$. We consider rows of the table $T_{1}$. Let $b$ be the number of rows which have the same
decision as $r_{i}$. Let $a$ be the number of rows which have other decisions. Then $P_{i}=a, P\left(T_{1}\right) \leq a b+a(a-1) / 2$ and $N_{1}=a+b$. Since $P\left(T_{1}\right)>$ $\alpha P(T)$, we have $T_{1}$ is a nondegenerate table. Therefore, $N_{1} \geq 2$ and $a \geq 1$. So,

$$
\frac{P_{i}}{P\left(T_{1}\right)} \geq \frac{a}{a b+\frac{a(a-1)}{2}}=\frac{1}{b+\frac{a-1}{2}} \geq \frac{1}{b+a}
$$

Thus,

$$
\frac{P\left(T_{0}, T_{1}\right)}{P\left(T_{1}\right)} \geq \frac{N_{0}}{N_{1}}, \quad \frac{P(T)}{P\left(T_{1}\right)} \geq \frac{N}{N_{1}}, \quad \text { and } \beta_{1}=\frac{\alpha P(T)}{P\left(T_{1}\right)} \geq \frac{\alpha N}{N_{1}} .
$$

Therefore,

$$
\begin{aligned}
\left|B_{1} \cup\left\{f_{1}\right\}\right| & \leq\left(1-\beta_{1}\right) N_{1}+2 \leq\left(1-\frac{\alpha N}{N_{1}}\right) N_{1}+2 \\
& =N_{1}-\alpha N+2 \leq N-\alpha N+1=N(1-\alpha)+1
\end{aligned}
$$

We used here evident inequality $N_{1}+1 \leq N$.
The case $P\left(T_{0}\right)>\alpha P(T)$ and $P\left(T_{1}\right) \leq \alpha P(T)$ can be considered in the same way.
3. Let $P\left(T_{0}\right)>\alpha P(T)$ and $P\left(T_{1}\right)>\alpha P(T)$. We denote $\beta_{0}=\alpha P(T) / P\left(T_{0}\right)$ and $\beta_{1}=\alpha P(T) / P\left(T_{1}\right)$. It is clear that $0<\beta_{0}<1$ and $0<\beta_{1}<1$. Using inductive hypothesis we obtain that there exists a $\beta_{0}$-test $B_{0}$ for the table $T_{0}$ such that $\left|B_{0}\right| \leq\left(1-\beta_{0}\right) N_{0}+1$. Also, there exists a $\beta_{1}$-test $B_{1}$ for the table $T_{1}$ such that $\left|B_{1}\right| \leq\left(1-\beta_{1}\right) N_{1}+1$. It is not difficult to show that $B_{0} \cup B_{1} \cup\left\{f_{i}\right\}$ is an $\alpha$-test for the table $T$. As for the case 2 , one can prove that $\beta_{0} \geq \alpha N / N_{0}$ and $\beta_{1} \geq \alpha N / N_{1}$. Therefore,

$$
\begin{aligned}
\left|B_{0} \cup B_{1} \cup\left\{f_{i}\right\}\right| & \leq\left(1-\frac{\alpha N}{N_{0}}\right) N_{0}+1+\left(1-\frac{\alpha N}{N_{1}}\right) N_{1}+1+1 \\
& =N_{0}-\alpha N+N_{1}-\alpha N+3=N-\alpha N+1+2-\alpha N \\
& =(1-\alpha) N+1+2-\alpha N
\end{aligned}
$$

Let $\alpha N \geq 2$. Then we have $R_{\alpha}(T) \leq(1-\alpha) N+1$.
Let now $\alpha N<2$. Using Theorem 3.14 we have $R_{\alpha}(T) \leq R_{0}(T) \leq$ $N-1 \leq N-1+2-\alpha N=(1-\alpha) N+1$.

We now consider an upper bound on $h_{\alpha}(T)$ which depends on $M_{\alpha}(T)$ and $\alpha$ only.

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$, and $t$ be a nonnegative real number. We define a parameter $M^{t}(T)$ for the table $T$. If $T$ is a degenerate table or $t \geq P(T)$ then $M^{t}(T)=0$. Let $T$ be a nondegenerate table, $t<P(T)$ and $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$. We denote by $M^{t}(T, \bar{\delta})$ the minimum natural $m$ such that there exist $f_{i_{1}}, \ldots, f_{i_{m}}$ for which

$$
P\left(T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)\right) \leq t
$$

Then

$$
M^{t}(T)=\max \left\{M^{t}(T, \bar{\delta}): \bar{\delta} \in\{0,1\}^{n}\right\}
$$

Lemma 6.18. Let $T$ be a decision table, $T^{\prime}$ be a subtable of $T$ and $t$ be a real number such that $0 \leq t \leq P(T)$. Then

$$
M^{t}\left(T^{\prime}\right) \leq M^{t}(T)
$$

Proof. Let $\Theta$ be a decision table and $\Theta^{\prime}$ be a subtable of $\Theta$. It is clear that $P\left(\Theta^{\prime}\right) \leq P(\Theta)$. In particular, if $\Theta$ is a degenerate table then $\Theta^{\prime}$ is a degenerate table too. From here and from the definition of the parameter $M^{t}$ it follows that $M^{t}\left(T^{\prime}\right) \leq M^{t}(T)$.

Theorem 6.19. Let $T$ be a decision table and $\alpha$ be a real number such that $0<\alpha<1$. Then

$$
h_{\alpha}(T) \leq M_{\alpha}(T)\left(\log _{2} \frac{1}{\alpha}+1\right)
$$

Proof. Denote $t=\alpha P(T)$. Let $T$ be a degenerate table. Then $h_{\alpha}(T)=0$, $M_{\alpha}(T)=0$ and the considered inequality holds. Let $T$ be a nondegenerate table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. For $i=1, \ldots, n$, let $\sigma_{i}$ be a number from $\{0,1\}$ such that

$$
P\left(T\left(f_{i}, \sigma_{i}\right)\right)=\max \left\{P\left(T\left(f_{i}, 0\right)\right), P\left(T\left(f_{i}, 1\right)\right)\right\}
$$

Then there exist attributes $f_{i_{1}}, \ldots, f_{i_{m}} \in\left\{f_{1}, \ldots, f_{n}\right\}$ such that $m \leq M^{t}(T)$ and $P\left(T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)\right) \leq t$.

Now we begin to describe the work of an $\alpha$-decision tree $\Gamma$ on a row $r$ of the decision table $T$. First, we find sequentially values of attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ on the considered row. If $f_{i_{1}}=\sigma_{i_{1}}, \ldots, f_{i_{m}}=\sigma_{i_{m}}$ then our row is localized in the subtable $T^{\prime}=T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{m}}, \sigma_{i_{m}}\right)$ such that $P\left(T^{\prime}\right) \leq t$. So, the work of $\Gamma$ can be finished. The result of $\Gamma$ work on $r$ is the most common decision for the table $T^{\prime}$.

Let now there exists $k \in\{1, \ldots, m\}$ such that $f_{i_{1}}=\sigma_{i_{1}}, \ldots, f_{i_{k-1}}=\sigma_{i_{k-1}}$ and $f_{i_{k}} \neq \sigma_{i_{k}}$. In this case, the considered row is localized in the subtable $T^{\prime \prime}=T\left(f_{i_{1}}, \sigma_{i_{1}}\right) \ldots\left(f_{i_{k-1}}, \sigma_{i_{k-1}}\right)\left(f_{i_{k}}, \neg \sigma_{i_{k}}\right)$ where $\neg \sigma=0$ if $\sigma=1$ and $\neg \sigma=1$ if $\sigma=0$. Since $P\left(T\left(f_{i_{k}}, \sigma_{i_{k}}\right)\right) \geq P\left(T\left(f_{i_{k}}, \neg \sigma_{i_{k}}\right)\right)$ and $P(T) \geq$ $P\left(T\left(f_{i_{k}}, \sigma_{k}\right)\right)+P\left(T\left(f_{i_{k}}, \neg \sigma_{k}\right)\right)$, we obtain $P\left(T\left(f_{i_{k}}, \neg \sigma_{i_{k}}\right)\right) \leq P(T) / 2$ and $P\left(T^{\prime \prime}\right) \leq P(T) / 2$.

Later the tree $\Gamma$ works similarly but instead of the table $T$ we will consider its subtable $T^{\prime \prime}$. From Lemma 6.18 it follows that $M^{t}\left(T^{\prime \prime}\right) \leq M^{t}(T)$.

The process described above will be called a big step of the decision tree $\Gamma$ work. During a big step we find values of at most $M^{t}(T)$ attributes. As a result, we either localize the considered row in a subtable which uncertainty is at most $t$ (and finish the work of $\Gamma$ ) or localize this row in a subtable which uncertainty is at most one-half of the uncertainty of initial table.

Let during the work with row $r$ the decision tree $\Gamma$ make $q$ big steps. After the big step number $q-1$ the considered row will be localized in a subtable $\Theta$ of the table $T$. Since we must make additional big step, $P(\Theta)>t=\alpha P(T)$. It is clear that $P(\Theta) \leq P(T) / 2^{q-1}$. Therefore $P(T) / 2^{q-1}>\alpha P(T)$ and $2^{q-1}<1 / \alpha$. Thus, $q<\log _{2}(1 / \alpha)+1$. Taking into account that during each big step we compute values of at most $M^{t}(T)$ attributes and $M^{t}(T)=M_{\alpha}(T)$, we obtain $h(\Gamma) \leq M_{\alpha}(T)\left(\log _{2}(1 / \alpha)+1\right)$.

In Sect.4.3, we considered the problem of separation of green and white points in the plane and corresponding decision table $T(S, \mu)$. From Proposition4.28 it follows that $M(T(S, \mu)) \leq 4$. So, we have for any $\alpha, 0<\alpha<1$,
Corollary 6.20. $h_{\alpha}(T(S, \mu)) \leq 4\left(\log _{2}(1 / \alpha)+1\right)$.
Let us consider simple statement which allows us to obtain upper bounds on parameters of decision tables which are connected with the set cover problem.

Lemma 6.21. Let $A$ be a finite set, and $S_{1}, \ldots, S_{t}$ be subsets of $A$ such that $S_{1} \cup \ldots \cup S_{t}=A$. Then for any $m \in\{1, \ldots, t\}$ there exist $S_{i_{1}} \ldots, S_{i_{m}} \in$ $\left\{S_{1}, \ldots, S_{t}\right\}$ such that $\left|S_{i_{1}} \cup \ldots \cup S_{i_{m}}\right| \geq|A| m / t$.

Proof. We prove this statement by induction on $m$. Let $m=1$. Since $S_{1} \cup \ldots \cup$ $S_{t}=A$, there exists $S_{i_{1}} \in\left\{S_{1}, \ldots, S_{t}\right\}$ such that $\left|S_{i_{1}}\right| \geq|A| / t$. Let for some $m, 1 \leq m<t$, the considered statement hold, i.e., there exist $S_{i_{1}}, \ldots, S_{i_{m}}$ such that $\left|S_{i_{1}} \cup \ldots \cup S_{i_{m}}\right| \geq|A| m / t$.

Let us prove that the considered statement holds for $m+1$ too. Let, for the definiteness, $i_{1}=1, \ldots, i_{m}=m$ and $\left|S_{1} \cup \ldots \cup S_{m}\right|=|A| m / t+x$ where $x \geq 0$. Then, evidently, there exists $S_{j} \in\left\{S_{m+1}, \ldots, S_{t}\right\}$ such that

$$
\left|S_{j} \backslash\left(S_{1} \cup \ldots \cup S_{m}\right)\right| \geq \frac{|A|-|A| \frac{m}{t}-x}{t-m} .
$$

We have that

$$
\begin{aligned}
\left|S_{1} \cup \ldots \cup S_{m} \cup S_{j}\right| & \geq|A| \frac{m}{t}+x+\frac{|A|-|A| \frac{m}{t}-x}{t-m} \\
& =|A| \frac{m}{t}+x+|A| \frac{1}{t}-\frac{x}{t-m} \geq|A| \frac{m+1}{t}
\end{aligned}
$$

Proposition 6.22. Let $T$ be a nondegenerate decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}, \bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$, and $\alpha$ be a real number such that $0 \leq \alpha<1$. Then

$$
M_{\alpha}(T, \bar{\delta}) \leq\lceil(1-\alpha) M(T, \bar{\delta})\rceil
$$

Proof. Let $M(T, \bar{\delta})=t$ and, for the definiteness, $P\left(T\left(f_{1}, \delta_{1}\right) \ldots\left(f_{t}, \delta_{t}\right)\right)=0$. We denote by $A$ the set of all unordered pairs of rows of $T$ with different decisions. For $i=1, \ldots, t$, we denote by $S_{i}$ the set of all pairs of rows from $A$ such that at least one row from the pair has in the column $f_{i}$ a number which is not equal to $\delta_{i}$. It is clear that $A=S_{1} \cup \ldots \cup S_{t}$ and $|A|=P(T)$.

Set $m=\lceil(1-\alpha) t\rceil$. From Lemma 6.21 it follows that there exist $S_{i_{1}}, \ldots, S_{i_{m}} \in\left\{S_{1}, \ldots, S_{t}\right\}$ such that $\left|S_{i_{1}} \cup \ldots \cup S_{i_{m}}\right| \geq|A| m / t \geq(1-$ $\alpha)|A|$. One can show that $P\left(T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m}}, \delta_{i_{m}}\right)\right) \leq \alpha P(T)$. Therefore $M_{\alpha}(T, \bar{\delta}) \leq\lceil(1-\alpha) M(T, \bar{\delta})\rceil$.

Corollary 6.23. $M_{\alpha}(T) \leq\lceil(1-\alpha) M(T)\rceil$.
Corollary 6.24. $L_{\alpha}(T, r) \leq\lceil(1-\alpha) L(T, r)\rceil$ for any row $r$ of $T$.
Corollary 6.25. $L_{\alpha}(T) \leq\lceil(1-\alpha) L(T)\rceil$.
Corollary 6.26. $h_{\alpha}(T) \leq\lceil(1-\alpha) M(T)\rceil\left(\log _{2}(1 / \alpha)+1\right)$.

### 6.5 Approximate Algorithm for $\alpha$-Decision Rule Optimization

We begin from approximate algorithm for minimization of cardinality of $\alpha$ cover. Let $\alpha$ be a real number such that $0 \leq \alpha<1$.

Let $A$ be a set containing $N>0$ elements, and $F=\left\{S_{1}, \ldots, S_{p}\right\}$ be a family of subsets of the set $A$ such that $A=\bigcup_{i=1}^{p} S_{i}$. A subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ of the family $F$ will be called an $\alpha$-cover for $A, F$ if $\left|\bigcup_{j=1}^{t} S_{i_{j}}\right| \geq(1-\alpha)|A|$. The problem of searching for an $\alpha$-cover with minimum cardinality is $N P$-hard.

We consider a greedy algorithm for construction of $\alpha$-cover. During each step this algorithm chooses a subset from $F$ which covers maximum number of uncovered elements from $A$. This algorithm stops when the constructed subfamily is an $\alpha$-cover for $A, F$. We denote by $C_{\text {greedy }}(\alpha)$ the cardinality of constructed $\alpha$-cover, and by $C_{\min }(\alpha)$ we denote the minimum cardinality of $\alpha$-cover for $A, F$. The following statement was obtained by J. Cheriyan and R. Ravi in [9].

Theorem 6.27. Let $0<\alpha<1$. Then $C_{\text {greedy }}(\alpha)<C_{\min }(0) \ln (1 / \alpha)+1$.
Proof. Denote $m=C_{\min }(0)$. If $m=1$ then, as it is not difficult to show, $C_{\text {greedy }}(\alpha)=1$ and the considered inequality holds. Let $m \geq 2$ and $S_{i}$ be a subset of maximum cardinality in $F$. It is clear that $\left|S_{i}\right| \geq N / m$. So, after the first step we will have at most $N-N / m=N(1-1 / m)$ uncovered elements in the set $A$. After the first step we have the following set cover problem: the set $A \backslash S_{i}$ and the family $\left\{S_{1} \backslash S_{i}, \ldots, S_{p} \backslash S_{i}\right\}$. For this problem, the minimum cardinality of a cover is at most $m$. So, after the second step, when we choose a set $S_{j} \backslash S_{i}$ with maximum cardinality, the number of uncovered elements in the set $A$ will be at most $N(1-1 / m)^{2}$, etc.

Let the greedy algorithm in the process of $\alpha$-cover construction make $g$ steps and construct an $\alpha$-cover of cardinality $g$. Then after the step number $g-1$ more then $\alpha N$ elements in $A$ are uncovered. Therefore $N(1-1 / m)^{g-1}>$ $\alpha N$ and $1 / \alpha>(1+1 /(m-1))^{g-1}$. If we take the natural logarithm of both sides of this inequality we obtain $\ln 1 / \alpha>(g-1) \ln (1+1 /(m-1))$. It is known that for any natural $r$, the inequality $\ln (1+1 / r)>1 /(r+1)$ holds. Therefore $\ln (1 / \alpha)>(g-1) / m$ and $g<m \ln (1 / \alpha)+1$. Taking into account that $m=$ $C_{\min }(0)$ and $g=C_{\text {greedy }}(\alpha)$, we obtain $C_{\text {greedy }}(\alpha)<C_{\min }(0) \ln (1 / \alpha)+1$.

We can apply the greedy algorithm for construction of $\alpha$-cover to construct $\alpha$-decision rules.

Let $T$ be a nondegenerate decision table containing $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}, r=\left(b_{1}, \ldots, b_{n}\right)$ be a row of $T$, and $\alpha$ be a real number such that $0<\alpha<1$. We consider a set cover problem $A^{\prime}(T, r)$, $F^{\prime}(T, r)=\left\{S_{1}, \ldots, S_{n}\right\}$ where $A^{\prime}(T, r)$ is the set of all unordered pairs of rows from $T$ with different decisions. For $i=1, \ldots, n$, the set $S_{i}$ coincides with the set of all pairs from $A^{\prime}(T, r)$ such that at least one row from the pair has at the intersection with the column $f_{i}$ a number different from $b_{i}$. One can show that the decision rule

$$
f_{i_{1}}=b_{i_{1}} \wedge \ldots \wedge f_{i_{m}}=b_{i_{m}} \rightarrow d
$$

is $\alpha$-true for $T$ (it is clear that this rule is realizable for $r$ ) if and only if $d$ is the most common decision for the table $T\left(f_{i_{1}}, b_{i_{1}}\right) \ldots\left(f_{i_{m}}, b_{i_{m}}\right)$ and $\left\{S_{i_{1}}, \ldots, S_{i_{m}}\right\}$ is an $\alpha$-cover for the set cover problem $A^{\prime}(T, r), F^{\prime}(T, r)$. Evidently, for the considered set cover problem $C_{\text {min }}(0)=L(T, r)$.

Let us apply the greedy algorithm to the considered set cover problem. This algorithm constructs an $\alpha$-cover which corresponds to an $\alpha$-decision rule for $T$ and $r$. From Theorem 6.27it follows that the length of this rule is at most

$$
L(T, r) \ln \frac{1}{\alpha}+1
$$

We denote by $L_{\text {greedy }}(T, r, \alpha)$ the length of the rule constructed by the following polynomial algorithm: for a given decision table $T$, row $r$ of $T$ and $\alpha$, $0<\alpha<1$, we construct the set cover problem $A^{\prime}(T, r), F^{\prime}(T, r)$ and then apply to this problem the greedy algorithm for construction of $\alpha$-cover. We transform the obtained $\alpha$-cover into an $\alpha$-decision rule for $T$ and $r$. According to what has been said above we have the following statement.

Theorem 6.28. Let $T$ be a nondegenerate decision table, $r$ be a row of $T$ and $\alpha$ be a real number such that $0<\alpha<1$. Then

$$
L_{\text {greedy }}(T, r, \alpha) \leq L(T, r) \ln \frac{1}{\alpha}+1
$$

Example 6.29. Let us apply the considered algorithm to the table $T$ depicted in Fig. 3.1 to the first row of this table and $\alpha=1 / 8$.

For $i=1, \ldots, 5$, we denote by $r_{i}$ the $i$-th row of $T$. We have $A^{\prime}\left(T, r_{1}\right)=\left\{\left(r_{1}, r_{2}\right),\left(r_{1}, r_{3}\right),\left(r_{1}, r_{4}\right),\left(r_{1}, r_{5}\right),\left(r_{2}, r_{4}\right),\left(r_{2}, r_{5}\right),\left(r_{3}, r_{4}\right),\left(r_{3}, r_{5}\right)\right\}$, $F^{\prime}(T, r)=\left\{S_{1}, S_{2}, S_{3}\right\} . S_{1}=\left\{\left(r_{1}, r_{2}\right),\left(r_{1}, r_{4}\right),\left(r_{2}, r_{4}\right),\left(r_{2}, r_{5}\right),\left(r_{3}, r_{4}\right)\right\}$, $S_{2}=\left\{\left(r_{1}, r_{4}\right),\left(r_{1}, r_{5}\right),\left(r_{2}, r_{4}\right),\left(r_{2}, r_{5}\right),\left(r_{3}, r_{4}\right),\left(r_{3}, r_{5}\right)\right\} \quad$ and $\quad S_{3}=$ $\left\{\left(r_{1}, r_{2}\right),\left(r_{1}, r_{3}\right),\left(r_{1}, r_{5}\right),\left(r_{2}, r_{4}\right),\left(r_{2}, r_{5}\right),\left(r_{3}, r_{4}\right),\left(r_{3}, r_{5}\right)\right\}$. At the first step, the greedy algorithm chooses $S_{3}$. The set $\left\{S_{3}\right\}$ is an $1 / 8$-cover for $A^{\prime}\left(T, r_{1}\right)$, $F^{\prime}(T, r)$. The corresponding decision rule $f_{3}=1 \rightarrow 1$ is an $1 / 8$-decision rule for $T$ and $r_{1}$.

We can use the considered algorithm to construct an $\alpha$-complete decision rule system for $T$. To this end, we apply this algorithm sequentially to the table $T$, number $\alpha$ and each row $r$ of $T$. As a result, we obtain a system of rules $S$ in which each rule is $\alpha$-true for $T$ and for every row of $T$ there exists a rule from $S$ which is realizable for this row. We denote $L_{\text {greedy }}(T, \alpha)=L(S)$. From Theorem 6.28 it follows

Theorem 6.30. Let $T$ be a nondegenerate decision table and $\alpha$ be a real number such that $0<\alpha<1$. Then

$$
L_{\text {greedy }}(T, \alpha) \leq L(T) \ln \frac{1}{\alpha}+1
$$

In Sect. 4.3, we considered the problem of separation of green and white points in the plane. From Corollary 4.29 it follows that for the table $T(S, \mu)$, corresponding to the considered problem, $L(T(S, \mu)) \leq 4$. So we have for any $\alpha, 0<\alpha<1$,
Corollary 6.31. $L_{\text {greedy }}(T(S, \mu), \alpha) \leq 4 \ln (1 / \alpha)+1$.
Example 6.32. Let us apply the considered algorithm to the table $T$ depicted in Fig. 3.1 and $\alpha=1 / 8$. As a result we obtain the following $1 / 8$-complete decision rule system for $T: S=\left\{f_{3}=1 \rightarrow 1, f_{1}=0 \rightarrow 2, f_{2}=1 \wedge f_{3}=0 \rightarrow\right.$ $\left.2, f_{2}=0 \rightarrow 3\right\}$. For this system, $L(S)=2$. One can show that $L_{1 / 8}(T)=2$.

Let us consider a set cover problem $A, F$ where $A=\left\{a_{1}, \ldots, a_{N}\right\}$ and $F=$ $\left\{S_{1}, \ldots, S_{m}\right\}$. We defined earlier the decision table $T(A, F)$. This table has $m$ columns corresponding to the sets $S_{1}, \ldots, S_{m}$ respectively, and $N+1$ rows. For $j=1, \ldots, N$, the $j$-th row corresponds to the element $a_{j}$. The last $(N+1)$-th row is filled by 0 . For $j=1, \ldots, N$ and $i=1, \ldots, m$, at the intersection of $j$-th row and $i$-th column 1 stays if and only if $a_{j} \in S_{i}$. The decision corresponding to the last row is equal to 2 . All other rows are labeled with the decision 1.

One can show that a subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is an $\alpha$-cover for $A, F, 0 \leq$ $\alpha<1$, if and only if the decision rule

$$
f_{i_{1}}=0 \wedge \ldots \wedge f_{i_{t}}=0 \rightarrow d
$$

is an $\alpha$-decision rule for $T(A, F)$ and the last row of $T(A, F)$ for some $d \in$ $\{1,2\}$.

So we have a polynomial time reduction of the problem of minimization of $\alpha$-cover cardinality to the problem of minimization of $\alpha$-decision rule length. Since the first problem is $N P$-hard 83, we have

Proposition 6.33. For any $\alpha, 0 \leq \alpha<1$, the problem of minimization of $\alpha$-decision rule length is NP-hard.

Let $\alpha$ be a real number such that $0<\alpha<1$. Let us consider the decision table $T(A, F)$. For $j=1, \ldots, N+1$, we denote by $r_{j}$ the $j$-th row of $T(A, F)$. Let $j \in\{1, \ldots, N\}$. We know that there exists a subset $S_{i} \in F$ such that $a_{j} \in S_{i}$. Therefore the decision rule

$$
f_{i}=1 \rightarrow 1
$$

is an $\alpha$-decision rule for $T(A, F)$ and $r_{j}$. It is clear that $L_{\alpha}\left(T(A, F), r_{j}\right) \geq$ 1. Hence, $L_{\alpha}\left(T(A, F), r_{j}\right)=1$. From here it follows that $L_{\alpha}(T(A, F))=$ $L_{\alpha}(T(A, F), r)$ where $r=r_{N+1}$. So if we find an $\alpha$-complete decision rule system $S$ for $T(A, F)$ such that $L(S)=L_{\alpha}(T(A, F))$ then in this system we will find an $\alpha$-decision rule of the kind

$$
f_{i_{1}}=0 \wedge \ldots \wedge f_{i_{t}}=0 \rightarrow d
$$

for which $t=L_{\alpha}(T(A, F), r)$. We know that $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is an $\alpha$-cover for $A, F$ with minimum cardinality. So we have a polynomial time reduction of the problem of minimization of $\alpha$-cover cardinality to the problem of optimization of $\alpha$-decision rule system. Since the problem of minimization of cardinality of $\alpha$-cover is $N P$-hard, we have

Proposition 6.34. The problem of optimization of $\alpha$-decision rule system is NP-hard for any $\alpha, 0<\alpha<1$.

### 6.6 Approximate Algorithm for $\alpha$-Decision Tree Optimization

Let $\alpha$ be a real number such that $0 \leq \alpha<1$. We now describe an algorithm $U_{\alpha}$ which for a given decision table $T$ constructs an $\alpha$-decision tree $U_{\alpha}(T)$ for the table $T$. Let $T$ have $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. Set $s=\alpha P(T)$.

Step 1. Construct a tree consisting of a single node labeled with the table $T$ and proceed to the second step.

Suppose $t \geq 1$ steps have been made already. The tree obtained at the step $t$ will be denoted by $G$.

Step $(t+1)$. If no one node of the tree $G$ is labeled with a table then we denote by $U_{\alpha}(T)$ the tree $G$. The work of the algorithm $U_{\alpha}$ is completed.

Otherwise, we choose a node $v$ in the tree $G$ which is labeled with a subtable of the table $T$. Let the node $v$ be labeled with the table $T^{\prime}$. If
$P\left(T^{\prime}\right) \leq s$ then instead of $T^{\prime}$ we mark the node $v$ with the most common decision for $T^{\prime}$ and proceed to the step $(t+2)$. Let $P\left(T^{\prime}\right)>s$. Then for $i=1, \ldots, n$, we compute the value

$$
Q\left(f_{i}\right)=\max \left\{P\left(T^{\prime}\left(f_{i}, 0\right)\right), P\left(T^{\prime}\left(f_{i}, 1\right)\right)\right\} .
$$

We mark the node $v$ with the attribute $f_{i_{0}}$ where $i_{0}$ is the minimum $i$ for which $Q\left(f_{i}\right)$ has the minimum value. For each $\delta \in\{0,1\}$, we add to the tree $G$ the node $v(\delta)$, mark this node with the subtable $T^{\prime}\left(f_{i_{0}}, \delta\right)$, draw the edge from $v$ to $v(\delta)$, and mark this edge with $\delta$. Proceed to the step $(t+2)$.

Example 6.35. Let us apply the algorithm $U_{0.25}$ to the table $T$ depicted in Fig. 3.1 As a result we obtain the tree $U_{0.25}$ depicted in Fig. 6.10.


Fig. 6.10

We now evaluate the number of steps which the algorithm $U_{\alpha}$ makes during the construction of the decision tree $U_{\alpha}(T)$.

Theorem 6.36. Let $\alpha$ be a real number such that $0 \leq \alpha<1$, and $T$ be a decision table. Then during the construction of the tree $U_{\alpha}(T)$ the algorithm $U_{\alpha}$ makes at most $2 N(T)+1$ steps.

The proof of this theorem is similar to the proof of Theorem4.17. From Theorem 6.36 it follows that the algorithm $U_{\alpha}$ has polynomial time complexity.

Theorem 6.37. Let $\alpha$ be a real number such that $0<\alpha<1$, and $T$ be a nondegenerate decision table. Then

$$
h\left(U_{\alpha}(T)\right) \leq M(T) \ln \frac{1}{\alpha}+1
$$

Proof. Let $T$ be a table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. For $i=1, \ldots, n$, we denote by $\sigma_{i}$ a number from $\{0,1\}$ such that $P\left(T\left(f_{i}, \sigma_{i}\right)\right)=$ $\max \left\{P\left(T\left(f_{i}, \sigma\right)\right): \sigma \in\{0,1\}\right\}$. It is clear that the root of the tree $U_{\alpha}(T)$ is labeled with attribute $f_{i_{0}}$ where $i_{0}$ is the minimum $i$ for which $P\left(T\left(f_{i}, \sigma_{i}\right)\right)$ has the minimum value (it is clear that $Q\left(f_{i}\right)=P\left(T\left(f_{i}, \sigma_{i}\right)\right)$ ).

As in the proof of Theorem4.19, we can prove that

$$
P\left(T\left(f_{i_{0}}, \sigma_{i_{0}}\right)\right) \leq\left(1-\frac{1}{M(T)}\right) P(T) .
$$

Assume that $M(T)=1$. From the considered inequality and from the description of algorithm $U_{\alpha}$ it follows that $h\left(U_{\alpha}(T)\right)=1$. So if $M(T)=1$ then the statement of theorem is true.

Let now $M(T) \geq 2$. Consider a longest path in the tree $U_{\alpha}(T)$ from the root to a terminal node. Let its length be equal to $k$, working nodes of this path be labeled with attributes $f_{j_{1}}, \ldots, f_{j_{k}}$, where $f_{j_{1}}=f_{i_{0}}$, and edges be labeled with numbers $\delta_{1}, \ldots, \delta_{k}$. For $t=1, \ldots, k$, we denote by $T_{t}$ the table $T\left(f_{j_{1}}, \delta_{1}\right) \ldots\left(f_{j_{t}}, \delta_{t}\right)$. From Lemma 3.4 it follows that $M\left(T_{t}\right) \leq M(T)$ for $t=1, \ldots, k$. We know that $P\left(T_{1}\right) \leq P(T)(1-1 / M(T))$. In the same way, it is possible to prove that $P\left(T_{t}\right) \leq P(T)(1-1 / M(T))^{t}$ for $t=2, \ldots, k$.

Let us consider the table $T_{k-1}$. For this table, $P\left(T_{k-1}\right) \leq P(T)(1-$ $1 / M(T))^{k-1}$. Using the description of the algorithm $U_{\alpha}$ we obtain $P\left(T_{k-1}\right)>$ $\alpha P(T)$. Therefore $\alpha<(1-1 / M(T))^{k-1}$ and $(1+1 /(M(T)-1))^{k-1}<1 / \alpha$. If we take natural logarithm of both sides of this inequality we obtain $(k-1) \ln (1+1 /(M(T)-1))<\ln (1 / \alpha)$. It is known that for any natural $r$ the inequality $\ln (1+1 / r)>1 /(r+1)$ holds. Since $M(T) \geq 2$, we obtain $(k-1) / M(T)<\ln (1 / \alpha)$ and $k<M(T) \ln (1 / \alpha)+1$. Taking into account that $k=h\left(U_{\alpha}(T)\right)$ we obtain $h\left(U_{\alpha}(T)\right)<M(T) \ln (1 / \alpha)+1$.

Using Theorem 3.6 we obtain
Corollary 6.38. For any real $\alpha, 0<\alpha<1$, and for any nondegenerate decision table $T$

$$
h\left(U_{\alpha}(T)\right)<h(T) \ln \frac{1}{\alpha}+1
$$

From Proposition 4.28 it follows that $M(T(S, \mu)) \leq 4$ where $T(S, \mu)$ is the decision table corresponding to the problem $S, \mu$ of separation of green and white points in the plane (see Sect. 4.3). So, for any $\alpha, 0<\alpha<1$, we have

Corollary 6.39. $h\left(U_{\alpha}(T(S, \mu))\right) \leq 4 \ln (1 / \alpha)+1$.
We now show that the problem of minimization of $\alpha$-decision tree depth is $N P$-hard for any $\alpha, 0 \leq \alpha<1$.

For a given set cover problem $A, F$, we can construct the decision table $T(A, F)$ (see previous subsection) in polynomial time. Let $A=\left\{a_{1}, \ldots, a_{N}\right\}$ and $F=\left\{S_{1}, \ldots, S_{m}\right\}$. Let $\Gamma$ be an $\alpha$-decision tree for $T(A, F)$ such that $h(\Gamma)=h_{\alpha}(T(A, F))$. We consider the path in $\Gamma$ in which each edge is labeled with 0 . Let $\left\{f_{i_{1}}, \ldots, f_{i_{t}}\right\}$ be the set of attributes attached to working nodes of this path. One can show that $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is an $\alpha$-cover with minimum cardinality for the problem $A, F$. So, we have a polynomial time reduction of the problem of $\alpha$-cover cardinality minimization to the problem of $\alpha$ decision tree depth minimization. Taking into account that the problem of minimization of $\alpha$-cover cardinality is $N P$-hard we obtain

Proposition 6.40. For any $\alpha, 0 \leq \alpha<1$, the problem of minimization of $\alpha$-decision tree depth is $N P$-hard.

### 6.7 Algorithms for $\alpha$-Test Optimization

We will prove that the problem of minimization of $\alpha$-test cardinality is $N P$ hard for any $\alpha, 0 \leq \alpha<1$. For a given set cover problem $A, F$, where $A=\{1, \ldots, N\}$ and $F=\left\{S_{1}, \ldots, S_{m}\right\}$, we can construct in polynomial time the decision table $T(A, F)$. One can show that a subfamily $\left\{S_{i_{1}}, \ldots, S_{i_{t}}\right\}$ is an $\alpha$-cover for $A, F$ if and only if the set of columns $\left\{f_{i_{1}}, \ldots, f_{i_{t}}\right\}$ is an $\alpha$-test for the table $T(A, F)$. So we have a polynomial time reduction of the problem of $\alpha$-cover cardinality minimization to the problem of $\alpha$-test cardinality minimization. The problem of minimization of $\alpha$-cover cardinality is $N P$-hard. As a result, we obtain

Proposition 6.41. For any $\alpha, 0 \leq \alpha<1$, the problem of minimization of $\alpha$-test cardinality is NP-hard.

Unfortunately, we do not know polynomial approximate algorithms for the problem of minimization of $\alpha$-test cardinality with nontrivial bounds of accuracy.

### 6.8 Exact Algorithms for Optimization of $\alpha$-Decision Trees and Rules

Let $\alpha$ be a real number such that $0 \leq \alpha<1$. We describe an algorithm $W_{\alpha}$ which for a given nondegenerate decision table $T$ constructs an $\alpha$-decision tree for $T$ with minimum depth.

The first part of $W_{\alpha}$ work coincides with the first part of the algorithm $W$ work (see Sect. 4.3). During this part, the algorithm $W$ (and also the algorithm $W_{\alpha}$ ) constructs the set $S E P(T)$ of separable subtables of $T$ including $T$.

The second part of the algorithm $W_{\alpha}$ work is the construction of an optimal $\alpha$-decision tree $W_{\alpha}(T)$ for the table $T$. Begining with the smallest subtables from $S E P(T)$, the algorithm $W_{\alpha}$ at each step will correspond to a subtable from $S E P(T)$ a decision tree over this subtable.

Suppose that $p \geq 0$ steps of the second part of algorithm $W_{\alpha}$ have been made already.

Step $(p+1)$ : If the table $T$ in the set $\operatorname{SEP}(T)$ is labeled with a decision tree then this tree is the result of the algorithm $W_{\alpha}$ work (we denote this tree by $\left.W_{\alpha}(T)\right)$. Otherwise, choose in the set $S E P(T)$ a table $D$ satisfying the following conditions:
a) the table $D$ is not labeled with a decision tree;
b) either $P(D) \leq \alpha P(T)$ or $P(D)>\alpha P(T)$ and all separable subtables of $D$ of the kind $D\left(f_{i}, \delta\right), f_{i} \in E(D), \delta \in\{0,1\}$, are labeled with decision trees.

Let $P(D) \leq \alpha P(T)$ and $d$ be the most common decision for $T$. Then we mark the table $D$ with the decision tree consisting of one node which is labeled with $d$.

Otherwise, for each $f_{i} \in E(D)$ we construct a decision tree $\Gamma\left(f_{i}\right)$. The root of this tree is labeled with the attribute $f_{i}$. The root is the initial node of exactly two edges which are labeled with 0 and 1 respectively. These edges enter to roots of decision trees $\Gamma\left(f_{i}, 0\right)$ and $\Gamma\left(f_{i}, 1\right)$ respectively where $\Gamma\left(f_{i}, 0\right)$ and $\Gamma\left(f_{i}, 1\right)$ are decision trees attached to tables $D\left(f_{i}, 0\right)$ and $D\left(f_{i}, 1\right)$. Mark the table $D$ with one of the trees $\Gamma\left(f_{i}\right), f_{i} \in E(D)$, having minimum depth, and proceed to the step $(p+2)$.

It is not difficult to prove that after the finish of the algorithm $W_{\alpha}$ work each degenerate table $D$ from $S E P(T)$ will be labeled with a 0-decision tree for $D$ with minimum depth, and each nondegenerate table $D$ from $\operatorname{SEP}(T)$ will be labeled with an $\alpha P(T) / P(D)$-decision tree for $D$ with minimum depth. Using this fact one can prove

Theorem 6.42. Let $\alpha$ be a real number such that $0 \leq \alpha<1$. Then for any nondegenerate decision table $T$ the algorithm $W_{\alpha}$ constructs an $\alpha$ decision tree $W_{\alpha}(T)$ for $T$ such that $h\left(W_{\alpha}(T)\right)=h_{\alpha}(T)$, and makes exactly $2|S E P(T)|+3$ steps. The time of the algorithm $W_{\alpha}$ work is bounded from below by $|S E P(T)|$, and bounded from above by a polynomial on $|S E P(T)|$ and on the number of columns in the table $T$.

We now describe an algorithm $V_{\alpha}$ for the minimization of length of $\alpha$-decision rules.

The first part of $V_{\alpha}$ work coincides with the first part of the algorithm $W$ work. As a result, the set $S E P(T)$ of separable subtables of the table $T$ will be constructed.

The second part of the algorithm $V_{\alpha}$ is the construction for each row $r$ of a given decision table $T$ an $\alpha$-decision rule for $T$ and $r$ which has minimum length. Beginning with the smallest subtables from $S E P(T)$, the algorithm $V_{\alpha}$ at each step will correspond to each row $r$ of a subtable $T^{\prime} \in S E P(T)$ a decision rule.

Suppose $p \geq 0$ steps of the second part of the algorithm $V_{\alpha}$ have been made already.

Step $(p+1)$ : If each row $r$ of the table $T$ is labeled with a decision rule then the rule attached to $r$ is the result of the work of $V_{\alpha}$ for $T$ and $r$ (we denote this rule by $\left.V_{\alpha}(T, r)\right)$. Otherwise, choose in the set $S E P(T)$ a table $D$ satisfying the following conditions:
a) rows of $D$ are not labeled with decision rules;
b) either $P(D) \leq \alpha P(T)$, or $P(D)>\alpha P(T)$ and for all separable subtables of $D$ of the kind $D\left(f_{i}, \delta\right), f_{i} \in E(D), \delta \in\{0,1\}$, each row is labeled with a decision rule.

Let $P(D) \leq \alpha P(T)$ and $d$ be the most common decision for $D$. Then we mark each row of $D$ with the decision rule $\rightarrow d$.

Let $P(D)>\alpha P(T)$ and $r=\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a row of $D$. For any $f_{i} \in E(D)$ we construct a rule rule $\left(r, f_{i}\right)$. Let the row $r$ in the table $D\left(f_{i}, \delta_{i}\right)$ be labeled with the rule $\beta_{i} \rightarrow d_{i}$. Then the rule rule $\left(r, f_{i}\right)$ is equal to $f_{i}=\delta_{i} \wedge \beta_{i} \rightarrow d_{i}$.

We mark the row $r$ of the table $D$ with one of the rules rule $\left(r, f_{i}\right), f_{i} \in E(D)$, having minimum length and proceed to the step $(p+2)$.

It is not difficult to show that after the finish of the algorithm $W_{\alpha}$ work for each degenerate table $D \in S E P(T)$, each row $r$ of $D$ will be labeled with a 0 decision rule for $T$ and $r$ with minimum length. For each nondegenerate table $D \in S E P(T)$, each row $r$ of $D$ will be labeled with an $\alpha P(T) / P(D)$-decision rule for $T$ and $r$ having minimum length.

Using this fact one can prove
Theorem 6.43. Let $\alpha$ be a real number such that $0 \leq \alpha<1$. Then for any nondegenerate decision table $T$ and any row $r$ of $T$ the algorithm $V_{\alpha}$ constructs an $\alpha$-decision rule $V_{\alpha}(T, r)$ for $T$ and $r$ having minimum length $L_{\alpha}(T, r)$. During the construction of optimal rules for rows of $T$ the algorithm $V_{\alpha}$ makes exactly $2|S E P(T)|+3$ steps. The time of the algorithm $V_{\alpha}$ work is bounded from below by $|S E P(T)|$, and bounded from above by a polynomial on $|S E P(T)|$ and on the number of columns in the table $T$.

### 6.9 Conclusions

This chapter is devoted to the study of $\alpha$-tests, $\alpha$-decision trees and $\alpha$-decision rules. We consider relationships among these objects, bounds on complexity and algorithms for construction of such trees, rules and tests.

The bound from Theorem 6.17 and a statement close to Theorem 6.19 were published in [14, 52. An algorithm similar to the algorithm $W_{\alpha}$ for optimization of $\alpha$-decision trees was considered in 2].

Note that there are different approaches to the definition of notions of approximate decision trees, rules and tests. In particular, in the book 59] $\alpha$-tests and $\alpha$-decision rules are studied which are defined in other ways than in this chapter.

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$. A subset $B$ of the set $\left\{f_{1}, \ldots, f_{n}\right\}$ is called an $\alpha$-test for $T$ if attributes from $B$ separate at least $(1-\alpha) P(T)$ unordered pairs of rows with different decisions from $T$ (an attribute $f_{i}$ separates two rows if these rows have different numbers at the intersection with the column $f_{i}$ ).

Let $r=\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a row of $T$ labeled with the decision $d$. We denote by $P(T, r)$ the number of rows from $T$ with decisions different from $d$. A decision rule

$$
f_{i_{1}}=\delta_{i_{1}} \wedge \ldots \wedge f_{i_{m}}=\delta_{i_{m}} \rightarrow d
$$

is called an $\alpha$-decision rule for $T$ and $r$ if attributes $f_{i_{1}}, \ldots, f_{i_{m}}$ separate from $r$ at least $(1-\alpha) P(T, r)$ rows with decisions different from $d$.

The book [59] contains bounds on complexity and algorithms for construction of such $\alpha$-tests and $\alpha$-decision rules. In contrast with this chapter, in 59 it is proven that, under some natural assumptions on the class $N P$, a simple greedy algorithm is close to the best polynomial approximate algorithms for the minimization of $\alpha$-test cardinality.

Next four chapters are devoted to the consideration of various applications of tools created in the first part of book. In Chap. 7, we discuss the use of tests, decision trees and rules in supervised machine learning including lazy learning algorithms. Chapter 8 is devoted to the study of complexity of decision trees and decision rules over infinite systems of attributes. In Chap. 9, we study decision trees with so-called quasilinear attributes, and applications of the obtained results to problems of discrete optimization and analysis of acyclic programs. In Chap. 10, we consider two more applications: the diagnosis of constant faults in combinatorial circuits and the recognition of regular language words.

Applications

## 7

## Supervised Learning

In the previous chapters, we considered algorithms for construction of classi-fiers-decision trees and decision rule systems for a given decision table $T$. If $T$ contains complete information (we know all possible tuples of values of attributes, and these tuples are rows of $T$ ) then depending on our aims we should construct either exact or approximate classifiers. In the last case, we can control the accuracy of approximate classifiers.

If $T$ contains incomplete information (we do not know all possible tuples of values of attributes and corresponding decisions) then we have essentially more complicated problem known as supervised learning. For a given decision table $T$ with conditional attributes $f_{1}, \ldots, f_{n}$ and the decision attribute $d$, we should construct a classifier which will predict values of the decision attribute for tuples of values of conditional attributes which, possible, are not rows of the table $T$. In this case, exact classifiers can be overfitted, i.e., have a good accuracy for $T$ and a bad one for tuples of values of attributes that are not rows of $T$.

The usual way in this situation is to divide initial table $T$ into three subtables: training subtable $T_{1}$, validation subtable $T_{2}$ and test subtable $T_{3}$. The subtable $T_{1}$ is used for construction of initial classifier. The subtable $T_{2}$ is used for pruning of this classifier: we step by step decrease the accuracy of the classifier relative to $T_{1}$ by removal of its parts (nodes of decision tree or conditions from the left-hand side of decision rules), and stop when the accuracy of obtained classifier relative to $T_{2}$ will be maximum. The subtable $T_{3}$ is used to evaluate the accuracy of classifier obtained after pruning. If the accuracy is enough good we can use this classifier to predict decisions for tuples of values of attributes that are not rows of $T$.

In this chapter, we consider three known approaches to the supervised learning problem: based on decision trees (see, for example, [8, 71]), based on decision rule systems (see, for example, 73 ) and so-called lazy learning algorithms (we omit the construction of classifier and work directly with input tuple of attribute values and decision table $T$ [1, [20]).

This chapter contains four sections. In Sect. 7.1, we consider classifiers based on decision trees. In Sect. 7.2, we study classifiers based on decision rules. Section 7.3 is devoted to the consideration of lazy learning algorithms. Section 7.4 contains conclusions.

### 7.1 Classifiers Based on Decision Trees

We studied two ways for exact decision tree construction: based on greedy algorithm (algorithm $U$ ) and based on dynamic programming approach (algorithm $W$ ). Modifications of these algorithms (algorithms $U_{\alpha}$ and $W_{\alpha}$ ) allow us to construct approximate trees- $\alpha$-decision trees, $0 \leq \alpha<1$.

The considered algorithms are trying to minimize or minimize the depth of decision trees. We can have also other aims, for example, to minimize the number of nodes in decision trees. It is easy to modify algorithms $W$ and $W_{\alpha}$ for the minimization of number of nodes in exact and $\alpha$-decision trees (see [12, 2]. If in the algorithms $U$ and $U_{\alpha}$ under the selection of attribute we minimize the parameter $P\left(T\left(f_{i}, 0\right)\right)+P\left(T\left(f_{i}, 1\right)\right)$ instead of the parameter $\max \left\{P\left(T\left(f_{i}, 0\right)\right), P\left(T\left(f_{i}, 1\right)\right)\right\}$ we will obtain algorithms which are more adjusted to the minimization of the number of nodes in decision trees.

Let $\Gamma$ be an $\alpha$-decision tree for $T$. We can use $\Gamma$ as a classifier to predict the value of decision attribute for a tuple $\bar{\delta}$ of values of conditional attributes which is not a row of $T$. Let us describe the work of $\Gamma$ on $\bar{\delta}$. We begin from the root of $\Gamma$. Let us assume that we reached a node $v$ of $\Gamma$. If $v$ is a terminal node of $\Gamma$ labeled with a decision $c$, then $c$ is the result of work of $\Gamma$ on $\bar{\delta}$. Let $v$ be a nonterminal node labeled with an attribute $f_{i}$, and $\delta_{i}$ be the value of $f_{i}$ in the tuple $\bar{\delta}$. If there is no edge which issues from $v$ and is labeled with $\delta_{i}$ then the result of $\Gamma$ work on $\bar{\delta}$ is the most common decision for the table $T(v)$ (see explanation of the notation $T(v)$ in the next paragraph). Otherwise, we pass along the edge that issues from $v$ and is labeled with $\delta_{i}$, etc.

Let us assume now that we divided given nondegenerate decision table $T$ into three nondegenerate subtables $T_{1}, T_{2}$ and $T_{3}$, and constructed an $\alpha$-decision tree $\Gamma$ for the subtable $T_{1}$. We describe now the procedure of decision tree $\Gamma$ pruning based on decision tables $T_{1}$ and $T_{2}$. For each node $v$ of $\Gamma$, we construct a subtable $T_{1}(v)$ of the table $T_{1}$, where $T_{1}(v)=T_{1}$ if $v$ is the root of $\Gamma$, and $T_{1}(v)=T_{1}\left(f_{i_{1}}, a_{1}\right) \ldots\left(f_{i_{m}}, a_{m}\right)$ if $v$ is not a root of $\Gamma$, $f_{i_{1}}, \ldots, f_{i_{m}}$ are attributes attached to nodes of the path from the root of $\Gamma$ to $v$, and $a_{1}, \ldots, a_{m}$ are numbers attached to edges of this path. We denote $\alpha(v)=P\left(T_{1}(v)\right) / P\left(T_{1}\right)$.

Let $\Gamma$ contain $t$ nonterminal nodes, and $v_{1}, \ldots, v_{t}$ be all nonterminal nodes of $\Gamma$ in an order such that $\alpha\left(v_{1}\right) \leq \alpha\left(v_{2}\right) \leq \ldots \leq \alpha\left(v_{t}\right)$, and for any $i \in$ $\{1, \ldots, t-1\}$, if $\alpha\left(v_{i}\right)=\alpha\left(v_{i+1}\right)$ then the distance from the root of $\Gamma$ to $v_{i}$ is at least the distance from the root to $v_{i+1}$. We construct now a sequence $\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{t}$ of decision trees. Let $\Gamma_{0}=\Gamma$, and let us assume that for some $i \in\{0, \ldots, t-1\}$ the decision tree $\Gamma_{i}$ is already constructed. We now construct
the decision tree $\Gamma_{i+1}$. Let $D$ be a subtree of $\Gamma_{i}$ with the root $v_{i+1}$. We remove from $\Gamma_{i}$ all nodes and edges of $D$ with the exception of $v_{i+1}$. We transform the node $v_{i+1}$ into a terminal node which is labeled with the most common decision for $T_{1}\left(v_{i+1}\right)$. As a result, we obtain the decision tree $\Gamma_{i+1}$.

For $i=0, \ldots, t$, we apply the decision tree $\Gamma_{i}$ to each row of the table $T_{2}$ and find the number of misclassifications - the number of rows in $T_{2}$ for which the result of $\Gamma_{i}$ work does not equal to the decision attached to the considered row.

We choose minimum $i_{0} \in\{0, \ldots, t\}$ for which the tree $\Gamma_{i_{0}}$ has the minimum number of misclassifications. This tree will be considered as the final classifier. We apply $\Gamma_{i_{0}}$ to the table $T_{3}$ and evaluate its quality-the number of misclassifications on the rows of $T_{3}$.

Note that we can consider different approaches to the pruning of decision trees.

Example 7.1. Let us consider the decision table $T$ depicted in Fig. 3.1 and the decision tree $\Gamma$ depicted in Fig. 3.2. We know that $\Gamma$ is a decision tree for $T$ with minimum depth. We can apply $\Gamma$ to the three tuples of values of conditional attributes $f_{1}, f_{2}, f_{3}$ which are not rows of $T$ to predict the values of decision attribute $d$ (see Fig. 7.1).


Fig. 7.1

### 7.2 Classifiers Based on Decision Rules

We considered a number of ways to construct for a given decision table $T$ a complete system of decision rules or an $\alpha$-complete system of decision rules, $0 \leq \alpha<1$. First, we should list these ways.

### 7.2.1 Use of Greedy Algorithms

We apply to each row $r$ of $T$ the greedy algorithm (see Sect. 4.1.3) which constructs a decision rule for $T$ and $r$. As a result, we obtain a complete system of decision rules for $T$.

Let $\alpha$ be a real number such that $0 \leq \alpha<1$. We can apply to each row $r$ of $T$ the greedy algorithm (see Sect. 6.5) which constructs an $\alpha$-decision rule for $T$ and $r$. As a result, we obtain an $\alpha$-complete system of decision rules for $T$.

Example 7.2. Let us apply the greedy algorithm for construction of exact decision rules and the greedy algorithm for construction of $1 / 8$-decision rules to each row of the decision table $T$ depicted in Fig. 3.1 (see also Fig. (7.1). As a result, we obtain a complete system of decision rules for $T$

$$
\begin{aligned}
\left\{f_{1}\right. & =1 \wedge f_{3}=1 \rightarrow 1, f_{1}=0 \wedge f_{2}=1 \rightarrow 2, f_{2}=1 \wedge f_{3}=0 \rightarrow 2 \\
f_{2} & \left.=0 \rightarrow 3, f_{2}=0 \rightarrow 3\right\}
\end{aligned}
$$

and a $1 / 8$-complete system of decision rules for $T$

$$
\left\{f_{3}=1 \rightarrow 1, f_{1}=0 \rightarrow 2, f_{2}=1 \wedge f_{3}=0 \rightarrow 2, f_{2}=0 \rightarrow 3, f_{2}=0 \rightarrow 3\right\}
$$

### 7.2.2 Use of Dynamic Programming Approach

We can apply to each row $r$ of $T$ the algorithm $V$ (see Sect. 4.3) which constructs a decision rule for $T$ and $r$ with minimum length. As a result, we obtain a complete system of decision rules for $T$.

Let $0 \leq \alpha<1$. We apply to each row $r$ of $T$ the algorithm $V_{\alpha}$ (see Sect. 6.8) which constructs an $\alpha$-decision rule for $T$ and $r$ with minimum length. As a result, we obtain an $\alpha$-complete system of decision rules for $T$.

### 7.2.3 From Test to Complete System of Decision Rules

Let $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be a test for $T$. For each row $r$ of $T$, we construct the decision rule

$$
f_{i_{1}}=a_{1} \wedge \ldots \wedge f_{i_{m}}=a_{m} \rightarrow t
$$

where $a_{1}, \ldots, a_{m}$ are numbers at the intersection of the row $r$ and columns $f_{i_{1}}, \ldots, f_{i_{m}}$ and $t$ is the decision attached to the row $r$. Since $F$ is a test for $T$, the obtained system of decision rules is a complete system for $T$ (see Theorem 2.25).

Let $\alpha$ be a real number, $0 \leq \alpha<1$, and $F=\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ be an $\alpha$-test for $T$. For each row $r$ of $T$, we construct the decision rule

$$
f_{i_{1}}=a_{1} \wedge \ldots \wedge f_{i_{m}}=a_{m} \rightarrow t
$$

where $a_{1}, \ldots, a_{m}$ are numbers at the intersection of the row $r$ and columns $f_{i_{1}}, \ldots, f_{i_{m}}$ and $t$ is the most common decision for the table $T\left(f_{i_{1}}, a_{1}\right) \ldots$ $\left(f_{i_{m}}, a_{m}\right)$. Since $F$ is an $\alpha$-test for $T$, the obtained system of decision rules is an $\alpha$-complete system for $T$ (see Theorem 6.4).

Example 7.3. Let us consider the decision table $T$ depicted in Fig. 3.1. We know that $\left\{f_{2}, f_{3}\right\}$ is a test for $T$. One can show that $\left\{f_{2}\right\}$ is a $1 / 4$-test for $T$. Therefore

$$
\begin{aligned}
& \left\{f_{2}=1 \wedge f_{3}=1 \rightarrow 1, f_{2}=1 \wedge f_{3}=0 \rightarrow 2, f_{2}=1 \wedge f_{3}=0 \rightarrow 2\right. \\
& \left.f_{2}=0 \wedge f_{3}=1 \rightarrow 3, f_{2}=0 \wedge f_{3}=0 \rightarrow 3\right\}
\end{aligned}
$$

is a complete system of decision rules for $T$, and

$$
\left\{f_{2}=1 \rightarrow 2, f_{2}=1 \rightarrow 2, f_{2}=1 \rightarrow 2, f_{2}=0 \rightarrow 3, f_{2}=0 \rightarrow 3\right\}
$$

is a $1 / 4$-complete system of decision rules for $T$.

### 7.2.4 From Decision Tree to Complete System of Decision Rules

Let $\Gamma$ be an $\alpha$-decision tree, $0 \leq \alpha<1$. If $\alpha=0$ then we have an exact decision tree. Let $\tau$ be a path in $\Gamma$ from the root to a terminal node in which working nodes are labeled with attributes $f_{i_{1}}, \ldots, f_{i_{m}}$, edges are labeled with numbers $b_{1}, \ldots, b_{m}$, and the terminal node of $\tau$ is labeled with the decision $t$. We correspond to $\tau$ the decision rule

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow t
$$

We know that the set of decision rules corresponding to paths in $\Gamma$ from the root to terminal nodes is an $\alpha$-complete system of decision rules for $T$ (see Theorem (6.6). In particular, if $\Gamma$ is a decision tree for $T$ then the considered system of decision rules is a complete system for $T$ (see Theorem 2.27).

Example 7.4. Let us consider the decision table $T$ depicted in Fig. 3.1 and the decision tree $\Gamma$ for $T$ depicted in Fig. 3.2 (see also Fig. 7.1). Then

$$
\left\{f_{2}=0 \rightarrow 3, f_{2}=1 \wedge f_{3}=0 \rightarrow 2, f_{2}=1 \wedge f_{3}=1 \rightarrow 1\right\}
$$

is the set of decision rules corresponding to paths in $\Gamma$ from the root to terminal nodes. This system is a complete system of decision rules for $T$.

### 7.2.5 Simplification of Rule System

Let $0 \leq \alpha<1$ and $S$ be an $\alpha$-complete system of decision rules for $T$ constructed by one of the considered algorithms. We can try to simplify $S$ : try to minimize the total length of rules in $S$ and the number of rules in $S$. Let

$$
\begin{equation*}
f_{i_{1}}=a_{1} \wedge \ldots \wedge f_{i_{m}}=a_{m} \rightarrow t \tag{7.1}
\end{equation*}
$$

be a rule from $S$. We try to remove from the left-hand side of the rule (7.1) as much as possible conditions $f_{i_{j}}=a_{j}, j \in\{1, \ldots, m\}$, such that for remaining conditions $f_{i_{j(1)}}=a_{j(1)}, \ldots, f_{i_{j(k)}}=a_{j(k)}$ for subtable $T^{\prime}=$ $T\left(f_{i_{j(1)}}, a_{j(1)}\right) \ldots\left(f_{i_{j(k)}}, a_{j(k)}\right)$ the inequality $P\left(T^{\prime}\right) \leq \alpha P(T)$ holds. Then instead of rule (7.1) we add to $S$ the rule

$$
\begin{equation*}
f_{i_{j(1)}}=a_{j(1)} \wedge \ldots \wedge f_{i_{j(k)}}=a_{j(k)} \rightarrow t^{\prime} \tag{7.2}
\end{equation*}
$$

where $t^{\prime}$ is the most common decision for $T^{\prime}$. It is clear that the set of rules obtained from $S$ by substitution of reduced rule (7.2) for each rule (7.1) from $S$ is an $\alpha$-decision rule system for $T$.

We will say that a rule from $S$ covers a row $r$ from $T$ if this rule is realizable for $r$. Since $S$ is an $\alpha$-complete system of decision rules for $T$, rules from $S$ cover all rows from $T$. Let $S^{\prime}$ be a subsystem of $S$ such that rules from $S^{\prime}$ cover all rows from $T$. It is clear that $S^{\prime}$ is an $\alpha$-complete system of decision rules for $T$. We can try to minimize the number of rules in $S^{\prime}$. To this end, we can use the greedy algorithm for set cover problem.

### 7.2.6 System of Rules as Classifier

Let $T$ be a decision table with conditional attributes $f_{1}, \ldots, f_{n}$ and the decision attribute $d$. Let $S$ be an $\alpha$-complete system of decision rules for $T$. We can use $S$ as a classifier for the prediction of value of decision attribute $d$ for a tuple $\bar{a}=\left(a_{1}, \ldots, a_{n}\right)$ of values of conditional attributes $f_{1}, \ldots, f_{n}$ in the case when $\bar{a}$ is not a row of $T$. We will say that a decision rule

$$
f_{i_{1}}=b_{1} \wedge \ldots \wedge f_{i_{m}}=b_{m} \rightarrow t
$$

is realizable for $\bar{a}$ if $b_{1}=a_{i_{1}}, \ldots, b_{m}=a_{i_{m}}$. If $S$ does not contain rules which are realizable for $\bar{a}$ then the value of the attribute $d$ for $\bar{a}$ will be equal to the most common decision for $T$. Let $S$ contain rules which are realizable for $\bar{a}$ and $c$ be the minimum value of $d$ such that the number of rules from $S$ which are realizable for $\bar{a}$ and have $c$ on the right-hand side is maximum. Then the value of $d$ for $\bar{a}$ will be equal to $c$.

### 7.2.7 Pruning

A complete system of rules or an $\alpha$-complete system of rules with small value of $\alpha$ can be overfitted, i.e., can have high accuracy on $T$ and low accuracy for tuples which are not rows of $T$. To improve this situation, we can use a procedure of pruning of decision rules.

Let a nondegenerate decision table $T$ is divided into three nondegenerate subtables $T_{1}, T_{2}$ and $T_{3}$. We use one of the considered approaches to construct an $\alpha$-complete system of decision rules for $T_{1}$. After that, we can simplify this
system. Let $S$ be the obtained $\alpha$-complete system of decision rules for $T_{1}$. Let us consider an arbitrary decision rule from $S$

$$
\begin{equation*}
f_{i_{1}}=a_{1} \wedge \ldots \wedge f_{i_{m}}=a_{m} \rightarrow t \tag{7.3}
\end{equation*}
$$

For $j \in\{1, \ldots, m\}$, we consider the subrule

$$
\begin{equation*}
f_{i_{j}}=a_{j} \wedge \ldots \wedge f_{i_{m}}=a_{m} \rightarrow t^{\prime} \tag{7.4}
\end{equation*}
$$

of the rule (7.3), where $t^{\prime}$ is the most common decision for the subtable $\left.T_{1}\left(f_{i_{j}}, a_{j}\right) \ldots\left(f_{i_{m}}, a_{m}\right)\right)$, and find inaccuracy

$$
\frac{P\left(T_{1}\left(f_{i_{j}}, a_{j}\right) \ldots\left(f_{i_{m}}, a_{m}\right)\right)}{P\left(T_{1}\right)}
$$

of the subrule (7.4) relative to the table $T_{1}$.
Let $\alpha_{1}<\alpha_{2}<\ldots<\alpha_{q}$ be all different inaccuracies for all subrules of rules from $S$ which are greater than or equal to $\alpha$. For every $k \in\{1, \ldots, q\}$, we construct a system of decision rules $S_{k}$. For any rule (7.3) from $S$ we add to $S_{k}$ a subrule (7.4) of (7.3) with maximum $j \in\{1, \ldots, m\}$ for which the inaccuracy of (7.4) is at most $\alpha_{k}$.

For each $k \in\{1, \ldots, q\}$, we apply the decision rule system $S_{k}$ as classifier to the table $T_{2}$ and find the number of misclassifications - the number of rows in $T_{2}$ for which the result of $S_{k}$ work does not equal to the decision attached to the considered row.

We choose minimum $k_{0} \in\{1, \ldots, q\}$ for which the rule system $S_{k_{0}}$ has the minimum number of misclassifications. This system will be considered as the final classifier. We apply $S_{k_{0}}$ to the table $T_{3}$ and evaluate its quality-the number of misclassifications on the rows of $T_{3}$.
Example 7.5. Let us consider the decision table $T$ depicted in Fig. 3.1 and $1 / 8$-complete system of decision rules for $T$

$$
S=\left\{f_{3}=1 \rightarrow 1, f_{1}=0 \rightarrow 2, f_{2}=1 \wedge f_{3}=0 \rightarrow 2, f_{2}=0 \rightarrow 3\right\}
$$

constructed by the greedy algorithm (see Example 7.2, we removed from the considered system one of two equal rules $f_{2}=0 \rightarrow 3$ ). We apply $S$ to three tuples of values of attributes $f_{1}, f_{2}, f_{3}$ which are not rows of $T$ to predict values of the decision attribute $d$ (see Fig. 7.2).

### 7.3 Lazy Learning Algorithms

Let $T$ be a decision table with $n$ conditional attributes $f_{1}, \ldots, f_{n}$ and the decision attribute $d$.

Instead of construction of classifier, we can use information contained in the decision table $T$ directly to predict the value of decision attribute for a tuple of values of conditional attributes which is not a row of $T$ [1].

$$
T=\frac{\begin{array}{|lll|l|}
\hline f_{1} & f_{2} & f_{3} & d \\
\hline 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 2 \\
1 & 1 & 0 & 2 \\
0 & 0 & 1 & 3 \\
1 & 0 & 0 & 3
\end{array}}{\qquad \begin{array}{llll}
0 & 0 & 0 & 2 \\
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1
\end{array}}
$$

Fig. 7.2

### 7.3.1 k-Nearest Neighbor Algorithm

Let a distance function is defined on the set of possible tuples of attribute $f_{1}, \ldots, f_{n}$ values, $k$ be a natural number and $\bar{\delta}$ be a tuple of values of attributes $f_{1}, \ldots, f_{n}$ which is not a row of $T$. To assign a value of the decision attribute $d$ to $\bar{\delta}$ we find $k$ rows $\sigma_{1}, \ldots, \sigma_{k}$ from $T$ which are nearest to $\bar{\delta}$ (relative to the considered distance). More precisely, we put all rows of $T$ in order such that the $i$-th row $r_{i}$ precedes the $j$-th row $r_{j}$ if the distance from $\bar{\delta}$ to $r_{i}$ is less than the distance from $\bar{\delta}$ to $r_{j}$. If the considered distances are equal then $r_{i}$ precedes $r_{j}$ if $i<j$. We assign to $\bar{\delta}$ the minimum decision which is attached to the maximum number of rows $\sigma_{1}, \ldots, \sigma_{k}$ (see also [16]).

Example 7.6. Let us consider the decision table $T$ depicted in Fig. 3.1. We apply $3 N N(k=3)$ algorithm based on Hamming distance to the table $T$ and to three tuples of values of attributes $f_{1}, f_{2}, f_{3}$ which are not rows of $T$ to predict values of the decision attribute $d$ (see Fig. 7.3). The Hamming distance between two tuples of attribute $f_{1}, \ldots, f_{n}$ values is the number of attributes for which the considered tuples have different values. In particular, the Hamming distance between the tuple $(0,0,0)$ and any row of $T$ is equal to the number of units in the considered row. There are three rows for which the distance is equal to 1 : $(0,1,0),(0,0,1)$ and $(1,0,0)$. These rows are labeled with decisions $2,3,3$. Therefore we assign the decision 3 to the tuple $(0,0,0)$.

### 7.3.2 Lazy Decision Trees and Rules

Let $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a tuple of values of attributes $f_{1}, \ldots, f_{n}$ which is not a row of $T$.

Instead of construction of an $\alpha$-decision tree $\Gamma$ for $T$ by greedy algorithm and use $\Gamma$ to assign a decision to $\bar{\delta}$, we can simulate the work of $\Gamma$ on $\bar{\delta}$ by construction of corresponding path from the root of $\Gamma$ to some node (see description of the work of $\Gamma$ on $\bar{\delta}$ in Sect. (7.1).

$T=$| $f_{1}$ | $f_{2}$ | $f_{3}$ | $d$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |
| 0 | 1 | 0 | 2 |
| 1 | 1 | 0 | 2 |
| 0 | 0 | 1 | 3 |
| 1 | 0 | 0 | 3 |

$\begin{array}{llll}0 & 0 & 0 & 3\end{array}$
$\begin{array}{llll}0 & 1 & 1 & 1\end{array}$
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Let us assume that we already constructed a path $v_{1}, \ldots, v_{m}$ from the root $v_{1}$ of $\Gamma$ to a node $v_{m}$ of $\Gamma$. Let nodes $v_{1}, \ldots, v_{m-1}$ be labeled with attributes $f_{i_{1}}, \ldots, f_{i_{m-1}}$. Set $T\left(v_{m}\right)=T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m-1}}, \delta_{i_{m-1}}\right)$. If $P\left(T\left(v_{m}\right)\right) \leq$ $\alpha P(T)$ then $v_{m}$ is a terminal node of $\Gamma$. We assign to $v_{m}$ (and to $\bar{\delta}$ ) the most common decision for $T\left(v_{m}\right)$.

Let $P\left(T\left(v_{m}\right)\right)>\alpha P(T)$ and $i_{m}$ is the minimum number from $\{1, \ldots, n\}$ for which the column $f_{i_{m}}$ in $T\left(v_{m}\right)$ contains different numbers and

$$
\max _{\sigma \in D_{i_{m}}} P\left(T\left(v_{m}\right)\left(f_{i_{m}}, \sigma\right)\right)=\min \left\{\max _{\sigma \in D_{j}} P\left(T\left(v_{m}\right)\left(f_{j}, \sigma\right)\right): j=1, \ldots, n\right\}
$$

where $D_{j}, j \in\{1, \ldots, n\}$, is the set of values of the attribute $f_{j}$ in the table $T\left(v_{m}\right)$. If $T\left(v_{m}\right)\left(f_{i_{m}}, \delta_{i_{m}}\right)$ is the empty table then we assign to $\bar{\delta}$ the most common decision for $T\left(v_{m}\right)$. Otherwise, we attach the attribute $f_{i_{m}}$ to the node $v_{m}$, add new node $v_{m+1}$ and the edge from $v_{m}$ to $v_{m+1}$ which is labeled with the number $\delta_{i_{m}}$, etc.

We will say about this approach to prediction as about lazy decision trees.
To avoid the appearance of empty table $T\left(v_{m}\right)\left(f_{i_{m}}, \delta_{i_{m}}\right)$ as long as possible we can modify a bit the described procedure and choose $f_{i_{m}}$ only among such $f_{j}, j \in\{1, \ldots, n\}$, for which the table $T\left(v_{m}\right)\left(f_{j}, \delta_{j}\right)$ is nonempty. If there are no such $f_{j}$ then we assign to $\bar{\delta}$ the most common decision for $T\left(v_{m}\right)$.

After the considered modification, we can not say that we simulate the work of an $\alpha$-decision tree. However, we will say about this approach to prediction also as about lazy decision trees.

We can consider not only lazy decision trees but also lazy decision rules: instead of construction of an $\alpha$-complete system of decision rules for $T$ we can construct an $\alpha$-decision rule for $T$ and $\bar{\delta}$ by slightly modified greedy algorithm.

Let us assume that we already constructed a prefix $f_{i_{1}}=\delta_{i_{1}} \wedge \ldots \wedge f_{i_{m-1}}=$ $\delta_{i_{m-1}}$ of the left-hand side of a decision rule. We denote this prefix by $\beta$, and by $T^{\prime}$ we denote the table $T\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{m-1}}, \delta_{i_{m-1}}\right)$. If $P\left(T^{\prime}\right) \leq \alpha P(T)$ then we construct the $\alpha$-decision rule

$$
\beta \rightarrow b
$$

where $b$ is the most common decision for $T^{\prime}$. We assign the decision $b$ to $\bar{\delta}$.
Let $P\left(T^{\prime}\right)>\alpha P(T)$ and $i_{m}$ be the minimum number from $\{1, \ldots, n\}$ for which $T^{\prime}\left(f_{i_{m}}, \delta_{i_{m}}\right)$ is nonempty and $P\left(T^{\prime}\left(f_{i_{m}}, \delta_{i_{m}}\right)\right)=\min P\left(T^{\prime}\left(f_{j}, \delta_{j}\right)\right)$ where minimum is considered among all $j \in\{1, \ldots, n\}$ for which $T^{\prime}\left(f_{j}, \delta_{j}\right)$ is a nonempty table. If there are no such $j$ then we construct the decision rule

$$
\beta \rightarrow b
$$

where $b$ is the most common decision for $T^{\prime}$. We assign the decision $b$ to $\bar{\delta}$. Otherwise, we form new prefix $\beta \wedge f_{i_{m}}=\delta_{i_{m}}$ and continue the work of algorithm.

We will say about this approach to prediction as about lazy decision rules. It should be noted that similar approaches are considered also as lazy decision trees [20].

Example 7.7. Let $T$ be the decision table depicted in Fig. 3.1. We apply "lazy decision rules" to $\alpha=1 / 8, T$ and three tuples of values of attributes $f_{1}, f_{2}$, $f_{3}$ which are not rows of $T$ to predict values of the decision attribute $d$ (see Fig. (7.4).

$$
T=\begin{array}{ll}
\begin{array}{|lll|l}
\hline f_{1} & f_{2} & f_{3} & d \\
\hline 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 2 \\
1 & 1 & 0 & 2 \\
0 & 0 & 1 & 3 \\
1 & 0 & 0 & 3 \\
\hline
\end{array} & \\
\begin{array}{lllll}
0 & 0 & 0 & 3 & f_{2}=0 \rightarrow 3 \\
0 & 1 & 1 & 2 & f_{1}=0 \rightarrow 2 \\
1 & 0 & 1 & 3 & f_{2}=0 \rightarrow 3
\end{array}
\end{array}
$$

Fig. 7.4

We have $P(T)=8, P\left(T\left(f_{1}, 0\right)\right)=1, P\left(T\left(f_{1}, 1\right)\right)=3, P\left(T\left(f_{2}, 0\right)\right)=0$, $P\left(T\left(f_{2}, 1\right)\right)=2, P\left(T\left(f_{3}, 0\right)\right)=2$, and $P\left(T\left(f_{3}, 1\right)\right)=1$. Using this information it is easy to check that "lazy decision rules" algorithm constructs for the considered three tuples 1/8-decision rules depicted in Fig. 7.4.

### 7.3.3 Lazy Learning Algorithm Based on Decision Rules

In this section, we consider the same classification (prediction) problem as in the previous sections: for a given decision table $T$ with $n$ columns labeled
with attributes $f_{1}, \ldots, f_{n}$ and a new object $\bar{\delta}$ given by the tuple $\left(\delta_{1}, \ldots, \delta_{n}\right)$ of values of conditional attributes $f_{1}, \ldots, f_{n}$ we should generate the value of the decision attribute for $\bar{\delta}$.

We can construct a complete system of decision rules for $T$ and use it for prediction, or use "lazy decision rules" approach and construct a decision rule for $\bar{\delta}$ directly based on the decision table $T$.

In this section, we consider another way proposed and studied by J. Bazan [3, 4, 5]. For new object $\bar{\delta}$ and each decision $b$ from $T$, we find (using polynomial-time algorithm) the number $D(T, b, \bar{\delta})$ of rows $r$ from $T$ such that there exists a decision rule over $T$ which is true for $T$, realizable for $r$ and $\bar{\delta}$, and has $b$ on the right-hand side. For $\bar{\delta}$, we choose the minimum decision $b$ for which the value of $D(T, b, \bar{\delta})$ is maximum.

For a row $r=\left(r_{1}, \ldots, r_{n}\right)$ of $T$, we denote by $M(r, \bar{\delta})$ the set of attributes $f_{i} \in\left\{f_{1}, \ldots, f_{n}\right\}$ for which $r_{i}=\delta_{i}$.
Proposition 7.8. A rule over $T$, which is true for $T$, realizable for $r$ and $\bar{\delta}$, and has $b$ on the right-hand side, exists if and only if the rule

$$
\begin{equation*}
\bigwedge_{f_{j} \in M(r, \bar{\delta})} f_{j}=\delta_{j} \rightarrow b \tag{7.5}
\end{equation*}
$$

is true for $T$. If (7.5) is true for $T$ then (7.5) is a desired rule.
Proof. Let (7.5) be true for $T$. It is clear that (7.5) is realizable for $r$ and $\bar{\delta}$, and has $b$ on the right-hand side. So (7.5) is a desired rule.

Let there exist a decision rule

$$
\begin{equation*}
f_{j_{1}}=b_{1} \wedge \ldots \wedge f_{j_{t}}=b_{t} \rightarrow b \tag{7.6}
\end{equation*}
$$

over $T$ which is true for $T$, realizable for $r$ and $\bar{\delta}$, and has $b$ on the right-hand side. Since this rule is realizable for $r$ and $\bar{\delta}$, we have $f_{j_{1}}, \ldots, f_{j_{t}} \in M(r, \bar{\delta})$. Since (7.6) is true for $T$, the rule (7.5) is true for $T$.

Note that (7.5) is not true if $b$ is not the decision attached to the row $r$.
Now we have simple way for implementation of the classification algorithm described at the beginning of this section: $D(T, b, \bar{\delta})$ is equal to the number of rows $r$ from $T$ such that (i) the row $r$ is labeled with the decision $b$, and (ii) the rule (7.5) is true for $T$.

Example 7.9. Let us consider the decision table $T$ depicted in Fig. 3.1. We apply the lazy learning algorithm based on decision rules to the table $T$ and to three tuples of values of attributes $f_{1}, f_{2}, f_{3}$ which are not rows of $T$ to predict values of the decision attribute $d$ (see Fig. 7.5). Let us consider the work of our algorithm on the tuple $\bar{\delta}=(0,0,0)$. There are three possible decisions: 1, 2 and 3 .

There is only one row in $T$ which is labeled with the decision 1 . The rule (7.5) corresponding to this row and new object $\bar{\delta}$ is $\rightarrow 1$. This rule is not true for $T$. Therefore $D(T, 1, \bar{\delta})=0$.

$$
T=\frac{\begin{array}{|lll|l|}
\hline f_{1} & f_{2} & f_{3} & d \\
\hline 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 2 \\
1 & 1 & 0 & 2 \\
0 & 0 & 1 & 3 \\
1 & 0 & 0 & 3
\end{array}}{\qquad \begin{array}{llll}
0 & 0 & 0 & 3 \\
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 3
\end{array}}
$$

Fig. 7.5

There are two rows in $T$ which are labeled with the decision 2 . The rules (7.5) corresponding to these rows and $\bar{\delta}$ are $f_{1}=0 \wedge f_{3}=0 \rightarrow 2$ and $f_{3}=0 \rightarrow 2$. The first rule is true for $T$, and the second one is not true for $T$. Therefore $D(T, 2, \bar{\delta})=1$.

There are two rows in $T$ which are labeled with the decision 3 . The corresponding rules are $f_{1}=0 \wedge f_{2}=0 \rightarrow 3$ and $f_{2}=0 \wedge f_{3}=0 \rightarrow 3$. Both rules are true for $T$. Therefore $D(T, 3, \bar{\delta})=2$.

As a result, we attach to $\bar{\delta}$ the decision 3 .

### 7.3.4 Lazy Learning Algorithm Based on Reducts

It is very difficult to construct the whole set of true decision rules for a given decision table $T$ but we can efficiently extract some useful information about this set and based on this information predict value of the decision attribute for a new object given by values of conditional attributes (see Sect. 7.3 .3 for details).

In this section, we consider similar approach but based on an information about the set of reducts. In general case, the number of reducts can grow exponentially with the growth of the number of columns and rows in decision tables. However, we can extract efficiently some information about the set of reducts and use this information for the prediction of decision attribute values.

Let $T$ be a decision table with $n$ columns labeled with attributes $f_{1}, \ldots, f_{n}$ that have values from the set $\{0,1\}$. Let $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right)$ be a new object given by values of attributes $f_{1}, \ldots, f_{n}$.

We construct in polynomial time the canonical form $C(T)$ of the table $T$ (see Sect. 2.2.2) We know (see Lemma 2.7) that the set of rows of the table $C(T)$ with the exception of the first row coincides with the set of upper zeros $U_{T}$ of the characteristic function $f_{T}:\{0,1\}^{n} \rightarrow\{0,1\}$ corresponding to the table $T$.

Let $\bar{\beta} \in\{0,1\}^{n}$ and $i_{1}, \ldots, i_{m}$ be numbers of digits from $\bar{\beta}$ which are equal to 1 . Then $f_{T}(\bar{\beta})=1$ if and only if the set of attributes $\left\{f_{i_{1}}, \ldots, f_{i_{m}}\right\}$ is
a test for $T$. We know (see Lemma (2.4) that the set of lower units of $f_{T}$ coincides with the set of tuples corresponding to reducts for the table $T$. It is too complicated for us to construct the set of lower units (reducts) but we can construct efficiently the set of upper zeros of $f_{T}$ which describes complectly the set of lower units.

The idea of lazy learning algorithm based on reducts is the following. For any decision $b$ from the decision table $T$, we add to $T$ the row $\bar{\delta}$ labeled with the decision $b$. As a result, we obtain new decision table $T(b)$. We construct the canonical form $C(T(b))$ of the table $T(b)$ and the set $U_{T(b)}$ of upper zeros of the characteristic function $f_{T(b)}$ corresponding to the table $T(b)$.

We find the number $\left|\left(U_{T} \cup U_{T(b)}\right) \backslash\left(U_{T} \cap U_{T(b)}\right)\right|$ which will be considered as the distance between $U_{T}$ and $U_{T(b)}$. We assign to $\bar{\delta}$ a decision $b$ for which the distance between $U_{T}$ and $U_{T(b)}$ is minimum.

Example 7.10. Let us consider the decision table $T$ depicted in Fig. 7.6 and the new object $\bar{\delta}=(0,0,0)$. We construct tables $C(T), T(1), C(T(1)), T(2)$ and $C(T(2))$ (see Fig. 7.6).


Fig. 7.6

As a result, we have $U_{T}=\{(0,0,1),(0,1,0)\}, U_{T(1)}=\{(0,0,1),(1,1,0)\}$, and $U_{T(2)}=\{(0,1,1)\}$. The distance between $U_{T}$ and $U_{T(1)}$ is equal to 2. The distance between $U_{T}$ and $U_{T(2)}$ is equal to 3 . Therefore we assign to $\bar{\delta}$ the decision 1 .

### 7.4 Conclusions

The chapter is devoted to the consideration of the problem of supervised learning: for a given decision table $T$ and a tuple $\bar{\delta}$ of values of conditional
attributes of $T$ which is not a row of $T$ we should predict the value of decision attribute for $\bar{\delta}$.

To this end, we either create a classifier (decision tree or decision rule system) which allows us to predict a decision for $\bar{\delta}$, or we can omit the construction of classifier and use the information contained in $T$ and $\bar{\delta}$ directly (lazy decision trees and rules, and lazy learning algorithms based on rules and reducts).

It is interesting to compare different results of prediction for different approaches (see Figs. 7.1] 7.5). The variety of approaches increases the chance to find an appropriate way for prediction for a given decision table.

## Local and Global Approaches to Study of Trees and Rules

In this chapter, we consider two approaches to the study of decision trees and decision rule systems for problems over finite and infinite information systems. Local approach is based on the assumption that only attributes contained in a problem description are used in decision trees and decision rules systems solving this problem. Global approach is based on the assumption that any attributes from the considered information system can be used in decision trees and decision rule systems solving the problem.

The main difficulty in the global approach is the necessity to choose appropriate attributes in large or infinite set of attributes. However, in the frameworks of the global approach we can often construct more simple decision trees and decision rule systems rather than in the frameworks of the local approach.

This chapter is devoted to the study of growth in the worst case of time (and, sometimes, space) complexity of decision trees and decision rule systems with the growth of the number of attributes in problem description.

The chapter contains four sections. In Sect. 8.1, basic notions are discussed. Section 8.2 is devoted to the consideration of local approach for infinite and finite information systems. In Sect. 8.3, results related to the global approach are considered. Section 8.4 contains conclusions.

### 8.1 Basic Notions

Let $A$ be a nonempty set, $B$ be a finite nonempty set with at least two elements, and $F$ be a nonempty set of functions from $A$ to $B$. Functions from $F$ will be called attributes and the triple $U=(A, B, F)$ will be called an information system. If $F$ is a finite set then $U$ will be called a finite information system. If $F$ is an infinite set then $U$ will be called an infinite information system.

We will consider problems over the information system $U$. A problem over $U$ is an arbitrary $(n+1)$-tuple $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ where $\nu: B^{n} \rightarrow \omega$,
$\omega=\{0,1,2, \ldots\}$, and $f_{1}, \ldots, f_{n} \in F$. The number $\operatorname{dim} z=n$ will be called the dimension of the problem $z$. The problem $z$ may be interpreted as a problem of searching for the value $z(a)=\nu\left(f_{1}(a), \ldots, f_{n}(a)\right)$ for an arbitrary $a \in A$. Different problems of pattern recognition, discrete optimization, fault diagnosis and computational geometry can be represented in such form. We denote by $\mathcal{P}(U)$ the set of all problems over the information system $U$.

As algorithms for problem solving we will consider decision trees and decision rule systems.

A decision tree over $U$ is a marked finite tree with the root in which each terminal node is labeled with a number from $\omega$; each node which is not terminal (such nodes are called working) is labeled with an attribute from $F$; each edge is labeled with an element from $B$. Edges starting in a working node are labeled with pairwise different elements.

Let $\Gamma$ be a decision tree over $U$. A complete path in $\Gamma$ is an arbitrary sequence $\xi=v_{1}, d_{1}, \ldots, v_{m}, d_{m}, v_{m+1}$ of nodes and edges of $\Gamma$ such that $v_{1}$ is the root, $v_{m+1}$ is a terminal node, and $v_{i}$ is the initial and $v_{i+1}$ is the terminal node of the edge $d_{i}$ for $i=1, \ldots, m$. Now we define a system of equations $\mathcal{S}(\xi)$ and a subset $\mathcal{A}(\xi)$ of the set $A$ associated with $\xi$. If $m=0$ then $\mathcal{S}(\xi)$ is empty system and $\mathcal{A}(\xi)=A$. Let $m>0$, the node $v_{i}$ be labeled with the attribute $f_{i}$, and the edge $d_{i}$ be labeled with the element $\delta_{i}$ from $B$, $i=1, \ldots, m$. Then $\mathcal{S}(\xi)=\left\{f_{1}(x)=\delta_{1}, \ldots, f_{m}(x)=\delta_{m}\right\}$ and $\mathcal{A}(\xi)$ is the set of solutions of $\mathcal{S}(\xi)$ from $A$.

We will say that a decision tree $\Gamma$ over $U$ solves a problem $z$ over $U$ if for any $a \in A$ there exists a complete path $\xi$ in $\Gamma$ such that $a \in \mathcal{A}(\xi)$, and the terminal node of the path $\xi$ is labeled with the number $z(a)$.

For decision trees, as time complexity measure we will consider the depth of a decision tree which is the maximum number of working nodes in a complete path in the tree. As space complexity measure we will consider the number of nodes in a decision tree. We denote by $h(\Gamma)$ the depth of a decision tree $\Gamma$, and by $\#(\Gamma)$ we denote the number of nodes in $\Gamma$. Note that for each problem $z$ over $U$ there exists a decision tree $\Gamma$ over $U$ which solves the problem $z$ and for which $h(\Gamma) \leq \operatorname{dim} z$ and $\#(\Gamma) \leq|B|^{\operatorname{dim} z+1}$.

A decision rule over $U$ is an arbitrary expression of the kind

$$
f_{1}=\delta_{1} \wedge \ldots \wedge f_{m}=\delta_{m} \rightarrow \sigma
$$

where $f_{1}, \ldots, f_{m} \in F, \delta_{1}, \ldots, \delta_{m} \in B$ and $\sigma \in \omega$. Denote this decision rule by $\varrho$. The number $m$ will be called the length of the rule $\varrho$. Now we define a system of equations $\mathcal{S}(\varrho)$ and a subset $\mathcal{A}(\varrho)$ of the set $A$ associated with $\varrho$. If $m=0$ then $\mathcal{S}(\varrho)$ is empty system and $\mathcal{A}(\varrho)=A$. Let $m>0$. Then $\mathcal{S}(\varrho)=\left\{f_{1}(x)=\delta_{1}, \ldots, f_{m}(x)=\delta_{m}\right\}$ and $\mathcal{A}(\varrho)$ is the set of solutions of $\mathcal{S}(\varrho)$ from $A$. The number $\sigma$ will be called the right-hand side of the rule $\varrho$.

A decision rule system over $U$ is a nonempty finite set of decision rules over $U$. Let $S$ be a decision rule system over $U$ and $z$ be a problem over $U$. We will say that the decision rule system $S$ is complete for the problem $z$ if
for any $a \in A$ there exists a rule $\varrho \in S$ such that $a \in \mathcal{A}(\varrho)$, and for each rule $\varrho \in S$ such that $a$ is a solution of $\mathcal{S}(\varrho)$, the right-hand side of $\varrho$ coincides with the number $z(a)$.

For decision rule systems, as time complexity measure we will consider the maximum length $L(S)$ of a rule from the system $S$. We will say about $L(S)$ as about the depth of decision rule system $S$. As space complexity measure we will consider the number of rules in a system. Note that for each problem $z$ over $U$ there exists a decision rule system $S$ over $U$ which is complete for the problem $z$ and for which $L(S) \leq \operatorname{dim} z$ and $|S| \leq|B|^{\operatorname{dim} z}$.

The investigation of decision trees and decision rule systems for a problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ which use only attributes from the set $\left\{f_{1}, \ldots, f_{n}\right\}$ is based on the study of the decision table $T(z)$ associated with the problem $z$. The table $T(z)$ is a rectangular table with $n$ columns which contains elements from $B$. The row $\left(\delta_{1}, \ldots, \delta_{n}\right)$ is contained in the table $T(z)$ if and only if the equation system

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{n}(x)=\delta_{n}\right\}
$$

is compatible on $A$ (has a solution from the set $A$ ). This row is labeled with the number $\nu\left(\delta_{1}, \ldots, \delta_{n}\right)$. For $i=1, \ldots, n$, the $i$-th column is labeled with the attribute $f_{i}$. We know that a decision tree over $T(z)$ solves the problem $z$ if and only if this tree is a decision tree for $T(z)$. We know also that a decision rule system over $T(z)$ is complete for the problem $z$ if and only if this system is a complete decision rule system for $T(z)$.

If we would like to consider additional attributes $f_{n+1}, \ldots, f_{n+m}$, we can study a new problem $z^{\prime}=\left(\mu, f_{1}, \ldots, f_{n}, f_{n+1}, \ldots, f_{n+m}\right)$ such that

$$
\mu\left(x_{1}, \ldots, x_{n+m}\right)=\nu\left(x_{1}, \ldots, x_{n}\right)
$$

and corresponding decision table $T\left(z^{\prime}\right)$.

### 8.2 Local Approach to Study of Decision Trees and Rules

Let $U=(A, B, F)$ be an information system. For a problem $z=\left(\nu, f_{1}, \ldots\right.$, $f_{n}$ ) over $U$ we denote by $h_{U}^{l}(z)$ the minimum depth of a decision tree over $U$ which solves the problem $z$ and uses only attributes from the set $\left\{f_{1}, \ldots, f_{n}\right\}$. We denote by $L_{U}^{l}(z)$ the minimum depth of a complete decision rule system for $z$ which uses only attributes from the set $\left\{f_{1}, \ldots, f_{n}\right\}$. We will consider relationships among the parameters $h_{U}^{l}(z), L_{U}^{l}(z)$ and $\operatorname{dim} z$. One can interpret the value $\operatorname{dim} z$ for the problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ as the depth of decision tree which solves the problem $z$ in trivial way by computing sequentially the values of the attributes $f_{1}, \ldots, f_{n}$. One can interpret also the value $\operatorname{dim} z$ for the problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ as the depth of trivial complete decision rule system for $z$ in which each rule is of the kind $f_{1}=\delta_{1} \wedge \ldots \wedge f_{n}=\delta_{n} \rightarrow \sigma$. So we will consider relationships between depth of locally optimal and trivial
decision trees and decision rule systems. To this end, we define the functions $h_{U}^{l}: \omega \backslash\{0\} \rightarrow \omega$ and $L_{U}^{l}: \omega \backslash\{0\} \rightarrow \omega$ in the following way:

$$
\begin{aligned}
& h_{U}^{l}(n)=\max \left\{h_{U}^{l}(z): z \in \mathcal{P}(U), \operatorname{dim} z \leq n\right\} \\
& L_{U}^{l}(n)=\max \left\{L_{U}^{l}(z): z \in \mathcal{P}(U), \operatorname{dim} z \leq n\right\}
\end{aligned}
$$

for any $n \in \omega \backslash\{0\}$, where $\mathcal{P}(U)$ is the set of all problems over $U$. The value $h_{U}^{l}(n)$ is the unimprovable upper bound on the value $h_{U}^{l}(z)$ for problems $z \in \mathcal{P}(U)$ such that $\operatorname{dim} z \leq n$. The value $L_{U}^{l}(n)$ is the unimprovable upper bound on the value $L_{U}^{l}(z)$ for problems $z \in \mathcal{P}(U)$ such that $\operatorname{dim} z \leq n$. The functions $h_{U}^{l}$ and $L_{U}^{l}$ will be called the local Shannon functions for the information system $U$. Using Corollary 2.28 we obtain $L_{U}^{l}(n) \leq h_{U}^{l}(n)$ for any $n \in \omega \backslash\{0\}$.

### 8.2.1 Local Shannon Functions for Arbitrary Information Systems

In 41 it was shown (see also [47, [53]) that for an arbitrary information system $U$ either $h_{U}^{l}(n)=O(1)$, or $h_{U}^{l}(n)=\Theta\left(\log _{2} n\right)$, or $h_{U}^{l}(n)=n$ for each $n \in \omega \backslash\{0\}$.

The first type of behavior $\left(h_{U}^{l}(n)=O(1)\right)$ realizes only for finite information systems.

The second type of behavior $\left(h_{U}^{l}(n)=\Theta\left(\log _{2} n\right)\right)$ is the most interesting for us since there exist two natural numbers $c_{1}$ and $c_{2}$ such that for each problem $z$ over $U$ the inequality $h_{U}^{l}(z) \leq c_{1} \log _{2}(\operatorname{dim} z)+c_{2}$ holds.

The third type of behavior $\left(h_{U}^{l}(n)=n\right.$ for each $\left.n \in \omega \backslash\{0\}\right)$ is bad for us: for each $n \in \omega \backslash\{0\}$, there exists a problem $z$ over $U$ such that $h_{U}^{l}(z)=\operatorname{dim} z=n$. So, in the worst case the depth of locally optimal decision tree is equal to the depth of trivial decision tree.

Thus we must have possibility to discern the types of behavior. Now we consider the criterions of the local Shannon function $h_{U}^{l}$ behavior.

We will say that the information system $U=(A, B, F)$ satisfies the condition of reduction if there exists a number $m \in \omega \backslash\{0\}$ such that for each compatible on $A$ system of equations

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{r}(x)=\delta_{r}\right\}
$$

where $r \in \omega \backslash\{0\}, f_{1}, \ldots, f_{r} \in F$ and $\delta_{1}, \ldots, \delta_{r} \in B$ there exists a subsystem of this system which has the same set of solutions and contains at most $m$ equations.

In the following theorem, the criterions of the local Shannon function $h_{U}^{l}$ behavior are considered.

Theorem 8.1. (41) Let $U$ be an information system. Then the following statements hold:
a) if $U$ is a finite information system then $h_{U}^{l}(n)=O(1)$;
b) if $U$ is an infinite information system which satisfies the condition of reduction then $h_{U}^{l}(n)=\Theta\left(\log _{2} n\right)$;
c) if $U$ is an infinite information system which does not satisfy the condition of reduction then $h_{U}^{l}(n)=n$ for each $n \in \omega \backslash\{0\}$.

There are only two types of behavior of the local Shannon function $L_{U}^{l}$.
Theorem 8.2. Let $U=(A, B, F)$ be an information system. Then the following statements hold:
a) if $U$ is a finite information system then $L_{U}^{l}(n)=O(1)$;
b) if $U$ is an infinite information system which satisfies the condition of reduction then $L_{U}^{l}(n)=O(1)$;
c) if $U$ is an infinite information system which does not satisfy the condition of reduction then $L_{U}^{l}(n)=n$ for each $n \in \omega \backslash\{0\}$.

Proof. We know that $L_{U}^{l}(n) \leq h_{U}^{l}(n)$ for any $n \in \omega \backslash\{0\}$. By Theorem 8.1, if $U$ is a finite information system then $L_{U}^{l}(n)=O(1)$.

Let $U$ be an infinite information system which satisfies the condition of reduction. Then there exists a number $m \in \omega \backslash\{0\}$ such that for each compatible on $A$ system of equations

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{r}(x)=\delta_{r}\right\}
$$

where $r \in \omega \backslash\{0\}, f_{1}, \ldots, f_{r} \in F$ and $\delta_{1}, \ldots, \delta_{r} \in B$, there exists a subsystem of this system which has the same set of solutions and contains at most $m$ equations. From here it follows that for any problem $z$ over $U$ and for any row $\bar{\delta}$ of the decision table $T(z)$ the inequality $M(T(z), \bar{\delta}) \leq m$ holds. From Theorem 3.11 it follows that $L(T(z)) \leq m$. Therefore there exists a decision rule system $S$ over $U$ which is complete for the problem $z$, use only attributes from the description of $z$ and for which $L(S) \leq m$. Thus, $L_{U}^{l}(n) \leq m$ for any $n \in \omega \backslash\{0\}$, and $L_{U}^{l}(n)=O(1)$.

Let $U$ be an infinite information system which does not satisfy the condition of reduction. By Theorem 8.1, $h_{U}^{l}(n)=n$ and therefore $L_{U}^{l}(n) \leq n$ for any $n \in \omega \backslash\{0\}$.

It is not difficult to show that for any $n \in \omega \backslash\{0\}$, there exists a compatible on $A$ system of equations

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{n}(x)=\delta_{n}\right\}
$$

where $f_{1}, \ldots, f_{n} \in F$ and $\delta_{1}, \ldots, \delta_{n} \in B$, such that for any proper subsystem of this system the set of solutions of the subsystem on $A$ is different from the set of solutions of the initial system on $A$.

We consider the problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ such that $\nu(\bar{\delta})=1$ where $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right)$ and for any row $\bar{\sigma}$ of the table $T(z)$ different from $\bar{\delta}, \nu(\bar{\sigma})=$
2. One can show that $M(T(z), \bar{\delta})=n$. From Theorem 3.11 it follows that $L(T(z))=n$. Therefore $L_{U}^{l}(n) \geq n$ and $L_{U}^{l}(n)=n$.

Now we consider an example.
Example 8.3. Let $m, t \in \omega \backslash\{0\}$. We denote by $\operatorname{Pol}(m)$ the set of all polynomials which have integer coefficients and depend on variables $x_{1}, \ldots, x_{m}$. We denote by $\operatorname{Pol}(m, t)$ the set of all polynomials from $\operatorname{Pol}(m)$ such that the degree of each polynomial is at most $t$. We define information systems $U(m)$ and $U(m, t)$ as follows: $U(m)=\left(\mathbb{R}^{m}, E, F(m)\right)$ and $U(m, t)=\left(\mathbb{R}^{m}, E, F(m, t)\right)$ where $E=\{-1,0,+1\}, F(m)=\{\operatorname{sign}(p): p \in \operatorname{Pol}(m)\}$ and $F(m, t)=$ $\{\operatorname{sign}(p): p \in \operatorname{Pol}(m, t)\}$. Here $\operatorname{sign}(x)=-1$ if $x<0, \operatorname{sign}(x)=0$ if $x=0$, and $\operatorname{sign}(x)=+1$ if $x>0$. One can prove that $h_{U(m)}^{l}(n)=L_{U(m)}^{l}(n)=n$ for each $n \in \omega \backslash\{0\}, h_{U(1,1)}^{l}(n)=\Theta\left(\log _{2} n\right), L_{U(1,1)}^{l}(n)=O(1)$, and if $m>1$ or $t>1$ then $h_{U(m, t)}^{l}(n)=L_{U(m, t)}^{l}(n)=n$ for each $n \in \omega \backslash\{0\}$.

### 8.2.2 Restricted Binary Information Systems

An information system $U=(A, B, F)$ is called binary if $B=\{0,1\}$. A binary information system $U=(A,\{0,1\}, F)$ is called restricted it it satisfies the condition of reduction.

Let $U=(A,\{0,1\}, F)$ be a restricted binary information system. Then there exists a number $m \in \omega \backslash\{0\}$ such that for each compatible on $A$ system of equations

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{r}(x)=\delta_{r}\right\},
$$

where $r \in \omega \backslash\{0\}, f_{1}, \ldots, f_{r} \in F$ and $\delta_{1}, \ldots, \delta_{r} \in\{0,1\}$, there exists a subsystem of this system which has the same set of solutions and contains at most $m$ equations.

Let $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ be a problem over $U$ and $T(z)$ be the decision table corresponding to this problem.

Let us show that

$$
\begin{equation*}
M(T(z)) \leq m+1 . \tag{8.1}
\end{equation*}
$$

Let $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$ and $\bar{\delta}$ be a row of $T(z)$. Then the system of equations

$$
\begin{equation*}
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{n}(x)=\delta_{n}\right\} \tag{8.2}
\end{equation*}
$$

is compatible on $A$ and there exists a subsystem of this system which has the same set of solutions and contains at most $m$ equations. From here it follows that $M(T(z), \bar{\delta}) \leq m$. Let $\bar{\delta}$ be not a row of $T(z)$. Then the system (8.2) is not compatible on $A$. Let us show that this system has a subsystem with at most $m+1$ equations which is not compatible on $A$. If the system $\left\{f_{1}(x)=\delta_{1}\right\}$ is not compatible on $A$ then the considered statement holds. Let this system is compatible on $A$. Then there exists a number $t$ from $\{1, \ldots, n-1\}$ such that the system

$$
H=\left\{f_{1}(x)=\delta_{1}, \ldots, f_{t}(x)=\delta_{t}\right\}
$$

is compatible on $A$ but the system $H \cup\left\{f_{t+1}(x)=\delta_{t+1}\right\}$ is incompatible on $A$. Then there exists a subsystem $H^{\prime}$ of the system $H$ which has the same set of solutions and contains at most $m$ equations. Then $H^{\prime} \cup\left\{f_{t+1}(x)=\delta_{t+1}\right\}$ is a subsystem of the system (8.2) which has at most $m+1$ equations and is not compatible on $A$. Therefore $M(T(z), \bar{\delta}) \leq m+1$ and the inequality (8.1) holds.

Let $\alpha$ be a real number such that $0<\alpha<1$. From (8.1) and Theorem 6.19 it follows that the minimum depth of $\alpha$-decision tree for the table $T(z)$ is at most $(m+1)\left(\log _{2}(1 / \alpha)+1\right)$. From (8.1) and Theorem 3.11 it follows that $L(T(z)) \leq m+1$. From Theorem 6.30 it follows that for $\alpha$-complete decision rule system $S$ for $T(z)$ constructed by the greedy algorithm, the inequality $L(S) \leq(m+1) \ln (1 / \alpha)+1$ holds. From Theorem 6.37 it follows that the depth of $\alpha$-decision tree for the table $T(z)$ constructed by the greedy algorithm is at most $(m+1) \ln (1 / \alpha)+1$. Note that the obtained bounds do not depend on the dimension of problems.

Let us show that

$$
\begin{equation*}
N(T(z)) \leq 2^{m} n^{m} \tag{8.3}
\end{equation*}
$$

We know that for any system of equations of the kind

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{n}(x)=\delta_{n}\right\}
$$

where $\delta_{1}, \ldots, \delta_{n} \in\{0,1\}$, which is compatible on $A$ there exists a subsystem with at most $m$ equations that has the same set of solutions. One can show that the number of systems of equations of the kind

$$
\left\{f_{i_{1}}(x)=\delta_{1}, \ldots, f_{i_{t}}(x)=\delta_{t}\right\}
$$

where $1 \leq t \leq m, f_{i_{1}}, \ldots, f_{i_{t}} \in\left\{f_{1}, \ldots, f_{n}\right\}$ and $\delta_{1}, \ldots, \delta_{t} \in\{0,1\}$ is at most $2^{m} n^{m}$. Therefore the equation (8.3) holds. From (8.1), (8.3) and Theorem 3.17 it follows that the minimum depth of a decision tree for the table $T(z)$ is at most $m(m+1)\left(\log _{2} n+1\right)$. So, we have at most logarithmic growth of the minimum depth of decision trees depending on the dimension of problems.

Let us show that

$$
\begin{equation*}
|S E P(T(z))| \leq 2^{m} n^{m}+1 \tag{8.4}
\end{equation*}
$$

where $\operatorname{SEP}(T(z))$ is the set of all separable subtables of the table $T(z)$ including $T(z)$. Each separable subtable of $T(z)$ is a nonempty subtable of $T(z)$ which can be represented in the form $T=T(z)\left(f_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(f_{i_{r}}, \delta_{i_{r}}\right)$ where $r \in\{0,1, \ldots, n\}, f_{i_{1}}, \ldots, f_{i_{r}} \in\left\{f_{1}, \ldots, f_{n}\right\}$ and $\delta_{i_{1}}, \ldots, \delta_{i_{r}} \in\{0,1\}$. Let $r>0$. Since the considered subtable is nonempty, the system of equations

$$
\left\{f_{i_{1}}(x)=\delta_{i_{1}}, \ldots, f_{i_{r}}(x)=\delta_{i_{r}}\right\}
$$

is compatible on $A$, and there exists a subsystem

$$
\left\{f_{j_{1}}(x)=\delta_{j_{1}}, \ldots, f_{j_{t}}(x)=\delta_{j_{t}}\right\}
$$

of this system, which has the same set of solutions and for which $t \leq m$. It is clear that $T=T(z)\left(f_{j_{1}}, \delta_{j_{1}}\right) \ldots\left(f_{j_{t}}, \delta_{j_{t}}\right)$. Using this fact it is not difficult to show that the number of separable subtables of the table $T(z)$ which are not equal to $T(z)$ is at most $2^{m} n^{m}$. As a result, we have $|S E P(T(z))| \leq 2^{m} n^{m}+1$.

From (8.3) and (8.4) and from Theorems 4.23, 4.26, 6.42, and 6.43 it follows that algorithms $W, V, W_{\alpha}$, and $V_{\alpha}$ for exact optimization of decision and $\alpha$-decision trees and rules have on tables $T(z)$ polynomial time complexity depending on $\operatorname{dim} z$.

The mentioned facts determine the interest of studying restricted information systems.

We now consider restricted binary linear information systems. Let $P$ be the set of all points in the plane and $l$ be a straight line (line in short) in the plane. This line divides the plane into two open half-planes $H_{1}$ and $H_{2}$ and the line $l$. Two attributes correspond to the line $l$. The first attribute takes value 0 on points from $H_{1}$, and value 1 on points from $H_{2}$ and $l$. The second one takes value 0 on points from $H_{2}$, and value 1 on points from $H_{1}$ and $l$. Denote by $\mathcal{L}$ the set of all attributes corresponding to lines in the plane. Information systems of the kind $(P,\{0,1\}, F)$, where $F \subseteq \mathcal{L}$, will be called binary linear information systems in the plane. We will describe all restricted binary linear information systems in the plane.

Let $l$ be a line in the plane. Denote by $\mathcal{L}(l)$ the set of all attributes corresponding to lines which are parallel to $l$ (see Fig. 8.1). Let $p$ be a point in the plane. Denote by $\mathcal{L}(p)$ the set of all attributes corresponding to lines which pass through $p$ (see Fig. 8.2). A set $C$ of attributes from $\mathcal{L}$ will be called a clone if $C \subseteq \mathcal{L}(l)$ for some line $l$ or $C \subseteq \mathcal{L}(p)$ for some point $p$.
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Proof of the next statement can be found in [54.
Theorem 8.4. A binary linear information system in the plane $(P,\{0,1\}, F)$ is restricted if and only if $F$ is the union of a finite number of clones.

### 8.2.3 Local Shannon Functions for Finite Information Systems

Theorems 8.1 and 8.2 give us some information about the behavior of local Shannon functions for infinite information systems. But for a finite information system $U$ we have only the relations $h_{U}^{l}(n)=O(1)$ and $L_{U}^{l}(n)=O(1)$. However, finite information systems are important for different applications.

Now we consider the behavior of the local Shannon functions for an arbitrary finite information system $U=(A, B, F)$ such that $f \not \equiv$ const for any $f \in F$.

A set $\left\{f_{1}, \ldots, f_{n}\right\} \subseteq F$ will be called redundant if $n \geq 2$ and there exist $i \in\{1, \ldots, n\}$ and $\mu: B^{n-1} \rightarrow B$ such that

$$
f_{i}(a)=\mu\left(f_{1}(a), \ldots, f_{i-1}(a), f_{i+1}(a), \ldots, f_{n}(a)\right)
$$

for each $a \in A$. If the set $\left\{f_{1}, \ldots, f_{n}\right\}$ is not redundant then it will be called irredundant. We denote by $\operatorname{ir}(U)$ the maximum number of attributes in an irredundant subset of the set $F$.

A systems of equations over $U$ is an arbitrary system

$$
\begin{equation*}
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{n}(x)=\delta_{n}\right\} \tag{8.5}
\end{equation*}
$$

such that $n \in \omega \backslash\{0\}, f_{1}, \ldots, f_{n} \in F$ and $\delta_{1}, \ldots, \delta_{n} \in B$. The system (8.5) will be called cancelable if $n \geq 2$ and there exists a number $i \in\{1, \ldots, n\}$ such that the system

$$
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{i-1}(x)=\delta_{i-1}, f_{i+1}(x)=\delta_{i+1}, \ldots, f_{n}(x)=\delta_{n}\right\}
$$

has the same set of solutions just as the system (8.5). If the system (8.5) is not cancelable then it will be called uncancelable. We denote by un $(U)$ the maximum number of equations in an uncancelable compatible system over $U$.

One can show that

$$
1 \leq \operatorname{un}(U) \leq \operatorname{ir}(U)
$$

The values un $(U)$ and $\operatorname{ir}(U)$ will be called the first and the second local critical points of the information system $U=(A, B, F)$. Now we describe the behaviors of the local Shannon functions in terms of local critical points of $U$ and the cardinality of the set $B$. The next two theorems follow immediately from results obtained in 43 for problems with many-valued decisions.

Theorem 8.5. Let $U=(A, B, F)$ be a finite information system such that $f \not \equiv$ const for any $f \in F$, and $n \in \omega \backslash\{0\}$. Then the following statements hold:
a) if $n \leq \operatorname{un}(U)$ then $h_{U}^{l}(n)=n$;
b) if $\operatorname{un}(U) \leq n \leq \operatorname{ir}(U)$ then

$$
\max \left\{\operatorname{un}(U), \log _{k}(n+1)\right\} \leq h_{U}^{l}(n) \leq \min \left\{n, 2(\operatorname{un}(U))^{2} \log _{2} 2(k n+1)\right\}
$$

where $k=|B|$;
c) if $n \geq \operatorname{ir}(U)$ then $h_{U}^{l}(n)=h_{U}^{l}(\operatorname{ir}(U))$.

Theorem 8.6. Let $U=(A, B, F)$ be a finite information system such that $f \not \equiv$ const for any $f \in F$, and $n \in \omega \backslash\{0\}$. Then the following statements hold:
a) if $n \leq \operatorname{un}(U)$ then $L_{U}^{l}(n)=n$;
b) if $n \geq \operatorname{un}(U)$ then $L_{U}^{l}(n)=\operatorname{un}(U)$.

Of course, the problem of computing the values $u n(U)$ and $\operatorname{ir}(U)$ for a given finite information system $U$ is very complicated problem. But obtained results allow us to constrict essentially the class of possible types of local Shannon functions for finite information systems.

Example 8.7. Denote by $P$ the set of all points in the plane. Consider an arbitrary straight line $l$, which divides the plane into positive and negative open half-planes, and the line $l$ itself. Assign a function $f: P \rightarrow\{0,1\}$ to the line $l$. The function $f$ takes the value 1 if a point is situated on the positive half-plane, and $f$ takes the value 0 if a point is situated on the negative halfplane or on the line $l$. Denote by $F$ the set of functions which correspond to certain $r$ mutually disjoint finite classes of parallel straight lines. Consider a finite information system $U=(P,\{0,1\}, F)$. One can show that $\operatorname{ir}(U)=|F|$ and $u n(U) \leq 2 r$.

### 8.3 Global Approach to Study of Decision Trees and Rules

First, we consider arbitrary infinite information systems. Later, we will study two-valued finite information systems.

### 8.3.1 Infinite Information Systems

We will study not only time but also space complexity of decision trees and decision rule systems. It is possible to consider time and space complexity independently. For an arbitrary infinite information system, in the worst case, the following observations can be made (see [50]):

- the minimum depth of decision tree (as a function on the number of attributes in a problem description) either is bounded from below by logarithm and from above by logarithm to the power $1+\varepsilon$, where $\varepsilon$ is an arbitrary positive constant, or grows linearly;
- the minimum depth of complete decision rule system (as a function on the number of attributes in a problem description) either is bounded from above by a constant or grows linearly;
- the minimum number of nodes in decision tree (as a function on the number of attributes in a problem description) has either polynomial or exponential growth;
- the minimum number of rules in complete decision rule system (as a function on the number of attributes in a problem description) has either polynomial or exponential growth.

The joint consideration of time and space complexity is more interesting for us. In this section, a partition of the set of all infinite information systems into two classes is considered. Information systems from the first class are close to the best ones from the point of view of time and space complexity of decision trees and decision rule systems. Decision trees and decision rule systems for information systems from the second class have in the worst case large time or space complexity.

For information systems from the first class, the following observations can be made (see [50]):

- there exist decision trees whose depth grows almost as logarithm, and the number of nodes grows almost as a polynomial on the number of attributes in a problem description;
- there exist complete decision rule systems whose depth is bounded from above by a constant, and the number of rules grows almost as a polynomial on the number of attributes in a problem description.

For an arbitrary information system from the second class in the worst case, the following observations can be made (see 50):

- the minimum depth of decision tree (as a function on the number of attributes in a problem description) grows linearly;
- complete decision rule systems have at least linear growth of the depth or have at least exponential growth of the number of rules (depending on the number of attributes in a problem description).


## Partition of the Set of Infinite Information Systems

Let $U=(A, B, F)$ be an infinite information system.
Define the notion of independence dimension (or, in short, I-dimension) of information system $U$. A finite subset $\left\{f_{1}, \ldots, f_{p}\right\}$ of the set $F$ is called an independent set if there exist two-element subsets $B_{1}, \ldots, B_{p}$ of the set $B$ such that for any $\delta_{1} \in B_{1}, \ldots, \delta_{p} \in B_{p}$ the system of equations

$$
\begin{equation*}
\left\{f_{1}(x)=\delta_{1}, \ldots, f_{p}(x)=\delta_{p}\right\} \tag{8.6}
\end{equation*}
$$

is compatible on the set $A$ (has a solution from $A$ ). If for any natural $p$ there exists a subset of the set $F$, which cardinality is equal to $p$ and which is an independent set, then we will say that the information system $U$ has infinite I-dimension. Otherwise, I-dimension of $U$ is the maximum cardinality of a subset of $F$, which is an independent set.

The notion of I-dimension is closely connected with well known notion of Vapnik-Chervonenkis dimension [87. In particular, an information system $(A,\{0,1\}, F)$ has finite I-dimension if and only if it has finite VC-dimension [30.

Now we consider the condition of decomposition for the information system $U$. Let $p \in \omega \backslash\{0\}$. A nonempty subset $D$ of the set $A$ will be called $(p, U)$-set if $D$ coincides with the set of solutions on $A$ of a system of the kind (8.6) where $f_{1}, \ldots, f_{p} \in F$ and $\delta_{1}, \ldots, \delta_{p} \in B$ (we admit that among the attributes $f_{1}, \ldots, f_{p}$ there are identical ones).

We will say that the information system $U$ satisfies the condition of decomposition if there exist numbers $m, t \in \omega \backslash\{0\}$ such that every $(m+1, U)$-set is a union of $t$ sets each of which is an $(m, U)$-set (we admit that among the considered $t$ sets there are identical ones).

We consider partition of the set of infinite information systems into two classes: $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$. The class $\mathcal{C}_{1}$ consists of all infinite information systems each of which has finite I-dimension and satisfies the condition of decomposition. The class $\mathcal{C}_{2}$ consists of all infinite information systems each of which has infinite I-dimension or does not satisfy the condition of decomposition.
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We now consider an example of information system from the class $\mathcal{C}_{1}$.
Example 8.8. Let $P$ be the set of all points in the plane and $l$ be a straight line in the plane. This line divides the plane into two open half-planes $H_{1}$ and $H_{2}$ and the line $l$. We correspond one attribute to the line $l$. This attribute takes value 0 on points from $H_{1}$, and value 1 on points from $H_{2}$ and $l$. Denote by $\mathcal{F}$ the set of all attributes corresponding to lines in the plane. Let us consider the information system $\mathcal{U}=(P,\{0,1\}, \mathcal{F})$.

The information system $\mathcal{U}$ has finite I-dimension: there are no three lines which divide the plane into eight domains (see Fig. 8.3). The information system $\mathcal{U}$ satisfies the condition of decomposition: each $(4, \mathcal{U})$-set is a union of two $(3, \mathcal{U})$-sets (see Fig. 8.4). Therefore $\mathcal{U} \in \mathcal{C}_{1}$.


Fig. 8.4

## Bounds on Time and Space Complexity

In this section, we consider three theorems and an example from 50. In the following theorem, time and space complexity of decision trees are considered.

Theorem 8.9. Let $U=(A, B, F)$ be an infinite information system. Then the following statements hold:
a) if $U \in \mathcal{C}_{1}$ then for any $\varepsilon, 0<\varepsilon<1$, there exists a positive constant $c$ such that for each problem $z$ over $U$ there exists a decision tree $\Gamma$ over $U$ which solves the problem $z$ and for which $h(\Gamma) \leq c\left(\log _{2} n\right)^{1+\varepsilon}+1$ and $\#(\Gamma) \leq|B|^{c\left(\log _{2} n\right)^{1+\varepsilon}+2}$ where $n=\operatorname{dim} z$;
b) if $U \in \mathcal{C}_{1}$ then for any $n \in \omega \backslash\{0\}$ there exists a problem $z$ over $U$ with $\operatorname{dim} z=n$ such that for each decision tree $\Gamma$ over $U$, which solves the problem $z$, the inequality $h(\Gamma) \geq \log _{|B|}(n+1)$ holds;
c) if $U \in \mathcal{C}_{2}$ then for any $n \in \omega \backslash\{0\}$ there exists a problem $z$ over $U$ with $\operatorname{dim} z=n$ such that for each decision tree $\Gamma$ over $U$, which solves the problem $z$, the inequality $h(\Gamma) \geq n$ holds.

In the next theorem, time and space complexity of decision rule systems are considered.

Theorem 8.10. Let $U=(A, B, F)$ be an infinite information system. Then the following statements hold:
a) if $U \in \mathcal{C}_{1}$ then for any $\varepsilon, 0<\varepsilon<1$, there exist positive constants $c_{1}$ and $c_{2}$ such that for each problem $z$ over $U$ there exists a decision rule system $S$ over $U$ which is complete for the problem $z$ and for which $L(S) \leq c_{1}$ and $|S| \leq|B|^{c_{2}\left(\log _{2} n\right)^{1+\varepsilon}+1}$ where $n=\operatorname{dim} z$;
b) if $U \in \mathcal{C}_{2}$ then for any $n \in \omega \backslash\{0\}$ there exists a problem $z$ over $U$ with $\operatorname{dim} z=n$ such that for each decision rule system $S$ over $U$, which is complete for the problem $z$, the inequality $L(S) \geq n$ holds or the inequality $|S| \geq 2^{n}$ holds.

In the following theorem, bounds are considered in which instead of $\varepsilon$ a function $\varphi(n)$ stands that decreases with the growth of $n$.

Theorem 8.11. Let $U=(A, B, F)$ be an infinite information system from the class $\mathcal{C}_{1}$. Then there exist positive constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5}$ such that for the function $\varphi(n)=c_{1} / \sqrt{\log _{2} \log _{2} n}$ for any problem $z$ over $U$ with $\operatorname{dim} z=$ $n \geq c_{2}$ the following statements hold:
a) there exists a decision tree $\Gamma$ over $U$ which solves $z$ and for which $h(\Gamma) \leq c_{3}\left(\log _{2} n\right)^{1+\varphi(n)}$ and $\#(\Gamma) \leq|B|^{c_{3}\left(\log _{2} n\right)^{1+\varphi(n)}+1}$;
b) there exists a decision rule system $S$ over $U$ which is complete for $z$ and for which $L(S) \leq c_{4}$ and $|S| \leq|B|^{c_{5}\left(\log _{2} n\right)^{1+\varphi(n)}}$.

So the class $\mathcal{C}_{1}$ is interesting from the point of view of different applications. The following example characterizes both the wealth and the boundedness of this class.

Example 8.12. Let $m, t \in \omega \backslash\{0\}$. We consider the same information systems $U(m)$ and $U(m, t)$ as in Example 8.3. One can prove that $U(m) \in \mathcal{C}_{2}$ and $U(m, t) \in \mathcal{C}_{1}$. Note that the system $U(m)$ has infinite I-dimension.

### 8.3.2 Global Shannon Function $h_{U}^{l}$ for Two-Valued Finite Information Systems

An information system $U=(A, B, F)$ will be called two-valued if $|B|=2$. For a problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ over $U$ we denote by $h_{U}^{g}(z)$ the minimum depth of a decision tree over $U$ which solves the problem $z$. We will consider the relationships between the parameters $h_{U}^{g}(z)$ and $\operatorname{dim} z$. Recall that one can interpret the value $\operatorname{dim} z$ for the problem $z$ as the depth of the decision tree which solves the problem $z$ in trivial way by computing sequentially the values of attributes $f_{1}, \ldots, f_{n}$. We define the function $h_{U}^{g}: \omega \backslash\{0\} \rightarrow \omega$ in the following way:

$$
h_{U}^{g}(n)=\max \left\{h_{U}^{g}(z): z \in \mathcal{P}(U), \operatorname{dim} z \leq n\right\}
$$

for any $n \in \omega \backslash\{0\}$. The value $h_{U}^{g}(n)$ is the unimprovable upper bound on the value $h_{U}^{g}(z)$ for problems $z \in \mathcal{P}(U)$ such that $\operatorname{dim} z \leq n$. The function $h_{U}^{g}$ will be called a global Shannon function for the information system $U$.

Now we consider the behavior of this global Shannon function for an arbitrary two-valued finite information system $U=(A, B, F)$ such that $f \not \equiv$ const for any $f \in F$.

Recall that by $\operatorname{ir}(U)$ we denote the maximum number of attributes in an irredundant subset of the set $F$ (see Sect. 8.2.3).

A problem $z \in P(U)$ will be called stable if $h_{U}^{g}(z)=\operatorname{dim} z$. We denote by $\operatorname{st}(U)$ the maximum dimension of a stable problem over $U$.

One can show that

$$
1 \leq \operatorname{st}(U) \leq \operatorname{ir}(U)
$$

The values $\operatorname{st}(U)$ and $\operatorname{ir}(U)$ will be called the first and the second global critical points of the information system $U$. Now we describe the behavior of the global Shannon function $h_{U}^{g}$ in terms of global critical points of $U$.

Theorem 8.13. ([44]) Let $U$ be a two-valued finite information system such that $f \not \equiv$ const for any $f \in F$, and $n \in \omega \backslash\{0\}$. Then the following statements hold:
a) if $n \leq \operatorname{st}(U)$ then $h_{U}^{g}(n)=n$;
b) if $\operatorname{st}(U)<n \leq \operatorname{ir}(U)$ then

$$
\max \left\{\operatorname{st}(U), \log _{2}(n+1)\right\} \leq h_{U}^{g}(n) \leq \min \left\{n, 8(\operatorname{st}(U)+1)^{5}\left(\log _{2} n\right)^{2}\right\}
$$

c) if $n \geq \operatorname{ir}(U)$ then $h_{U}^{g}(n)=h_{U}^{g}(\operatorname{ir}(U))$.

The problem of computing the values st $(U)$ and $\operatorname{ir}(U)$ for a given two-valued finite information system $U$ is a complicated problem. However, the obtained results allow us to constrict the class of possible types of the global Shannon function $h_{U}^{g}$.

Example 8.14. Let us consider the same information system $U=(P,\{0,1\}, F)$ as in Example 8.7. One can show that $\operatorname{st}(U) \leq 2 r$ and $\operatorname{ir}(U)=|F|$.

### 8.4 Conclusions

This chapter is devoted to the consideration of local and global approaches to the study of decision trees and decision rule systems for problems over finite and infinite information systems. Our main aim is to describe the behavior in the worst case of minimum time and, sometimes, space complexity of decision trees and decision rule systems depending on the number of attributes in the problem description.

In the case of local approach, proofs of the considered results are based on lower and upper bounds on time complexity of decision trees and decision rule systems considered in the first part of this book. In the case of global approach, we should use also more advanced tools.

Note that an essential part of the considered results can be generalized to the case of problems with many-valued decisions $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ where $\nu$ corresponds to each tuple of attribute $f_{1}, \ldots, f_{n}$ values not a unique decision but a set of decisions. Our aim is to find at least one decision from this set.

One can show that the most complicated problems of a given dimension with one-valued decisions and with many-valued decisions have the same time complexity (minimum depth of a decision tree solving a problem and minimum depth of a complete decision rule system for a problem). Therefore Shannon functions in the case of one-valued decisions and in the case of many-valued decisions are the same.

In particular, the most complicated problem with one-valued decisions of the kind $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ is a problem for which the values of $\nu$ (there are numbers) for different inputs are different. The most complicated problem with many-valued decisions of the kind $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ is a problem for which values of $\nu$ (there are sets) for different inputs are disjoint.

## Decision Trees and Rules over Quasilinear Information Systems

In this chapter, we consider decision trees and decision rule systems over linear and quasilinear information systems, with applications to discrete optimization problems and analysis of acyclic programs in the basis $B_{0}=$ $\{x+y, x-y, 1 ; \operatorname{sign}(x)\}$.

Each problem over a linear information system can be represented in the following form. We take finite number of hyperplanes in the space $\mathbb{R}^{m}$. These hyperplanes divide given part $C$ of the space into domains. These domains are numbered such that different domains can have the same number. For a given point from $C$, it is required to recognize the number of domain which contains this point. Decision trees and decision rules over the considered information system use attributes of the kind $\operatorname{sign}\left(\sum_{i=1}^{m} a_{i} x_{i}+x_{m+1}\right)$. This attribute allows us to recognize the position of a point relative to the hyperplane defined by the equality $\sum_{i=1}^{m} a_{i} x_{i}+x_{m+1}=0$.

Quasilinear information system is simple and useful generalization of linear information system: instead of attributes of the kind $\operatorname{sign}\left(\sum_{i=1}^{m} a_{i} x_{i}+x_{m+1}\right)$ we consider attributes in the form $\operatorname{sign}\left(\sum_{i=1}^{m} a_{i} \varphi_{i}+x_{m+1}\right)$ where $\varphi_{1}, \ldots, \varphi_{m}$ are functions from a set $A$ to $\mathbb{R}$.

Upper bounds on the depth of decision trees and complete systems of decision rules over quasilinear information systems are discussed in this chapter. We consider also a draft of the proof of similar bounds for a linear information system. This is an illustration of the use of tools from the first part of the book for the analysis of infinite information systems.

In the chapter, we consider two areas of applications of discussed results. We deal with three classes of optimization problems, and study relationships between depth of deterministic and nondeterministic acyclic programs in the basis $B_{0}=\{x+y, x-y, 1 ; \operatorname{sign}(x)\}$.

This chapter consists of four sections. Section 9.1 is devoted to the study of bounds on complexity of decision trees and rules over linear and quasilinear information systems. In Sect. 9.2, three classes of optimization problems over quasilinear information systems are discussed. In Sect. 9.3 acyclic programs
in the basis $B_{0}=\{x+y, x-y, 1 ; \operatorname{sign}(x)\}$ are studied. Section 9.4 contains conclusions.

### 9.1 Bounds on Complexity of Decision Trees and Rules

In this section, we consider bounds on complexity of decision trees and decision rule systems over linear and quasilinear information systems.

### 9.1.1 Quasilinear Information Systems

We will call a set $K$ a numerical ring with unity if $K \subseteq \mathbb{R}, 1 \in K$, and for every $a, b \in K$ the relations $a+b \in K, a \times b \in K$ and $-a \in K$ hold. For instance, $\mathbb{R}, \mathbb{Q}$ and $\mathbb{Z}$ are numerical rings with unity.

Let $K$ be a numerical ring with unity, $A$ be a nonempty set and let $\varphi_{1}, \ldots, \varphi_{m}$ be functions from $A$ to $\mathbb{R}$. Denote

$$
F\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)=\left\{\operatorname{sign}\left(\sum_{i=1}^{m} d_{i} \varphi_{i}(x)+d_{m+1}\right): d_{1}, \ldots, d_{m+1} \in K\right\}
$$

Here $\operatorname{sign}(x)=-1$ if $x<0, \operatorname{sign}(x)=0$ if $x=0$, and $\operatorname{sign}(x)=+1$ if $x>0$. Set $E=\{-1,0,+1\}$. The information system $\left(A, E, F\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)\right)$ will be denoted by $U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ and will be called a quasilinear information system.

Let $f \in F\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ and $f=\operatorname{sign}\left(\sum_{i=1}^{m} d_{i} \varphi_{i}(x)+d_{m+1}\right)$. We define the parameter $r(f)$ of the attribute $f$ as follows. If $\left(d_{1}, \ldots, d_{m+1}\right)=$ $(0, \ldots, 0)$ then $r(f)=0$. Otherwise,

$$
r(f)=\max \left\{0, \max \left\{\log _{2}\left|d_{i}\right|: i \in\{1, \ldots, m+1\}, d_{i} \neq 0\right\}\right\}
$$

For a problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ over $U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$, set $r(z)=$ $\max \left\{r\left(f_{1}\right), \ldots, r\left(f_{n}\right)\right\}$. Let $\Gamma$ be a decision tree over $U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ and $F(\Gamma)$ be the set of all attributes attached to nonterminal nodes of $\Gamma$. Denote $r(\Gamma)=\max \{r(f): f \in F(\Gamma)\}$ (if $F(\Gamma)=\emptyset$ then $r(\Gamma)=0$ ).

Theorem 9.1. ( $42, \boxed{53})$ Let $U=U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ be a quasilinear information system. Then for each problem $z$ over $U$ there exists a decision tree $\Gamma$ over $U$ which solves the problem $z$ and for which the following inequalities hold:

$$
\begin{gathered}
h(\Gamma) \leq\left(2(m+2)^{3} \log _{2}(\operatorname{dim} z+2 m+2)\right) / \log _{2}(m+2), \\
r(\Gamma) \leq 2(m+1)^{2}\left(r(z)+1+\log _{2}(m+1)\right) .
\end{gathered}
$$

Let $U=U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ be a quasilinear information system. For a problem $z=\left(\nu, f_{1}, \ldots, f_{n}\right)$ over $U$, we denote by $h_{U}^{g}(z)$ the minimum depth of a decision tree over $U$ which solves the problem $z$. By $L_{U}^{g}(z)$ we denote the
minimum depth of a decision rule system over $U$ which is complete for the problem $z$. We define two functions $h_{U}^{g}: \omega \backslash\{0\} \rightarrow \omega$ and $L_{U}^{g}: \omega \backslash\{0\} \rightarrow \omega$ in the following way:

$$
\begin{aligned}
& h_{U}^{g}(n)=\max \left\{h_{U}^{g}(z): z \in \mathcal{P}(U), \operatorname{dim} z \leq n\right\} \\
& L_{U}^{g}(n)=\max \left\{L_{U}^{g}(z): z \in \mathcal{P}(U), \operatorname{dim} z \leq n\right\}
\end{aligned}
$$

for any $n \in \omega \backslash\{0\}$. The value $h_{U}^{g}(n)$ is the unimprovable upper bound on the value $h_{U}^{g}(z)$ for problems $z \in \mathcal{P}(U)$ such that $\operatorname{dim} z \leq n$. The value $L_{U}^{g}(n)$ is the unimprovable upper bound on the value $L_{U}^{g}(z)$ for problems $z \in \mathcal{P}(U)$ such that $\operatorname{dim} z \leq n$. The functions $h_{U}^{g}$ and $L_{U}^{g}$ are called global Shannon functions for the information system $U$.

The following theorem is a simple corollary of Theorems 8.9, 8.10 and 9.1
Theorem 9.2. Let $U=U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ be a quasilinear information system. Then the following statements hold:
a) if $\left\{\left(\varphi_{1}(a), \ldots, \varphi_{m}(a)\right): a \in A\right\}$ is a finite set then $h_{U}^{g}(n)=O(1)$;
b) if $\left\{\left(\varphi_{1}(a), \ldots, \varphi_{m}(a)\right): a \in A\right\}$ is an infinite set then $h_{U}^{g}(n)=$ $\Theta\left(\log _{2} n\right)$;
c) $L_{U}^{g}(n)=O(1)$.

### 9.1.2 Linear Information Systems

A quasilinear information system $U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ is called linear if $A \subseteq$ $\mathbb{R}^{m}$ and $\varphi_{1}=x_{1}, \ldots, \varphi_{m}=x_{m}$. We will say about attributes from a linear information system as about linear attributes.

In this section, we consider a special kind of linear information systemthe system $U_{p}^{m}=U\left(C_{p}^{m}, \mathbb{R}, x_{1}, \ldots, x_{m}\right)$ where $p$ is a positive real number and $C_{p}^{m}$ is the set of solutions on $\mathbb{R}^{m}$ of the equation system

$$
\left\{-p<x_{1}<p, \ldots,-p<x_{m}<p\right\} .
$$

We will prove (based on some lemmas given without proofs) the following statement.

Theorem 9.3. Let $m \geq 2$ and $p>0$. Then for any problem $z \in \mathcal{P}\left(U_{p}^{m}\right)$ with $\operatorname{dim} z \geq 2$ there exist:
a) a decision tree $\Gamma$ over $U_{p}^{m}$ which solves $z$ and for which $h(\Gamma) \leq 2(m+$ 1) ${ }^{3} \log _{2}(\operatorname{dim} z+2 m)$;
b) a decision rule system $S$ over $U_{p}^{m}$ which is complete for $z$ and for which $L(S) \leq m+1$.

Bounds similar to the considered in part a) of Theorem 9.3 were obtained independently by two researchers and published in 36] and 33.

Denote $F_{m}=F\left(C_{p}^{m}, \mathbb{R}, x_{1}, \ldots, x_{m}\right)$ where
$F\left(C_{p}^{m}, \mathbb{R}, x_{1}, \ldots, x_{m}\right)=\left\{\operatorname{sign}\left(\sum_{i=1}^{m} d_{i} x_{i}(x)+d_{m+1}\right): d_{1}, \ldots, d_{m+1} \in \mathbb{R}\right\}$.
Let $V \subseteq C_{p}^{m}$ and $k$ be a natural number. A finite set $\mathcal{F} \subset F_{m}$ will be called a $k$-functional cover for $V$ if for any $\bar{a} \in V$ there exist attributes $f_{1}, \ldots, f_{k} \in \mathcal{F}$ and numbers $\delta_{1}, \ldots, \delta_{k} \in E=\{-1,0,+1\}$ such that $\bar{a}$ is a solution of the equation system $\left\{f_{1}(\bar{x})=\delta_{1}, \ldots, f_{k}(\bar{x})=\delta_{k}\right\}$, and the set of solutions of this system on $\mathbb{R}^{m}$ is a subset of $V$.

Consider three auxiliary statements.
Lemma 9.4. Let $f_{1}, \ldots, f_{n} \in F_{m}, \delta_{1}, \ldots, \delta_{n} \in E$ and $V$ be the set of solutions from $C_{p}^{m}$ of the equation system $\left\{f_{1}(\bar{x})=\delta_{1}, \ldots, f_{n}(\bar{x})=\delta_{n}\right\}$. Then if $V$ is not empty then for $V$ there exists an $(m+1)$-functional cover $\mathcal{F}$ for which $|\mathcal{F}| \leq(m+1)(n+2 m)^{m-1}$.

Lemma 9.5. Let $f_{1}, \ldots, f_{n} \in F_{m}$. Then the number of different tuples $\left(\delta_{1}, \ldots, \delta_{n}\right) \in E^{n}$ for each of which the system of equations $\left\{f_{1}(\bar{x})=\right.$ $\left.\delta_{1}, \ldots, f_{n}(\bar{x})=\delta_{n}\right\}$ is compatible on $\mathbb{R}^{m}$ (has a solution from $\mathbb{R}^{m}$ ) is at most $2 n^{m}+1$.

Lemma 9.6. Any incompatible on $\mathbb{R}^{m}$ system of equations of the kind

$$
\left\{f_{1}(\bar{x})=\delta_{1}, \ldots, f_{n}(\bar{x})=\delta_{n}\right\}
$$

where $f_{1}, \ldots, f_{n} \in F_{m}$ and $\delta_{1}, \ldots, \delta_{n} \in E$, contains an incompatible on $\mathbb{R}^{m}$ subsystem with at most $m+1$ equations.

Proof (of Theorem 9.3). Let $z=\left(\nu, f_{1}, \ldots, f_{n}\right) \in \mathcal{P}\left(U_{p}^{m}\right)$ and $n \geq 2$. Let the decision table $T(z)$ contain $k$ rows, and for $j=1, \ldots, k$, let $\left(\delta_{j 1}, \ldots, \delta_{j n}\right)$ be the $j$-th row of $T(z)$. We denote by $W_{j}$ the set of solutions on $C_{p}^{m}$ of the equation system $\left\{f_{1}(\bar{x})=\delta_{j 1}, \ldots, f_{n}(\bar{x})=\delta_{j n}\right\}$. From Lemma 9.4 it follows that for $W_{j}$ there exists an $(m+1)$-functional cover $\mathcal{F}_{j}$ for which $\left|\mathcal{F}_{j}\right| \leq(m+1)(n+2 m)^{m-1}$.

We denote $\mathcal{F}=\bigcup_{j=1}^{k} \mathcal{F}_{j} \cup\left\{f_{1}, \ldots, f_{n}\right\}$. Let $r=|\mathcal{F}|$. Then $r \leq k(m+$ 1) $(n+2 m)^{m-1}+n$. By Lemma 9.5, $k \leq 2 n^{m}+1$. Therefore $r \leq\left(2 n^{m}+\right.$ 1) $(m+1)(n+2 m)^{m-1}+n \leq(n+2 m)^{2 m}-1$. Let $\mathcal{F}=\left\{g_{1}, \ldots, g_{r}\right\}$ where $f_{1}=g_{1}, \ldots, f_{n}=g_{n}$. Let $\nu_{1}: E^{r} \rightarrow \omega$ and for any $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{r}\right) \in E^{r}$ let $\nu_{1}(\bar{\delta})=\nu\left(\delta_{1}, \ldots, \delta_{n}\right)$. Set $z_{1}=\left(\nu_{1}, g_{1}, \ldots, g_{r}\right)$. From Lemma 9.5 it follows that $N\left(T\left(z_{1}\right)\right) \leq 2\left((n+2 m)^{2 m}-1\right)^{m}+1 \leq 2(n+2 m)^{2 m^{2}}$.

Let us show that $M\left(T\left(z_{1}\right)\right) \leq m+1$. Let $\bar{\delta}=\left(\delta_{1}, \ldots, \delta_{r}\right) \in E^{r}$. Let us show that there exist numbers $i_{1}, \ldots, i_{t} \in\{1, \ldots, r\}$ such that $t \leq m+1$ and the table $T\left(z_{1}\right)\left(g_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(g_{i_{t}}, \delta_{i_{t}}\right)$ is degenerate.

We consider two cases.

1) Let $\bar{\delta}$ be a row of $T\left(z_{1}\right)$ and $\bar{a} \in C_{p}^{m}$ be a solution of the equation system

$$
\begin{equation*}
\left\{g_{1}(\bar{x})=\delta_{1}, \ldots, g_{r}(\bar{x})=\delta_{r}\right\} \tag{9.1}
\end{equation*}
$$

Then for some $j \in\{1, \ldots, k\}$ we have $\bar{a} \in W_{j}$.
There exist functions $g_{i_{1}}, \ldots, g_{i_{m+1}} \in \mathcal{F}_{j}$ and numbers $\sigma_{1}, \ldots, \sigma_{m+1} \in E$ for which $\bar{a}$ is a solution of the equation system $\left\{g_{i_{1}}(\bar{x})=\sigma_{1}, \ldots, g_{i_{m+1}}(\bar{x})=\right.$ $\left.\sigma_{m+1}\right\}$, and $W$-the set of solutions of this system on $\mathbb{R}^{m}$-is a subset of the set $W_{j}$. Taking into account that $g_{i_{1}}, \ldots, g_{i_{m+1}} \in \mathcal{F}_{j}$, we obtain $\sigma_{1}=$ $\delta_{i_{1}}, \ldots, \sigma_{m+1}=\delta_{i_{m+1}}$. The function $\nu_{1}\left(g_{1}(\bar{x}), \ldots, g_{r}(\bar{x})\right)$ is constant on $W_{j}$. Therefore this function is a constant on $W$. Hence

$$
T\left(z_{1}\right)\left(g_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(g_{i_{m+1}}, \delta_{i_{m+1}}\right)
$$

is a degenerate table and $M\left(T\left(z_{1}\right), \bar{\delta}\right) \leq m+1$.
2) Let $\bar{\delta}$ be not a row of $T\left(z_{1}\right)$. Then the system of equations (9.1) is incompatible on $C_{p}^{m}$, and the system of equations

$$
\begin{align*}
\left\{g_{1}(\bar{x})\right. & =\delta_{1}, \ldots, g_{r}(\bar{x})=\delta_{r}, \operatorname{sign}\left(x_{1}-p\right)=-1,  \tag{9.2}\\
\operatorname{sign}\left(x_{1}+p\right) & \left.=+1, \ldots, \operatorname{sign}\left(x_{m}-p\right)=-1, \operatorname{sign}\left(x_{m}+p\right)=+1\right\}
\end{align*}
$$

is incompatible on $\mathbb{R}^{m}$. From Lemma 9.6 it follows that there is a subsystem of the system (9.2) which is incompatible on $\mathbb{R}^{m}$ and has at most $m+1$ equations. Therefore there is a subsystem of the system (9.1) which is incompatible on $C_{p}^{m}$ and has at most $m+1$ equations. Let this system contain equations from (9.1) with numbers $i_{1}, \ldots, i_{t}$ where $t \leq m+$ 1. Then $T\left(z_{1}\right)\left(g_{i_{1}}, \delta_{i_{1}}\right) \ldots\left(g_{i_{t}}, \delta_{i_{t}}\right)$ is empty and therefore degenerate. So $M\left(T\left(z_{1}\right), \bar{\delta}\right) \leq t \leq m+1$. Since $M\left(T\left(z_{1}\right), \bar{\delta}\right) \leq m+1$ for any $\bar{\delta} \in E^{r}$, we have $M\left(T\left(z_{1}\right)\right) \leq m+1$.

Using Theorem 3.17, we obtain

$$
\begin{aligned}
h\left(T\left(z_{1}\right)\right) & \leq M\left(T\left(z_{1}\right)\right) \log _{2} N\left(T\left(z_{1}\right)\right) \leq(m+1) \log _{2}\left(2(n+2 m)^{2 m^{2}}\right) \\
& =(m+1)\left(2 m^{2} \log _{2}(n+2 m)+1\right) \leq 2(m+1)^{3} \log _{2}(n+2 m) .
\end{aligned}
$$

Therefore there exists a decision tree $\Gamma$ over $U_{p}^{m}$ which solves $z_{1}$ and for which $h(\Gamma) \leq 2(m+1)^{3} \log _{2}(\operatorname{dim} z+2 m)$. By Theorem 3.11, $L\left(T\left(z_{1}\right)\right) \leq$ $M\left(T\left(z_{1}\right)\right) \leq m+1$. Therefore there exists a decision rule system $S$ over $U_{p}^{m}$ which is complete for $z_{1}$ and for which $L(S) \leq m+1$. Evidently, $\nu_{1}\left(g_{1}(\bar{x}), \ldots, g_{r}(\bar{x})\right) \equiv \nu\left(f_{1}(\bar{x}), \ldots, f_{n}(\bar{x})\right)$. Therefore $\Gamma$ solves the problem $z$, and $S$ is complete for $z$.

### 9.2 Optimization Problems over Quasilinear Information Systems

In this section, three classes of discrete optimization problems over quasilinear information systems are considered. For each class, examples and corollaries of Theorem 9.1 are given. More detailed discussion of considered results can be found in 42, 53.

### 9.2.1 Some Definitions

Let $U=U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ be a quasilinear information system. A pair $(A, \phi)$ where $\phi$ is a function from $A$ to a finite subset of the set $\omega$ will be called a problem over $A$. The problem $(A, \phi)$ may be interpreted as a problem of searching for the value $\phi(a)$ for a given $a \in A$. Let $k \in \omega, k \geq 1$, and $t \in \mathbb{R}, t \geq 0$. The problem $(A, \phi)$ will be called $(m, k, t)$-problem over $U$ if there exists a problem $z$ over $U$ such that $\phi(a)=z(a)$ for each $a \in A$, $\operatorname{dim} z \leq k$ and $r(z) \leq t$. Let $\phi(a)=z(a)$ for each $a \in A$ and $z=\left(\nu, f_{1}, \ldots, f_{p}\right)$. Then the set $\left\{f_{1}, \ldots, f_{p}\right\}$ will be called a separating set (with attributes from $\left.F\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)\right)$ for the problem $(A, \phi)$. We will say that a decision tree $\Gamma$ over $U$ solves the problem $(A, \phi)$ if the decision tree $\Gamma$ solves the problem $z$.

Denote

$$
L\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)=\left\{\sum_{i=1}^{m} d_{i} \varphi_{i}(x)+d_{m+1}: d_{1}, \ldots, d_{m+1} \in K\right\}
$$

Let $g \in L\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ and $g=\sum_{i=1}^{m} d_{i} \varphi_{i}(x)+d_{m+1}$. We define the parameter $r(g)$ of the function $g$ as follows. If $\left(d_{1}, \ldots, d_{m+1}\right)=(0, \ldots, 0)$ then $r(g)=0$. Otherwise

$$
r(g)=\max \left\{0, \max \left\{\log _{2}\left|d_{i}\right|: i \in\{1, \ldots, m+1\}, d_{i} \neq 0\right\}\right\} .
$$

In what follows we will assume that elements of the set $\{-1,1\}^{n}$, of the set $\Pi_{n}$ of all $n$-degree permutations, and of the set $\{0,1\}^{n}$ are enumerated by numbers from 1 to $2^{n}$, by numbers from 1 to $n$ !, and by numbers from 1 to $2^{n}$ respectively.

### 9.2.2 Problems of Unconditional Optimization

Let $k \in \omega \backslash\{0\}, t \in \mathbb{R}, t \geq 0, g_{1}, \ldots, g_{k} \in L\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$, and $r\left(g_{j}\right) \leq t$ for $j=1, \ldots, k$.

Problem 9.7. (Unconditional optimization of values of functions $g_{1}, \ldots, g_{k}$ on an element of the set $A$.) For a given $a \in A$ it is required to find the minimum number $i \in\{1, \ldots, k\}$ such that $g_{i}(a)=\min \left\{g_{j}(a): 1 \leq j \leq k\right\}$.

One can show that the set $\left\{\operatorname{sign}\left(g_{i}(x)-g_{j}(x)\right): i, j \in\{1, \ldots, k\}, i \neq j\right\}$ is a separating set for this problem, and the considered problem is $\left(m, k^{2}, t+1\right)$ problem over the information system $U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$.

Example 9.8. ( $n$-City traveling salesman problem.) Let $n \in \omega, n \geq 4$, and let $G_{n}$ be the complete undirected graph with $n$ nodes. Assume that edges in $G_{n}$ are enumerated by numbers from 1 to $n(n-1) / 2$, and Hamiltonian circuits in $G_{n}$ are enumerated by numbers from 1 to $(n-1)!/ 2$. Let a number
$a_{i} \in \mathbb{R}$ be attached to the $i$-th edge, $i=1, \ldots, n(n-1) / 2$. We will interpret the number $a_{i}$ as the length of the $i$-th edge. It is required to find the minimum number of a Hamiltonian circuit in $G_{n}$ which has the minimum length. For each $j \in\{1, \ldots,(n-1)!/ 2\}$, we will associate with the $j$-th Hamiltonian circuit the function $g_{j}(\bar{x})=\sum_{i=1}^{n(n-1) / 2} \delta_{j i} x_{i}$ where $\delta_{j i}=1$ if the $i$-th edge is contained in the $j$-th Hamiltonian circuit, and $\delta_{j i}=0$ otherwise. Obviously, the considered problem is the problem of unconditional optimization of values of functions $g_{1}, \ldots, g_{(n-1)!/ 2}$ on an element of the set $\mathbb{R}^{n(n-1) / 2}$. Therefore the set $\left\{\operatorname{sign}\left(g_{i}(\bar{x})-g_{j}(\bar{x})\right): i, j \in\{1, \ldots,(n-1)!/ 2\}, i \neq j\right\}$ is a separating set for the $n$-city traveling salesman problem, and this problem is $\left(n(n-1) / 2,((n-1)!/ 2)^{2}, 0\right)$-problem over the information system $U=U\left(\mathbb{R}^{n(n-1) / 2}, \mathbb{Z}, x_{1}, \ldots, x_{n(n-1) / 2}\right)$. From Theorem 9.1 it follows that there exists a decision tree $\Gamma$ over $U$ which solves the $n$-city traveling salesman problem and for which $h(\Gamma) \leq n^{7} / 2$ and $r(\Gamma) \leq n^{4} \log _{2} n$.

Example 9.9. ( $n$-Dimensional quadratic assignment problem.) Let $n \in \omega$ and $n \geq 2$. For given $a_{i j}, b_{i j} \in \mathbb{R}, 1 \leq i, j \leq n$, it is required to find the minimum number of $n$-degree permutation $\pi$ which minimizes the value

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} b_{\pi(i) \pi(j)} .
$$

Obviously, this problem is the problem of unconditional optimization of values of functions from the set $\left\{\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j} y_{\pi(i) \pi(j)}: \pi \in \Pi_{n}\right\}$ on an element of the set $\mathbb{R}^{2 n^{2}}$. Hence the set

$$
\left\{\operatorname{sign}\left(\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j} y_{\pi(i) \pi(j)}-\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i j} y_{\tau(i) \tau(j)}\right): \pi, \tau \in \Pi_{n}, \pi \neq \tau\right\}
$$

is a separating set for this problem, and the considered problem is $\left(n^{4},(n!)^{2}, 0\right)$ problem over the information system $U=U\left(\mathbb{R}^{2 n^{2}}, \mathbb{Z}, x_{11} y_{11}, \ldots, x_{n n} y_{n n}\right)$. From Theorem 9.1 it follows that there exists a decision tree $\Gamma$ over $U$ which solves the $n$-dimensional quadratic assignment problem and for which $h(\Gamma) \leq$ $3 n\left(n^{4}+2\right)^{3}$ and $r(\Gamma) \leq 2\left(n^{4}+1\right)^{2} \log _{2}\left(2 n^{4}+2\right)$.

### 9.2.3 Problems of Unconditional Optimization of Absolute Values

Let $k \in \omega \backslash\{0\}, t \in \mathbb{R}, t \geq 0, g_{1}, \ldots, g_{k} \in L\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$, and $r\left(g_{j}\right) \leq t$ for $j=1, \ldots, k$.

Problem 9.10. (Unconditional optimization of absolute values of functions $g_{1}, \ldots, g_{k}$ on an element of the set $A$.) For a given $a \in A$ it is required to find the minimum number $i \in\{1, \ldots, k\}$ such that $\left|g_{i}(a)\right|=\min \left\{\left|g_{j}(a)\right|: 1 \leq j \leq\right.$ $k\}$.

Evidently, $\left|g_{i}(a)\right|<\left|g_{j}(a)\right|$ if and only if $\left(g_{i}(a)+g_{j}(a)\right)\left(g_{i}(a)-g_{j}(a)\right)<0$, and $\left|g_{i}(a)\right|=\left|g_{j}(a)\right|$ if and only if $\left(g_{i}(a)+g_{j}(a)\right)\left(g_{i}(a)-g_{j}(a)\right)=0$. Using these relations one can show that the set $\left\{\operatorname{sign}\left(g_{i}(x)+g_{j}(x)\right), \operatorname{sign}\left(g_{i}(x)-g_{j}(x)\right)\right.$ : $i, j \in\{1, \ldots, k\}, i \neq j\}$ is a separating set for the considered problem, and this problem is $\left(m, 2 k^{2}, t+1\right)$-problem over the information system $U\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$.

Example 9.11. ( $n$-Stone problem.) Let $n \in \omega \backslash\{0\}$. For a tuple $\left(a_{1}, \ldots, a_{n}\right) \in$ $\mathbb{R}^{n}$ it is required to find the minimum number of a tuple $\left(\delta_{1}, \ldots, \delta_{n}\right) \in$ $\{-1,1\}^{n}$ which minimizes the value of $\left|\sum_{i=1}^{n} \delta_{i} a_{i}\right|$. Obviously, this problem is the problem of unconditional optimization of absolute values of functions from the set $\left\{\sum_{i=1}^{n} \delta_{i} x_{i}:\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{-1,1\}^{n}\right\}$ on an element of the set $\mathbb{R}^{n}$. Therefore the set $\left\{\operatorname{sign}\left(\sum_{i=1}^{n} \delta_{i} x_{i}\right):\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{-2,0,2\}^{n}\right\}$ and, hence, the set $\left\{\operatorname{sign}\left(\sum_{i=1}^{n} \delta_{i} x_{i}\right):\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{-1,0,1\}^{n}\right\}$ are separating sets for the considered problem, and this problem is $\left(n, 3^{n}, 0\right)$-problem over the information system $U=U\left(\mathbb{R}^{n}, \mathbb{Z}, x_{1}, \ldots, x_{n}\right)$. From Theorem 9.1 it follows that there exists a decision tree $\Gamma$ over $U$ which solves the $n$ stone problem and for which $h(\Gamma) \leq 4(n+2)^{4} / \log _{2}(n+2)$ and $r(\Gamma) \leq$ $2(n+1)^{2} \log _{2}(2 n+2)$.

### 9.2.4 Problems of Conditional Optimization

Let $k, p \in \omega \backslash\{0\}, t \in \mathbb{R}, t \geq 0, D \subseteq \mathbb{R}, D \neq \emptyset$ and $g_{1}, \ldots, g_{k}$ be functions from $L\left(A, K, \varphi_{1}, \ldots, \varphi_{m}\right)$ such that $r\left(g_{j}\right) \leq t$ for $j=1, \ldots, k$.

Problem 9.12. (Conditional optimization of values of functions $g_{1}, \ldots, g_{k}$ on an element of the set $A$ with $p$ restrictions from $A \times D$.) For a given tuple $\left(a_{0}, a_{1}, \ldots, a_{p}, d_{1}, \ldots, d_{p}\right) \in A^{p+1} \times D^{p}$ it is required to find the minimum number $i \in\{1, \ldots, k\}$ such that $g_{i}\left(a_{1}\right) \leq d_{1}, \ldots, g_{i}\left(a_{p}\right) \leq d_{p}$ and $g_{i}\left(a_{0}\right)=$ $\max \left\{g_{j}\left(a_{0}\right): g_{j}\left(a_{1}\right) \leq d_{1}, \ldots, g_{j}\left(a_{p}\right) \leq d_{p}, j \in\{1, \ldots, k\}\right\}$ or to show that such $i$ does not exist. (In the last case let $k+1$ be the solution of the problem.)

The variables with values from $A$ will be denoted by $x_{0}, x_{1}, \ldots, x_{p}$ and the variables with values from $D$ will be denoted by $y_{1}, \ldots, y_{p}$. One can show that the set $\left\{\operatorname{sign}\left(g_{i}\left(x_{0}\right)-g_{j}\left(x_{0}\right)\right): 1 \leq i, j \leq k\right\} \cup\left(\bigcup_{j=1}^{p}\left\{\operatorname{sign}\left(g_{i}\left(x_{j}\right)-\right.\right.\right.$ $\left.\left.y_{j}\right): 1 \leq i \leq k\right\}$ ) is a separating set for the considered problem, and this problem is $\left(p+m(p+1), p k+k^{2}, t+1\right)$-problem over the information system $U\left(A^{p+1} \times D^{p}, K, \varphi_{1}\left(x_{0}\right), \ldots, \varphi_{m}\left(x_{0}\right), \ldots, \varphi_{1}\left(x_{p}\right), \ldots, \varphi_{m}\left(x_{p}\right), y_{1}, \ldots, y_{p}\right)$.

Example 9.13. (Problem on 0-1-knapsack with $n$ objects.) Let $n \in \omega \backslash\{0\}$. For a given tuple $\left(a_{1}, \ldots, a_{2 n+1}\right) \in \mathbb{Z}^{2 n+1}$, it is required to find the minimum number of a tuple $\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}$ which maximizes the value $\sum_{i=1}^{n} \delta_{i} a_{i}$ under the condition $\sum_{i=1}^{n} \delta_{i} a_{n+i} \leq a_{2 n+1}$. This is the problem of conditional optimization of values of functions from the set $\left\{\sum_{i=1}^{n} \delta_{i} x_{i}:\left(\delta_{1}, \ldots, \delta_{n}\right) \in\right.$ $\left.\{0,1\}^{n}\right\}$ on an element of the set $\mathbb{Z}^{n}$ with one restriction from $\mathbb{Z}^{n} \times \mathbb{Z}$. The set $\left\{\operatorname{sign}\left(\sum_{i=1}^{n} \delta_{i} x_{i}\right):\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{-1,0,1\}^{n}\right\} \cup\left\{\operatorname{sign}\left(\sum_{i=1}^{n} \delta_{i} x_{n+i}-\right.\right.$
$\left.\left.x_{2 n+1}\right):\left(\delta_{1}, \ldots, \delta_{n}\right) \in\{0,1\}^{n}\right\}$ is a separating set for the considered problem, and this problem is $\left(2 n+1,3^{n}+2^{n}, 0\right)$-problem over the information system $U=U\left(\mathbb{Z}^{2 n+1}, \mathbb{Z}, x_{1}, \ldots, x_{2 n+1}\right)$. From Theorem 9.1 it follows that there exists a decision tree $\Gamma$ over $U$ which solves the problem on 0-1-knapsack with $n$ objects and for which $h(\Gamma) \leq 2(2 n+3)^{4} / \log _{2}(2 n+3)$ and $r(\Gamma) \leq$ $2(2 n+2)^{2} \log _{2}(4 n+4)$.

### 9.3 On Depth of Acyclic Programs

In this section, relationships between depth of deterministic and nondeterministic acyclic programs in the basis $B_{0}=\{x+y, x-y, 1 ; \operatorname{sign}(x)\}$ are considered. Proof of the main result of this section (see [40, 53]) is based on Theorem 9.1 and is an example of the application of methods of decision tree theory to analysis of algorithms which are not decision trees.

### 9.3.1 Main Definitions

Letters from the alphabet $X=\left\{x_{i}: i \in \omega\right\}$ will be called input variables, while letters from the alphabet $Y=\left\{y_{i}: i \in \omega\right\}$ will be called working variables.

A program in the basis $B_{0}$ is a labeled finite directed graph which has nodes of the following six kinds:
a) the only node without entering edges called the node "input";
b) the only node without issuing edges called the node "output";
c) functional nodes of the kinds $y_{j}:=1, y_{j}:=z_{l}+z_{k}$ and $y_{j}:=z_{l}-z_{k}$ where $z_{l}, z_{k} \in X \cup Y$;
d) predicate nodes of the kind $\operatorname{sign}\left(y_{j}\right)$.

Each edge issuing from a predicate node is labeled with a number from the set $\{-1,0,+1\}$. The other edges are not labeled.

Further we assume that in expressions assigned to nodes of a program there is at least one input and, hence, at least one working variable.

A program in the basis $B_{0}$ will be called acyclic if it contains no directed cycles. A program will be called deterministic if it satisfies the following conditions: the node "input" and each functional node have exactly one issuing edge, and edges issuing from a predicate node are assigned pairwise different numbers. If a program isn't deterministic we will call it nondeterministic.

Let $P$ be an acyclic program in the basis $B_{0}$ with the input variables $x_{1}, \ldots, x_{n}$ and the working variables $y_{1}, \ldots, y_{t}$.

A complete path in $P$ is an arbitrary directed path from the node "input" to the node "output". Let $\xi=v_{1}, d_{1}, \ldots, v_{m}, d_{m}, v_{m+1}$ be a complete path in the program $P$. Define the set of elements from $\mathbb{Q}^{n}$ accepted by the complete path $\xi$. For $i=1, \ldots, m$, we will attach to the node $v_{i}$ of the path $\xi$ a tuple $\bar{\beta}_{i}=\left(\beta_{i 1}, \ldots, \beta_{i t}\right)$ composed of functions from the set $\left\{\sum_{i=1}^{n} b_{i} x_{i}+b_{n+1}\right.$ : $\left.b_{1}, \ldots, b_{n+1} \in \mathbb{Z}\right\}$. Let $\bar{\beta}_{1}=(0, \ldots, 0)$. Let the tuples $\bar{\beta}_{1}, \ldots, \bar{\beta}_{i-1}$, where
$2 \leq i \leq m$, be already defined. If $v_{i}$ is a predicate node then $\bar{\beta}_{i}=\bar{\beta}_{i-1}$. Let $v_{i}$ be a functional node and let for definiteness the node $v_{i}$ be of the kind $y_{j}:=x_{l}+y_{p}$. Then $\bar{\beta}_{i}=\left(\beta_{i-11}, \ldots, \beta_{i-1 j-1}, x_{\underline{l}}+\beta_{i-1 p}, \beta_{i-1 j+1}, \ldots, \beta_{i-1 t}\right)$. For other kinds of functional nodes, the tuple $\bar{\beta}_{i}$ is defined in the same way.

Let $v_{i_{1}}, \ldots, v_{i_{k}}$ be all predicate nodes in the complete path $\xi$. Let $k>0$, the nodes $v_{i_{1}}, \ldots, v_{i_{k}}$ be of the kind $\operatorname{sign}\left(y_{j_{1}}\right), \ldots, \operatorname{sign}\left(y_{j_{k}}\right)$, and the edges $d_{i_{1}}, \ldots, d_{i_{k}}$ be labeled with the numbers $\delta_{1}, \ldots, \delta_{k}$. Denote $\mathcal{A}(\xi)$ the set of solutions on $\mathbb{Q}^{n}$ of the equation system

$$
\left\{\operatorname{sign}\left(\beta_{i_{1} j_{1}}(\bar{x})\right)=\delta_{1}, \ldots, \operatorname{sign}\left(\beta_{i_{k} j_{k}}(\bar{x})\right)=\delta_{k}\right\}
$$

If $k=0$ then $\mathcal{A}(\xi)=\mathbb{Q}^{n}$. The set $\mathcal{A}(\xi)$ will be called the set of elements from $\mathbb{Q}^{n}$ accepted by the complete path $\xi$. The set of all complete paths in the program $P$ will be denoted by $\Xi(P)$. Evidently, $\Xi(P) \neq \emptyset$. Denote $\mathcal{A}(P)=$ $\bigcup_{\xi \in \Xi(P)} \mathcal{A}(\xi)$. We will say that the program $P$ recognizes the set $A(P)$.

Denote by $h(\xi)$ the number of functional and predicate nodes in a complete path $\xi$. The value $h(P)=\max \{h(\xi): \xi \in \Xi(P)\}$ will be called the depth of the program $P$.

### 9.3.2 Relationships between Depth of Deterministic and Nondeterministic Acyclic Programs

Acyclic programs $P_{1}$ and $P_{2}$ in the basis $B_{0}$ will be called equivalent if the sets of input variables of $P_{1}$ and $P_{2}$ coincide, and the equality $\mathcal{A}\left(P_{1}\right)=\mathcal{A}\left(P_{2}\right)$ holds.

Theorem 9.14. ( $\boxed{40,53)}$ ) For each nondeterministic acyclic program $P_{1}$ in the basis $B_{0}$ with $n$ input variables there exists a deterministic acyclic program $P_{2}$ in the basis $B_{0}$ which is equivalent to $P_{1}$ and for which the following inequality holds:

$$
h\left(P_{2}\right) \leq 8(n+2)^{7}\left(h\left(P_{1}\right)+2\right)^{2}
$$

Analogous upper bound was obtained in 34 for simulation of parallel acyclic programs in similar basis by decision trees.

Example 9.15. (Problem of partition of $n$ numbers.) We denote by $W_{n}$ the set of tuples $\left(q_{1}, \ldots, q_{n}\right)$ from $\mathbb{Q}^{n}$ for each of which there exists a tuple $\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in\{-1,1\}^{n}$ such that $\sum_{i=1}^{n} \sigma_{i} q_{i}=0$. The problem of recognition of belonging a tuple from $\mathbb{Q}^{n}$ to the set $W_{n}$ is known as the problem of partition of $n$ numbers. Figure 9.1 represents a nondeterministic acyclic pro$\operatorname{gram} P_{n}$ in the basis $B_{0}$ with input variables $x_{1}, \ldots, x_{n}$ and working variable $y_{1}$ for which $\mathcal{A}\left(P_{n}\right)=W_{n}$ and $h\left(P_{n}\right)=n+1$. From Theorem 9.14 it follows that there exists a deterministic acyclic program in the basis $B_{0}$ which recognizes the set $W_{n}$ and for which the depth is at most $8(n+3)^{9}$.
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### 9.4 Conclusions

This chapter contains bounds (mainly without proofs) on time complexity of decision trees and decision rule systems over linear and quasilinear information systems, and applications of discussed results to discrete optimization problems and analysis of acyclic programs in the basis $\{x+y, x-y, 1 ; \operatorname{sign}(x)\}$.

We proved that for some known problems of discrete optimization (including a number of $N P$-hard problems) there exist decision trees with small depth. In particular, we proved that there exists a decision tree $\Gamma$ with linear attributes which solves the $n$-stone problem and for which the depth is at most $4(n+2)^{4}$. There exists a decision tree $\Gamma$ with linear attributes which solves the $n$-city traveling salesman problem and for which the depth is at most $n^{7}$. The question about possibilities of efficient use of such trees is open. However, we can prove that the number of nodes in such trees is large.

In particular, in [35] (see also [49]) it was proved that the minimum cardinality of separating set with attributes from $F\left(\mathbb{R}^{n}, \mathbb{Z}, x_{1}, \ldots, x_{n}\right)$ for the $n$-stone problem is equal to $\left(3^{n}-2^{n}-1\right) / 2$. Using this fact one can show that any decision tree with attributes from $F\left(\mathbb{R}^{n}, \mathbb{Z}, x_{1}, \ldots, x_{n}\right)$ which solves the $n$-stone problem has at least $\left(3^{n}-2^{n}-1\right) / 2$ working nodes. This result can be extended to decision diagrams (branching programs).

## Recognition of Words and Diagnosis of Faults

In this chapter, we consider two more applications: recognition of regular language words and diagnosis of constant faults in combinatorial circuits. In the first case, we study both decision trees and complete systems of decision rules. In the second case, we restrict our consideration to decision trees.

Proofs are too complicated to be considered in this chapter. However, we give some comments relative to the tools used in the proofs or ideas of proofs.

This chapter consists of three sections. In Sect. 10.1, the problem of regular language word recognition is studied. Section 10.2 is devoted to the problem of diagnosis of constant faults in combinatorial circuits. Section 10.3 contains conclusions.

### 10.1 Regular Language Word Recognition

In this section, we consider the problem of recognition of words of fixed length in a regular language. The word under consideration can be interpreted as a description of certain screen image in the following way: the $i$-th letter of the word encodes the color of the $i$-th screen cell. In this case, a decision tree (or a decision rule system) which recognizes some words may be interpreted as an algorithm for the recognition of images which are defined by these words. The considered here results (mainly with proofs) can be found in [46, [53].

### 10.1.1 Problem of Recognition of Words

Let $k \in \omega, k \geq 2$ and $E_{k}=\{0,1, \ldots, k-1\}$. By $\left(E_{k}\right)^{*}$ we denote the set of all finite words over the alphabet $E_{k}$, including the empty word $\lambda$. Let $\mathcal{L}$ be a regular language over the alphabet $E_{k}$. For $n \in \omega \backslash\{0\}$, we denote by $\mathcal{L}(n)$ the set of all words from $\mathcal{L}$ for which the length is equal to $n$. Let us assume that $\mathcal{L}(n) \neq \emptyset$. For $i \in\{1, \ldots, n\}$, we define a function $l_{i}: \mathcal{L}(n) \rightarrow E_{k}$ as follows: $l_{i}\left(\delta_{1} \ldots \delta_{n}\right)=\delta_{i}$ for each $\delta_{1} \ldots \delta_{n} \in \mathcal{L}(n)$. Let us consider an information system $U(\mathcal{L}, n)=\left(\mathcal{L}(n), E_{k},\left\{l_{1}, \ldots, l_{n}\right\}\right)$ and a problem $z_{\mathcal{L}, n}=\left(\nu, l_{1}, \ldots, l_{n}\right)$
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over $U(\mathcal{L}, n)$ such that $\nu\left(\bar{\delta}_{1}\right) \neq \nu\left(\bar{\delta}_{2}\right)$ for every $\bar{\delta}_{1}, \bar{\delta}_{2} \in E_{k}^{n}, \bar{\delta}_{1} \neq \bar{\delta}_{2}$. The problem $z_{\mathcal{L}, n}$ will be called the problem of recognition of words from $\mathcal{L}(n)$.

We denote by $h_{\mathcal{L}}(n)$ the minimum depth of a decision tree over $U(\mathcal{L}, n)$ which solves the problem of recognition of words from $\mathcal{L}(n)$. If $\mathcal{L}(n)=\emptyset$ then $h_{\mathcal{L}}(n)=0$. We denote by $L_{\mathcal{L}}(n)$ the minimum depth of a decision rule system over $U(\mathcal{L}, n)$ which is complete for the problem of recognition of words from $\mathcal{L}(n)$. If $\mathcal{L}(n)=\emptyset$ then $L_{\mathcal{L}}(n)=0$.

In this section, we consider the behavior of two functions $H_{\mathcal{L}}: \omega \backslash\{0\} \rightarrow \omega$ and $P_{\mathcal{L}}: \omega \backslash\{0\} \rightarrow \omega$ which are defined as follows. Let $n \in \omega \backslash\{0\}$. Then

$$
\begin{aligned}
H_{\mathcal{L}}(n) & =\max \left\{h_{\mathcal{L}}(m): m \in \omega \backslash\{0\}, m \leq n\right\} \\
P_{\mathcal{L}}(n) & =\max \left\{L_{\mathcal{L}}(m): m \in \omega \backslash\{0\}, m \leq n\right\} .
\end{aligned}
$$

Example 10.1. Let $\mathcal{L}$ be the regular language which is generated by the source represented in Fig. 10.3, Let us consider the problem $z_{\mathcal{L}, 4}=\left(\nu, l_{1}, l_{2}, l_{3}, l_{4}\right)$ of recognition of words from $\mathcal{L}(4)=\{0001,0011,0111,1111\}$. Let $\nu(0,0,0,1)=$ $1, \nu(0,0,1,1)=2, \nu(0,1,1,1)=3$ and $\nu(1,1,1,1)=4$. The decision table $T\left(z_{\mathcal{L}, 4}\right)$ is represented in Fig. 10.1(a). The decision tree in Fig. 10.1(b) solves the problem of recognition of words from $\mathcal{L}(4)$. Note that instead of numbers of words the terminal nodes in this tree are labeled with words. The depth of the considered decision tree is equal to 2. Using Theorem 3.1, we obtain $h_{\mathcal{L}}(4)=2$. The decision rule system

$$
\left\{l_{3}=0 \rightarrow 1, l_{2}=0 \wedge l_{3}=1 \rightarrow 2, l_{1}=0 \wedge l_{2}=1 \rightarrow 3, l_{1}=1 \rightarrow 4\right\}
$$

is complete for the problem of recognition of words from $\mathcal{L}(4)$. The depth of this system is equal to 2 . One can show that $M\left(T\left(z_{\mathcal{L}, 4}\right),(0,0,1,1)\right)=2$. Using Theorem 3.11 we obtain $L_{\mathcal{L}}(4)=2$.

### 10.1.2 A-Sources

An $A$-source over the alphabet $E_{k}$ is a triple $I=\left(G, q_{0}, Q\right)$ where $G$ is a directed graph, possibly with multiple edges and loops, in which each edge is
labeled with a number from $E_{k}$ and any edges starting in a node are labeled with pairwise different numbers, $q_{0}$ is a node of $G$, and $Q$ is a nonempty set of the graph $G$ nodes.

Let $I=\left(G, q_{0}, Q\right)$ be an A-source over the alphabet $E_{k}$. An $I$-trace in the graph $G$ is an arbitrary sequence $\tau=v_{1}, d_{1}, \ldots, v_{m}, d_{m}, v_{m+1}$ of nodes and edges of $G$ such that $v_{1}=q_{0}, v_{m+1} \in Q$, and $v_{i}$ is the initial and $v_{i+1}$ is the terminal node of the edge $d_{i}$ for $i=1, \ldots, m$. Now we define a word $\operatorname{word}(\tau)$ from $\left(E_{k}\right)^{*}$ in the following way: if $m=0$ then $\operatorname{word}(\tau)=\lambda$. Let $m>0$, and let $\delta_{j}$ be the number assigned to the edge $d_{j}, j=1, \ldots, m$. Then $\operatorname{word}(\tau)=\delta_{1} \ldots \delta_{m}$. We can extend the notation $\operatorname{word}(\tau)$ to an arbitrary directed path $\tau$ in the graph $G$. We denote by $\Xi(I)$ the set of all $I$-traces in $G$. Let $E(I)=\{\operatorname{word}(\tau): \tau \in \Xi(I)\}$. We will say that the source $I$ generates the language $E(I)$. It is well known that $E(I)$ is a regular language.

The A-source $I$ will be called everywhere defined over the alphabet $E_{k}$ if each node of $G$ is the initial node of exactly $k$ edges which are assigned pairwise different numbers from $E_{k}$. The A-source $I$ will be called reduced if for each node of $G$ there exists an $I$-trace which contains this node. It is known [32] that for each regular language over the alphabet $E_{k}$ there exists an everywhere defined over the alphabet $E_{k}$ A-source which generates this language. Therefore for each nonempty regular language there exists a reduced A -source which generates this language. Further we will assume that a considered regular language is nonempty and it is given by a reduced A-source which generates this language.

### 10.1.3 Types of Reduced $\boldsymbol{A}$-Sources

Let $I=\left(G, q_{0}, Q\right)$ be a reduced A-source over the alphabet $E_{k}$. A directed path in the graph $G$ will be called a path of the source $I$. A path of the source $I$ will be called a cycle of the source $I$ if there is at least one edge in this path, and the first node of this path is equal to the last node of this path. A cycle of the source $I$ will be called elementary if nodes of this cycle, with the exception of the last node, are pairwise different. Sometimes, cycles of the source $I$ will be considered as subgraphs of the graph $G$.

The source $I$ will be called simple if each two different (as subgraphs) elementary cycles of the source $I$ do not have common nodes. Let $I$ be a simple source and $\tau$ be an $I$-trace. The number of different (as subgraphs) elementary cycles of the source $I$, which have common nodes with $\tau$, will be denoted by $\operatorname{cl}(\tau)$ and will be called the cyclic length of the path $\tau$. The value $\operatorname{cl}(I)=\max \{c l(\tau): \tau \in \Xi(I)\}$ will be called the cyclic length of the source $I$.

Let $I$ be a simple source, $C$ be an elementary cycle of the source $I$, and $v$ be a node of the cycle $C$. Beginning with the node $v$, the cycle $C$ generates an infinite periodic word over the alphabet $E_{k}$. This word will be
denoted by $W(I, C, v)$. We denote by $r(I, C, v)$ the minimum period of the word $W(I, C, v)$. We denote by $l(C)$ the number of nodes in the elementary cycle $C$ (the length of $C$ ).

The source $I$ will be called dependent if there exist two different (as subgraphs) elementary cycles $C_{1}$ and $C_{2}$ of the source $I$, nodes $v_{1}$ and $v_{2}$ of the cycles $C_{1}$ and $C_{2}$ respectively, and a path $\pi$ of the source $I$ from $v_{1}$ to $v_{2}$ which satisfy the following conditions: $W\left(I, C_{1}, v_{1}\right)=W\left(I, C_{2}, v_{2}\right)$ and the length of the path $\pi$ is a number divisible by $r\left(I, C_{1}, v_{1}\right)$. If the source $I$ is not dependent then it will be called independent.

The source $I$ will be called strongly dependent if in $I$ there exist pairwise different (as subgraphs) elementary cycles $C_{1}, \ldots, C_{m},(m \geq 1)$, and pairwise different (as subgraphs) elementary cycles $B_{1}, \ldots, B_{m}, D_{1}, \ldots, D_{m}$, vertices $v_{0}, \ldots, v_{m+1}, u_{1}, \ldots, v_{m+1}, w_{0}, \ldots, w_{m}$ and paths $\tau_{0}, \ldots, \tau_{m}, \pi_{0}, \ldots, \pi_{m}$, $\gamma_{1}, \ldots, \gamma_{m}$ which satisfy the following conditions:
a) $v_{0}=w_{0}=q_{0}, v_{m+1} \in Q, u_{m+1} \in Q$;
b) for $i=1, \ldots, m$, the node $v_{i}$ belongs to the cycle $C_{i}$, the node $u_{i}$ belongs to the cycle $B_{i}$, and the node $w_{i}$ belongs to the cycle $D_{i}$;
c) $\tau_{i}$ is a path from $v_{i}$ to $v_{i+1}$, and $\pi_{i}$ is a path from $w_{i}$ to $u_{i+1}, i=0, \ldots, m$;
d) $\gamma_{i}$ is a path from $u_{i}$ to $w_{i}, i=1, \ldots, m$;
e) $W\left(I, C_{i}, v_{i}\right)=W\left(I, B_{i}, u_{i}\right)=W\left(I, D_{i}, w_{i}\right)$ for $i=1, \ldots, m$;
f) $\operatorname{word}\left(\tau_{i}\right)=\operatorname{word}\left(\pi_{i}\right)$ for $i=0, \ldots, m$;
g) for $i=1, \ldots, m$, the length of the path $\gamma_{i}$ is a number divisible by $l\left(C_{i}\right)$.

One can show that if the source $I$ is strongly dependent then the source $I$ is dependent.

### 10.1.4 Main Result

In the following theorem, the behavior of functions $H_{\mathcal{L}}$ and $P_{\mathcal{L}}$ is considered.
Theorem 10.2. Let $\mathcal{L}$ be a nonempty regular language and $I$ be a reduced $A$-source which generates the language $\mathcal{L}$. Then
a) if $I$ is an independent simple source and $\operatorname{cl}(I) \leq 1$ then there exists a constant $c_{1} \in \omega \backslash\{0\}$ such that for any $n \in \omega \backslash\{0\}$ the following inequalities hold:

$$
P_{\mathcal{L}}(n) \leq H_{\mathcal{L}}(n) \leq c_{1}
$$

b) if $I$ is an independent simple source and $\operatorname{cl}(I) \geq 2$ then there exist constants $c_{1}, c_{2}, c_{3}, c_{4}, c_{5} \in \omega \backslash\{0\}$ such that for any $n \in \omega \backslash\{0\}$ the following inequalities hold:

$$
\frac{\log _{2} n}{c_{1}}-c_{2} \leq H_{\mathcal{L}}(n) \leq c_{3} \log _{2} n+c_{4} \text { and } P_{\mathcal{L}}(n) \leq c_{5}
$$

c) if $I$ is a dependent simple source which is not strongly dependent then there exist constants $c_{1}, c_{2}, c_{3} \in \omega \backslash\{0\}$ such that for any $n \in \omega \backslash\{0\}$ the following inequalities hold:

$$
\frac{n}{c_{1}}-c_{2} \leq H_{\mathcal{L}}(n) \leq n \text { and } P_{\mathcal{L}}(n) \leq c_{3}
$$

d) if $I$ is a strongly dependent simple source or $I$ is not a simple source then there exist constants $c_{1}, c_{2} \in \omega \backslash\{0\}$ such that for any $n \in \omega \backslash\{0\}$ the following inequalities hold:

$$
\frac{n}{c_{1}}-c_{2} \leq P_{\mathcal{L}}(n) \leq H_{\mathcal{L}}(n) \leq n
$$

Proof of this theorem is too long and complicated to be considered in this book. However, we can give some explanations regarding tools used in this proof. There are Theorem 3.1 (generalized to the case of $k$-valued decision tables), Theorems 3.6, 3.11, 3.14, 3.17 and Corollary 2.24,

Let us consider, for example, the bound $H_{\mathcal{L}}(n) \leq c_{3} \log _{2} n+c_{4}$ for the case when $I$ is an independent simple source and $c l(I) \geq 2$. One can show that in this case there exist two constants $c_{1}, c_{2} \in \omega \backslash\{0\}$ such that for any $n \in \omega \backslash\{0\}$ the following inequalities hold: $N\left(T\left(z_{\mathcal{L}, n}\right)\right) \leq c_{1} n^{c l(I)}$ and $M\left(T\left(z_{\mathcal{L}, n}\right)\right) \leq c_{2}$. Using Theorem 3.17 we obtain

$$
\begin{aligned}
h_{\mathcal{L}}(n) & =h\left(T\left(z_{\mathcal{L}, n}\right)\right) \leq M\left(T\left(z_{\mathcal{L}, n}\right)\right) \log _{2} N\left(T\left(z_{\mathcal{L}, n}\right)\right) \\
& =c_{2} c l(I)\left(\log _{2} c_{1}+\log _{2} n\right) \leq c_{3} \log _{2} n+c_{4}
\end{aligned}
$$

where $c_{3}=c_{2} c l(I)$ and $c_{4}=c_{2} c l(I)\left\lceil\log _{2} c_{1}\right\rceil+1$. Thus $H_{\mathcal{L}}(n) \leq c_{3} \log _{2} n+c_{4}$.

### 10.1.5 Examples

Further in figures for a source $I=\left(G, q_{0}, Q\right)$ the node $q_{0}$ will be labeled with + , and each node from $Q$ will be labeled with $*$.

Example 10.3. Let $I_{1}$ be the source depicted in Fig. 10.2 and $\mathcal{L}_{1}$ be the regular language which is generated by $I_{1}$. The source $I_{1}$ is an independent simple A-source with $\operatorname{cl}\left(I_{1}\right)=1$. One can show that $P_{\mathcal{L}_{1}}(n)=H_{\mathcal{L}_{1}}(n)=0$ for any $n \in \omega \backslash\{0\}$.

Example 10.4. Let $I_{2}$ be the source depicted in Fig. 10.3 and $\mathcal{L}_{2}$ be the regular language which is generated by $I_{2}$. The source $I_{2}$ is an independent simple A-source with $\operatorname{cl}\left(I_{2}\right)=2$. One can show that $H_{\mathcal{L}_{2}}(n)=\left\lceil\log _{2} n\right\rceil$ for any $n \in$ $\omega \backslash\{0\}, P_{\mathcal{L}_{2}}(n)=n-1$ for $n=1,2$ and $P_{\mathcal{L}_{2}}(n)=2$ for any $n \in \omega \backslash\{0\}, n \geq 3$.
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Example 10.5. Let $I_{3}$ be the source depicted in Fig. 10.4 and $\mathcal{L}_{3}$ be the regular language which is generated by $I_{3}$. The source $I_{3}$ is a dependent simple Asource which is not strongly dependent. One can show that $H_{\mathcal{L}_{3}}(n)=n-1$ for any $n \in \omega \backslash\{0\}, P_{\mathcal{L}_{3}}(1)=0$, and $P_{\mathcal{L}_{3}}(n)=1$ for any $n \in \omega \backslash\{0,1\}$.
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Example 10.6. Let $I_{4}$ be the source depicted in Fig. 10.5 and $\mathcal{L}_{4}$ be the regular language which is generated by $I_{4}$. The source $I_{4}$ is a strongly dependent simple A-source. One can show that $H_{\mathcal{L}_{4}}(n)=P_{\mathcal{L}_{4}}(n)=n$ for any $n \in \omega \backslash\{0\}$.

Example 10.7. Let $I_{5}$ be the source depicted in Fig. 10.6 and $\mathcal{L}_{5}$ be the regular language which is generated by $I_{5}$. The source $I_{5}$ is an A-source which is not simple. One can show that $H_{\mathcal{L}_{5}}(n)=P_{\mathcal{L}_{5}}(n)=n$ for any $n \in \omega \backslash\{0\}$.
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### 10.2 Diagnosis of Constant Faults in Circuits

The problem of constant fault diagnosis in combinatorial circuits is studied in this section. Faults under consideration are represented in the form of Boolean constants on some inputs of the circuit gates. The diagnosis problem consists in the recognition of the function realized by the circuit with a fixed tuple of constant faults from given set of tuples. For this problem solving we use decision trees. Each attribute in a decision tree consists in observation of output of the circuit at the inputs of which a binary tuple is given.

As for the problem of regular language word recognition, proofs are too complicated to be considered here. The most part of lower bounds is based on Theorem 3.6. Upper bounds are based on specific algorithms of diagnosis. We explain the ideas of these algorithms. The results with proofs can be found in 48, 53 .

### 10.2.1 Basic Notions

The notions of combinatorial circuit, set of tuples of constant faults and diagnosis problem are defined in this subsection.

## Combinatorial Circuits

A basis is an arbitrary nonempty finite set of Boolean functions. Let $B$ be a basis.

A combinatorial circuit in the basis $B$ (a circuit in the basis $B$ ) is a labeled finite directed acyclic graph with multiple edges which has nodes of the three types: inputs, gates and outputs.

Nodes of the input type have no entering edges, each input is labeled with a variable, and distinct inputs are labeled with distinct variables. Every circuit has at least one input.

Each node of the gate type is labeled with a function from the set $B$. Let $v$ be a gate and let a function $g$ depending on $t$ variables be attached to it. If $t=0$ (this is the case when $g$ is one of the constants 0 or 1 ) then the node $v$ has no entering edges. If $t>0$ then the node $v$ has exactly $t$ entering edges which are labeled with numbers $1, \ldots, t$ respectively. Every circuit has at least one gate.

Each node of the output type has exactly one entering edge which issues from a gate. Let $v$ be an output. Nothing is attached to $v$, and $v$ has no issuing edges. We will consider only circuits which have exactly one output.

Let $S$ be a circuit in the basis $B$ which has $n$ inputs labeled with variables $x_{1}, \ldots, x_{n}$. Let us correspond to each node $v$ in the circuit $S$ a Boolean function $f_{v}$ depending on variables $x_{1}, \ldots, x_{n}$. If $v$ is an input of $S$ labeled with the variable $x_{i}$ then $f_{v}=x_{i}$. If $v$ is a gate labeled with a constant $c \in\{0,1\}$ then $f_{v}=c$. Let $v$ be a gate labeled with a function $g$ depending on $t>0$ variables. For $i=1, \ldots, t$, let the edge $d_{i}$, labeled with the number $i$, issue from a node $v_{i}$ and enter the node $v$. Then $f_{v}=g\left(f_{v_{1}}, \ldots, f_{v_{t}}\right)$. If $v$ is an output of the circuit $S$ and an edge, issuing from a node $u$, enters the node $v$, then $f_{v}=f_{u}$. The function corresponding to the output of the circuit $S$ will be denoted by $f_{S}$. We will say that the circuit $S$ realizes the function $f_{S}$.

Denote by $\#(S)$ the number of gates in the circuit $S$. The value $\#(S)$ characterizes the complexity of the circuit $S$.

Denote by $\operatorname{Circ}(B)$ the set of circuits in the basis $B$ and by $\mathcal{F}(B)$ - the set $\left\{f_{S}: S \in \operatorname{Circ}(B)\right\}$ of functions realized by circuits in the basis $B$.

## Set of Tuples of Constant Faults on Inputs of Gates

Let $S$ be a circuit in basis $B$. Edges entering gates of the circuit $S$ will be called inputs of gates. Let the circuit $S$ have $m$ gate inputs. The circuit $S$ will be called degenerate if $m=0$ and nondegenerate if $m>0$. Let $S$ be a nondegenerate circuit. Later we will assume that the gate inputs in the circuit $S$ are enumerated by numbers from 1 to $m$. Thus, each edge entering a gate has a sequential number in the circuit besides the number attached to it and corresponding to the gate.

We will consider the faults in the circuit $S$ which consist in appearance of Boolean constants on gate inputs. Each fault of such kind is defined by a tuple of constant faults on inputs of gates of the circuit $S$ which is an arbitrary $m$-tuple of the kind $\bar{w}=\left(w_{1}, \ldots, w_{m}\right) \in\{0,1,2\}^{m}$. If $w_{i}=2$ then the $i$-th gate input in the circuit $S$ operates properly. If $w_{i} \neq 2$ then the $i$-th gate input in the circuit $S$ is faulty and realizes the constant $w_{i}$.

Define a circuit $S(\bar{w})$ in the basis $B \cup\{0,1\}$ which will be interpreted as the result of action of the tuple of faults $\bar{w}$ on the circuit $S$. Let us overlook all gate inputs in the circuit $S$. Let $i \in\{1, \ldots, m\}$. If $w_{i}=2$ then the $i$-th gate input will be left without changes. Let $w_{i} \neq 2$ and the $i$-th gate input is the edge $d$ issuing from the node $v_{1}$ and entering the node $v_{2}$. Add to the circuit $S$ new gate $v\left(w_{i}\right)$ which is labeled with the constant $w_{i}$. Instead of the node $v_{1}$ connect the edge $d$ to the node $v\left(w_{i}\right)$.

A set of tuples of constant faults on inputs of gates of the circuit $S$ is a subset $W$ of the set $\{0,1,2\}^{m}$ containing the tuple $(2, \ldots, 2)$. Denote $\operatorname{Circ}(S, W)=\{S(\bar{w}): \bar{w} \in W\}$. Note that $S((2, \ldots, 2))=S$.

## Problem of Diagnosis

Let $S$ be a nondegenerate circuit in the basis $B$ with $n$ inputs and $m$ gate inputs, and let $W$ be a set of tuples of constant faults on gate inputs of the circuit $S$. The diagnosis problem for the circuit $S$ relative to the faults from $W$ : for a given circuit $S^{\prime} \in \operatorname{Circ}(S, W)$ it is required to recognize the function realized by the circuit $S^{\prime}$. To solve this problem we will use decision trees in which the computation of the value of each attribute consists in observation of output of the circuit $S^{\prime}$ at the inputs of which a tuple from the set $\{0,1\}^{n}$ is given.

Define the diagnosis problem for the circuit $S$ relative to the faults from the set $W$ as a problem over corresponding information system. With each $\bar{\delta} \in\{0,1\}^{n}$ we associate the function $\bar{\delta}: \operatorname{Circ}(S, W) \rightarrow\{0,1\}$ such that $\bar{\delta}\left(S^{\prime}\right)=f_{S^{\prime}}(\bar{\delta})$ for any $S^{\prime} \in \operatorname{Circ}(S, W)$. Let us consider an information system $U(S, W)=\left(\operatorname{Circ}(S, W),\{0,1\},\{0,1\}^{n}\right)$ and a problem $z_{S, W}=\left(\nu, \bar{\delta}_{1}, \ldots, \bar{\delta}_{2^{n}}\right)$ over $U(S, W)$ where $\left\{\bar{\delta}_{1}, \ldots, \bar{\delta}_{2^{n}}\right\}=\{0,1\}^{n}$ and $\nu\left(\bar{\sigma}_{1}\right) \neq \nu\left(\bar{\sigma}_{2}\right)$ for any $\bar{\sigma}_{1}, \bar{\sigma}_{2} \in\{0,1\}^{2^{n}}$ such that $\bar{\sigma}_{1} \neq \bar{\sigma}_{2}$. The problem $z_{S, W}$ is a formalization of the notion of the diagnosis problem for the circuit $S$ relative to the faults from the set $W$.

The mapping $\nu$ from $z_{S, W}$ enumerates all Boolean functions of $n$ variables. The solution of the problem $z_{S, W}$ for a circuit $S^{\prime} \in \operatorname{Circ}(S, W)$ is the number of function $f_{S^{\prime}}$ realizing by the circuit $S^{\prime}$. In some cases, it will be convenient for us instead of the number of the function $f_{S^{\prime}}$ use a formula which realizes a function equal to $f_{S^{\prime}}$.

Later, we will often consider the set $\{0,1,2\}^{m}$ of all possible tuples of constant faults on inputs of gates of the circuit $S$. Denote $U(S)=$ $U\left(S,\{0,1,2\}^{m}\right), z_{S}=z_{S,\{0,1,2\}^{m}}$ and $h(S)=h_{U(S)}^{g}\left(z_{S}\right)$. Evidently,
$h_{U(S)}^{g}\left(z_{S}\right)=h_{U(S)}^{l}\left(z_{S}\right)$. It is clear that $h(S)$ is the minimum depth of a decision tree over $U(S)$ solving the diagnostic problem for the circuit $S$ relative to the faults from the set $\{0,1,2\}^{m}$. If $S$ is a degenerate circuit then $h(S)=0$.

### 10.2.2 Complexity of Decision Trees for Diagnosis of Faults

In this subsection, the complexity of decision trees for diagnosis of arbitrary and specially constructed circuits is considered.

## Arbitrary Circuits

The first direction of investigation is the study of the complexity of fault diagnosis algorithms (decision trees) for arbitrary circuits in the basis $B$. Let us consider for this purpose the function $h_{B}^{(1)}$ which characterizes the worstcase dependency of $h(S)$ on $\#(S)$ on the set $\operatorname{Circ}(B)$ of circuits. The function $h_{B}^{(1)}$ is defined in the following way:

$$
h_{B}^{(1)}(n)=\max \{h(S): S \in \operatorname{Circ}(B), \#(S) \leq n\}
$$

The basis $B$ will be called primitive if at least one of the following conditions holds:
a) every function from $B$ is either a disjunction $x_{1} \vee \ldots \vee x_{n}$ or a constant;
b) every function from $B$ is either a conjunction $x_{1} \wedge \ldots \wedge x_{n}$ or a constant;
c) every function from $B$ is either a linear function $x_{1}+\ldots+x_{n}+c(\bmod 2)$, $c \in\{0,1\}$, or a constant.

Theorem 10.8. For any basis $B$ the following statements hold:
a) if $B$ is a primitive basis then $h_{B}^{(1)}(n)=O(n)$;
b) if $B$ is a non-primitive basis then $\log _{2} h_{B}^{(1)}(n)=\Omega\left(n^{1 / 2}\right)$.

The first part of the theorem statement is the most interesting for us. We now describe how it is possible to obtain the bound $h_{B}^{(1)}(n)=O(n)$ in the case when $B$ contains only linear functions and constants. Let $n \in \omega \backslash\{0\}$ and let $S$ be a circuit from $\operatorname{Circ}(B)$ with $\#(S) \leq n$. Assume that $S$ is a nondegenerate circuit, and $S$ has exactly $r$ inputs labeled with variables $x_{1}, \ldots, x_{r}$ respectively. Denote by $m$ the number of gate inputs in the circuit $S$. Let exactly $t$ inputs of the circuit $S$ be linked by edges to gates, and let these inputs be labeled with variables $x_{i_{1}}, \ldots, x_{i_{t}}$ (possibly, $t=0$ ). One can show that any circuit $S^{\prime}$ from $\operatorname{Circ}\left(S,\{0,1,2\}^{m}\right)$ realizes a function of the kind
$\left(d_{1} \wedge x_{1}\right)+\ldots+\left(d_{r} \wedge x_{r}\right)+d_{0}(\bmod 2)$, where $d_{j} \in\{0,1\}, 0 \leq j \leq r$. It is clear that $d_{j}=0$ for any $j \in\{1, \ldots, r\} \backslash\left\{i_{1}, \ldots, i_{t}\right\}$.

Let us describe the work of a decision tree solving the problem $z_{S}$ which is the diagnosis problem for the circuit $S$ relative to the faults from the set $\{0,1,2\}^{m}$. Let $S^{\prime} \in \operatorname{Circ}\left(S,\{0,1,2\}^{m}\right)$. Give on the inputs of the circuit $S^{\prime}$ the tuple consisting of zeros. We obtain at the output of the circuit $S^{\prime}$ the value $d_{0}$. For each $j \in\{1, \ldots, t\}$, give some tuple on inputs of the circuit $S^{\prime}$. Let $j \in\{1, \ldots, t\}$. Give the unity at the input of the circuit $S^{\prime}$ labeled with the variable $x_{i_{j}}$, and give zeros at the other inputs of the circuit. We obtain value $d_{i_{j}}+d_{0}(\bmod 2)$ at the output of the circuit. Thus, after the giving at the inputs of the circuit $S^{\prime}$ of the considered $t+1$ tuples, the coefficients $d_{1}, \ldots, d_{r}, d_{0}$ of the formula $\left(d_{1} \wedge x_{1}\right)+\ldots+\left(d_{r} \wedge x_{r}\right)+d_{0}(\bmod 2)$ will be recognized. Hence the considered decision tree solves the problem $z_{S}$, and the depth of this decision tree is at most $t+1$. Therefore $h(S) \leq t+1$. Denote by $p$ the maximum number of variables in functions from $B$. It is clear that $t \leq p n$. Set $c_{1}=p+1$. Then $h(S) \leq c_{1} n$. If $S$ is a degenerate circuit then $h(S)=0<c_{1} n$. Taking into account that $S$ is an arbitrary circuit in the basis $B$ with $\#(S) \leq n$ we obtain $h_{B}^{(1)}(n) \leq c_{1} n$. Therefore $h_{B}^{(1)}(n)=O(n)$.

The cases when $B$ contains only conjunctions and constants, or only disjunctions and constants can be considered in the same way.

## Specially Constructed Circuits

As opposed to the first one, the second direction of research explores complexity of diagnosis algorithms (decision trees) for circuits which are not arbitrary but chosen as the best from the point of view of solution of the diagnosis problem for the circuits, realizing the Boolean functions given as formulas over $B$. Let $\Phi(B)$ be the set of formulas over the basis $B$. For a formula $\varphi \in \Phi(B)$, we will denote by $\#(\varphi)$ the number of functional symbols in $\varphi$. Let $\varphi$ realize a function which does not belong to the set $\{0,1\}$. Set $h(\varphi)=\min h(S)$, where the minimum is taken over all possible combinatorial circuits $S$ (not necessarily in the basis $B$ ) which realize the same function as the formula $\varphi$. If $\varphi$ realizes a function from the set $\{0,1\}$ then $h(\varphi)=0$. We will study the behavior of a function $h_{B}^{(2)}$ which characterizes the worst-case dependency of $h(\varphi)$ on $\#(\varphi)$ on the set of formulas over $B$ and is defined as follows:

$$
h_{B}^{(2)}(n)=\max \{h(\varphi): \varphi \in \Phi(B), \#(\varphi) \leq n\}
$$

Theorem 10.9. For an arbitrary basis $B$ the following statements hold:
a) if $B$ is a primitive basis then $h_{B}^{(2)}(n)=O(n)$;
b) if $B$ is a non-primitive basis then the equality $\log _{2} h_{B}^{(2)}(n)=\Omega\left(n^{c}\right)$ holds for certain positive constant $c$ which depends only on $B$.

### 10.2.3 Complexity of Construction of Decision Trees for Diagnosis

The third direction of research is to study the complexity of algorithms for construction of decision trees for diagnosis problem.

A basis $B$ will be called degenerate if $B \subseteq\{0,1\}$, and nondegenerate otherwise. Let $B$ be a nondegenerate basis. Define an algorithmic problem Con (B).

The problem $\operatorname{Con}(B)$ : for a given circuit $S$ from $\operatorname{Circ}(B)$ and a given set $W$ of tuples of constant faults on inputs of gates of the circuit $S$ it is required to construct a decision tree which solves the diagnosis problem for the circuit $S$ relative to the faults from $W$.

Note that there exists a decision tree which solves the diagnosis problem for the circuit $S$ relative to the faults from $W$ and the number of nodes in which is at most $2|W|-1$.

Theorem 10.10. Let $B$ be a nondegenerate basis. Then the following statements hold:
a) if $B$ is a primitive basis then there exists an algorithm which solves the problem $\operatorname{Con}(B)$ with polynomial time complexity;
b) if $B$ is a non-primitive basis then the problem $\operatorname{Con}(B)$ is NP-hard.

### 10.2.4 Diagnosis of Iteration-Free Circuits

From the point of view of the solution of the diagnosis problem for arbitrary tuples of constant faults on inputs of gates of arbitrary circuits, only primitive bases seem to be admissible. The extension of the set of such bases is possible by the substantial restriction on the class of the circuits under consideration. The fourth direction of research is the study of the complexity of fault diagnosis algorithms (decision trees) for iteration-free circuits.

Let $B$ be a basis. A circuit in the basis $B$ is called iteration-free if each node (input or gate) of it has at most one issuing edge. Let us denote by $\operatorname{Circ}^{1}(B)$ the set of iteration-free circuits in the basis $B$ with only one output. Let us consider the function $h_{B}^{(3)}$ which characterizes the worst-case dependency of $h(S)$ on $\#(S)$ for circuits from $\operatorname{Circ}^{1}(B)$ and is defined in the following way:

$$
h_{B}^{(3)}(n)=\max \left\{h(S): S \in \operatorname{Circ}^{1}(B), \#(S) \leq n\right\}
$$

Let us call a Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$ quasimonotone if there exist numbers $\sigma_{1}, \ldots, \sigma_{n} \in\{0,1\}$ and a monotone Boolean function $g\left(x_{1}, \ldots, x_{n}\right)$ such that $f\left(x_{1}, \ldots, x_{n}\right)=g\left(x_{1}^{\sigma_{1}}, \ldots, x_{n}^{\sigma_{n}}\right)$ where $x^{\sigma}=x$ if $\sigma=1$, and $x^{\sigma}=$ $\neg x$ if $\sigma=0$.

The basis $B$ will be called quasiprimitive if at least one of the following conditions is true:
a) all functions from $B$ are linear functions or constants;
b) all functions from $B$ are quasimonotone functions.

The class of the quasiprimitive bases is rather large: for any basis $B_{1}$ there exists a quasiprimitive basis $B_{2}$ such that $\mathcal{F}\left(B_{1}\right)=\mathcal{F}\left(B_{2}\right)$, i.e., the set of Boolean functions realized by circuits in the basis $B_{1}$ coincides with the set of Boolean functions realized by circuits in the basis $B_{2}$.

Theorem 10.11. Let $B$ be a basis. Then the following statements hold:
a) if $B$ is a quasiprimitive basis then $h_{B}^{(3)}(n)=O(n)$;
b) if $B$ is not a quasiprimitive basis then $\log _{2} h_{B}^{(3)}(n)=\Omega(n)$.

The first part of the theorem statement is the most interesting for us. The proof of this part is based on an efficient algorithm for diagnosis of iterationfree circuits in a quasiprimitive basis. Unfortunately, the description of this algorithm and the proof of its correctness are too long. However, we can illustrate the idea of algorithm. To this end, we consider another more simple problem of diagnosis 66.
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Let we have an iteration-free circuit $S$ with one output in the basis $B=\{x \vee y, x \wedge y\}$. We know the "topology" of $S$ (corresponding directed acyclic graph) and variables attached to the inputs of $S$, but we do not know functions attached to gates (see, for example, a circuit $S_{0}$ depicted in Fig. 10.7). We should recognize functions attached to gates. To this end, we can give binary tuples at the inputs of the circuit and observe the output of the circuit. Note that if we give zeros on inputs of $S$, then at the output of $S$ we will have 0 . If we give units at the inputs of $S$, then at the output of $S$ we will have 1 .

Let $g_{0}$ be the gate of $S$ to which the output of $S$ is connected. Then there are two edges entering the gate $g_{0}$. These edges can be considered as outputs of two subcircuits of $S$-circuits $S_{1}$ and $S_{2}$. Let us give zeros at the inputs of $S_{1}$ and units at the inputs of $S_{2}$. If at the output of $S$ we have 0 , then the function $\wedge$ is attached to the gate $g_{0}$. If at the output of $S$ we have 1 , then the function $\vee$ is attached to the gate $g_{0}$.

Let the function $\wedge$ be attached to the gate $g_{0}$. We give units at the inputs of $S_{1}$. After that we can diagnose the subcircuit $S_{2}$ : at the output of $S$ we will have the same value as at the output of $S_{2}$. The same situation is with the diagnosis of subcircuit $S_{1}$.

Let the function $\vee$ be attached to the gate $g_{0}$. We give zeros at the inputs of $S_{1}$. After that we can diagnose the subcircuit $S_{2}$ : at the output of $S$ we will have the same value as at the output of $S_{2}$. The same situation is with the diagnosis of subcircuit $S_{1}$.

We see now that for the recognition of function attached to one gate we need to give at the inputs of $S$ one binary tuple and observe the output of $S$. So we can construct a decision tree for solving of the considered problem which depth is equal to $\#(S)$-the number of gates in $S$.


Fig. 10.8

Example 10.12. We now consider the circuit $S_{0}$ depicted in Fig. 10.7 Let us give at the inputs $x_{1}, x_{2}, x_{3}, x_{4}$ of $S_{0}$ the tuple ( $0,0,1,1$ ), and let at the output we have 0 . Then the function $\wedge$ is attached to the bottom gate of $S_{0}$. We now give the tuple $(0,1,1,1)$ at the inputs of $S_{0}$, and let at the output we have 1 . Then the the function $\vee$ is attached to the top left gate of $S_{0}$. Let us give the tuple $(1,1,0,1)$ at the inputs of $S_{0}$, and let at the output we have 0 . Then the function $\wedge$ is attached to the top right gate of $S_{0}$. As a result we obtain the circuit depicted in Fig. 10.8.

### 10.2.5 Approach to Circuit Construction and Diagnosis

The fifth direction of research deals with the approach to the circuit construction and to the effective diagnosis of faults based on the results obtained for the iteration-free circuits. Two Boolean functions will be called equal if one of them can be obtained from the other by operations of insertion and deletion of unessential variables.

Using results from [91, 85] one can show that for each basis $B_{1}$ there exists a quasiprimitive basis $B_{2}$ with the following properties:
a) $\mathcal{F}\left(B_{1}\right)=\mathcal{F}\left(B_{2}\right)$, i.e., the set of functions realized by circuits in the basis $B_{2}$ coincides with the set of functions realized by circuits in the basis $B_{1}$;
b) there exists a polynomial $p$ such that for any formula $\varphi_{1}$ over $B_{1}$ there exists a formula $\varphi_{2}$ over $B_{2}$ which realizes the function equal to that realized by $\varphi_{1}$, and such that $\#\left(\varphi_{2}\right) \leq p\left(\#\left(\varphi_{1}\right)\right)$.
The considered approach to the circuit construction and fault diagnosis consists in the following. Let $\varphi_{1}$ be a formula over $B_{1}$ realizing certain function $f$, $f \notin\{0,1\}$, and let us construct the formula $\varphi_{2}$ over $B_{2}$ realizing the function equal to $f$ and satisfying the inequality $\#\left(\varphi_{2}\right) \leq p\left(\#\left(\varphi_{1}\right)\right)$. Next a circuit $S$ in the basis $B_{2}$ is constructed (according to the formula $\varphi_{2}$ ) realizing the function $f$, satisfying the equality $\#(S)=\#\left(\varphi_{2}\right)$ and the condition that from each gate of the circuit $S$ at most one edge issues. In addition to the usual work mode of the circuit $S$ there exists the diagnostic mode in which the inputs of the circuit $S$ are "split" so that it becomes the iteration-free circuit $\tilde{S}$. From Theorem 10.11 it follows that the inequalities $h(\tilde{S}) \leq c \#(S) \leq c p\left(\#\left(\varphi_{1}\right)\right)$, where $c$ is a constant depending only on the basis $B_{2}$, hold for the circuit $\tilde{S}$.

### 10.3 Conclusions

The chapter is devoted to the consideration of applications of theory of decision trees and decision rules to the problem of regular language word recognition and to the problem of diagnosis of constant faults in combinatorial circuits.

Proofs of the considered results are too complicated to be reproduced in this book. It should be noted that the most part of proofs (almost all can be found in [53) is based on the bounds on complexity of decision trees and decision rule systems considered in Chap. 3.

Similar results for languages generated by some types of linear grammars and context-free grammars were obtained in [18, 28, 29].

We should mention three series of publications which are most similar to the results for diagnosis problem considered in this chapter. From the results obtained in [21, 27] the bound $h_{B}^{(3)}(n)=O(n)$ can be derived immediately for
arbitrary basis $B$ with the following property: each function from $B$ is realized by some iteration-free circuit in the basis $\{x \wedge y, x \vee y, \neg x\}$. In [74, 75, 76, 77], for circuits in an arbitrary finite basis and faults of different types (not only the constant) the dependence is investigated of the minimum depth of a decision tree, which diagnoses circuit faults, on total number of inputs and gates in the circuit. In [56, 64, 65, 78, effective methods for diagnosis of faults of different types are considered.

## Final Remarks

This book is oriented to the use of decision trees and decision rule systems not only as predictors but also as algorithms and ways for knowledge representation.

The main aims of the book are (i) to describe a set of tools that allow us to work with exact and approximate decision trees, decision rule systems and reducts (tests) for usual decision tables and decision tables with many-valued decisions, and (ii) to give a number of examples of the use of these tools in such areas of applications as supervised learning, discrete optimization, analysis of acyclic programs, pattern recognition and fault diagnosis.

Usually, we have no possibility to give proofs for statements connected with applications-proofs are too long and complicated. However, when it is possible, we add comments connected with the use of tools from the first part of the book. In contrast to applications, almost all statements relating to tools are given with simple and short proofs.

In the book, we concentrate on the consideration of time complexity in the worst case of decision trees (depth) and decision rule systems (maximum length of a rule in the system). In the last case, we assume that we can work with rules in parallel. The problems of minimization of average time complexity (average depth) or space complexity (number of nodes) of decision trees are essentially more complicated. However, we can generalize some results considered in the book to these cases (in particular, dynamic programming approach to optimization of decision trees). The problems of optimization of average time complexity of decision rule systems (average length of rules) and space complexity (number of rules or total length of rules) are even more complicated.

We consider not only decision tables and finite information systems but also study infinite information systems in the frameworks of both local and global approaches. The global approach is essentially more complicated than the local one: we need to choose appropriate attributes from an infinite set of attributes. However, as a result, we often can find decision trees and decision rule systems with relatively small time complexity in the worst case.
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consistent, 32
equal, 32
inconsistent, 32
decision tree
complete path, 128
depth, 7, 24
for problem, 6
for table, 24, 73
irreducible, 33
over information system, 128
over table, 24
solving problem, 7
working node, 24
dynamic programming algorithm
for $\alpha$-decision rules, 107
for $\alpha$-decision trees, 106
for decision rules, 62
for decision trees, 60
equivalent programs, 152
game, $8,24,73$
modified, 41
strategy of the first player, 41
strategies of the second player, 8
greedy algorithm
for $\alpha$-covers, 100
for $\alpha$-decision rule systems, 102
for $\alpha$-decision trees, 103
for $\alpha$-decsision rules, 101
for covers, 48
for decision rule systems, 51
for decision rules, 50
for decision trees, 55
for test, 50
halving algorithm, 46
I-dimension, 137
incomparable tuples, 25
independence dimension, 137
independent set
of attributes, 137
of tuples, 25
information system, 127
binary, 132
binary linear in the plane, 134
finite, 127
global critical points, 141
local critical points, 135
infinite, 127
linear, 145
quasilinear, 144
restricted, 132
two-valued, 140
lazy learning algorithms
$k$-nearest neighbor, 120
based on decision rules, 123
based on reducts, 124
lazy decision rules, 121
lazy decision trees, 120
numerical ring with unity, 144
problem, 5
dimension, 128
over information system, 127
separating set, 148
stable, 141
problem of
decision tree construction $\operatorname{Con}(B)$, 166
diagnosis for circuit, 163
minimization of decision rule length, 47
minimization of decision tree depth, 55
minimization of test cardinality, 47
optimization of decision rule system, 47
partition of $n$ numbers, 152
recognition of words, 156
supervised learning, 113
problem on 0-1-knapsack with $n$ objects, 150
program, 151
acyclic, 151
complete path, 151
depth, 152
deterministic, 151
nondeterministic, 151
variable
input, 151
working, 151
proof-tree for bound, 41, 94
pruning
of decision rule system, 118
of decision tree, 114
reduct, $7,25,73$
set cover problem, 48
cover, 48
set of attributes
irredundant, 135
redundant, 135
Shannon functions
global, 140, 145
local, 130
subrule, 119
inaccuracy, 119
subtable, 38
boundary, 78
separable, 60
system of equations, 135
cancellable, 135
uncancellable, 135
teaching dimension, 46
extended, 46
test, $7,24,73$
vertex cover problem, 49
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