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INTRODUCTION

Leonard and Durrant-Whyte [1991] summarized the general problem of mobile robot navigation by
three questions: “Where am 1?,” “Where am | going?,” and “How should | get there?.” This report
surveys the state-of-the-art in sensors, systems, methodgcamadlogies that aim at answering the
first question, that is: robot positioning in its environment.

Perhaps the most important result from surveying the vast body of literature on mobile robot
positioning is that to date there is no truly elegant soludborthe problem. The many partial
solutions can roughly be categorized into twougps:relative andabsoluteposition measurements.
Because of the lack of a single, generatlpdymethod, developers afitomated guided vehicles
(AGVs) and mobile robots usually combine two methods, one #aoh catewyy. The two
categories can barther divided into the following subgroups.

Relative Position Measurements

a. Odometry This method uses encoders to measure whealao and/or steering orientation.
Odometry has the advantage that it is totally self-contained, and it is always capable of providing
the vehicle with an estimate of its pasiti The disadvantage of odometry is that the position
error grows without bound unless an independent reference is used periodically to reduce the
error [Cox, 1991].

b. Inertial Navigation This method uses gyroscopes and sometfroeslerometers to measure rate
of rotation and accelerati. Measurements are intaggd oncgor twice) to yield position.
Inertial navigation systems also have the advantage that they are self-contained. On the downside,
inertial sensor data drifts with time because of the need to integrate rate data to yield position;
any small constant error increases without bound after integration. Inertial sensors are thus
unsuitable for accurate positioning over an extended period of time. Ampotidem with inertial
navigation is the high equipment cost. For example, highly accurads, gised in airplanes, are
inhibitively expensive. Very recently fib@ptic gyros (also called laser gyros), which are said to
be very accurate, have fallen dramatically in price and have become attvacyive solution for
mobile robot navigation.

Absolute Position Measurements

c. Active Beacons This method computes the absolute position of the robot from measuring the
direction of incidence of three or more actively transmitted beacons. The transmitters, usually
using light or radio frequencies, must be locatekhatvn sites in the environment.

d. Artificial Landmark Recognition In this method distinctive artificial landmarks araqed at
known lccations in the enkonment. The advantage of artificial landmarks is that they can be
designed for optimaletectality evenunder adverse environmental conditions. As aithive
beacons, three or more landmarks must be “in view” to allow position estimation. Landmark
positioning has the advantage that the position errors are boundeetécticsh of external
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landmarks and real-time position fixing may not always be possible. Unlike the usually point-
shaped beacons, artificial landmarks may be defined as a set of features, e.g., a shape or an area.
Additional information, for example distance, can be derived from measuring the geometric
properties of the landmark, but this approach is caatjmnally intensive and not very accurate.

e. Natural Landmark Recognition Here the landmarks are distinctive features in the environment.
There is no need for preparation of the environment, but the environment must be known in
advance. The reliability of this medd is not as high as with artificial landmarks.

f. Model Matching In this method information acquired from the robot's onboard sensors is
compared to a map or world model of the environmenedfures from the sensor-based map
and the world model map match, then the vehicle's absolute location can be estimated. Map-
based positioning often includes improving global maps based on the new sensory observations
in a dynamic environment and integrating local maps into the global map to cover previously
unexplored areas. The maps used in navigation include two major types: geometric maps and
topological maps. Geometric maps represent the world in a globeditate system, while
topological maps represent the world as a network of nodes and arcs.

This book presents and discusses thge®f-the-art ineach of the laove sixcategories. The
material is organized in two parts: Part | deals with the sensors used in mobile robot positioning, and
Part Il discusses the methods aachniques that make use of these sensors.

Mobile robot navigation is a very diverse area, and a useful comparison of different approaches
is difficult because of the lack of commonly accepted test standargs@setiures. The research
platforms used differ gratly and so do the key assumptions used in diffegpgrbaches. Further
difficulty arises from thedct that different systems are at different stages in their development. For
example, one system may be commercially available, while another system, perhaps with better
performance, has been tested only undenited set of l&doratory conditions. For these reasons we
generally refrain from comparing or even judging the performance of different systems or
techniques. Furthermore, we have not tested most of the systems and techniques, so the results and
specifications given in thisook are merely quoted from the respive research papersmoduct
spec-sheets.

Because of theleve challenges we have defined the purpose of this book to be a survey of the
expanding field of mobile robot positioning. It took well over 1.5 man-years to gather and compile
the materiafor this book; we hope this workibhelp the reader to gain gaterunderstanding in
much less time.
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Part |
Sensors for
Mobile Robot Positioning

CARMEL, the University of Michigan's first mobile robot, has been in service since 1987. Since then, CARMEL
has served as a reliable testbed for countless sensor systems. In the extra “shelf” underneath the robot is an
8086 XT compatible single-board computer that runs U of M's ultrasonic sensor firing algorithm. Since this code
was written in 1987, the computer has been booting up and running from floppy disk. The program was written

in FORTH and was never altered; should anything ever go wrong with the floppy, it will take a computer historian
to recover the code...
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CHAPTER 1
SENSORS FOR DEAD RECKONING

Dead reckoningderived from “deduced reckoning” ofilgag days) is a simple mathematical
procedurefor determining the present location of a vessel by advancing some previous position
through known course and velocity information over a given length of time [Dunlap and Shufeldt,
1972]. The vast majority of tal-based mobile robotic systems in use today rely on dead reckoning
to form the very backbone of their navigationastgy, and like their nauticalbuanterparts,
periodically null out accumulatedrers with recurring “fixes” from assorted navigation aids.

The most simplistic implementation of deadk@&aing is sometimes term@dlometry the term
implies vehicle displacement along the path of travel is directly defreed some onboard
“odometer.” A common means oflometry instrumetation nvolves optical encoders ditly
coupled to the motor armatures or wheel axles.

Since most mobile robots rely on some variation of wheeled locomotion, a basic understanding
of sensors that accurately quantify angular position and velocity is@ortant prerequisite to
further discussions of odometry. There are a number of different typestdmal displacement
and velocity sensors in use today:

» Brush encoders.

+ Potentiometers.

+ Synchros.

» Resolvers.

» Optical encoders.

» Magnetic encoders.
» Inductive encoders.
» Capacitive encoders.

A multitude of issues must be considered in choosing the app®pmievicefor a particular
application. Avolio [1993] points out that over @illion variations on rotary encoders ariered
by one company alone. For mobile robot agaiions incremental and absolute optical encoders are
the most popular type. Wellidiscuss those in the followingestions.

1.1 Optical Encoders

The first optical encoders were developed in the mid-1940s by the Baldwin Piano Company for use
as “tone wheels” that allowed electric organsnimic other musical instruments [Aged991].
Today’s corresponding devices basically embody a miniaturized version dirélag-beam
proximity sensarA focused beam of light aimed at a matchubtodetector is periodically
interrupted by a coded opagftransparent pattern on a rotating intermediate disk attached to the
shatft of interest. The rotating disk may take the form of chrome on gtabed metal, gohotoplast

such as Mylar [Henkel, 1987]. Relative to the more complex alternating-current resolvers, the
straightforward encoding scheme and inherently digital output of the optical encoder results in a low-
cost reliable package with good nomsenunity.
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There are two basic types of optical encodegementalandabsolute The incremental version
measures rotational velocity and can infer relative position, while absolute modettydmeasure
angular position and infer velocity. If non volatile position information is not a consideration,
incremental encodergenerally are easier to interface gmdvide equivalent resolution at a much
lower cost thambsoluteoptical encoders.

1.1.1 Ircremental Optical Encoders

The simplest type of incremental encoder is a single-chaacebmeterencoder basically an
instrumented mechanical light chopper that produces a certain number of sine- or square-wave
pulses for each shaft revolution. Adding pulses increases the resolution (and subsequently the cost)
of the unit. These relatively inexpensive devices are well suited as velocity feedback sensors in
medium- to high-speed control systems, but run into noise anttgtploblems at extremely slow
velocities due to quantization errors [Nickson, 1985]. The tradeoff here is resolution versus update
rate: improved transient response requires a fastaetepdte, whiclior a given line count reduces

the number of possible encoder pulses per sampling interval. A very simple, do-it-yourself encoder
is described in [Jones and Flynn, 1993]. More soplaittd single-channel encoders are typically
limited to 2540 lines for a 5-centieter (2 in) diameter incremental encoder disk [Herl@87].

In addition to low-speed instabilities, single-chartaehometer encoders are also incapable of
detecting the direction of rotation and thusmet be used as position sens@isase-quadrature
incremental encodergvercome these problems by adding a second channehagidfriom the
first, so the resulting pulse trains are 90 degrees out of phase as shown in Figure tedhiiiqise
allows the decoding electronics tetdrmine which channel is leading the other and hence ascertain
the direction of rotatin, with the added benefit of increased resolution. Holle [1990] provides an
in-depth discussion of output options (single-ended TTL or differential drivers) and various design
issues (i.e., resolution, bandwidth, phasing, filtering) for consideration when interfacing phase-
guadrature incremental encoders to digital control systems.

The incremental nature of the phase-quadrature output sigo@edithat any resolution of
angular position can only be relative to some specific reference, as opposed to absolute. Establishing
such a reference can be accomplished in a number of ways. For applicatidviag continuous
360-degree r@ation, most encoders incor@te as a third channel a speamlexoutputthat goes
high once foreach complete revolution of the shaft (see Fidgufieabove). Intermedie shaft

State Ch A ChB

S High Low
S, High High
L S, Low High
S, Low Low

Figure 1.1: The observed phase relationship between Channel A and B pulse trains can be used to determine
the direction of rotation with a phase-quadrature encoder, while unique output states S, - S, allow for up to a
four-fold increase in resolution. The single slot in the outer track generates one index pulse per disk rotation
[Everett, 1995].
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positions are then specified by the number of encoder up counts or down counts from this known
index position. One disadvantage of this approach is that all relative position information is lost in
the event of a power interruption.

In the case of limited tation, such as the back-and-forth motion of a pan or tilt axastradal
limit switches and/or mechanical stops can be used to establish a home refererme positi
improve regatalility this homingaction is sometimelsroken into two steps. The axis idated at
reduced speed in the appr@pe direction until the stop mechanism is@ndered, whereupon
rotation is reversed for a short predefined interval. The shaft is then rotated slowly back into the stop
at a specified low velocity from this desajed start point, thudiminating any variations in inertial
loading that could influence the final homing position. This two-step approach can usually be
observed in the power-on initialization of stepper-motor positioners for dot-matrix printer heads.

Alternatively, the absolute indexing function can be based on some external referencing action
that is decoupled from tii@medate sevo-control loop. A goodllustration of this situatiomivolves
an incremental encoder used to keep track of platfteariag angle. For example, when #2A
NavmastefCYBERMOTION] robot is first powered up, the absoluteesing angle isinknown,
and must be initialized through a “referenciragtion with the docking bean, a nearby wall, or
some other identifiable set of landmarks of known aagon. The up/down count output from the
decoder electronics is then used to modify the vehicle heading register in a relative fashion.

A growing number of very inexpensive off-the-shelf components have contributed to making the
phase-quadrature incremental encoder thegtiomal sensor of choice within tihebotics research
and development community. Several manufacturers now offer small DC gear-motors with
incremental encoders already attached to the armature shafts. Within the U.S. automated guided
vehicle (AGV) industry, however, resolvers ariéi generally preferred over optical encoders for
their perceived superiority under harsh operating conditions, but the European AGV community
seems to clearly favor the encoder [Manolis, 1993].

Interfacing an incremental encoder to a computer is not a trivial task. A simple state-based
interface as implied in Figurk 1 is iraccurate if the encoder changes direction at certain positions,
and false pulses can result from the intetation of the sequence of state changes [Pek384].

Pessen describes an accurate circuit thatectly inteprets directional state changes. This circuit
was originally developed and tested by Borenstein [1987].

A more versatile encoder interface is the HQOOO motion controller chip made by Hewlett
Packard [HP]. The HCTL chip performs not oalycurate quadrature decoding of the incremental
wheel encoder output, but it provides many important additional functions, including among others:
» closed-loop position control,

» closed-loop velocity control in P or Pl fashion,
e 24-bit position monitoring.

At the University of Michigan's Mobile Robotics Lab, the HCTL 1100 has been tested and used
in many different mobile robot control intades. The chip hasroven to work reliably and
accurately, and it is used on commercially available mobidets, such as the TR@bMateand
HelpMate The HCTL 1100 costs only $40 and it comes highly recommended.
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1.1.2Absolute Optical Encoders

Absolute encoders are typically used for slowdntional applications that require positional
information when potential loss of reference from power interruption cannot batéaleDiscrete
detector elements in a photovoltaic array are individually aligned in break-beam fashion with
concentric encoder tracks as shown in Figure 1eatirg in effect aon-coract implementation

of a commutatindprush encoder. The assignment of a cietgid trackKor each bit of resolution

results in larger size disks (relative to incremental designs), with a corresponding decrease in shock
and vibration tolerance. A general rule of thumb is that each additional encodeatdudtds the
resolution but quadruples the cost [Agent, 1991].

Detector
array
—o=] |
= i \
LED
source Beam Collimating Cylindrical
expander lens lens Multi-track
encoder

disk

Figure 1.2: Aline source of light passing through a coded pattern of opaque and
transparent segments on the rotating encoder disk results in a parallel output that
uniquely specifies the absolute angular position of the shaft. (Adapted from [Agent,
1991].)

Instead of the serial bit streams of incremental designs, absolute optical encoders provide a
parallel word output with a unique code pattBmneach quantized shaft positi. The most common
coding schemes are Gray code, natural binary, and binary-coded decimal [Avolio, 1993]. The Gray
code (for inventor Frank Gray of Bell Labs) is ceterized by the fact that only one bit changes
at a time, a decided advantage in eliminating aswrous ambiguities caused bg@ionic and
mechanical component tolerances (see Figure 1.3a). Binary code, on the other hand, routinely
involves multiple bit changes when incrementing or decrementing the count by one. For example,
when going from position 255 to position 0 in Figure 1.3b, eight bits toggle from 1s to 0s. Since there
is no guarantee all threshold detectors monitoring the detector elements tracking eddioduaiev
at the same precise instant, considerable ambiguity can exist datmgransition with a coding
scheme of this form. Some type of handshake line signaling \abdaailable would be required
if more than one bit were allowed to change between consecutive encoder positions.

Absolute encoders are best suited for slow and/or infrequiiiores such as steering angle
encoding, as opposed to measuring high-speed continuous (i.e., drive wiagielsas would be
required for calculating disptement along the path of travel. fdtugh not quite as robust as
resolvers for high-temperature, high-shock aygtions, absolute encoders can operate at
temperatures over 126, and medium-resolution (1000 counts per revolutiogfaior Mylar disk
designs can competeviarably with resolvers in terms of shock resistance [Manolis, 1993].

A potential disadvantage of absolute encoders is their parallel data output, which requires a more
complex interface due to the large number of electrical leadS-Bit absolute encoder using
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complimentary output signals for noisemunity would require a 28-conductor cable (13 signal pairs
plus power and ground), versus only six for a resolver or incremental encoder [Avolio, 1993].

a N 4 b. !

Figure 1.3: Rotating an 8-bit absolute Gray code disk.

a. Counterclockwise rotation by one position increment will cause
only one bit to change.

b. The same rotation of a binary-coded disk will cause all bits to
change in the particular case (255 to 0) illustrated by the
reference line at 12 o’clock.

[Everett, 1995].

1.2 Doppler Sensors

The rotational displacement sensors discusbegieaderive navigation paraters directiyfrom
wheel rotation, and are thus sedj toproblems arising from slippage, tread wear, and/or improper
tire inflation. In certain appdiations, Mppler and inertial navigatiokechniques are sometimes
employed to reduce the effects of suctoesources.

Doppler navigation systems an@utinely employed in maritime and aeronautical ajgpions to
yield velocity measurements with respect to the earth itself, timisaing dea-reckoning errors
introduced by unknownaan or air arrents. The principle of operation is based on the Doppler
shift in frequency observed when radiated energy reftdtes surbice that is moving with respect
to the emitter. Maritime systems employ acoustical energy refléaedthe @ean fbor, while
airborne systems sense microwave RF endéagynced off the suate of the earth. Both
configurations typically involve an array of four transduceexegd 90 degrees apart in azimuth and
inclined downward at a common angle with respect tdtdrzontal plane [Dunlap and Shufeldt,
1972].

Due to cost constraints and the reduced likelihood of transverse drift, most robotic implementa-
tions employ but a single forward-looking transducer to measure ground speed iec¢herdof
travel. Similar onfigurations are sometimes used in the agricultural industry, where tire slippage in
soft freshly plowed dirt can seriously interfere with the need to release seed or fertilizer at a rate
commensurate with vehicle advance. The M113-based Groundl@nce Vehicle [Harron, 1986]
employed an off-the-shelf unit of this type maaxtiired by John Deere to compatesor track
slippage.

The microwave radar sensor is aimed downward at a prescribed angle (typiatly dénse
ground movement as shown in Figure 1.4. Actual ground sgeedderived from the measured
velocity V according to the following equation [Schultz, 1993]:
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\ ck,
V, = = (1.1)
cost  2Fcost

where

V. = actual ground velocity along path

Vp, = measured Doppler velocity \b
o = angle of declination

c = speed of light Va a
Fo = observed Doppler shift frequency

Fo = transmitted frequency.

Figure 1.4: A Doppler ground-speed sensor inclined at an
angle a as shown measures the velocity component V,, of
Errors in detecting truergund speed true ground speed V,. (Adapted from [Schultz, 1993].)

arise due to side-lobe interference, vertical

velocity components introduced by vehiodaction to roadwsface anomalies, and uncertainties in

the actual angle of incidence due to the finite width of the b&ymme et al. [1992] point out
another interesting scenario for potentially erroneous operation, invoiMaganary vehicle parked

over a stream of water. The Doppler ground-speed sensor in this case would misinterpret the relative
motion between the stopped vehicle and the runnatgmas vehicle travel.

1.2.1Micro-Trak Trak-Star Ultrasonic Speed Sensor

One commercially available speed sensor that is based on Doppler speed measuremdingkis the
Star Ultrasonic Speed Sensor [MICRO-TRAK]. This device, originally designed for agricultural
applications, cost$420. The manafcturer claims that this is the most accuratper speed
sensor available. The technical specifications are listed in Tahle

0 G000 -—i
Dﬁﬁﬁﬁ-

Figure 1.5: The Trak-Star Ultrasonic Speed Sensor is based on the
Doppler effect. This device is primarily targeted at the agricultural
market. (Courtesy of Micro-Trak.)
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1.2.2 Other Dopper-Effect Systems

A non-radar Doppler-edict device is the Table 1.1: Specifications for the Trak-Star Ultrasonic
Monitor 100Q a distance and speed monitoPreed Sensor.

for runners. This device was temporarily

marketed by thep®rting goods manufac- Parameter Value_Units
turer [NIKE]. TheMonitor 1000was worn Speed range 17.7 m/s
by the runner like a front-mounted fanny _ 0-40 mph
pack. The small and lightweight device used ~ SPeed resolution é‘? icnr;‘sls
ultrasound as the carrier, and was said to '

. Accuracy +1.5%+0.04 mph
have an accuracy of two to five percent, T .

. .. ransmit frequency 62.5 kHz
depending on the ground chateristics. The Temperature range 2910 450 °C
m_anufact_urer of theMo_nltor 1000is Ap- 2010 +120 °F
plied Design Laboratories [ADL]. A micro- Weight 1.3 kg

wave radar Doppler ett distance sensor 3 1b

has also been developed by ADL. This radar Power requirements 12 VDC

sensor is a prototype and is not commercially 0.03 A

available. However, it differs from thdoni-

tor 1000o0nly in its use of a radar sensor

head as opposed to the ultrasonic sensor head usedMypiiter 1000 The prototype radar sensor
measures 15x10x5 centimeters (6x4m2weighs 250 grams (8.8 0z), and consumes 0.9 W.

1.3 Typical Mobility Configurations

The accuracy of odometry measurements for dead reckoning isa@ateegtent a dire¢tinction

of the kinematic design of a vehicle. Because of this close relation between kinematic design and
positioning accuracy, one must consider the kinematic design closely b#fargting to improve
dead-reckoningccuracy. For this reason, wdl\riefly discuss some of the mop®pular vehicle
designs in the following sections. In Part Il of thipad, we Wl discuss someacently developed
methods for reducing odometry errors (or the faligilof doing so)for some of these vehicle
designs.

Bumper
1.3.1 Differential Drive -

Figure 1.6 shows a typicdlfferential drive _ . '/CastorS\'

mobile robot, the.abMateplatform, manufac- [)I}c/oer Centerpoint C Drive
tured by [TRC]. In this design incrementdl motor
encoders are mounted onto the two drive

motors to count the wheel revolutions. The Drive

robot can perform dead reckoning by using Wheels Bumper

simple geometric equations to compute the
momentary position of the vehicle relative to
a known starting position.

Incremental
encoders

Figure 1.6: A typical differential-drive mobile robot
(bottom view).
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For completeness, we rewrite the wealown equations for odometry below (also, see [Klarer,
1988; Crowley and Reignier, 1992]). Suppose that at sampling inteahaleft and right wheel
encoders show a pulse incremenNpofandNg, respectively. @pose further that

Cm=1D/NC, (1.2)
where
Cn conversiondctor that translates encoder pulses into linear wheel displacement

nominal wheel diameter (in mm)

encoder resolution (in pulses per revolution)

gear ratio of the reduction gear between the motor (where the encoder is attached) and the
drive wheel.

n

e

500

We can compute the incremental travel distance for the left and right vitgelandAUg
according to

AUy, = Cm Nug, | (1.3)
and the incremental linear displacement ofrtft®ot's centerpoint, denoted\U, , according to
AU, = AUy + AU))/2. (1.4)
Next, we compute the robot's incremental change of tattien

AB; = (AUr -AUY/b (1.5)

whereb is the wheelbase of the vehicle, ideally measured as the distance between the two contact
points between the wheels and the floor.

The robot's new relative origation©; can be computed from
0; =06, +AD, (1.6)

and the relative position of the centerpoint is

Xi = )Q-l + AU| CO§| (1'7a)
Yi = Vi1 + AU, sing, (1.7b)
where

X,Y, = relative position of the robot's centerpardt instant.
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1.3.2 Tricycle Drive

Tricycle-drive configurations (see Figure 1.7) employing a single driven front wheel and two passive
rear wheels (or vice versa) are fairly common in AGV a&ppibns because of their inherent
simplicity. For odometry instruméaation in theform of a $eering-angle encoder, the deegeckoning
solution is equivalent to that of an Ackerman-steered vehicle, where the steerable wheel replaces
the imaginary center wheel discussed in Seclidh3. Alternatively, if rear-axle differential
odometry is used to determine heading, the solution is identical to the diffedeivigatonfiguration
discussed in Sectiah3.1.

One problem associated with the tricycle-drive configuration is that the vehicle’s center of gravity
tends to move away from the front wheel when traversing up an incline, causing a lastaf.tr
Asin the case of Ackerman-steered designs, somfiece damage andduced heading errors are
possible when actuating the steering while thefquat is not moving.

/

- § Steerable driven wheel
£\ 7

, d

CE N SR A £ l_)(
Passive wheels

Figure 1.7: Tricycle-drive configurations employing a steerable driven wheel and
two passive trailing wheels can derive heading information directly from a steering
angle encoder or indirectly from differential odometry [Everett, 1995].

1.3.3 Ackerman Seering

Used almost exclusively in the automotive industry, Ackerne@rig is designed to ensure that

the inside front wheel is tated to a slightly sharper angle than the outside wheel wineingd,

thereby eliminating geometricallpduced tire slippage. As seen in Figure 1.8, the extended axes for
the two front wheels intersect in a common point that lies on the extended axis of the rear axle. The
locus of points traced along theognd by the center afach tire is thus a set of concentric arcs
about this centerpoint of tationP,, and (ignoring for the moment any centrifugatelerations) all
instantaneous velocity vectors will subsequently be tangential to these arcs. Such a steering geometry
is said to satisfy the Ackerman equation [Byrne et al., 1992]:
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cotB. —cot@oz% (1.8)

where

0, = relative steering angle of the inner wheel
0, = relative steering angle of the outer wheel
1 = longitudinal wheel separation

d = lateral wheel separation.

For the sake of convenience, the vehicle steering angle 0, can be thought of as the angle (relative
to vehicle heading) associated with an imaginary center wheel located at a reference point P, as
shown in the figure above. 0 , can be expressed in terms of either the inside or outside steering
angles (0, or 0,) as follows [Byme et al., 1992]:

d
CotGSA = E+C0tei (1.9)
or, alternatively,
CotGSA = cotO —i . (1.10)
¢ 21

Ackerman steering provides a fairly accurate odometry solution while supporting the traction and
ground clearance needs of all-terrain operation. Ackerman steering is thus the method of choice for
outdoor autonomous vehicles. Associated drive implementations typically employ a gasoline or diesel
engine coupled to a manual or automatic transmission, with power applied to four wheels through

Figure 1.8: In an Ackerman-steered vehicle, the extended axes for all wheels
intersect in a common point. (Adapted from [Byrne et al., 1992].)
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a transfer case, a differential, and a series of universal joints. A representative example is seen in the
HMMW V-based prototype of the USMC Tele-Operated Vehicle (TOV) Program [Aviles et al.,
1990]. From a military perspective, the use of existing-inventory equipment of this type simplifies
some of the logistics problems associated with vehicle maintenance. In addition, reliability of the drive
components is high due to the inherited stability of a proven power train. (Significant interface
problems can be encountered, however, in retrofitting off-the-shelf vehicles intended for human
drivers to accommodate remote or computer control.)

1.3.4 Synchro Drive

An innovative configuration known as synchro drive features three or more wheels (Figure 1.9)
mechanically coupled in such a way that all rotate in the same direction at the same speed, and
similarly pivot in unison about their respective steering axes when executing a turn. This drive and
steering “‘synchronization” results in improved odometry accuracy through reduced slippage, since
all wheels generate equal and parallel force vectors at all times.

The required mechanical synchronization can be accomplished in a number of ways, the most
common being a chain, belt, or gear drive. Carnegie Mellon University has implemented an
electronically synchronized version on one of their Rover series robots, with dedicated drive motors
for each of the three wheels. Chain- and belt-drive configurations experience some degradation in
steering accuracy and alignment due to uneven distribution of slack, which varies as a function of
loading and direction of rotation. In addition, whenever chains (or timing belts) are tightened to
reduce such slack, the individual wheels must be realigned. These problems are eliminated with a
completely enclosed gear-drive approach. An enclosed gear train also significantly reduces noise as
well as particulate generation, the latter being very important in clean-room applications.

An example of a three-wheeled belt-drive implementation is seen in the Denning Sentry formerly
manufactured by Denning Mobile Robots, Woburn, MA [Kadonoff, 1986] and now by Denning
Branch Robotics International [DBIR]. Referring to Figure 1.9, drive torque is transferred down
through the three steering columns to polyurethane-filled rubber tires. The drive-motor output shaft
is mechanically coupled to each of the steering-column power shafts by a heavy-duty timing belt to
ensure synchronous operation. A second timing belt transfers the rotational output of the steering
motor to the three steering columns, allowing them to synchronously pivot throughout a full 360-

Upper torso

Steering chain Rotation shaft
Drive chain Steering
& sprocket

Steering
motor shaft

a. b.

Figure 1.9: A four-wheel synchro-drive configuration:  a. Bottom view. b. Top view.
(Adapted from Holland [1983].)

Drive
motor shaft
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degree range [Everett, 1985]. The Sentry’s upper head assembly is mechanically coupled to the
steering mechanism in a manner similar to that illustrated in Figure 1.9, and thus always points in the
direction of forward travel. The three-point configuration ensures good stability and traction, while
the actively driven large-diameter wheels provide more than adequate obstacle climbing capability for
indoor scenarios. The disadvantages of this particular implementation include odometry errors
introduced by compliance in the drive belts as well as by reactionary frictional forces exerted by the
floor surface when turning in place.

To overcome these problems, the Cybermotion K2A Navmaster robot employs an enclosed gear-
drive configuration with the wheels offset from the steering axis as shown in Figure 1.10 and Figure
1.11. When a foot pivots during a turn, the attached wheel rotates in the appropriate direction to
minimize floor and tire wear, power consumption, and slippage. Note that for correct compensation,
the miter gear on the wheel axis must be on the opposite side of the power shaft gear from the wheel
as illustrated. The governing equation for minimal slippage is [Holland, 1983]

w | >

I./
= — (1.11)
r

where

A = number of teeth on the power shaft gear
B = number of teeth on the wheel axle
gear

r’ = wheel offset from steering pivot axis i
r = wheel radius. '

—— Power shaft

One drawback of this approach is seen
in the decreased lateral stability that re-
sults when one wheel is turned in under
the vehicle. Cybermotion’s improved K3A
design solves this problem (with an even
smaller wheelbase) by incorporating a
dual-wheel arrangement on each foot
[Fisher et al., 1994]. The two wheels turn
in opposite directions in differential fash-
ion as the foot pivots during a turn, but
good stability is maintained in the forego-
ing example by the outward swing of the
additional wheel.

The odometry calculations for the
synchro drive are almost trivial; vehicle
heading is simply derived from the
steering-angle encoder, while displace-
ment in the direction of travel is given as Figure 1.10: Slip compensation during a turn is

follows: accomplished through use of an offset foot assembly on
the three-wheeled K2A Navmaster robot. (Adapted from
[Holland, 1983].)
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Figure 1.11: The Denning Sentry (foreground) incorporates a three-point synchro-drive
configuration with each wheel located directly below the pivot axis of the associated steering
column. In contrast, the Cybermotion K2A (background) has wheels that swivel around the
steering column. Both robots were extensively tested at the University of Michigan's Mobile
Robotics Lab. (Courtesy of The University of Michigan.)

D = @Re (1.12)
Ce

where

D = vehicle displacement along path

N = measured counts of drive motor shaft encoder

C. = encoder counts per corefg wheel revolution

R. = effective wheel radius.

1.3.5 Omnidrectional Drive

The odometry solutiofor most multi-degree-of-freedoriDOF) configurations is done inrailar
fashion to that for differential drive, with position and velocigtadderivedrom the motor (or
wheel) shaft encoders. For the three-wheel example dhestrin Figurel.12, the equations of
motion relating individual motor speeds to velocity compon¥pendV, in the reference frame of
the vehicle are given by [Holland, 1983]:
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Top view
of base
Motor 3 %

Figure 1.12: a. Schematic of the wheel assembly used by the Veterans
Administration [La et al., 1981] on an omnidirectional wheelchair.
b. Top view of base showing relative orientation of components in
the three-wheel configuration. (Adapted from [Holland, 1983].)

Vi=or=V,to,R
V,=w,r =-0.5V,+0.867V, + w, R (1.13)
V;=w;r=-0.5V, - 0.867V, + 0, R

where

V, = tangential velocity of wheel number i
w; = rotational speed of motor number i
w, = rate of base rotation about pivot axis /.\ /.\
w, = effective wheel radius Castors

wy = effective wheel offset from pivot axis.

1.3.6 Multi-Degree-of-Freedom Vehicles V, Vv,

Multi-degree-of-freedom (MDOF) vehicles have multiple f
drive and steer motors. Different designs are possible. For
example, HERMIES-III, a sophisticated platform designed
and built at the Oak Ridge National Laboratory [Pin et al.,
1989; Reister et al., 1991; Reister, 1991] has two powered
wheels that are also individually steered (see Figure 1.13).
With four independent motors, HERMIES-III is a 4-degree-
of-freedom vehicle.

MDOF configurations display exceptional maneuverability
in tight quarters in comparison to conventional 2-DOF
mobility systems, but have been found to be difficult to
control due to their overconstrained nature [Reister et al., '/ Castors\'
1991; Killough and Pin, 1992; Pin and Killough, 1994; \ 9 .. o v/
Borenstein, 1995]. Resulting problems include increased Figure 1.13: A 4-degree-of-freedom
wheel slippage and thus reduced odometry accuracy. Vvehicle platform can travelin all
Recently, Reister and Unseren [1992; 1993] introduced a d!l’ECtIOF’I”S, '?ﬂUd'r}? S|Ictie\|/yay§ and
new control algorithm based on Force Control. The re- diagonally. The difficulty lies in

) . ; coordinating all four motors so as to
searchers reported on a substantial reduction in wheel avoid slippage.
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slippage for their two-wheel devtwo-wheel steer pladrm, resulting in a reported 20-fold
improvement ofaccuracy. However, the experiments on which these results were based avoided
simultaneousteering and driving of the two steerable drive wheels. In this way, the qoititd¢m
of coordinating the control of all four motassnultaneously and during transiemg&s completely
avoided.

Unique Mobility, Inc. built an 8O0F vehiclefor the U.S. Navy under an SBIR grant (see
Figure 1.14). In personaboespondence, engineers from that company mentioned to us difficulties
in controlling and oordinating all eight motors.

e L A |

s
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¥
¥

Figu;e 114 An 8-DOF_ plati‘orm with four wheels individually driven and steered.
This platform was designed and built by Unique Mobility, Inc. (Courtesy of
[UNIQUE].)

1.3.7 MDOF Vehcle with Compliant Linkage

To overcome the problems of control and the resulting excessive wheel slippage described above,
researchers at the University of Michigan designed the uiMglig-Degree-of-FreedoniMDOF)

vehicle shown in Figures 1.15 and 1.16 [Borenstein, 1992; 1993; 1994c; 1995]. This vehicle
comprises two differential-driveabMaterobots from [TRC]. The twhabMates here referred to

as “trucks,” are connected bycampliant linkageand two rotary joints, for a total of three internal
degrees of freedom.

The purpose of the compliant linkage issimcommodate momentary controlleraes without
transferring any mutual force reactions between the trucks, thenenyaging the excessive wheel
slippage reported for oth&dDOF vehicles. Bcause it minates excessive wheel slippage, the
MDOF vehicle with compliant linkage is one to two orders of magnitude awrerate than other
MDOF vehicles, and amccurate asanventional, Z90F vehicles.
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Castor absolute Drive
encoder A wheel

Drive

wheel

linkage
Linea

Drive Figure 1.16: The University of Michigan's MDOF vehicle is a dual-

T kB wheel differential-drive multi-degree-of-freedom platform comprising two
ruc s S TRC LabMates. These two "trucks” are coupled together with a
Figure 1.15: The compliant linkage is compliant linkage, designed to accommodate momentary controller
instrumented with two absolute rotary errors that would cause excessive wheel slippage in other MDOF

encoders and a linear encoder to
measure the relative orientations and
separation distance between the two
trucks.

vehicles. (Courtesy of The University of Michigan.)

1.3.8 Tracked Velicles

Yet another drive configuration for
mobile robots uses tracks instead of
wheels. This very special imple- _
mentation of a differential drive is Omin
known asskidsteeringand is rou-
tinely implemented in track form
on bulldozers and armored vehi-
cles. Such skid-steepnfigurations 7
intentionally rely on track or wheel x|

slippage for normal operation (Fig_Figure 1.17: The effective point of contact for a skid-steer vehicle is
ure 1 17) and as a consequend@“gh'y constrained on either side by a rectangular zone of ambiguity

id h dead koni corresponding to the track footprint. As is implied by the concentric
prow e I’?.t er poor ) ead-rec Omngircles, considerable slippage must occur in order for the vehicle to
information. For this reason, skidwrn [Everett, 1995].

steering is generally employed only

in tele-opeated apposed to au-

tonomous robotic applications, where thdigtto surnount significant floor discontinuities is more
desirable than accuratelometry information. An example is seen in the track drives popular with
remote-controlled robots intended for explosive ordnance disposal. Figure 1.18 shows the Remotec
Andros Vplatform being converted to fully autonomous operation (see Sec. 5.3.1.2).

Track
footprint
dmax
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Figure 1.18 : A Remotec Andros V tracked vehicle is outfitted with computer control
at the University of Michigan. Tracked mobile platforms are commonly used in tele-
operated applications. However, because of the lack of odometry feedback they are
rarely (if at all) used in fully autonomous applications. (Courtesy of The University of
Michigan.)



CHAPTER 2
HEADING SENSORS

Heading sensors are of particular importance to mobile robot positioewagise they can help
compensate for the foremost weakness of odometry: in an odometry-based positioning method, any
smallmomentaryorientation eror will cause aconstantlygrowing lateral positionreor. For this

reason it would be of great benefit if orientatioroes could be dtected andarrectedmmedately.

In this chapter we discuss gyroscopes and compasses, the two most widely employed sensors for
determining the heading of a mobile robot (besides, of course, odometry). Gyroscopes can be
classified into two broadategories: (a) mechanicajrgscopes and (b) optical gyroscopes.

2.1 Mechanical Gyroscopes

The mechanical gyroscope, a well-known and relialilgtion sensor based on the inentedperties
of a rapidly spinning rotor, has been around since the early 1800s. The first known gyroscope was
built in 1810 by G.C. Bohnenberger of Germany. In 1852, the French physicist Leon Foucault
showed that a gyroscope couletect the rotation of the earth [Cart2§66]. In the following
sections we discuss the principle of operation of varigussgopes.

Anyone who has ever ridden a bicycle has experienced (panhi&pswingly) an interesting
characteristic of the mechanicgrgscope known agyroscopic precessiotf the rider leans the
bike over to the left around its own horizontal axis, the front wheel responds by turning left around
the vertical axis. The effect is much more noticeable if the wheel is rerfrovedhe bike, and held
by both ends of its axle while rapidly spinning. If the person holding the wheel attempts to yaw it left
or right about the vertical axis, a surprisingly violezdation vill be felt as the axle insad twists
about thehorizontal roll axis. This is due to the angular momentum astsatiwith a spinning
flywheel, which displaces the appliéokce by 90 degrees in the direction of spin. The rate of
precessioff) is proportional to the applied torquigFraden, 1993]:

Apparent Drift Calculation
(Reproduced with permission from [Sammarco, 1990].)

Apparent drift is a change in the output of the gyro- The apparent drift for Pittsburgh, PA (40.443" latitude) is
scope as a result of the Earth's rotation. This change calculated as follows: 15°/h [sin (40.443)] = 9.73°/h
in output is at a constant rate; however, this rate CCW or apparent drift = 0.162°/min. Therefore, a gyro-

depends on the location of the gyroscope on the Earth. scope reading of 52° at a time period of 1 minute would
At the North Pole, a gyroscope encounters a rotation of be corrected for apparent drift where
360" per 24-h period or 15°/h. The apparent drift will

vary as a sine function of the latitude as a directional corrected reading = 52° - (0.162°/min)(1 min) = 51.838".
gyroscope moves southward. The direction of the

apparent drift will change once in the southern Small changes in latitude generally do not require
hemisphere. The equations for Northern and Southern changes in the correction factor. For example, a 0.2¢
Hemisphere apparent drift follow. Counterclockwise change in latitude (7 miles) gives an additional apparent

(ccw) drifts are considered positive and clockwise (cw)  drift of only 0.00067 “/min.
drifts are considered negative.

Northern Hemisphere: 15°/h [sin (latitude)] ccw.

Southern Hemisphere: 15°/h [sin (latitude,)] cw.
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T=10o (2.1)
where
T = applied input torque

I rotational inertia of rotor
w = rotor spin rate
Q = rate of precession.

Gyroscopic precession is a key factor involved in the concept of operation fartheseeking
gyrocompassas will be discussedter.

Friction in the support bearings, external influences, and small imbalances inherent in the
construction of the rotor cause even the best mechanical gyros to drift with time. Typical systems
employed in inertial navigation packages by the commercial airline industry may drift aldout 0.1
during a 6-hour flight [Martin, 1986].

2.1.1 Space-Stable Gyroscopes

The earth’s rotational velocity at any given point on the globe cémndben into two components:
one that actsraund an imaginary vertical axis normal to the acef, and another that actsand
an imaginary horizontal axis tangent to the surface. These twoor@nts are known as thertical
earth rate and thehorizontal earth rate respectively. At the North Poléor example, the
component actingraund the local vertical axis (vertical earttie) would be precisely equal to the
rotation rate of the earth, or ¥/&r. The horizontal eartlate at the pole would be zero.

As the point of interest moves down a meridian toward the equator, the verticab¢éadhthat
particular location decreasgsoportionally to a value of zero at the equator. Meanwhile, the
horizontal earth rate, (i.e., that cpamentacting aound a horizontal axis tangent to the earth’s
surface) increasdsom zero at the pole to a maximum value of/bs at the equator.

There are two basic classes of rotational sensirgsgl) ate gros, which provide a voltage or
frequency output signal proportional to the turniatgr and 2) rate integratingrgs, which indtate
the actual turn angle [Udd, 1991]. Unlike the magnetic compass, howatesintegratingygos can
only measure relative as opposed to absolute angular position, and must be initially referenced to a
known oriettation by some external means.

A typical gyroscope configuration is shown in Figure 2.1. Theetdtally drivenrotor is
suspended in a pair of precision low-friction bearings at either end of the rotor axkatdihe
bearings are in turn supported by a circular ring, known aisitiee gimbal ring this inner gimbal
ring pivots on a second set of bearings #itdch it to theuter gimbal ring This pivoting action
of the inner gimbal defines the horizontal axis of the gyro, which is perpendicular to the spin axis of
the rotor as shown in Figure 2.1. The outer gimbal riagteched to the instrument frame by a third
set of bearings that define the vertical axis of the gyro. The vertical axis is perpendicular to both the
horizontal axis and the spin axis.

Notice that if this configuration is oriented such that the spin axis points east-west, the horizontal
axis is aligned with the north-south meridian. Since the gyraisesptable (i.e., fixed in the inertial
reference frame), the horizontal axis thus reads the horizontal asrttonponent of the planet’s
rotation, while the vertical axis reads the vertical eaath component. If the spin axis istated 90
degrees to a north-south alignment, the earthatiom does not affect theyi@’s horizontal axis,
since that axis is now orthogonal to the horizontal eart conponent.
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Outer pivot

Figure 2.1: Typical two-axis mechanical gyroscope configuration [Everett, 1995].

2.1.2 Gyrocompasses

The gyrocompass is a special configuration of #ie integratingyoscope, employing a gravity
reference to implement a north-seeking function that can be used as a true-north navigation
reference. This phenomenon, first demaatsttl in the earl800s by Leon Foucault, waatented

in Germany by Herman Anschutz-Kaempfe in 1903, and in the U.S. by Elmer Sperry in 1908 [Carter,
1966]. The U.S. and German navies had both introduced gyrocompasses inteetsebyi911

[Martin, 1986].

The north-seeking capiity of the gyrocompass is dictly tied to thehorizontal earth rate
component measured by therizontal axis. As mentioned earlier, when the gyro spin axis is
oriented in a north-south direati, it is insensitive to the earth'sation, and no tilting occurs. From
this it follows that if tilting is observed, the spin axis is no longer aligned with the meridian. The
direction and magnitude of the measured tilt are directly related to the direction and magnitude of
the misalignment between the spin axis and true north.

2.1.3 Comnercially Available Mechanical Gyroscopes

Numerous mechanical gyroscopes are available on the market. Typically, these precision machined
gyros can cost between $10,000 and $100,000. Lower cost mechanical gyros are usually of lesser
quality in terms of drift rate and accuracy. Mechanigabgcopes are rapidly being rapéd by

modern high-precision — anédaently — low-cost fibeoptic gyroscopes. For this reason we will
discuss only a few low-cost mechanical gyros, specifically those that may appeal to mobile robotics
hobbyists.
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2.1.3.1 Futaba Model &licopter Gyro

The Futaba FP-G154 [FUTABA] is a low-'!
cost low-accuracy mechanical rate gyro-
designed for use in radio-controlled modeg
helicopters and model airplanes. The Futal
FP-G154 costs less than $150 and is ava
able at hobby storefr example [TOWER].
The unit comprises of the mechanical gyro
scope (shown in Figure 2.2 with the cove
removed) and a small control amplifier
Designed for weight-sensitive model helicop
ters, the system weighs only 102 gram
(3.6 02z). Motor and amplifier run off a 5 \/Figure 2.2:fThedEutabatFl;-C(jalt154|f_ mintiatur(_arhmech:_sltnicalt

roscope 1or raaio-controlie elicopters. € unit costs
DC Supply a_r?d_ consume Only 120 mAlgeﬁs tharﬁ) $150 and weighs only 1022 (3.6 02).
However, sensitivity and accuracy are orders
of magnitude lower than “professional”
mechanical gyroscopes. The drift of radio-control type gyroscopes is on the order of tens of degrees
per minute.

2.1.3.2 Gyration, Inc.

The GyroEnginemade byGyration, Inc.
[GYRATION], Saratoga, CA, is a low-cost
mechanical gyroscope that measures
changes in rotationraund two independ-
ent axes. One of the original applicationg
for which the GyroEngine was designed is| ‘¢
the GyroPoint a three-dimensional point- { = ©
ing device for manipulating a cursor in
three-dimensional computer graphics. The
GyroEnginemodel GE9300-C has a typi-
cal drift rate of @out ¥/min. It weighs
O_nly 40 grams (1.5 0z) and_ gompqres IEigure 2.3: The Gyration GyroEngine compares in size

size with that of a roll of 35 milli@ter film  ayoraply with a roll of 35 mm film (courtesy Gyration, Inc.).

(see Figure 2.3). The sensor can be pow-

ered with 5 to 15 VDC and draws only 65

to 85 mA during operation. The open eallor outputs can be readily interfaced with digital circuits.
A single GyroEngineunit costs $295.

w
a
5
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=
=
™
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2.2 Piezoelectric Gyroscopes

Piezoelectric vibrating gyroscopes use Coriolis forces to measig®fr rotan. in one typical
design three piezoelectric transducers aoeimted on the three sides of a triangular prism. If one
of the transducers is excited at the transducer's resonance frequency (in the Gyrostar it is 8 kHz),
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the vibrations are picked up by the two other transducers at equal intensity. When the prism is
rotated aound its longitudinal axis, the resulting Coriolis forcé @ause a slight difference in the
intensity of vibration of the two measuring transducers. The resulting analog voltage difference is
an output that varies linearly with the measured rate of ootati

Figure 2.4: The Murata Gyrostar ENV-05H is a piezoelectric
vibrating gyroscope. (Courtesy of [Murata]).

One popular piezoelectric vibratingrgscope is the ENV-0&yrostarfrom [MURATA], shown
in Fig. 2.4. The Gyrostar is small, lightweight, and inexpensive: the model ENV-05H measures
47x40%x22 mm (1.9%1.6x0.9 inches), weighs 42 grams (1.5 0z) and costs $300. Tlaged s r
guoted by the manufacturer, is very pod's9 However, we believe that this number is the worst
case value, representatif@ extreme temperature changes in the working environment of the
sensor. When we tested a Gyrostar Model ENV-05H at the University of Michigan, we measured
drift rates under typicabom temperatures of 0.05 to 0.23/s, which equates to 3 to ¥&in (see
[Borenstein and Feng, 1996])infar drift rates were ngorted by Barshan and Durrant-Whyte
[1995], who tested an earlier model: ther@tar ENV-05S (seee$tion5.4.2.1 for more etails on
this work). The scaleattor, a measure for the useful sensitivity of the sensor, is quoted by the
manufacturer as 22.2 mV/deg/sec.

2.3 Optical Gyroscopes

Optical rotation sensors have now be@der development as repement$or mechanical gyros
for over three decades. With little or no moving parts, such devices are virtually maintenance free
and display no gravitational sensitivitiegijrenating the needor gimbals. Fueled by a large
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market in the automotive industry, highly linear fiber-optic versions are now evolving that have wide
dynamic range and very low projected costs.

The principle of operation of the optical gyroscope, first discussed by Sagnac [1913], is
conceptually very simple, although several significant engineering challenges had to be overcome
before practical application was possible. In fact, it was not until the demonstration of the helium-
neon laser at Bell Labs in 1960 that Sagnac’s discovery took on any serious implications; the first
operational ring-laser gyro was developed by Warren Macek of Sperry Corporation just two years
later [Martin, 1986]. Navigation quality ring-laser gyroscopes began routine service in inertial
navigation systems for the Boeing 757 and 767 in the early 1980s, and over half a million fiber-optic
navigation systems have been installed in Japanese automobiles since 1987 [Reunert, 1993]. Many
technological improvements since Macek’s first prototype make the optical rate gyro a potentially
significant influence on mobile robot navigation in the future.

The basic device consists of two laser beams traveling in opposite directions (i.e., counter
propagating) around a closed-loop path. The constructive and destructive interference patterns
formed by splitting off and mixing parts of the two beams can be used to determine the rate and
direction of rotation of the device itself.

Schulz-DuBois [1966] idealized the ring laser as a hollow doughnut-shaped mirror in which light

follows a closed circular path. Assuming an ideal 100-percent reflective mirror surface, the optical
energy inside the cavity is theoretically unaffected by any rotation of the mirror itself. The counter-
propagating light beams mutually reinforce each other to create a stationary standing wave of
intensity peaks and nulls as depicted in Figure 2.5, regardless of whether the gyro is rotating [Martin,
1986].
A simplistic visualization based on the Schulz-DuBois idealization is perhaps helpful at this point in
understanding the fundamental concept of operation before more detailed treatment of the subject
is presented. The light and dark fringes of the nodes are analogous to the reflective stripes or slotted
holes in the rotating disk of an incremental optical encoder, and can be theoretically counted in similar
fashion by a light detector mounted on the cavity wall. (In this analogy, however, the standing-wave
“disk” is fixed in the inertial reference frame, while the normally stationary detector revolves around
it.) With each full rotation of the mirrored doughnut, the detector would see a number of node peaks
equal to twice the optical path length of the beams divided by the wavelength of the light.

Lossless
cylindrical
mirror

Observer moves
around ring

with rotation

EM field pattern
is stationary in

Figure 2.5: Standing wave created by counter-propagating light beams in
an idealized ring-laser gyro. (Adapted from [Schulz-DuBois, 1966].)
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Obviously, there is no practical way to implement this theoretical arrangement, pedect
mirror cannot be realized ingutice. Furthermore, the noduction of light energy into the cavity
(as well as the need to observe and count the nodes on the standing wave) would interfere with the
mirror's peformance, should such an ideal cafiigbeven exist. However, many actical
embodiments of optical rotation sensors have been developede asate gros in navigation
applications. Five generabnfigurations vlll be discussed in the following sudxsions:

» Active optical resonators (2.3.1).

- Passive optical resonators (2.3.2).

» Open-loop fiber-optic interferoaters (analogj2.3.3).
» Closed-loop fiber-optic interferomters (digital)2.3.4).
- Fiber-optic resonators (2.3.5).

Aronowitz [1971], Menegozzi and Lanjib973], Chow et al. [1985], Wilkinson [1987], and Udd
[1991] provide in-depth discussions of the theory of the ring-laser gyro and its fiber-optic
derivatives. A comprehensive treatment of thentetogies and an extensive bibliography of
preceding works is presented by Ezekial and Arditty [1982] in theepdings of the First
International Conference on Fiber-OptictRion Sensors held at MIT in Novemb&g81. An
excellent treatment of the salient features, advantages, and disadvantages of ring laser gyros versus
fiber optic gyros is presented by Udd [1985, 1991].

2.3.1 Active Ring Laser Gyros

The active optical resonator configuration, more commonly known as the ring laser gyro, solves the
problem of intoducing light into the doughnut bylihg the cavity itself with amactivelazing

medium, typically helium-neon. There aetually two beams generated by the laser, which travel
around the ring iropposite diections. If the gro cavity is caused to physicallytade in the
counterclockwise daction, the counterclockwise propagating beaithlve forced to traverse a

slightly longer path than undetasionary onditions. 8nilarly, the clockwisgpropagating beam will

see its closed-loop path shortened by an identical amount. This phenomenon, knovBegsadlce

effect in essence changes the length of the resonant cavity. The magnitude of this change is given
by the following equation [Chow et al., 1985]:

Ar 20Q)
C

AL = (2.2)

where

AL = change in path length

r radius of the circular beam path
Q angular velocity of rotation

c = speed of light.

Note that the change in path length is direptlyportional to the tation rateQ of the cavity.
Thus, to measure gyro rotai, some convenient means must be established to measure the induced
change in the optical path length.

This requirement to measure the difference in path lengths is where the invention of the laser in
the early 1960s provided the needechnological breakthrough that allowed Sagnac’s observations
to be put to practical use. For lazing to occur in the resonant cavitpuhe-trip beam path must
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be precisely equal in length to an integral number of wavelengths at the resonant frequency. This

means the wavelengths (and therefore the frequencies) of the two counter- propagating beams must

change, as only oscillations with wavelengths satisfying the resonance condition can be sustained

in the cavity. The frequency difference between the two beams is given by [Chow et al., 1985]:
2frQd _ 2rQ

Af = = 2.3
c . (2.3)

where

Af = frequency difference

r = radius of circular beam path
Q = angular velocity of rotation
A = wavelength.

In practice, adoughnut-shaped ring cavity would be hard to realize. For an arbitrary cavity
geometry, the expression becomes [Chow et al., 1985]:

Af = 2022
P (2.4)

where

Af = frequency difference

A = area enclosed by the closed-loop beam path
Q = angular velocity of rotation

P = perimeter of the beam path

A = wavelength.

For single-axis gyros, the ring is generally formed by aligning three highgcte® mirors to
create a closedbp triangular path as shown in Figure 2.6. (Some systems, sucica&'8early
prototype, employour mirrors to ceate a square ga} The mirrors are usually mounted to a
monolithic glass-ceramic block with machined ports for the cavity bores anttagles. Most
modern three-axis units employ a square block cube with a total of six meg@ctsyounted to the
center of a block face as shown in Figré. The most stable systems employ linearly polarized light
and minimize circularly polarized cgunents to avoid magnetic sensitivities [Martin, 1986].

The approximate quantum noise liffot the ring-laser gyro is due to spontaneous emission in the
gain medium [Ezekiel and Arditty, 1982]. Yet, the ring-laser gyro represents the “best-case” scenario
of the five general gyro configurations outlined above. For this reasactive ring-laser gyro
offers the highest sensitivity and is perhaps the mostrate implementation to date.

The fundamental disadvantage asatead with the active ring laser igoeoblem calledrequency
lock-in, which occurs at low rotation rates when tbermer-propagating beams “lock” together in
frequency [Chao et al., 1984]. This lock-iraigributed to the influence of a very small@amt of
backscatter from the mirror sades, and results in a deadband region (below a certain threshold of
rotational velocity)for which there is no output signal. Above the lock-in threshold, output
approaches the ideal linear response curve in a parabolic fashion.

The most obvious approach to solving the lock+ioblem is to improve the quality of the mirrors
to reduce the resulting backscatter. Again, however, perfeirsndo not exist, and some finite
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amount of backsatter will always be present. Martf1986] reports a represetive value as 1
of the power of the main beam; enough to induce frequency lock-int&diomal rates of several
hundred degrees per hour in a typical gyro with a 20-cetr(8-in) perineter.

Figure 2.6: Six-mirror configuration of three-axis ring-laser
gyro. (Adapted from [Koper, 1987].)

An additional technigque for reducing lock-in is to incogdersome type of biasing scheme to shift
the operating point away from the deadband zone. Mechanical dithering is the least elegant but most
common biasing means, introducing the obvious disadvantages of increased system complexity and
reduced mean time between failures due to the moving parts. The entire gyro asseitai@dis ro
back and forth about the sensing axis in arillagwry fashion. $ateof-the-art dithered@ctive ring
laser gyros have a scakctor linearity that far surpasses the best mechanical gyros.

Dithered biasing, unfortuately, is too slowor high-performance systems (i.e., flight control),
resulting in oscillatory instaliiies [Martin, 1986]. Furthermore, mechanical dithering can introduce
crosstalk between axes on a multi-axis system, although some unibody three-axis gyros employ a
common dither axis to elimare this possility [Martin, 1986].

Buholz and Chodoro1967], Chesnoy [1989], and Christian and Rosker [1991] discuss the use
of extremely short duration laser pulses (typically 1/15 of the resonatoreperim length) to
reduce the effects of frequency lock-in at low rotation rates. The basic idea is to reduce the cross-
coupling between the two counter-propagating beantisiting the regions in the cavity where the
two pulses overlap. Wax and Chodorow [1972] report an improvement in performance of two orders
of magnitude through the use of intracavity phaseéutation. Othetechniques based on non-linear
optics have been proposed, including an approach by Litton that applies an external magnetic field
to the cavity to create a directionally dependent phasefehiftasing [Martin, 1986]. Yet another
solution to the lock-in problem is to remove the lazing medium from the ring altogetleet;vediy
forming what is known as a passive ring resonator.
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2.3.2 Passive Ring Resonator Gyros

Highly
) reflective
Light source mirror

\ Partially

transmissive
mirror

Detector

Figure 2.7: Passive ring resonator gyro with laser source
external to the ring cavity. (Adapted from [Udd, 1991].)

The passive ring resonator gyro makes use of a laser source external to the ring cavity
(Figure 2.7), and thus avoids the frequency lock-in problem which arises when the gain medium is
internal to the cavity itself. The passive configuration also eliminates problems arising from changes
in the optical path length within the interferometer due to variations in the index of refraction of the
gain medium [Chow et al., 1985]. The theoretical quantum noise limit is determined by photon shot
noise and is slightly higher (i.e., worse) than the theoretical limit seen for the active ring-laser gyro
[Ezekiel and Arditty, 1982].

The fact that these devices use mirrored resonators patterned after their active ring predecessors
means that their packaging is inherently bulky. However, fiber-optic technology now offers a low
volume alternative. The fiber-optic derivatives also allow longer length multi-turn resonators, for
increased sensitivity in smaller, rugged, and less expensive packages. As a consequence, the Resonant
Fiber-Optic Gyro (RFOG), to be discussed in Section 2.1.2.5, has emerged as the most popular of
the resonator configurations [Sanders, 1992].

2.3.3 Open-Loop Interferometric Fiber Optic Gyros

The concurrent development of optical fiber technology, spurred mainly by the communications
industry, presented a potential low-cost alternative to the high-tolerance machining and clean-room
assembly required for ring-laser gyros. The glass fiber in essence forms an internally reflective
waveguide for optical energy, along the lines of a small-diameter linear implementation of the
doughnut-shaped mirror cavity conceptualized by Schulz-DuBois [1966].
Recall the refractive index n relates the speed of light in a particular medium to the speed of light
in a vacuum as follows:
n =

£
. (2.5)
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where

n = refractive index of medium
c = speed of light in a vacuum
c,, = speed of light in medium.

Step-index multi-mode fiber (Figure 2.8) is made up of a core region of glass with index of

refraction n_, surrounded by a protective cladding with a lower index of refraction 1, [Nolan and
Blaszyk, 1991]. The lower refractive index in the cladding is necessary to ensure total internal
reflection of the light propagating through the core region. The terminology step index refers to this
“stepped” discontinuity in the refractive index that occurs at the core-cladding interface.
Referring now to Figure 2.8, as long as the entry angle (with respect to the waveguide axis) of an
incoming ray is less than a certain critical angle 0., the ray will be guided down the fiber, virtually
without loss. The numerical aperture of the fiber quantifies this parameter of acceptance (the light-
collecting ability of the fiber) and is defined as follows [Nolan and Blaszyk, 1991]:

Nl l
NA = sinf_ = ‘/nczo —nczl (2.6) Neo

Waveguide

where
NA = numerical aperture of the fiber

0., =critical angle of acceptance =~
n, = index of refraction of glass core Figure 2.8: Step-index multi-mode fiber. (Adapted from
n, = index of refraction of cladding. [Nolan et al., 1991].)

As illustrated in Figure 2.9, a number of rays following different-length paths can simultaneously
propagate down the fiber, as long as their respective entry angles are less than the critical angle of
acceptance 0. Multiple-path propagation of this nature occurs where the core diameter is much larger
than the wavelength of the guided energy, giving rise to the term multi-mode fiber. Such multi-mode
operation is clearly undesirable in gyro applications, where the objective is to eliminate all non-
reciprocal conditions other than that imposed by the Sagnac effect itself. As the diameter of the core
is reduced to approach the operating wavelength, a cutoff condition is reached where just a single
mode is allowed to propagate, con-
strained to travel only along the wave-
guide axis [Nolan and Blaszyk, 1991].

Light can randomly change polariza
tion states as it propagates through stan-
dard single-mode fiber. The use of special
polarization-maintaining fiber, such as
PRSM Corning, maintains the original
polarization state of the light along the
path of travel [Reunert, 1993]. This is 1
important, since light of different polariza-

tion states travels through an optical fiber Figuré 2.9: Entry angles of incoming rays 1 and 2
at different speeds. determine propagation paths in fiber core. (Adapted from
[Nolan et al., 1991].)

Numerical aperture
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A typical block diagram of the “minimum-reciprocal” IFOG configuration is presented in
Figure 2.10. Polarization-maintaining single-mode fiber [Nolan and Blaszyk, 1991] is employed to
ensure the two counter-propagating beams in the loop follow identical paths in the absence of
rotation.

An interesting characteristic of the IFOG is the absence of any laser source [Burns et al., 1983],
the enabling technology allowing the Sagnac effect to reach practical implementation in the first place.
A low-coherence source, such as a super-luminescent diode (SLD), is typically employed instead to
reduce the effects of noise [Tai et al., 1986], the primary source of which is backscattering within the
fiber and at any interfaces. As a result, in addition to the two primary counter-propagating waves in
the loop, there are also a number of parasitic waves that yield secondary interferometers [Lefevre,
1992]. The limited temporal coherence of the broadband SLD causes any interference due to
backscattering to average to zero, suppressing the contrast of these spurious interferometers. The
detection system becomes sensitive only to the interference between waves that followed identical
paths [Ezekiel and Arditty, 1982; Lefevre, 1992].

The Sagnac phase shift introduced by rotation is given by [Ezekiel and Arditty, 1982]

27LD
Ap = ;C 2.7)

where
A¢ = measured phase shift between counter-propagating beams
L = length of fiber-optic cable in loop

D = diameter of loop
A =wavelength of optical energy
c = speed of light in a vacuum.

The stability of the scale factor relating A to the rotational velocity in the equation above is thus
limited to the stability of L, D, and A [Ezekiel and Arditty, 1982]. Practical implementations usually
operate over plus or minus half a fringe (i.e., =7 rad of phase difference), with a theoretical sensitivity
of 107 radians or less of phase shift [Lefevre, 1992].

IFOG sensitivity may be improved by increasing L (i.e., adding turns of fiber in the sensing loop).
This effect peaks at an optimal length of several kilometers, after which the fiber attenuation (typically
1 dB/km) begins to degrade performance. This large amount of fiber represents a significant
percentage of overall system cost.
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Figure 2.10: Block diagram of “minimum-reciprocal” integrated fiber-optic gyro. (Adapted
from [Lefevre, 1992].)
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In summary, the open-loo-OG isattractivefrom the standpoint of reduced maacifuring
costs. Additional advantages include high tolerance to shock and vibration, insensitivity to gravity
effects, quick start-up, and good sensitivity in terms of bias @i and the radom walk
coefficient. Coil geometry is not critical, and no path length control is needed. Some disadvantages
are that a long optical cable is required, dynamic ranigeiied with resgct to active ring-laser
gyros, and the scale factor is prone to vary [Adrian, 1991]. Open-loop configurations are therefore
most suited to the needs of low-cost systems in applications that require relatively low accuracy (i.e.,
automobile navigation).

For applications demanding higher accuracy, such as aircraft navigation (0.01 tgh0)0@ie
closed-loop FOG to be discussed in the negtBonoffers significant promise.

2.3.4 Closed-Loop Interferometic Fiber Optic Gyros

This new implementation of a fib@ptic gyro provides feedback to a frequency or phase shifting
element. The use of feedback results in the cancellation of the rotationakyedSagnac phase

shift. However, closed-loop digital signal processing is considerably more complex than the analog
signal processing employed on open-loBPG ®nfigurations [Adrian, 1991]. Nonetheless, it now
seems that the additional complexity is justified by the improvedlistad the gyro: closed-loop
IFOGs are nownder development with drifts in the 0.001 to 0/06t range, and scale-factor
stabilities geater thart00 ppm (parts pemillion) [Adrian, 1991].

2.3.5 Resonant Fiber Optic Gyros

The resonant fiber optic gyrdRFOG) evolved as a solidase derivative of the passive ring
resonator gyro discussed ircBion2.1.2.2. In the solidtate implementabin, a passive resonant
cavity is formed from a multi-turn closed loop of optical fiber. An input coupler provides a means
for injecting frequency-wdulated lightfrom a laser source into the resonant loop in both the
clockwise and counterclockwise directions. As the frequency of tuilated light passesitough

a value such that the perimeter of tbefd precisely mtches an integral number of wavelengths at
that frequency, input energy isa@tgly coupled into the loop [Sanders, 1992]. In the absence of loop
rotation, maximum eupling for both beam dictions occurs in a sharp peak centered at this
resonant frequency.

If the loop is caused to tate in the clockwise directn, of course, th8agnac effeatauses the
perceived loop perieter to lengtheror the clockwise-traveling beam, and to shorten for the
counterclockwise-traveling beam. The resonant frequencies musiatoitdingly, and as a result,
energy is coupled into the loop at two different frequencies aadtiinsduringeach cycle of the
sinusoidal FM sweep. An output coupler samples the intensity of the energy in the loop by passing
a percentage of the two countetating beams to their respective detectors. Theodeiated
output from these detectorslivehow resonance peaks, segiad by a frequency differen€given
by the following [Sanders, 1992]:

D

Af=%

Q (2.8)
where

Af = frequency difference between counter-propagating beams

D = diameter of the resonant loop
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() = rotational velocity
A = freespace wavelength of laser
n = refractive index of the fiber.

Like the IFOG, the all-solid-stateF®G isattractivefrom the standpoint of high relidiby, long
life, quick start-up, and light weight. The principle advantage of tRO@® however, is that it
requires significantly less fiber (from 10 to 100 times less) in the sensing coil than the IFOG
configuration, while achieving the same shot-ndisged peformance [Sanders, 1992]. Sanders
attributes this to the fact that light traverses the sensomrhultiple times, as opposed to once in
the IFOG counterpart. On the down side are the requirerfa@rashighly coherent source and
extremely low-loss fiber components [Adrian, 1991].

2.3.6 Comnercially Available Optical Gyroscopes

Only recently have optical fibeygps become commercially available at a price that is suitable for
mobile robot apptiations. In this section we natduce two such systems.

2.3.6.1 The Andrew “Autogyro”

Andrew Corp. ANDREW] offers the low-costAutogyrq shown in Figure 2.11, for terrestrial
navigation. It is a single-axis interferometric fiber-optic gyroscope (see Sec. 2.1.2.3) based on
polarization-maintaining fiber and precision

fiber-optic gyroscopdechnology. Model
3ARG-A ($950) comes with an analog
output, while model 3ARG-D ($1,100) has
an RS-232 output for coention to a com-
puter. Technical specificationfor the
3ARG-D are given in Table 2.1. Specifica
tions for the 3ARG-A areimilar. A more
detailed discussion of th&utogyrois given

Table 2.1: Selected specifications for the Andrew
Autogyro Model 3ARG-D. (Courtesy of [Andrew
Corp].)

Parameter Value Units
Input rotation rate +100 “/s
Minimum detectable +0.05 “/s
rotation rate +180 “/hr
Rate bandwidth 100 Hz
Bias drift (at stabilized 0.005 “/srms
temperature) — RMS 18 “°/hrrms
Size 77 dia x 88 mm
(excluding connector) 3.0diax 3.5 in
Weight (total) 0.63 kg

138 Ib
Power 9to 18 VDC

630 mA Figure 2.11: The Andrew Autogyro Model 3ARG.

(Courtesy of [Andrew Corp].)
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Table 2.1: Selected specifications for the Andrew
Autogyro Navigator (Courtesy of [Andrew Corp].)

Parameter Value Units
Input rotation rate +100 “/s
Instantaneous 100 Hz
bandwidth
Bias drift (at stabilized 0.005 “/srms
temperature) — RMS 18 =/hrrms
Size 115x90%41 mm
(excluding connector) 4.5x3.5x1.6 in
Weight (total) 0.25 kg
0.55 Ib
Power Analog <2 W
Power Digital <3 W

in [Allen et al.,, 1994; Berett and Emge
1994].

In fall 1995 Andrew Corporation a
nounced a newer model, called tRgTO-
GYRO Navigatar This laser gyro, shown
Fig. 2.12, is only one third the weight, cd
sume only half the power, and cost 15%
than its predecessor, the AOGYRO.

Figure 2.12: The Andrew AUTOGYRO Navigator.
(Courtesy of [Andrew Corp].)

2.3.6.2 Hitachi Cable Ltd. OFG-3

Hitachi Cable Ltd. markets an optical fiber gyroscope c&llE®-3 (see Figure 2.13). Komoriya and
Oyama [1994] tested that sensor &mahd its drift ete to be quite linear with.00317/s (11.4/hr).
This result is close to the advertised specification 6fHrO This low drift ate is substantially better
than that provided by conventional (mechanical) gyros. Table 2.2 sholsical specifications of
the OFG-3 gyro, as reported by Komoriya and Oyama [1994].

One point to keep in mind when considering the use of fiber optic gyros in mobile robot
applications is the minimum detectable rotation rate. This rate happens to be tlierdaotiethe
Andrew 3ARG-A and the Hitacl@FG-3 gyros: 0.09's. If either gyro was installed on a robot with
a systematic error (e.g., due to unequal wheeleliars; see Seb.1 for more dtails) of 1 degree
per 10 meter linear travel, then neither gyro wowtkedt this systematiarer at speeds lower than
0.5 m/s.
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Table 2.2: Selected specifications for the Hitachi
Cable Ltd. OFG-3 fiber optic gyroscope.
(Reprinted with permission from [Komoriya and
Oyama, 1994].)

Parameter Value Units
Input rotation rate +100 “/s
Minimum +0.05 “°/s
detectable rotation +60 “/hr
rate
Min. sampl. interval 10 ms
Zero drift (rate 0.0028 “/s
integration) 10 “/hr
Size 88(W)x88(L)x65(H) mm
3.5(W)x3.5(L)x2.5(H) in
Weight (total) 0.48 kg
1.09 Ib

Figure 2.13: The OFG-3 optical fiber gyro made
Power 12 vDC by Hitachi Cable Ltd. (Courtesy of Hitachi Cable
150-250 mA America, Inc. [HITACHI].)

2.4 Geomagnetic Sensors

Vehicle heading is the most significant of the navigation paramgteys andd) in terms of its
influence on accumulated dizaeckoning errors. For this reason, sensors which provide a measure
of absolute heading or relative angular velocity are extremely important in solving the real world
navigation needs of an autonomous platform. The most commonly known sensor of this type is
probably the magnetic compass. The terminologgmally used to describe the intensity of a
magnetic field isnagnetic flux densit®, measured in Gauss (G). Alternative units are the Tesla (T),
and the gammay{, where 1 Tesla = 0 Gauss =10 gamma.

The average strength of the earth’s magnetic field is 0.5 Gauss and can be represented as a dipole
that fluctuates both in time and space, situatemhly 440 kilonetersoff center and inclined 11
degrees to the planet’s axis of rotation [Frad&®3]. This difference in ation between trueorth
and magnetic north is known dsclinationand varies with both time and geographical location.
Corrective values amoutinely provided in the form of declination tables printe@dtiy on the
maps or charts for any given locale.

Instruments which measure magnetic fields are knowmagmetometerd-or application to
mobile robot navigatin, only those classes of magne&ters which sense the magnetic field of the
earth are of interest. Such geomagnetic sensors, for purposes of this discuisbemraken down
into the following general categories:

» Mechanical magnetic compasses.
» Fluxgate compasses.

- Hall-effect compasses.

» Magnetoresistive compasses.

» Magnetoelastic compasses.
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Before we introduce different types of compasses, a word of warning: the earth's magnetic field
is often distorted near power lines or steel struct{iBgsne et al., 1992]. This makes the
straightforward use of geomagnetic sensors difficult for indoor @gijmins. However, it may be
possible to overcome this problem in the future by fusatgfdlom geomagnetic compasses with
datafrom other sensors.

2.4.1Mechanical Magnetic Compasses

The first recorded use of a magnetic compass was in 2634 B.C., when the Chinese suspended a piece
of naturally occurring magnetite from a silk thread and used it to guide a chariot over land [Carter,
1966]. Much conbversy surrounds the dete over whether the Chinese or thedpeans first
adapted the compass for marine aggilbns, but by the middle of the™13 aemytsuch usage was
fairly widespread around the globe.lN&m Gilbert [1600] was the first to propose that the earth
itself was the source of the mysterious magnetic field that provided such a stable navigation
reference for ships at sea.

The early marine compasses were little more that magnetized needles floated in water on small
pieces of ork. These pmitive devices evolved over the years into the reliable andpimesn
systems in use today, which consist of a ring magnet or pair of bar magnets attached to a graduated
mica readout disk. The magnet and disk assembly floats in a mixturatef and alshol or
glycerine, such that it is free to rotat@and a jeweled pivot. The fluidcts to bothgpport the
weight of the rotating assembly and to dampen its maiimater rough conditions.

The sealed vessel containing the compass disk and damping fluid is typically suspended from a
2-degree-of-freedoigimbal to decouple it from the ship’s motion. This gimbal assembly is mounted
in turn atop a floor stand @innacle On either side of the binnacle are massive iron spheres that,
along with adjustable permanent magnets in the base, are used to compensate the compass for
surrounding magnetic abrmalities that alter the geomagnetic lines of flux. The error resulting from
such external influences (i.e., the angle between indicated and actual bearing to maghgtic
known as compasgeviation and along with local declination, must be added or aatg#d as
appropratefor true heading:

Ht = Hi iCI:dev-'—_CF dec (29)
where

H, = true heading

H; = indicated heading

CFge, = correction factofor compass deviation
CF4ec = correction factofor magnetic declination.

Another potential source of error which must be taken into accoomaigsetic dipa term arising
from the “dipping” action observed in compass needles attributed to the vertiqadwemh of the
geomagnetic field. The dip effect varies with latitullern no immact at the equator where the flux
ines are horizontal, to maximum at the poles where the lines of force are entirely vertical. For this
reason, many swing-needle instruments have small adjustable weights that can be moved radially to
balance the needle for any given local area of operation. Marine compasses ensure alignment in the
horizontal plane by floating the magnet assembly in an inert fluid.



Chapter 2: Heading Sensors 47

Dinsmore StarguideMagnetic Compass

An extremely low-cost configuration of the mechanical magnetic compass suitable for robotic
applications is seen inm@oduct ecently anounced by the Dinsmore Instrument Company, Flint,

MI. The heart of theéStarguidecompass is the Dinsmore model 1490 digital sensor [Dinsmore
Instrument Company, 1991], which consists of a miniaturized permanent-magnet rotor mounted in
low-friction jeweled bearings. The sensor is internally damped such that if momentarégedpl

90 degrees, it will rern to the inditated direction 2.5 seconds, with no overshoot.

Four Hall-efect switches arresponding to the cardinal headings (N, E, W, S) are arranged
around the periphery of the rotor aactivated by the south pole of the magnet as the rotor aligns
itself with the earth’s magnetic field. Intermediate headings (NE, NW, SE, SW) are indivaiaght
simultaneous activation of the adjacent cardinal-heading switches. The Dir&tawgeideis not
a true Hall-effect compass (see S2d.3), in that the Hall-edict devices are not directly sensing
the geomagnetic field of the earth, but rather the angular position of a mechanical rotor.

The model 1490 digital sensor measures hilllsneters(0.5 in) in dianeter by 1@nilimeters
(0.63 in) high, and is available seataly from Dinsmore for around $12. Current consumption is
30 mA, and the open-collector NPN outputs can sink 25 mA per channel. Grenoble [1990] presents
a simple circuit for interfacing the device to eight aador LEDs. An alternative analog sensor
(model 1525) with a ratiometric sine-cosine output is also available for around $35. Both sensors
may be subjected to mited magnetic flux wihout damage.

2.4.2 Fluxgate Compasses

There currently is no pctical alternative to thgopular fluxgite compastr portablity and long
missions [Fenn et al., 1992]. The tefloxgateis actually a trade name of Pioneer Beridixthe
saturable-core magnetometeterived from the gatingction imposed by an@xdriven exdation
coil that induces a time varying permeability in the sensor coffer&discussing the principle of
operation, it is probably best to review briefly the sabpf magnetic @andwctance, opermeability

The permeability p of a givenaterial is a measure of how well it serves as a foatimagnetic
lines of force, relative to air, which has an assigned permeability of one. Some examples of high-
permeability naterials are listed in Tab®3.

Permeability is the magnetic circuit anal-

ogy to .EIeCtncal on(.jUCtIVIty’ and rate.s. Table 2.3: Permeability ranges for selected materials.
magnetic flux denSIty to the magnetlzmg/alues vary with proportional make-up, heat treatment, and

force as follows: mechanical working of the material [Bolz and Tuve, 1979].
B=pH (2.10)  Material Permeability p
Supermalloy 100,000 - 1,000,000
where Pure iron 25,000 - 300,000
B = magnetic flux density Mumetal 20,000 - 100,000
M = permeability Permalloy 2,500 - 25,000
H = magnetizing force. Cast iron 100 - 600

Since the magnetic flux in a magnetic circuit
is analogous to curreritin an electrical
circuit, it follows that magnetic flux densig is the parallel to electricalicrent density.
A graphical plot of the above equation is known asibrenal magnetizing curyer B-H curve,
and the permeability is the slope. An example plot is depicted in Figudet for the case ahild
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steel. In actuality, due to hysteresis, p depends not only on the current valueubfalso the
history of previous values and the sign bfdt, as will be seerater. The important thing to note
at this point in the discussion is tBeH curve is not linear, but rather starts off with a faitep
slope, and then flattens outdglenly add reaches a certain value. Increastheyond this “knee”

of the B-H curve yields little increase B; the material is effectively saturated, with a near-zero
permeability.

15 B
Sheet steel
1.0F
05F ) Cast iron
Non-magnetic
. material .
500 H 1000

Figure 2.14: The slope of the B-H curve, shown here for cast iron and
sheet steel, describes the permeability of a magnetic material, a
measure of its ability (relative to air) to conduct a magnetic flux.
(Adapted from [Carlson and Gisser, 1981].)

When a highly permeable material isoduced into a uniform magnetic field, the lines of force
are drawn into the lower resistance path presented by the material as shown ir2 Bi§ure
However, if the material rced into saturation by some additional magnetizing fet,cine lines
of flux of the external field will be relatively un&ifted by the presence of the saturated material,
as indicated in Figur2.15b. The fluxgte magnetometer makes use of this saturation phenomenon
in order to diectly measure the strength oftareunding satic magnetic field.

Various core materials have been employed in different fluxgate designs over the past 50 years,
with the two most common being permalloy (an alloy of iron and nickel) ancetalifnon, nickel,
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Figure 2.15: External lines of flux for: a. unsaturated core, b. saturated core. (Adapted from [Lenz,
1990].)

Drive Sense
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copper, and chromium). The permeable core is driven into and out of saturation by a gating signal
applied to an excitation coil wound around the core. For purposes of illustration, let’s assume for the
moment a square-wave drive current is applied. As the core moves in and out of saturation, the flux
lines from the external B field to be measured are drawn into and out of the core, alternating in turn
between the two states depicted in Figure 2.15. (This is somewhat of an oversimplification, in that
the B-H curve does not fully flatten out with zero slope after the knee.) These expanding and
collapsing flux lines will induce positive and negative EMF surges in a sensing coil properly oriented
around the core. The magnitude of these surges will vary with the strength of the external magnetic
field, and its orientation with respect to the axis of the core and sensing coil of the fluxgate
configuration. The fact that the permeability of the sensor core can be altered in a controlled fashion
by the excitation coil is the underlying principle which enables the DC field being measured to induce
a voltage in the sense coil. The greater the differential between the saturated and unsaturated states
(i.e., the steeper the slope), the more sensitive the instrument will be.

An idealized B-H curve for an alternating H-field is shown in Figure 2.16. The permeability (i.e.,
slope) is high along the section b-c of the curve, and falls to zero on either side of the saturation
points H and -H,, along segments c-d and a-b, respectively. Figure 2.16 shows a more representative
situation: the difference between the left- and right-hand traces is due to hysteresis caused by some
finite amount of permanent magnetization of the material. When a positive magnetizing force H, is
applied, the material will saturate with flux density B, at point P, on the curve. When the magnetizing
force is removed (i.e., H = 0), the flux density drops accordingly, but does not return to zero. Instead,
there remains some residual magnetic flux density B,, shown at point P,, known as the retentivity.

A similar effect is seen in the application of an H-field of opposite polarity. The flux density goes
into saturation at point P,, then passes through point P, as the field reverses. This hysteresis effect
can create what is known as a zero offset (i.e., some DC bias is still present when the external B-field
is zero) in fluxgate magnetometers. Primdahl (1970) provides an excellent mathematical analysis of
the actual gating curves for fluxgate devices.

The effective permeability 1, of a material is influenced to a significant extent by its geometry.
Bozorth and Chapin [1942] showed how p, for a cylindrical rod falls off with a decrease in the
length-to-diameter ratio. This relationship can be attributed to the so-called demagnetization factor
[Hine, 1968]. When a ferrous rod is coaxially aligned with the lines of flux of a magnetic field, a
magnetic dipole is developed in the rod itself. The associated field introduced by the north and south
poles of this dipole opposes the ambient field, with a corresponding reduction of flux density through
the rod. The lowered value of ., results in a less sensitive magnetometer, in that the “flux-gathering"
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Figure 2.16: a. Ideal B-H curve.

b. Some minor hysteresis in the actual curve results in a residual non-zero
value of B when H is reduced to zero, known as the retentivity. (Adapted from
Halliday and Resnick, 1974; Carlson and Gisser, 1981).

capability of the core is substantially reduced.

Consider again the cylindrical rod sensor presented in Figure 2.17, now in the absence of any
external magnetic field B,. When the drive coil is energized, there will be a strong coupling between
the drive coil and the sense coil. Obviously, this will be an undesirable situation since the output signal
is supposed to be related to the strength of the external field only.

One way around this problem is seen in the Vacquier configuration developed in the early 1940s,
where two parallel rods collectively form the core, with a common sense coil [Primdahl, 1979] as
illustrated in Figure 2.17. The two rods are simultaneously forced into and out of saturation, excited

in antiphase by identical but oppositely
wound solenoidal drive windings. In this
fashion, the magnetization fluxes of the two
drive windings effectively cancel each other,
with no net effect on the sense coil.

Bridges of magnetic material may be
employed to couple the ends of the two coils
together in a closed-loop fashion for more
complete flux linkage through the core. This
configuration is functionally very similar to
the ring-core design first employed in 1928
by Aschenbrenner and Goubau [Geyger,
1957]. An alternative technique for decoup-
ling the pickup coil from the drive coil is to
arrange the two in an orthogonal fashion. In
practice, there are a number of different
implementations of various types of sensor
cores and coil configurations as described by
Stuart [1972] and Primdahl [1979]. These
are generally divided into two classes, paral-
lel and orthogonal, depending on whether the
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Figure 2.17: Identical but oppositely wound drive
windings in the Vacquier configuration cancel the net
effect of drive coupling into the surrounding sense caoll,
while still saturating the core material. (Adapted from

[Primdahl, 1979].)
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excitation H-field is parallel or perpendicular Sensing

to the external B-field being measured. Alter- winding 1
native excitation strategies (sine wave,
square wave, sawtooth ramp) also contribute
to the variety of implementations seen in the
literature. Hine [1968] outlines four different
classifications of saturable inductor magne-

Toroidal
core

Drive
winding

"
e

tometers based on the method of readout = = Sensing
. .. = — winding 2
(i.e., how the output EMF is isolated for

evaluation):

¢ Fundamental frequency.

* Second harmonic. Hili VII\)”rrl]\gelzn g

e Peak output.

e Pulse difference. Figgre 2.15: Two channel ring core fluxgate with
toroidal excitation. (Adapted from [Acuna and Pellerin,

1969].
Unambiguous 360-degree resolution of 2

the earth’s geomagnetic field requires two

sensing coils at right angles to each other. The ring-core geometry lends itself to such dual-axis
applications in that two orthogonal pickup coils can be configured in a symmetrical fashion around
a common core. A follow-up version developed by Gordon and Lundsten [1970] employed a toroidal
excitation winding as shown in Figure 2.19. Since there are no distinct poles in a closed-ring design,
demagnetization effects, although still present [Stuart, 1972], are less severe. The use of a ring
geometry also leads to more complete flux linkage throughout the core, implying less required drive
excitation for lower power operation, and the zero offset can be minimized by rotating the circular
core. For these reasons, along with ease of manufacture, toroidal ring-core sensors are commonly
employed in many of the low-cost fluxgate compasses available today.

The integrated DC output voltages V, and V, of the orthogonal sensing coils vary as sine and
cosine functions of 0, where 0 is the angle of the sensor unit relative to the earth’s magnetic field.
The instantaneous value of O can be easily derived by performing two successive A/D conversions
on these voltages and taking the arctangent of their quotient:
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Figure 2.19: The Sperry Flux Valve consisted of a common drive winding P in the center of
three sense windings S symmetrically arranged 120 ° apart. (Adapted from [Hine, 1968].)
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V.
0 = arctan— . (2.11)

Another popular two-axis core design is seen in the Flux Valve magnetometer developed by
Sperry Corp. [SPERRY] and shown in Figure 2.19. This three-legged spider configuration employs
three horizontal sense coils 120 degrees apart, with a common vertical excitation coil in the middle
[Hine, 1968]. Referring to Figure 2.20, the upper and lower “arms” of the sense coil S are excited
by the driving coil D, so that a magnetizing force H, developed as indicated by the arrows. In the
absence of an external field H,, the flux generated in the upper and lower arms by the excitation coil
is equal and opposite due to symmetry.

When this assembly is placed in an axial magnetic field H,, however, the instantaneous excitation
field H, complements the flow in one arm, while opposing the flow in the other. This condition is
periodically reversed in the arms, of course, due to the alternating nature of the driving function. A
second-harmonic output is induced in the sensing coil S, proportional to the strength and orientation
of the ambient field. By observing the relationships between the magnitudes of the output signals from
each of the three sense coils (see Figure 2.20), the angular relationship of the Flux Valve with respect
to the external field can be unambiguously determined.

-

Figure 2.20: The Flux Valve magnetometer developed by Sperry Corporation uses a
spider-core configuration. (Adapted from [Lenz, 1990].)

When maintained in a level attitude, the fluxgate compass will measure the horizontal component
of the earth’s magnetic field, with the decided advantages of low power consumption, no moving
parts, intolerance to shock ad vibration, rapid start-up, and relatively low cost. If the vehicle is
expected to operate over uneven terrain, the sensor coil should be gimbal-mounted and mechanically
dampened to prevent serious errors introduced by the vertical component of the geomagnetic field.

2.4.2.1 Zemco Fluxgate Compasses

The Zemco fluxgate compass [ZEMCO] was used in earlier work by Everett et al. [1990] on their
robot called ROBART II. The sensor was a fluxgate compass manufactured by Zemco Electronics,
San Ramon, CA, model number DE-700. This very low-cost (around $40) unit featured a rotating
analog dial and was originally intended for 12 VDC operation in automobiles.
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A system block diagram is presented in Figure 2.21. The sensor consists of two orthogonal pickup
coils arranged around a toroidal gation coil, driven indrn by a local ostiator. The outputd/,
andV, of amplifier channels A and B are applied across an air-core resolver to drive the display
indicator. The standard resolver equations [ILC Corporation, 1982] for these two voltages are

V, = K, sind sin(t + a,) (2.12a)
V, =K, co® sin(t + a,) (2.12b)
where

0 = the resolver shaft angle

w = 2uf, wheref is the excitation frequency.

Ky andK, are ideally equal transfer-function constants, arahda, are ideally zero time-phase
shifts.

Thus, for any ttic spatial anglé, the equations reduce to

V, =K, sind (2.13a)
V, =K, co$ (2.13b)

which can be combined to yield

\Y sin®
X = =tamd .
vV, cod (2.14)

The magnetic heading
therefore is simply the
arctangent oY/, overV,.

Everett [1995] recounts
his experience with two mod-

Amplifier Driver

els of the Zemco fluxgate
Fluxgate .
compass orROBARTII as sens%r Oscillator
follows:
Problems associated with Driver

the use of this particular

fluxgate compass  on
ROBART, however, included
a fairly high current con-

sumption (250 mA), and
stiction in the resolver re-
flecting back as a load into Amplifier Sriver

t[he drive circuitry, mtroc!uc- Figure 2.21 : Block diagram of ZEMCO Model DE-700 fluxgate compass.
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changes in vahle headng. In addtion, the sensor itself was &ifted by surwunding magatic
anomalies, some thakisted orboard the robot (i.e., current flow in nearby cable runsyemnd

head positioning motors), and some present in the surrounding environment (metal desks,
bookcases, large motors, etc.).

The most serious interference turned out to be the fluctuating magnetic fields due to power
cables in close proximity — on the order of 30 centimdti2sn) — to the fluxgate sensor. As
various auxiliary systems dyoard the robot were turned on when needed and latestokeded
to save power, the magnetic field saunding the sensor would change accordingly. Serious errors
could be introduced as well by mindranges in the patson of cable runs, which occurred as a
result of routine maintenance and trouble shooting. These problems were minimized by securing
all cable runs with plastic tkielowns, and adopting a somewhat standardized protocol regarding
which auxiliary systems would be activated when reading the compass.

There was no solution, hewer, for the interference effects of large metallic objects within the
operating environment, anctdiations ofapproximaely four degrees were observed when passing
within 30 centi-meter§l2 in) of a large metal cabinet, for example. A final source of error was
introduced by virtue of the fact that the fluxgate compass had been mounted on the robot’s head,
so as to be as far away as possible from the effects of the drive mwodopswer distribution lines
discussed above. The exact head position could only be read to within 0.82 degrees due to the
limited resolution of the 8-bit A/D converter. In any event, an overall system error of £10 degrees
was typical, and grossly insidfent for reliable dad-reckoning calculations, which was not the
original intent of the compass.

This analog compass was later replaced by a newer digital versamtuped by Zemco, model
DE-710, which cost approxirtely $90. The system block diagram is shown in Figure 2.22. This
unit contained a built-in AB0834 A/D converter to read the amplified outputs of the two sensor
channels,and employed its own COP 421-MLA microprocessor, which drove a liquid crystal
display (LCD). All communication between the A/D converter, microprocessor, and dispkry dr
was serial in nature, with a resulting slow update rate of 0.25 Hz. TitebuCD simulated an
analog dial with arextremely coarse resolution of 2Between display increments, but provision

Amplifier  Driver

Analog

Fluxgate to Micro

sensor Oscillator digital > rocessor [ Display
convertor

Driver

Amplifier “Driver
Figure 2.22: Block diagram of ZEMCO model DE-710 fluxgate compass (courtesy ZEMCO, Inc.).
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was made for serial output to an optioretternal shift registeand associated three-digit
numerical display.

All things considered, it was determined to be more practical to discard the built-in
microprocessor, A/D converter, and LCD display, and interfacexa@arnal A/D converter directly
to the amplifier outputs as before with the analog version. Thisteglsun a decrease irupply
current from 168 to 94 mA. Power consumption turned out to be less of a factor when it was
discovered the circuitry could be powered up for a reading, and thestidated afterwards with
no noticeable effect on accuracy.

Overall system accuracy for this configuration was typically #6 degredswah a valid
comparison to the analog version is not possible since the digital modelonvased in a different
location to minimize interference from nearby circuitry. The amount of effort put into the
calibration of the two systems must also be taken into account; the calibration procedure as
performed was an iterative process not easily replicated from unit to unit withuamnitative
measure.

2.4.2.2 Watson Gyrocompass

A combination fluxgate compass and solid-state rate gackage (part numb&GM-GL00DHS-
RS232) is available frotwatsonindustries, Eau Claire, WI [WATSON]. The system contains its
own microprocessor that is intended to inéggrthe mformation from both theate gro and the
compass to provide a more stable output less susceptible to interference, witlatenratadof
40 Hz. An overall block diagram is presented in Figure 2.23.

HDG
SBloGt ‘
+ HDG
A/D
Angular RS-232
rate - interface
sensor -
<+{ D/A Damping o
) function
Bias
FI
uxgate A/D
sensor
HDG Hoald
HDG Trim (+)
HDG Trim (-)

Figure 2.22: Block diagram of Watson fluxgate compass and rate gyro combination. (Courtesy of
[WATSON].)
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The Watson fluxgate/rateygp combination balances the shortcomingsaxth type of device:
the gyro serves to fiter out the effects of magnetic anomalies iutr@iading environment, while
the compass counters the long-term drift of the gyro. Furthermore, the toroidal ring-core fluxgate
sensor is gimbal-mounted for improvadcuracy.

The Watson unit measures 6.3x474x centineters(2.5%1.75x3.0 in) and weighs only 275 grams
(10 02). This integrated package is a much more expensivéars00) than the low-cost Zemco
fluxgate compass, but is advertised to have higher accuraty @@wer supply requirements are
12 VDC at 200 mA, and the urptovides an analog voltage output as well as a 12-bit digital output
over a 2400-baud RS-232 serial link.

2.4.2.3 KVH Fluxgate Compasses

KVH Industries, Inc., MiddletownRI, offers a comgte line of fluxgate compasses and related
accessories, ranging from inexpensive unitset@dfor the individual consumer up through
sophisticated systems intended military applications [KVH]. TheC100 COMPASS ENGINE (see

Figure 2.24) is a versatile low-cost (less than $700) developer's kit that includes a microprocessor-
controlled stand-alone fluage sensor subsystem based on a two-asasdal ring-core sensor.

b A 1l

Figure 2.24: The C-100 fluxgate compass engine was tested at the
University of Michigan in a flying robot prototype. (Courtesy of
[KVH].)

Two different sensor options are offered with the C-100: 1) the SE-25 sensor, recommended for
applications with a tilt range of +16 degrees and 2) thda(BEensor, for apgiations anticipating
a titt angle of up to +45 degrees. The SE-25 sensor provides internalligigibya floating the sensor
coilin an inert fluid inside the lexan housing.The SE-10 sensor provides an additional 2-degree-of-
freedom pendulous gimbal in addition to the internal fluid suspenshe SE-25 sensor mounts on
top of the sensor PC board, while the SE-10 is suspendedtheih The sensor PC board can be
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separated as much as 122 ceatens(48 in) from the dtachable elembnics PC board with an

optional cable if so desired.

The resolution of the C100 is +0.1 degrees, with an advedisaatacy of +0.5 degrees (after
compensation, with the sensor card level) and eattility of £0.2 degrees. Sepe 180 degree
adjustments are provided fdeclinationas well as index offset (in the event the sensor unit cannot
be mounted in perfect alignment with the vehicle’s axis of travel). System damping can be user-
selected, anywhere in the rangeOdt to 24 second#tling time to final value.

An innovative automatic compensation algorithm employed I€tt@0 is largely responsible for
the high accuracy obtained by such a relativelyfwiwed system. This software routine runs on the
controlling micdoprocessor mounted on theeironics board and cectsfor magnetic anomalies
associated with the host vehicle. Three alternative user-seleptab&dures are offered:

- Eight-Point Auto-Compensation- starting from an arbitrary heading, the platform turns full
circle, pausing momentarily at approstely 45-degree intervals. No known headings are
required.

« Circular Auto-Compensation- Starting from an arbitrary position, the platform turns slowly
through a continuous 360-degree circle. No known headings are required.

» Three-Point Auto-Compensatier Starting from an arbitrary heading, the platform turns and
pauses on two additional known headings appratefg 120 degrees apart.

Correction values are stored in a look-up table in non-volatile EEPROM memory. The automatic
compensation routine also provides a quatitie indicator of the estimated quality of therent
compensation and the magnitude of any magnetic interference present [KVH Industries, 1993].

The C100 onfigured with an SE-25 coil assembly weighs just 62 grams (2.25 0z) and draws
40 mA at 8 to 18 VDC (or 18 to 28 VDC). The combined sensor &uatrehics boards measure
4.6x11 centimters(1.8x4.5 in). RS-232 (300 to 9600 baud) and NMEA 0183 digital outputs are
provided, as well as linear and sine/cosine analog voltage outputs. Displaguesity options are
also available.

2.4.3 Hall-Effect Compasses

Hall-effect sensors are based on E. H. Hall's observation (in 1879) that a DC voltage develops across
a conductor or semiconductor when in the presence of an external magnetic field. One advantage
of this technology (i.e., relative to the fllatg) is the inherent diby to directly sense a static flux,
resulting in much simpler readouteetronics. Early Hall magnet@ters could not match the
sensitivity and stability of the fluege [Primdahl1979], but the sensitivity of Hall devices has
improved significantly. The moreecent indium-antimonide devices have a lower sensitiviiy

of 10° Gauss [Lenz, 1990].

The U.S. Navy in the early 1960s showed considerable interest in a smalta@ithall-effect
compass for low-power extended operations in sonobuoys [Wiley, 1964]. A number of such
prototypes were built and delivered by Motorola for evaluation. The Motorola Hatltefbmpass
employed two orthogonal Hall elements for temperature-nulled non-ambiguous resolution of the
geomagnetic field vectoEach sensor element was fabricdt®edn a 2x2x0.Imillimeter indium-
arsenide-ferrite sandwich, and inserted between two wing-like mumetal flux concentrators as shown
in Figure 2.25. It is estiated the 5 centimeter (2 in) magnetic concentrators increased the flux
density through the sensing elements by two orders of magnitude [Wiley, 1964]. The output of the
Motorola unit was a variable-width pulse train, the width of the pulse being proportional to the
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Figure 2.25: A pair of indium-arsenide-ferrite Hall-effect sensors (one
shown) are positioned between flux concentrating wings of mumetal in
this early Motorola prototype. (Adapted from [Wiley, 1964].)

sensed magnetic heading. Excellent response linearity was reported down to flux densities of 0.001
Gauss [Willey, 1962].

Maenaka et al. [1990] report on the development of a monolithic silicon magnetic compass at the
Toyohashi University of Technology in Japan, based on two orthogonal Hall-effect sensors. Their use
of the terminology “magnetic compass” is perhaps an unfortunate misnomer in that the prototype
device was tested with an external field of 1,000 Gauss. Contrast this with the strength of the earth’s
magnetic field, which varies from only about 0.1 Gauss at the equator to about 0.9 Gauss at the poles.
Silicon-based Hall-effect sensors have a lower sensitivity limit of around 10 Gauss [Lenz, 1990]. It
is likely the Toyohashi University device was intended for other than geomagnetic applications, such
as remote position sensing of rotating mechanical assemblies.

This prototype Hall-effect magnetometer is still of interest in that it represents a fully self-
contained implementation of a two-axis magnetometer in integrated circuit form. Two vertical Hall
cells [Maenaka et al., 1987] are arranged at right angles (see Figure 2.25) on a 4.7 mm? chip, with
their respective outputs coupled to a companion signal processing IC of identical size. (Two separate
chips were fabricated for the prototype instead of a single integrated unit to enhance production
yield.) The sensor and signal processing ICs are interconnected (along with some external variable
resistors for calibration purposes) on a glass-epoxy printed circuit board.

The dedicated signal-processing circuitry converts the B-field components B, and B, measured by
the Hall sensors into an angle 0 by means of the analog operation [Maenaka et al., 1990]:

0 t 5,
= arctan— (2.15)
BY

where

0 = angle between B-field axis and sensor
B, = x-component of B-field

B, = y-component of B-field.

The analog output of the signal-processing IC is a DC voltage which varies linearly with vector
orientation of the ambient magnetic field in a plane parallel to the chip surface. Reported test results
show a fairly straight-line response (i.e., = 2 percent full scale) for external field strengths ranging
from 8,000 Gauss down to 500 Gauss; below this level performance begins to degrade rapidly
[Maenaka et al., 1990]. A second analog output on the IC provides an indication of the absolute value
of field intensity.



Chapter 2: Heading Sensors 59

While the Toyohashi “magnetic compass” prototype basedioonsHall-effect tedinology is
incapable of detecting the earth’s magnetic field, it is noteworthy nonetheless. A two-axis monolithic
device of a similar nature employing the more sensitive indium-antimonide Hall devices could
potentially have broad appeal for low-cost aggtiions on mobileobotic platforms. An alternative
possibility would be to use magnetoresistive sensor elements, which will be discussed in the next
section.

2.4.4 Magnetoresistive Compasses

The general theory of operation for AMR and GMR magnetoresistive sensors for use in short-range
proximity detection is bgnd the scope of this text. However, there are three specific properties of
the magnetoresistive magnetometer that make it well siatedgse as a geomagnetic sensor: 1) high
sensitivity, 2) directionality, rad, in the case of AMR sensors, 3) the ele&ristic “flipping” action
associated with the direction of internal magnetrati

AMR sensors have an open-loop sensitivity range 6f 10 Gauss to 50 Gauss (which easily covers
the 0.1 to 1.0 Gauss range of the earth’s horizontal magnetic field componenlijnitatd
bandwidth closed-loop sensitivities approaching 10 Gauss [Lenz, 1990]. Excellent sensitivity, low
power consumption, small package size, and decreasing cost make both AMR and GMR sensors
increasingly popular alternatives to the more conventionaldhexdesigns used inbotic vehicle
applications.

2.4.4.1 Piilips AMR Compass

One of the earliest magnetoresistive sensors to be applied to a magnetic compass application is the
KMZ10B offered by Plips Semi@nductors BV, The Netherlands [Dibburn areté?sen1983;
Kwiatkowski and Tumanski, 1986;elRersen,1989]. Thelimited sensitivity of this device
(approximately 0.1 mV/A/m with aupply voltage of 5 VDC) in comparison to the earth’s maximum
horizontal magnetic field (15 A/m) means that considerable attention must be givesrdaducing

effects of temperature amdfset drift [Petersen1989].

One way around these problems is to exploit the “flipping” phenomenon by driving the device
back and forth between its two possible magnetizatates with square-wave excitation pulses
applied to an external coil (Figure 2.26). This switclangon toggles the semss axial magnetic
field as shown in Figure 2.26a, resulting in the alternating responsactdrastics depicted in
Figure 2.26b. Since the sensdifset remains unchanged while the signal output due to the external
magnetic fieldH, is inverted (Figure 2.26a), the undesirable DC offset voltages can be eaailydsol
from the weak AC signal.

A typical implementation of this strategy is shown in Fig2r27. A 100 Hz square wave
generator is capacitively coupled to the externaltaton coil L which srrounds two orthogonally
mounted magnetoresistive sensors. The sensors' output signals are amplified and AC-coupled to a
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Figure 2.26: External current pulses set and reset the direction of magnetization,
resulting in the “flipped” response characteristics shown by the dashed line. Note
the DC offset of the device remains constant, while the signal output is inverted.
(Adapted from [Petersen, 1989].)

synchronous detector driven by the same square-wave source. The rectified DC voltages V;, and V;;,
are thus proportional to the measured magnetic field components H, and H, . The applied field
direction is dependant on the ratio of V to H, not their absolute values. This means that as long as the
two channels are calibrated to the same sensitivity, no temperature correction is required [Fraden,
1993].

2.4.5 Magnetoelastic Compasses

A number of researchers have recently investigated the use of magnetoelastic (also known as
magnetostrictive) materials as sensing elements for high-resolution magnetometers. The principle of
operation is based on the changes in Young’s modulus experienced by magnetic alloys when exposed
to an external magnetic field. The modulus of elasticity E of a given material is basically a measure
of its stiffness, and directly relates stress to strain as follows:

E-2 (2.16)

where

E = Young’s modulus of elasticity
o = applied stress

€ = resulting strain.

Any ferromagnetic material will experience some finite amount of strain (expansion or shrinkage)
in the direction of magnetization due to this magnetostriction phenomenon. It stands to reason that
if the applied stress 0 remains the same, strain € will vary inversely with any change in Young’s
modulus E. In certain amorphous metallic alloys, this effect is very pronounced.

Barrett et al. [1973] proposed a qualitative explanation, wherein individual atoms in the crystal
lattice are treated as tiny magnetic dipoles. The forces exerted by these dipoles on one another depend
upon their mutual orientation within the lattice; if the dipoles are aligned end to end, the opposite
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Figure 2.27: Block diagram_c}a two-axis magnetic compass system
based on a commercially available anisotropic magnetoresistive
sensor from Philips [Petersen, 1989].

poles attract, and the material shrinks ever so slightly. The crystal is said to exhibit a negative
magnetostriction constant in this direction. Conversely, if the dipoles are rotated into side-by-side
alignment through the influence of some external field, like poles will repel, and the result is a small
expansion.

It follows that the strength of an unknown magnetic field can be accurately measured if a suitable
means is employed to quantify the resulting change in length of some appropriate material displaying
a high magnetostriction constant. There are currently at least two measurement technologies with the
required resolution allowing the magnetoelastic magnetometer to be a realistic contender for high-
sensitivity low-cost performance: 1) interferometric displacement sensing, and 2) tunneling-tip
displacement sensing.

Lenz [1990] describes a magnetoelastic magnetometer which employs a Mach-Zender fiber-optic
interferometer to measure the change in length of a magnetostrictive material when exposed to an
external magnetic field. A laser source directs a beam of light along two optical fiber paths by way
of a beam splitter as shown in Figure 2.28. One of the fibers is coated with a material (nickel iron was
used) exhibiting a high magnetostrictive constant. The length of this fiber is stretched or compressed

Optical
D fiber ~ { 5 —F
Laser \ - Sensing leg
diode \_/ v

___— lLightcoupler —m Photodetectors

/N /N /
__/ Reference leg -/ \¥ D:

Figure 2.28: Fiber-optic magnetometers, basically a Mach-Zender interferometer with one
fiber coated or attached to a magnetoelastic material, have a sensitivity range of 10 7 to 10
Gauss. (Adapted from [Lenz, 1990].)
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in conjunction with any magnetoelastic expansion or contraction of its coating. The output beam from
this fiber-optic cable is combined in a light coupler with the output beam from the uncoated reference
fiber and fed to a pair of photodetectors.

Constructive and destructive interferences caused by differences in path lengths associated with
the two fibers will cause the final output intensity as measured by the photodetectors to vary
accordingly. This variation is directly related to the change in path length of the coated fiber, which
in turn is a function of the magnetic field strength along the fiber axis. The prototype constructed by
Lenz [1990] at Honeywell Corporation measured 10%2.5 centimeters (4x1 in) and was able to detect
fields ranging from 107 Gauss up to 10 Gauss.

Researchers at the Naval Research Laboratory (NRL) have developed a prototype magnetoelastic
magnetometer capable of detecting a field as small as 6x10~ Gauss [Brizzolara et al., 1989] using the
tunneling-tip approach. This new displacement sensing technology, invented in 1982 at IBM Ziirich,
is based on the measurement of current generated by quantum mechanical tunneling of electrons
across a narrow gap (Figure 2.29). An analog feedback circuit compares the measured tunnel current
with a desired value and outputs a drive signal to suitably adjust the distance between the tunneling
electrodes with an electromechanical actuator [Kenny et al., 1991]. The instantaneous tunneling
current is directly proportional to the exponential of electrode displacement. The most common
actuators employed in this role are piezoelectric and electrostatic, the latter lending itself more readily
to silicon micro-machining techniques.

Cantilever

Tip

Surface
Figure 2.29: Scanning tunneling microscopy, invented at IBM Zirich in
1982, uses quantum mechanical tunneling of electrons across a barrier

to measure separation distance at the gap. (Courtesy of T. W. Kenny,
NASA JPL).

The active sense element in the NRL magnetometer is a 10 centimeter (4 in) metallic glass ribbon
made from METGLAS 2605S2, annealed in a transverse magnetic field to yield a high
magnetomechanical coupling [Brizzolara et al., 1989]. (METGLAS is an alloy of iron, boron, silicon,
and carbon, and is a registered trademark of Allied Chemical.) The magnetoelastic ribbon elongates
when exposed to an axial magnetic field, and the magnitude of this displacement is measured by a
tunneling transducer as illustrated in Figure 2.30.

An electrochemically etched gold tip is mounted on a tubular piezoelectric actuator and positioned
within about one nanometer of the free end of the METGLAS ribbon. The ribbon and tip are
electrically biased with respect to each other, establishing a tunneling current that is fed back to the
piezo actuator to maintain a constant gap separation. The degree of magnetically induced elongation
of the ribbon can thus be inferred from the driving voltage applied to the piezoelectric actuator. The
solenoidal coil shown in the diagram supplies a bias field of 0.85 oersted to shift the sensor into its
region of maximum sensitivity.
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Figure 2.30: The NRL tunneling-transducer magnetometer employed a 10 cm (4 in)
magnetoelastic ribbon vertically supported in a quartz tube [Brizzolara et al., 1989].

Fenn et al. [1992] propose an alternative tunneling-tip magnetoelastic configuration with a
predicted sensitivity of 2x10™"" Gauss, along the same order of magnitude as the cryogenically cooled
SQUID. A small cantilevered beam of METGLAS 2605S2, excited at its resonant frequency by a
gold-film electrostatic actuator, is centered between two high-permeability magnetic flux
concentrators as illustrated in Figure 2.31. Any changes in the modulus of elasticity of the beam will
directly affect its natural frequency; these changes in natural frequency can then be measured and
directly related to the strength of the ambient magnetic field. The effective shift in natural frequency
is rather small, however (Fenn et al. [1992] report only a 6 Hz shift at saturation), again necessitating
a very precise method of measurement.

0.7 mm Metglas Substrate
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Figure 2.31: Top view of the single cantilevered design. (Adapted from [Fenn, et al., 1992].)

A second (non-magnetic) cantilever element is employed to track the displacement of the
METGLAS reed with sub-angstrom resolution using tunneling-tip displacement sensing as illustrated
in Figure 2.32. A pair of electrostatic actuator plates dynamically positions the reed follower to
maintain a constant tunneling current in the probe gap, thus ensuring a constant lateral separation
between the probe tip and the vibrating reed. The frequency of the excitation signal applied to the
reed-follower actuator is therefore directly influenced by any resonant frequency changes occurring
in the METGLAS reed. The magnetometer provides an analog voltage output which is proportional
to this excitation frequency, and therefore indicative of the external magnetic field amplitude.
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CHAPTER 3
GROUND-BASED RF-BeEacons aND GPS

In this chapter we discuss sensors useddtve beacon navigati. Active leacons have been
used for many centuries as a reliable and accurate rfwrarevigation. Stars can be considered as
active beacons with respect to navigation; andHighses were early man-madealbon systems.
Typical non-robotics apmationsfor active beacon navigation include marine navaygtaircraft
navigation, ace car pgormance analysis, range instrurteion, unmanned mobile target control,
mine localization, hazardousaterials mapping, dredge positioning, geodativeys, and most
recently, position location and ranggarmation for golfers [Purkey, 1994].

Modern technology has vastly enhanced the dioes of active beacon systems with the

introduction of laser, ultrasonic, and radiequency (RF) transtbers. It $iould be noted, though,
that according to ouoaversations with maufacturers, none of the RF systems can be used reliably
in indoor environments. Ground-based RF systeithevdiscussed inextion3.1.
However, the most revolutionary technology for outdoor navigation isttently completelobal
Positioning SystelfGPS). Because of the rapidly increagpogularity of GPSs we have dedted
a large portion of this chapter to this sdij Sectior8.2 explains GP&chnology, 8ction 3.3
includes a major comparative study of five different G&®iverdByrne, 1993], and &tion 3.4
presents some staté-the-art commercially available systems.

3.1 Ground-Based RF Systems

Ground-based RF positionclation systems are typically of two types:

» Passive hyperbolic linref-position phase-measurement systems that compare the time-of-arrival
phase differences of incoming signals simultaneously enfiibetd surveyed transitter sites.

« Active radar-like trilateration systems that measurertumd-trip propagation delays for a
number of fixed-reference transponders. Passive systems are generally preferable when a large
number of vehicles must operate in the same local fmeabvious reasons.

3.1.1 Loran

An early example of the first catery is seen inLoran (short for long range navigation).
Developed at MIT during World War Il, such systems compare the time of arrival of two identical
signals broadcast simultaneously from high-power tratesmsilocated atusveyed sites with a
known separation baseline. Feach finite time difference (as measured by the receiver) there is an
associatedhyperbolic line of position as shown in Figure 3.1. Two or more pairs of master/slave
stations are required to get intersectiggerbolic lines resulting in a two-dimensional (latitude and
longitude) fix.

The original implementation (Loran A) was aimed at assistimyays of liberty ships crossing
the North Atlantic in stormy winter weather. T&060 kW slave transitters were locatedomut 200
miles on either side of the mastéat®n. Non-line-of-sight ground-wave propagation at around 2
MHz was employed, with pulsed as opposed to continuous-wave transmissions to aid in sky-wave
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Figure 3.1: For each hyperbolic line-of-position, length
ABC minus length AC equals some constant K. (Adapted
from [Dodington, 1989].)

discriminaton. The time-of-arrival difference was simply measured asateeall separation of the
two pulses on an oscilloscope display, with a typacaluracy of around 1 ps. This numerical value
was matched to thepproprate line of position on a special Loran chart of theorggand the
procedure then repeatéat another set of transtters. For disaminationpurposes, four different
frequencies were used, 50 kHz apart, with 24 different pulse repetition rates in timoriegd of
20 to 35 pulses per second [Dodington, 1989]. In situations where the hyperbolic linestaters
more or less at right angles, the resulting (best-case) accuracy was about kfekilom

Loran A was phased out in the early ‘80s in favor of Loran C, which achieves much longer over-
the-horizon ranges through use of 5 MW pulses radiaded 400-neter(1300 ft) towers at a lower
carrier frequency of 100 kHz. For improvadcuracy, the phase differences of the first three cycles
of the master and slave pulses are tracked by phase-lock-loopsacé¢her and enverted to a
digital readout, which is again cross-referenced to a preprinted chart. Effective operational range is
about 1000niles, with best-casaccuracies in the neighborhood of 106ters(330 ft). Coverage
is provided by about 50 trandteir sites to all U.S. coastal waters and parts of the North Atlantic,
North Pacific, and the Mediterranean.

3.1.2 Kaman SfiencesRadio Frequency Navigation Grid

The Unmanned Vehicle Control Systems Group of Kaman Sciences Corporation, Colorado Springs,
CO, has developed a scaled-down version of a Loran-type hyperbolic possamioosystem
known as th&adio Frequency Navigation Gr{RFNG). The original application in the 1at870s
involved autonomousute control of unmanned mobile targets used in live-fire testing of the laser-
guided Copperhead dtry round [Stokes, 1989]. The various remote vehicles sense their position
by measuring the phase differences in received sifioasa master transther and two slaves
situated at surveyed sites within a 30°km (18.75 mi ) area as shown in Figure 3.2. System resolution
is 3 centimeterg€l.5 in) at a 20 Hz ude rate, resulting in a vehicle positioning repeityalbf 1
meter(3.3 ft).

Path trajectories are initially taught by driving a vehicle over the desired route and recording the
actual phase differences observed. This file is then played back at run time and compared to
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measured phase difference values, with vehicle steenngeskin an appropte manner to null

any observed error signal. Velocity of advance isally controlled by the speed of file playback.
Vehicle speeds in excess of 50 km/h (30 mph) are supported over path lengths of up toet&rkilom
(9.4 mi) [Stokes1989]. Multiple canned paths can be stored and changed remotely, but vehicle
travel must always begin from a known start point due to an inherente#e3s(20 ft) phase
ambiguity interval associated with the giiglyrne et al., 1992].

The Threat Array Control and Treking Information Cente(TACTIC) is offered by Kaman
Sciences to augment the RFNG by tracking and displaying¢héda and orientation of up to 24
remote vehicles [Kaman, 1991]. Real-time telemetry and recording of vehicle heading, position,
velocity, status, and other designated parameters (i.e., fuel level, oil pressure, battery voltage) are
supported at a 1 Hz update rate. The TACTIC operator has direct control over engine start,
automatic path playback, vehicle pause/resume, and emergency halt functions. Non-line-of-sight
operation is supported through use of a 23.825 MHz grid frequency in conjunction with a 72 MHz
control and communications channel.

Figure 3.2: Kaman Sciences 1500 W navigation grid is a scaled-down version of the LORAN concept,
covering an area 8 to 15 km on a side with a position-location repeatability of 1 m. (Courtesy of Kaman
Sciences Corporation.)

3.1.3Precision Location Tracking and Telemetry System

Precision Technology, Inc., of Saline, MI, hasently intoduced to the automotive racing world

an interesting variation of the conventional phase-shift measurement approach (type 1 RF system).
The company'®recision Locatioriracking and telemetry systeamploys a number of recehamly
antennae situated at fixed locationr®und a acetrack to monitor a contious sine wave
transmission from a moving vehicle. By comparing the sigeasived by the various antennae to

a common reference signal of identical frequency generated at the base stétive changes in

vehicle position with respect to each antenna can be infemedresulting shifts in the reeptive
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phase relationships. The 58 MHz VHF signal allows for non-line-of-sight operation, with a resulting
precision of approxi@tely 1 to 10 centimete(8.4 to 4 in) [Duchnowski, 1992]. From a robotics
perspectiveproblems with this approach arise when more than one vehicle must be tracked. The
system costs $200,000 to $400,000, depending on the numtemedfars used. Aceding to
Duchnowski, the system is not suitable for indoor operations.

3.1.4 MotorolaMini-Ranger Falcon

An example of the active tragpendercate@ry of ground-based RF positioncltion techniques is
seen in thélini-Ranger Falcorseries of range positioning systems offered by the Government and
Systems Technology Group of Motorola, Inc, Scottsdale, AZ [MOTOROLA]. Hédeon 484
configuration depicted in Figui®3 is capable of measuring line-of-sight distances from Xi@ns

(328 ft) out to 75 kiloraters(47 miles). An initial calibration is pgormed at a known kation to
determine theurn-around delay (TAD) foeach trangonder (i.e., the time required to transmit a
response back to the interrogator afereipt of interogation). Theactual distance between the
interrogator and a given transponder is found by [Byrne et al., 1992]:

Display transceiver Site | Site 4 |
unit E
"Dgga] I o0 o

K i

Optional Optional |
computer plotter
Site 2 Site 3

Figure 3.7: Motorola's Mini-Ranger Falcon 484 R position-location system provides 2 m (6.5 ft) accuracy over
ranges of 100 mto 75 km (328 ft to 47 mi). (Courtesy of  MOTOROLA].)

oof]

D - (T,-T)c

(CHY
2

where

D = separation distance

T, = total elapsed time

T4 = transponder turn-around delay
c = speed of light.

The MC6809-based range processor performs a least-squares position solution at a 1-Hz update
rate, using range inputs from two, three, four, or 16 possible reference transponders. The individual
reference stations answer only to uniquely coded interrogations aradeope2-band (5410 to 5890
MHz) to avoid interference from popular X-band marine radars [Motorolaatadfl Up to 20
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mobile users can time share fhacon 484system (50 ms per user maximum). System resolution
is in tenths of units (m, ft, or yd) with a rangecuracy of 2 mete($.5 ft) probable.

Power requirements for the fixedeltion reference stations are 22 to 32 VDC at 13 W nominal,
8.5 W standby, while the mobile rangecessor and its associated transmitéeeiver and display
unit draw 150 W at 22 to 32 VDC. The Falcon system comes in different, custommdegiations.
Complete system cost$55,000 to $100,000.

3.1.5 Haris Infogeometric System

Harris Technologies, Inc., [H][ Clifton, VA, is developing a ground-based R positiocaion and

communications strategy wherein moderately prioéogeometriqlG) devices cooperatively form

self-organizing instrumentation and communication eks [Harris, 1994]Each IG device in the

network has full awareness of the identity, lomatiand orietation of all other IG devices and can

communicate with other such devices in both party-line and pmipbint commurgation modes.
The IG devices employ digital code-division-multigleeess (DMA) spread-spctrum R

hardware that provides the following functional calads:

» Network level mutual autocalibration.

» Associative lgation and orientation tracking.

+ Party-line and point-to-pointada communications (with video and audio options).

» Distributed sensor data fusion.

Precision position location on the move is based on high-speed range trilatiecatidixed
reference devices, a method commonly employed in many instramoentest ranges and other
tracking system applications. In this approadch beacon has an extremely accurate internal clock
that is carefully synchronized with all otheedzon clocks. A time-stamped (coded) R signal is
periodically sent by each transmitter. The receiver is also equipped with a precision clock, so that
it can compare the timing information and time of arrival of the incoming signals to its internal clock.
This way, the system is able to accurately measure the signals' time of flight and thus the distance
between the receiver and the three beacons. Thisotheknown as “differential tation
regression” [Harris, 1994] is essentially the same as tagihg method used in global positioning
systems (GPS).

To improve accuracy oveuoent rangedteration schemes, the HTI systenoiporates mutual
data communications, permitting each mobile user access to the time-tagged range measurements
made by fixed reference devices and all other mobile users. This additional network-level range and
timing information permits moraccurate time symeonization among device clocks, and automatic
detection and compensatitor uncalibated hardware delays.

Each omnidirectional BMA spread-spctrum “geometric” transmission uniquely identifies the
identity, locaton, and orietation of the transmittingagirce. Typically the available geometric
measurement update rate is in exces000 kHz. Harris quotes atéction radius 0500 neters
(1640 ft) with100 mW peak power transit@rs. Larger ranges can be achieved witbngfer
transmitters. Harris also perts on “centirater-class repeatéity accuracy” obtained with a
modified transmitter called an “Interactive Beac Tracking and commuacations at operating
ranges of up to 20 kilometef®2.5 mi) are also supported by higher transmission power levels of 1
to 3 W. Typical “raw data” measurement resolution and accuracies are cited ir3.Iable

Enhanced tracking accuracies fores¢éd applications can Ipeovided as cited in Table 3.2. This
significant improvement in performance is provided by senata filision algorithms that exploit the
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high degree of relational redundancy that is abtaristicfor infogeometric network measurements

and communications.
Infogeometric enhancement algorithms also provide the following diipab

» Enhanced tracking in multipath and clutter — permits precisbntics tracking even when
operating indoors.

- Enhanced near/far interference reduction — permits shared-spectrum operations in potentially
large user networks (i.e., hundreds to thousands).

Table 3.1: Raw data measurement Table 3.2: Enhanced tracking resolution
resolution and accuracy [Everett, 1995]. and accuracies obtained through sensor
data fusion [Everett, 1995].
Parameter Resolution Biasing Parameter Resolutio Biasing
Range 1 5m n

3.3 16.4ft Range 0.1-0.3 0.1-0.3m
Bearing (AZ, E|) 2 2° 0.3-0.9 0.3 - 0.9ft
Orientation (Az) 2 2° Bearing 05-1.0 0.5-1.0°
Orientation 05-1.0 05-1.0"

Operationally, mobile 1G networks support precision tracking, contations, and command
and control among a wide variety of potential user devices. A conipfegeometric Positioning
System is commercially available from [HTI], at a cost of $30,000 or more (depending on the
number of transmitters requdk In conversation with HTI we learned that the system requires an
almost clear “line of sight” between the transmitters and receiveradboi appktations, the
existence of walls or columns obstructing the path will dramatically reducetbetidon range and
may result in erroneous measurements, due to multi-paéttiefis.

3.2 Overview of Global Positioning Systems (GPSs)

The recent Navstar Global Positioning System (GPS) developed as a Joint Services Program by the
Department of Defense uses a constellation of 24 satellites (including three spares) orbiting the earth
every 12 hours at a height of about 10,900 nautidak. Four satellites are located in each of six
planes inclined 55 degrees with respect to the plane of the earth’s equator [G888]g;,The
absolute three-dimensional location of any GPS receiver is determnoegh simple trdteration
techniques based on time of flight for uniquely coded spreackigpn radio signals transmitted by
the satellites. Precisely measured signal propagation times are convenpsdutioranges
representing the line-of-sight distances betweendbeiver and a number of reference Kitds in
known orbital positions. The measured distances have to be adjustedeiver clocloffset, as will
be discussed later, hence the term pseudoranges. Knowingatttedestancdrom the ground
receiver to three satellites theoretically allows for calculatiorecéiver latitude, longitude, and
altitude.

Although conceptually very simple (seeyitd, 1993]), this design philosophy introduces at least
four obvioustechnical challenges:
« Time syntironization between individuaatellites and GPS receivers.
+ Precise real-time location of s#ite position.
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» Accurate measurement of sigpabpagation time.
- Sufficient signal-to-noise ratio for reliable operation in the presence of interference and possible
jamming.

The first of these problems is addressed through the use of atomic clocks (relying on the vibration
period of the cesium atom as a time reference) on each of thitesate generate time ticks at a
frequency of 10.23 MHZach satlite transmits a periodic pseudo-random code on two different
frequencies (designated L1 and L2) in the internationally assigned navigational frequency band. The
L1 and L2 frequencies of 1575.42 and 1227.6 MHz are géseby multiplying the cesium-clock
time ticks by 154 and 128, resgtively. The individual saliée clocks are monitored by dedicated
ground trackingtations operated by the Air Force, and cambiusly advised of their measured
offsets from the ground masteason clock. High precision in this regard is critical since electro-
magnetic radiation propates at the speed of lightughly 0.3 neters (1 ft) per nanosed.

To establish the exact time requirfed signal propagation, an identical pseudocode sequence is
generated in the GPS receiver on trmugd and compared to theceived codérom the sitellite.

The locally generated code is shifted in tichéring this comparison process until maximum
correlation is observed, at which point the induced delay represents the time of arrival as measured
by the receiver’s clock. Theroblem then becomes establishing the relationship between the atomic
clock on the satellite and the inexpensive quartz-crystal clock employed in the GPS receiver. This
AT is found by measuring the range to a foudtelite, resulting in four independent atération
equations with four unknowns.ebails of the mathematics involved are presented by Langley
[1991].

The precise real-time location of satellite position is determined by a number of widely distributed
tracking and telemetry stations argeyed l@ations aound the world. Referring to Figure 3.4, alll
measured and received data @yevarded to a mastetation for analysis and referenced to
universal standard time. Change orders and signal-codirgctions are generated by the master
station and then sent to the diggecontrol facilitiesfor uploading [@tting,1993]. In this fashion
the satellites are continuously advised of their current position as perceived by the earth-based
tracking stations, and encode taghemerignformation into their L1 and L2 transmissions to the
GPSreceivers. (Ephemeris is thasp vehicleorbit chaacteristics, a set of numbers that precisely
describe the vehicle's orbit when entered into a specific group of equations.)

In addition to its own timingffset and orbital informatioreach satéte transmits data on all
other satellites in the constellation to enable anymd eceiver to build up an almanac after a “cold
start.” Diagnostic information with respt to the status of certaamboard systems and esgied
range-measurement accuracy is also included. This collectieeisekeeping” message is
superimposed on the pseudo-random code modulation at a very low (50 lita/sateé, and
requires 12.5 minutes for compé downloading [Ellowitz1992]. Timing offset and ephemeris
information is repeated at 30 s&xal intervals during this procedure toifiéate initial pseidorange
measurements.

To further comptate matters, the sheer length of the uniquagssode segment assigned to
each individual Navstaragellite (i.e., around 6.2 illron bits) for repetitive transmission can
potentially cause initial synchronization by the groueckiver to take considerable time. For this
and other reasons, each faéebroadcasts two different non-interfering pseudocodes. The first of
these is called theoarse acquisitionor C/A code, and is transmitted on the L1 frequency to assist
in acquisttion. There are 1023 different C/A code;h havind.023 chips (code bits) repted1l000
times a second [&ting,1993] for an eféctive chip rate 01.023 MHz (i.e., one-tenth the cesium
clock rate). While the C/A code alone can be employed by civilian users to obtain a fix, the resultant
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Figure 3.4: The Navstar Global Positioning System consists of three fundamental segments: Space, Control,
and User. (Adapted from [Getting, 1993].)

positional accuracy is understandably somewhat degraded. The Y code (formerly the precision or
P code prior to encryption on January 1st, 1994) is trateshon both the L1 and L2 frequencies

and scrambled foreception by atorizedmilitary users only with pproprate eyptographic keys

and equipment. This encryption also ensb@sa fiderecipients cannot be “spoofed” (i.e.lwot
inadvertently track false GPS-like signals transmittedrifyiendly forces).

Another major difference between the Y and C/A code is the length of the code segment. While
the C/A code is 1023 bits long and eayps everynillisecond, the Y code is 2.35x10 bits long and
requires 266 days to congpé [Ellowitz,1992].Each satkite uses a one-week segment of this total
code sequence; there are thus 37 unique Y cfidesip to 37 atellites) each consisting of
6.18x1% code bits set to repeat at midnight onr8aty ofeach week. The higher chip ratel®.23
MHz (equal to the cesium clock rate) in the precision Y code results in a chip wavelength of 30
meters for the Y code as compared to 3@dersfor the C/A code [Ellowitz, 1992], and thus
facilitates more precise timaf-arrival measurement fonilitary purposes.

Brown and Hwang [1992] discuss a number of potentialgm@nge error sources as summarized
below in Table 3.3. Positional uncertaintiesated to the reference shites are clearly a factor,
introducing as much as 3eters(9.8 ft) standard deviation in pseudo-range measureacentacy.

As the radiated signal propagates downward toward the earth, atmospheric refraction and multi-path
reflections (i.e., from clouds, land masseatev sirfaces) can increase the perceived time of flight
beyond that assaatied with the optimal straight-line path (Fig3:8).

Additional errors can be attributed tagp delay uncertainties introduced by the processing and
passage of the signal through tlagedlite electronics. &ceiver noise and resolution must also be
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taken into account. Motazed [1993] reports fairly significant differences of 0.02 to 0.07 arc minutes
in calculated latitudes and longitudes for two identical C/A-code receivers placed side by side. And
finally, the particular dynamics of the mobile vehicle that hosts the GPS receiver plays a noteworthy
role, in that best-case conditions are associated with a static platform, and any substantial velocity and

acceleration will adversely affect the solution.
For commercial applications using  Table 3.3: Summary of potential error sources for measured

the C/A code, small errors in timing pseudoranges [Brown and Hwang, 1992].
and satellite position have been delib- Error Source Standard Deviation
erately introduced by the master sta- [m] [f]

tion to prevent a hostile nation from Satellite p95iti°n _ 3 29
using GPS in support of precision Ionosphenc.refractloln 5 16.4
weapons delivery. This intentional Tropospheric refraction 2 6.6
degradation in positional accuracy to Multlp?th reﬂc‘ectlc.J.n v 16.4

Selective availability 30 98.4

around 100 meters (328 ft) best case
and 200 meters (656 ft) typical spher-
ical error probable (SEP) is termed
selective availability [Gothard, 1993]. Selective availability has been on continuously (with a few
exceptions) since the end of Operation Desert Storm. It was turned off during the war from August
1990 until July 1991 to improve the accuracy of commercial hand-held GPS receivers used by
coalition ground forces.

There are two aspects of selective availability: epsilon and dither. Epsilon is intentional error in
the navigation message regarding the location (ephemeris) of the satellite. Dither is error in the timing
source (carrier frequency) that creates uncertainty in velocity measurements (Doppler). Some GPS
receivers (for example, the Trimble ENSIGN) employ running-average filtering to statistically reduce
the epsilon error over time to a reported value of 15 meters SEP [Wormley, 1994].

At another occasion (October 1992) SA was also turned off for a brief period while the Air Force
was conducting tests. Byrne [1993] conducted tests at that time to compare the accuracy of GPS with
SA turned on and off. The static measurements of the GPS error as a function of time shown in
Figure 3.6 were taken before the October 1992 test, i.e., with SA "on" (note the slowly varying error
in Figure 3.6, which is caused by SA). By contrast, Figure 3.7 shows measurements from the October
1992 period when SA was briefly "off."

—%

Figure 3.5: Contributing factors to pseudorange measurement errors:
a. atmospheric refraction; b. multi-path reflections [Everett, 1995].
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Figure 3.6: Typical GPS static position error with SA "On." (Courtesy of [Byrne,

1993].)
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Figure 3.7: Typical GPS static position error with SA "Off". (Courtesy of Byrne

[1993)]).
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All of the error sources listed in Table 3.3 are further influenced by the particular geometry of the
four reference satellitestane of sighting. Igoring time synchronization needs for the moment (i.e.,
so only three satellites are requlyethe mostaccurate three-dimensional trilater-ation solutions will
result when the bearing or sight lines extending from ¢lgeiver to the respective skites are
mutually orthogonal. If the satellites are spaced close together in a tight cluster or otherwise arranged
in a more or less collinear fashion with respto the receiver as shown in Fig3t8, the desired
orthogonality is lost and the solution degrades accordingly.

Terms used to describe the strength of the position fix based on the geometry Ditluotet
of Precision(DOP),Horizontal Dilution of PrecisiofHDOP),Geometric Dilution of Precision
(GDOP),Position Dilution of PrecisiofPDOP),Time Dilution of PrecisiofTDOP), andVertical
Dilution of Precision(VDOP). The various DOPs are error multipliers thataatk the accuracy
of a particular type of position fix based on a certain pseudo-range error. For instance, if the pseudo-
range measurements are accurate to 10 m@eit) and theHDOP is equal t&.5, the horizontal
position accuracy would be 10 x 3.5 = 36ters(100 ft). A PDOP of 2 or 3 is fairly good, while a
PDORP of 10 is not so good. Certain geometries can cause the DOP to become very large (infinite).
Two useful DOP identities are shown in Equations (3.2) and (3.3).

PDOP = VDOP + HDOP (3.2)

Acronyms used in this section

GDOF = PDOP + TDOP (3.3) | DOP dilution of precision
GDOP geometric dilution of

Kihara and Okada [1984] show that the minimu rrﬂgcoiijonhorizomal diution of precision
achlevable (best-.case) value fGDOP is 1.5811.. This | opop st el 60 Eassi
optimal constellation occurs when the four required GP$pop  Time dilution of precision
satellites are symmetrically located with an anglé@¥.47 | VDOP vertical dilution of precision
degrees between adjacent bearing lines as shown S$# selective availability
Figure 3.9.

With the exception of multi-path effects, all of threce
sources listed in Table 3.3 above can be essentimtinated hrough use of a pcticeknown as
differential GPSDGPS). The concept is based on the premise that a seconegc&R@rrin fairly
close proxmity (i.e., within 10 km —6.2 mi) to the first Wl experience basically the same e
effects when viewing the same reference satellites. If this seeortver is fixed at a precisely

Figure 3.8: Worst-case geometric dilution of precision (GDOP) errors
occur when the receiver and satellites approach a collinear configuration as
shown [Everett, 1995].
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surveyed loation, its calcudted solution can be
compared to the known position to geater a Z
composite error &ctor representative of pralag
conditions in that immedte locale. This differen-
tial correction can then be passed to the first _
receiver to null out the unwanted effects, effec-
tively reducing position error for commercial =
systems to well under 10eters.

The fixed DGPS reference station transmits
these correction signals every twddor minutes
to any differential-capable receiver within range. Y
Many commercial GPS receivers are available with —
differential capability, and most now follow the
RTCM-104 standard developed by the Radio e,
Technical Commission for Maritime Services to X
prom_ote Inter_Operalhy' Pricesfor DG_PS-capabIe Figure 3.9: GDOP error contribution is minimal for
mobile receiversun about $2K, while the refer- four gps sateliites symmetrically situated with
ence stations cost somewhere betwgHIK and respect to the receiver (at origin) along bearing
$20K Magnavox is Working with CUE Network“nes 109.47° apart [Kihara and Okada, 1984].
Corporation to market a nationwide network to
pass differential corrections over an FM link to paid subscribers [GP&R&992].

Typical DGPS accuracies are around 4 todders(13 to 20 ft) SEP, withdtter peformance
seen as the distance between the mobile receivers and the fixed reference station is decreased. For
example, the Coast Guard is in the process of implemeditifeyential GPSn all major U.S.
harbors, with an exgrted accuracy ofraund 1 neter(3.3 ft) SEP [@tting,1993]. A differential
GPS system already in operation at O’Hare International Airport in Chicago has deneahstat
aircraft and service vehicles can be located to 1 nfdt8rft). Surveyors use differential GPS to
achieve centimeter accuracy, but this practice requires significapr@osssing of the collected
data[Byrne, 1993].

An interesting variant of conventional DGPS is reported by Motazed [1993] in conjunction with
the Non-Line-of-Sight. eader/Follower (NLOSLFprogram underway at RedZone Robotics, Inc.,
Pittdourgh, PA. The NLOSLF operational scenario involves a number of vehicles in a convoy
configuration that autonomously follow a lead vehicle driven by a human opdrath on-road and
off-road at varying speeds and separation distanceasclnique to which Motazed refers as
intermittent stanary base differential GPiS used to provide global referencing for purposes of
bounding the errors of a sophistted Kalma-filter-based GPS/INS position estimation system.

Under this innovative concept, the lead and final vehicle in the convoyateas fixed-
reference differential GPS base stations. As tmvay moves out from a knowndation, the final
vehicle remains behind to provide differential eations to the GPS receivers in the rest of the
vehicles. After traversing a predetermined distance in thisoiastiie convoy is halted and the lead
vehicle assumes the role of a differential referenceostaproviding enhancedccuracy to the
trailing vehicle as it catches up to the pack. During this time, the lead vehicle takes advantage of on-
site dwell to further improve theccuracy of its own fix. Once the last vehicle joins up with the rest,
the base-station roles are reversed again, andthayg resumes transit in “inchworm” fashion
along its intended route. Disadvantages to this approach include the need fottenéstops and
the accumulating ambiguity in actual location of thpanted referenceation.
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Recall the Y-code chip rate is directly equal to thellgateesium clock rate, at0.23 MHz.
Since the L1 carrier frequency of 1575.42 MHz is gatext by multiplying the clock output kb4,
there are consequently 154 carrier cycles for every Y-code chip. This implies even higher
measurement precision is possible if the time of arrival is somehow referenced to the carrier instead
of the pseudocode itself. Such codeless interferometric differential GPS schemes measure the phase
of the L1 and L2 carrier frequencies to achieve centimeter accuracies, but they must start at a
known geodetic loation and typically require long dwell times. The Army’s Enginegyobraphic
Laboratories (ETL) is in the process of developing a carrier-phase-differential system of this type
that is expected to provide 1 to 3 certtars(0.4 to 1.2 inaccuracy at a 60-Hate when finished
sometime in 1996 [McPherson, 1991].

A reasonable extraction from the open literature of achievable position accuracies for the various
GPS configurations is presented in Table 3.4. The Y code has dual-frequency estimation for
atmospheric refraction and no S/A error componerdcsaoracies are better thanrstealone single-
frequency C/A systems. Commercial DGPS accuracy, however, excesdisistaemilitary Y-code
accuracy, particularly for small-area applions such asrgiorts. Differential Y code is currently
under consideration and mayolve the use of aasellite to disseminate th@wections over a wide
area.

Table 3.4: Summary of achievable position accuracies for various
implementations of GPS.

GPS Implementation Method Position Accuracy
C/A-code stand alone 100 m SEP

(328 ft)
Y-code stand alone 16 m SEP

(52 ft)
Differential (C/A-code) 3 mSEP

(10 ft)
Differential (Y-code) unknown (TBD)
Phase differential (codeless) 1cm SEP

(0.4 in)

A typical non-differential GPS was tested by Cooper and Durrant-White [1994] and yielded an
accumulated positiorrer of over 40 reters(131 ft) after extensive filtering.

Systems likely to provide the bestcuracy are those that combine GPS with Inertial Navigation
Systems (INS), because the INS position drithasinded by GPS cactions [Motazed1993].
Similarly, the combination of GPS wittdometry and a compass was proposed by Byrne [1993].

In summary, the fundamental problems asseci with using GPf&r mobile robot navigation
are as follows:

+ Periodic signal blockage due to foliage and hilly terrain.
+ Multi-path interference.
+ Insufficient positionaccuracy for primary (stand-alone) navigation systems.

Arradondo-Perry [1992] provides a comprehensive listing of @e8&iver equipment, while
Byrne [1993] presents a detailed evaluation efggenance for five popular models. Parts of Byrne's
performance evaluation has been adafr@a the original report for inclusion in this survey as
Section3.3.
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3.3 Evaluation of Five GPS Receivers by Byrnelp93]

In 1992 and 1993 Raymond H. Byrne at the Advanced Vehicle Development Department, Sandia
National Laboratories, Albuguerque, New Mexico cartdd a series ohidepth comparison tests

with five different GPS receivers. His results were originailiplished in September 1993 as Sandia
Report SAND93-0827 UC-515. With permission of the author we have reproduced and adapted
parts of that report in thigstion.

3.3.1 Project Goals

The intent of Byrne's study was to compare the performance of a particular two-channel,
sequencing GPS receiver (a 10 year old, outdated Magré®00) to that of newer five- and six-
channel parallel receivers. The parallel chanee¢ivers used in thisusty were sedcted basedpon
availability, cost, size, anegceiver specifications.

The receivers tested are listed in TaBl6. The "original equipment mamadturer" (OEM)
receivers are single board GPS devices that are meant to batmedeigto a system @roduct. The
Trimble and Magnavox 640@ceivers are "integrated" commergabducts.

Table 3.5: GPS receivers tested. (Courtesy of Byrne [1993]).

Receiver Description

Magnavox 6400 (10-year old 2-channel, sequencing receiver, receiver in
system, outdated) current system, integrated system
Magellan OEM GPS Module 5-channel GPS receiver, OEM type
Magnavox GPS Engine 6-channel GPS receiver, OEM type
Rockwell NavCore V 5-channel GPS receiver, OEM type
Trimble Placer 6-channel receiver, Integrated System

The performance of the current GRSeiver was tested along withur commercially available
receivers. The experiments includedtE as well aslynamic testing. The results of these tests are
presented in the following section.

3.3.2 Test Methodology

Many parameters may be measured when comparing GPS receivers. &8c2dndiscusses the
parameters that were chosen to compare thierpgance of Sandia's old Magnavox 6400 GPS
receiver to newer commerciaff the-shelf units. &tion3.3.2.2 describes the test fixture hardware
developed to gather GPS ddtam the five different eceivers, and the poptocessing of the
gathered data is discussed in Sec8d12.3.
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3.3.2.1 Paramters tested

In the experiments performed at Sandia National Laboratories testing focused on receiver sensitivity,
static accuracy, dynam@&ccuracy, number of satellites tracked, and time-to-first-fix. The tests
aimed at evaluating the five different GPS receivers in both statidyaraanic environments. This
section discusses the parameters tested and the rationalizatitosing these paraters.

For many navigation applications time-to-first-fix is an important patamThe older Magnavox
6400 eceiver can take up to 30 minutes to initialize and lock ontcatiedlite signals before it starts
navigating. However, all of the newer receivers advertise fast position fixes, usuddly one
minute, if the receiveknows its position to within several hundmdes. This is often referred to
as a "warm start." The difference between a 30-second first fix and a 2-minute first fix is not that
important for most apmations. However, 1 to 2 minutes is a gregiriovement over 30 minutes.
Although this paramter was not explicitly measured, attention was paid to tirfest-fix to
confirm that the neweerceivers were meeting tiggioted specification.

The number of satellites tracked ardeiver sensitivity are also partant parameters. The more
satellites tracked, the less likely an obstruction of one or mortiteateiill result in a loss of
navigation. Also, a more sensitiveceiver is less likely to be affected by foliage and other
obstructions that reduce signal strengths. The receiver sensitivity is affected by the type of antenna
used and the type of cabling. Some antennas have higher gains than others, different cables have
different attenuation characteristics, and longer cables cause greater signal attefini
navigation mode, two-dimensional (2D-mode) or three-dimensional (3D-mode), is affected by the
number of satellites visible. Provided that the geometry resultsan@ptable DOP, a minimum
of four satellites are necessary for three-dimensional navigation. Additiatelites may be used
to achieve a more robust position fix. If foatallites are in view, but the DOP is higher than a
certain threshold, many receiversl switch to two-dimensional navigation.

Ideally, measuring the signal-to-noise ratio in teeeiver and the number of diites being
tracked would yield the most insight into receiverfpegnance. However, this information is usually
buried in several different data packitsany given eceiver. For some receivers, tmgrmation
is not always available (the Trimble Placer does not output signadise ratio or the number of
satellites tracked for example). Thiene, a compromise was made and packets were requested that
contained the position fix as well as the navigation mode or number of satellites tracked. Usually this
data was contained in the same data packet. This reduceddbetarhdata stored and simplified
the data analysis. Theformation gathered fromach receiver is listed in TalBe6.

Differences in navigation modes can be caused by several factors; these include differences in
number of satellites being tracked, differences in the DOP value that cause a switch from 3D-mode
to 2D-mode navigation, and differencesatedlite mask angles and receiver/antenna sensitivity. The
DOP settings and mask angles are knowreéwh receiver, so the navigation mode dallatow
comparing the number of satellites tracked and receiver/antenna sensitivity asformagnee
criterion. Although the navigation modeatd lumps several factors together, it does give a
comparison of overall receiver/antennafpamance.

As mentioned in the previous sextj the antenna and cable choiceet$ the pgormance of
the GPS receiver. The antennas usedhe GPS testing were supplied with teeeiver or OEM
evaluation kit, The cabling was also supplied with the exception of the Magnavox GPS Engine.
Therefore, the performance of the antenna and cabling was lumped together with the overall GPS
system because eachmuéacturer recommends (or provides) antennas and cabling.
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Table 3.6: Summary of data analyzed (Courtesy of [Byrne, 1993].)

Receiver Data Gathered

Magellan Latitude, longitude.
Number of satellites used - implies navigation mode (none, 2-D, or 3-D).

Magnavox GPS Engine Latitude, longitude.
Navigation Mode (none, 2-D, or 3-D).

Rockwell NavCore V Latitude, longitude, navigation mode (none, 2-D, or 3-D).
Number of satellites tracked also available from raw data.

Magnavox 6400 Latitude, longitude
Number of satellites tracked.

Trimble Placer Latitude, longitude.
Navigation Mode (none, 2-D, or 3-D).

Other performanceattors include the amount of filtering in a GR8eaiver. Excessive filtering
reduces the amount of variance in the position and veloatt, 8ut also slows the mmse of the
receiver. Excessive filtering will cause aceiver to output irarrect positions when starting,
stopping, or turning sharply. In apgditions where the GPS datpiecessed off board and needs
to be transmitted via RF-link to a central computer, this typerof & not very importantdcause
the delay introduced by the commeatiion link wil probably be much gater than the delay
introduced by filtering in theeceiver.

Parameters that were not analyzed in the Sandia experiments are velocity and heading accuracy,
because in Sandia's agltion (and many other typical mobilebot navigation tasksiccurate
velocity information was already available from odometry. Heading information that would be
required for dead reckoning is not needed while GPS is functional.

Another easy-to-measure performance criteriotaicsposition accuracy. This parameter was
measured by placing the GPS receivers aingeyed leation and taking dafar approxinately 24
hours. Although in typical apgiation the receivers are moving most of the time, the static accuracy
does give a good idea of theceivers' position accuracy capiibs. The pararaters measured and
the performance insights gained from these measurements are summarized in Table 3.7.

In summary, the GPS testing performed for this gubjconsisted of storing position and
navigation mode data from five different GR8eiverdor both satic anddynamic tests. Thdatic
testing providesnformation about thetatic position accuracy as well as the sensitivity of the
receiver and antenna if DOP switching is taken adocount. The dynamic testing mostly provides
information dout the eceiver/antenna sensitivity and the receiveriityalio recover from
temporary obstructions (taking infmcount DOP switching). The dynamic testing also provides
some qualitative information about positiaocuracy by comparing plots of the data pdirdas the
various receivers.
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Table 3.7: Summary of parameters measured and performance areas evaluated. (Courtesy of [Byrne, 1993].)

Parameter measured Performance evaluated by that parameter

Time-to-first-fix How quickly a receiver starts navigating. Not explicitly measured, but
qualitatively considered.

Static position accuracy Static accuracy and insight into overall accuracy.

Static navigation mode — Taking into account DOP switching, gives insight into receiver/antenna
Number of satellites tracked sensitivity.

Dynamic position plots Some accuracy information is obtained by comparing different data plots

taken while driving down the same section of road. Most of this analysis is
qualitative though because there is no ground-truth data for comparison.

Dynamic navigation mode Taking DOP switching into account gives insight into the sensitivity of the
receiver/antenna and the rate with which the receiver recovers from
obstructions.

3.3.2.2 Test hardware

The GPS receivers tested use a serial interffaceommuncating position nformation. The
Magnavox 6400aceiver communicates using#32 serial communoations, while the othdour
receivers use the RE32 commurgations standd. The RS-422 and RS-232 standards for data
transmission are compared in Table 3.8.

For the short distances involved in transmitting GR@flom the eceiver to a computer, the
type of serial communications is notpgortant. In fact, everhbugh RS-232 commurations are
inferior in some ways to RS422, R32 is easier to work withdzause it is a more common standard
(especially for PC-type computers).

A block diagram of the overall GPS test system is shown in Figure 3.10. Figure 3.10 depicts the
system used for dynamic testing where power was supplied from a 12attalybFor the atic
testing, AC power was available with an extension cord. Therefore, the computer supply was
connected directly to AC, while the +12 Volts for the GP&ivers was generated using an AC-DC
power supply for thetatic test.

The GPStest fixture was set up in a Chevrolet van with an extended rear for additional room. The
GPS antennas were mounted on aluminum plates that where attached to the van with magnets. The
Rockwell antenna came with a magnetic mount so itati@shed directly to thevof. The five
antennas were within one meter of each other near the rear of the vaowarddrat the same
height so that no antenna obstructed the others.
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Figure 3.10: Block diagram of the GPS test fixture. (Courtesy of [Byrne, 1993].)
For the dynamic testing, power waspplied from a 60 Amp-Hour lead acidtbay. The lattery
was used to power the AC-DC inverter as well as the five receivers. The van's electrical system was
tried at first, but noise caused the computer to lock up occasionally. Using an isolated battery solved
this problem. An AC-powered computer monitor was used forttie sesting because AC power
was available. For the dynamic testing, the low power LCD display was used.

3.3.2.3 Data post processing

The GPS data was stored in reowm and post processed to edt position and navigation data.

This was done so that the rawatd could be analyzed again if there were any questions with the
results. Also, storing the data as it camé&am the serial ports required less cortgtional dfort

and reduced the chance of overloading the data acquisition computer. This section describes the
software used to post process the data.

Table 3.9 shows the minimum resolution (l..e, the smallest change in measurement the unit can
output) of the different GPS receivers. Note, however, that the resolution of all tested receivers is
still orders of magnitude smaller than the typical positivareof up to 100 reters. Ther®re, this
parameter vl not be an issue in theath analysis.

Table 3.8: Comparison of RS-232 and RS-422 serial communications. (Courtesy of [Byrne, 1993].)

RS-232 Communications RS-422 Communications

Single-ended data transmission Differential data transmissions

Relatively slow data rates (usually < 20 kbs), Very high data rates (up to 10 Mbs), long distances
short distances up to 50 feet, most widely used. (up to 4000 feet at 100 Kbs), good noise immunity.
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Once the raw data wasmverted to files with latitude, longitude, and navigation mode in
columnar form, the ata was preparefibr analysis. @ta manipulations included obtaining the
position error from a surveyed loaati, generating histograms of position error and navigation mode,
and plotting dynamic positioratia. The mean and variance of the positivare were also obtained.
Degrees of latitude and longitude were converteddters using theanversion &ctors listed below.

LatitudeConversion BRctor 11.0988x16 nf latitude
Longitude Conversiondetor  9.126x10 m longitude

3.3.3 Test Results

Sections 3.3.3.1 ar?13.3.2 discuss the test results for ttaic anddynamic tests, reggtively,
and a summary of these results is given in Se&i8r8.3. The results of théasic anddynamic tests
provide different information about the overall performance of the @B&vers. The static test
compares the accuracy of the different receivers as they navigatera¢yesl lcation. The &tic
test also provides some information about #eeiver/antenna sensitivity by comparing navigation
modes (3D-mode, 2D-mode, or not navigating) of the different receivers over the same time period.
Differences in navigation mode may be caused by several factors. One is that the receiver/antenna
operating in a plane on ground level may not be able to traatebite close to the horizon. This
reflects receiver/antenna sensitivity. Another reason is that different receivers have different DOP
limits that cause them to switch to two dimensional navigation when doeifites are in view but
the DOP becomes too high. This merely reflects the designer's preference in setting DOP switching
masks that are somewhat arbitrary.

Dynamic testing was used to compare relative receiver/antenna sensitivity and to determine the
amount of time during which navigation was not possiklealise of obstructions. By driving over
different types of terrain, ranging from normal city driving to deep canyons, the relative sensitivity
of the different receivers was observed. The navigation mode (3D-mode, 2D-mode, or not
navigating) was used to compare the relative performance of¢bevers. In addivin, plots of the
data taken give some insight into the accuracy by qualitatively observing the scatter of the data.

Table 3.9: Accuracy of receiver data formats. (Courtesy of [Byrne, 1993].)

Receiver Data format resolution Minimum resolution

(degrees) (meters)
Magellan 107 0.011
Magnavox GPS Engine 1.7xl0°® 0.19
Rockwell NavCore V 5.73x10" 6.36x10°°
Magnavox 6400 10°®5.73x107 6.36x102

Trimble Placer 10° 1.11
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3.3.3.1 Sthc test results

Static testing was conducted atuaveyed leation at Sandia National baratories' Robotic Vehicle
Range (RVR). The position of the surveyecddtion is described in Tab810.

Table 3.10: Location of the surveyed point at the Sandia Robotic Vehicle
Range. (Courtesy of [Byrne, 1993].)

Surveyed Latitude Surveyed Longitude
3502 27.71607 (deg min sec) 106 31 16.14169 (deg min sec)
35.0410322 (deg) 106.5211505 (deg)

The datdor the results presented here was gathered on October 7 and 8, 1992, from 2:21 p.m.
to 2:04 p.m. Although this is the onltatic data analyzed in thispert, a significant amount of
additional data was gathered when all of the receivers werf@mzitoning simultaneously. This
previously gathered datagported the trends found in the October 7 and 8 test.The plots of the
static position error for each receiver are shown in Figurgé. A summary of the mean and standard
deviation ¢) of the position error for the differerggeivers appears in Tal8ell.

Table 3.11: Summary of the static position error mean and variance for different receivers.
(Courtesy of [Byrne, 1993].)

Receiver Mean position error Position error standard
deviation

(meters) (feet) (meters) (feet)

Magellan 33.48 110 23.17 76
Magnavox GPS Engine 22.00 72 16.06 53
Rockwell NavCore V 30.09 99 20.27 67
Magnavox 6400 28.01 92 19.76 65
Trimble Placer 29.97 98 23.58 77

It is evident from Table 3.11 that the Magnavox GPS Engine waseably more accurate when
comparing static positionr®r. The Magellan, Rockwell, Magnavox 6400, and TrimbgcEt all
exhibit comparable, but larger, average position errors. This trend was also observed when SA was
turned off. However, a functioning Rockwell receiver was not avaifabléhis test so theata will
not be presented. It is interesting to note that the Magnavox 6400 unit compares well with the newer
receivers wherobking at stati@ccuracy. This is expected: since the receiver only has two channels,
it will take longer toeacquire satellites after blockages; one can also expect greater difficulties with
dynamic situations. However, in tac test, the weaknesses of a sequencing receiver are less
noticeable.
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The histogramic error distributions for thatd takenduring the gtic test are shown in
Figure 3.12. One can see from Fig. 3.12 that the Magnavox GPS Engine has thatanpsinds
within 20 meters of theusveyed position. This corresponds with the smallest mean position error
exhibited by the Magnavoxeceiver. The ior distributions for the other foueceivers are fairly
similar. The Magneox 6400 unit has slightly moreath points in the 10 to 20 metera bin, but
otherwise there are no unique features. The Magnavox GPS Engine is theceigmof the five
tested that had a noticeably superior static positir distribution. Navigation modeatafor the
different receivers is summarized in Fig@:&3 for the &tic test.

Number of
samples

1000 —

800 —
600 —
400 —
200 —

Position 60 Magelan
error bins (in meters) 70
Maghavox
GPS engine
Rockwell
100 NavCore V

Magnavox 6400

TrimbalPlacer

Figure 3.12: Histogramic error distributions for the data taken during the static test, for all five tested GPS
receivers. (Adapted from [Byrne, 1993].)

In order to analyze the data in Fig®.43, one needs to take irdocount the DOP criterion for
the different receivers. As mentioned previously, some receivers smitalBD-mode navigation
to 2D-mode navigation if fourasellites are visible but the DOP is above a ptetnined threshold.
The DOP switching criterion for the differergcaeivers are outlined in Tab&12. As seen in
Table 3.12, the differeneceivers use different DOP criteria. However, by taking advantage of
Equations (3.1) and (3.2), the different DOP criteria can be compared.
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Figure 3.13: Navigation mode data for the static test. (Adapted from [Byrne, 1993].)

Table 3.12 reltes all of the different DOP criteria to the PDOP. Based omtbamation in
Table 3.12, several comments can be mdumiathe relative stringency of the various DOP
criterions. First, the Magnavox GPS Engine VDOP criterion is much less stringent than the Magellan
VDOP criterion (these two can be compared diygctThe Magellan unit also incorpates
hysteresis, which makes the criterion even more stringent. Comparing the Rockwell to the Trimble
Placer, the Rockwell criterion is much less stringent. A TDOP of 10.2 would be required to make
the two criteria equivalent. The Rockwell and Magnavox GPS Engine have the least stringent DOP
requirements.

Taking into account the DOP criterions of the differedeivers, the significant amant of two-
dimensional navigation exhibited by the Magellan receiver might be attributed to a more stringent
DORP criterion. However, this did not jmove the horizontal (latitude-longitude) position error. The
Magnavox GPS Engineilsexhibited the mosaccurate static position germance. The same can

Table 3.12: Summary of DOP - navigation mode switching criteria. (Courtesy of [Byrne, 1993].)

Receiver 2-D/3-D DOP criterion PDOP equivalent

Magellan If 4 satellites visible and VDOP >7, will PDOP > (HDOP? + 7%)*
switch to 2-D navigation.
Enters 3-D navigation when VDOP<5.

Magnavox GPS If 4 satellites visible and VDOP>10, PDOP < (HDOP? + 5%)*

Engine switches to 2-D navigation. PDOP > (HDOP? + 10?%)*
If HDOP>10, suspends 2-D navigation

Rockwell NavCore V If 4 satellites visible and GDOP>13, PDOP > (132 - TDOP?)*
switches to 2-D navigation.

Magnavox 6400 Data Not Available in MX 5400 manual
provided

Trimble Placer If 4 satellites visible and PDOP>8, switches to 2-D PDOP > 8

navigation. If PDOP>12, receiver stops navigating.
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be said for the Trimble Placer unit. Adiugh is has a sttier DOP requirement than the Magnavox
Engine, its position location accuracy was not sapefihe $atic navigation mode resulton't
conclusively show that any receiver has superior sensitivity. Howevettatiegosition eror results

do show that the Magnavox GPS Engine is clearly raoceirate than the other receivers tested. The
superior accuracy of the Magnavaceiver in the static tests might be attributed to more filtering
in the receiver. Itlsould also be noted that the Magnavox 6400 unit was the exdyver that did
not navigatdgor some time period during th&asic test.

3.3.3.2 Dynamic test results

The dynamic testata was obtained by driving the instrumented van over different types of
terrain. The various routes were chosen so that the GPS receivers would be subjected to a wide
variety of obstructions. These include buildings, underpasses, signs, and foliage for the city driving.
Rock cliffs and foliage were typical for the mountain and canyon driving. Large trucks, underpasses,
highway signs, buildings, foliage, as well as small canyons were found on th&atetarsdural
highway driving routes.

The results of the dynamic testing are presented in Figures 3.14 through 3.18. The dynamic test
results as well as a discussion of the results appear on the following pages.

Several noticeable differences exist between Figur@ (satic navigation mode) and Figusel4.

The Magnavox 6400 unit is not navigating a significant portion of the time. Thiscesube
sequencing receivers do notrfmem as well in dynamic environments with periodic obstructions.

The Magellan GPS receiver also navigated in 2D-mode a larger percentage of the time compared
with the other receivers. The Rockwell unit was able to navigate in 3D-mode the largest percentage
of the time. Although this is also a result of the Rockwell Dé&#firgy discussed in the previous
section, it does seem to indie that the Rockwell receiver might have slightly better sensitivity
(Rockwell claims this is one of the receiver'lirsg points). The Magneox GPS Engine also did not
navigate a small percentage of the time. This can be attributed to the small period of time when the
receiver was obstructed and the other receivers (which also were obstructed) might not have been
outputting data (caused by asfinanous sampling).

The Mountain Driving Test actually yielded less obstructions than the City Driving Test. This
might be a result of better shite geometries during the test period. However, the Magnavox 6400
unit once again did not navigafer a significant portion of the time. The Magellagceiver
navigated in 2D-mode a significant portion of the time, but this catthbuted to some degree to
the stricter DOPlimits. The peformance of the Rockwell NavCore V, TrimbleaPér, and
Magnavox GPS Engine are comparable.
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Figure 3.14: Summary of City Driving Results. (Adapted from [Byrne, 1993]).
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Figure 3.15: Summary of mountain driving results. (Adapted from [Byrne, 1993]).
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Figure 3.16: Summary of Canyon Driving Results. (Adapted from [Byrne, 1993]).
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Figure 3.17: Summary of Interstate Highway Results. (Adapted from [Byrne, 1993]).
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Figure 3.18 . Summary of Rural Highway Results. (Adapted from [Byrne, 1993]).

The Canyon Driving Testxposed the GP®ceivers to the most obstructions. The steeyaa
walls and abundant foliageogiped the curreneceiverfrom navigating over 30 percent of the time.
The Magnavox GPS Engine and Rockwetteiver were also not navigating a small percentage of
the time. This particular test clearly shows the superiority of the newer receivers over the older
sequencing receiver. Because the neweeivers are able to track extra §aés and recover more
quickly from obstructions, they areetter suitedfor operation in dynamic environments with
periodic obstructions. The Trimble Placer and Rockwell receivéonpeed the best in this particular
test, followed closely by the Magnavox GPS Engine.

During the Interstate Highway Driving tests, the Magna6400 unit did not navage over
20 percent of the time. This is consistent with the sometimes poor performance exhibited by the
current navigation system. The other neweseivers did quite well, with the Trimble Placer,
Magnavox GPS Engine, and RockwellM&ore V exhibiting snilar peformance. Once again, the
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Magellan unit navigated in 2D-mode a significant portion of the time. This can probaddiyribeted
to the stricter DOHmits.

During the Rural Highway Driving test the Magnavox 6400 unit once again did noategig
significantportion of the time. All of the neweeceivers hadisilar peformance results. The
Magellan receiver navigated in 2D-mode considerably less in this test compared to tlogmmahac
tests.

3.3.3.3 Summary of test results

Both static andlynamic tests were used to compare the performance of the five different GPS
receivers. Thetatic test results showed that the MagmaGPS Engine was the maestcuratgfor
static situations). The other fouraeivers were slightly less accurate and exhibiradas satic
position error performance. Theasc navigation mode results did not differentiate the sensitivity
of the various receivers significantly. The Magellan unit navigated in 2D-mode much more
frequently than the other receivers, but some of this can be attributed to strictdnii@P
However, the stricter DORmits of the Magellaneceiver and Trimble Placer did not yield better
static position accuracies. Aur of the newer GP&ceivers obtained a first fsnder one minute,
which verifies the time to first-fix specifications stated by theufacturers.

The dynamic tests were used to differatdireceiver sensitivity and theildlp to recover quickly
from periodic obstructions. As expected, the Magixa6400 unit did not perform very well in the
dynamic testing. The Magmax 6400 was unable to nasigfor some period oéachdynamic test.
This was most noticeable in theran route, where theceiver did not navigate over 30 percent
of the time. The newer receiversfoemed much btter in thedynamic testing, navigating almost
all of the time. The Magnavox GPS Engine, Rockwell NavCore V, and TrimhtePéxhibited
comparable receiver/antenna sensitiditying the dynamic testing based on the navigation mode
data. The Magellan unit navigated in 2D-mode significantly more than the other receivers in the
dynamic tests. Most of this can probablydi&ributed to a more stringent DOP requirement. It
should also be noted that the Magellaoaiver was the only receiver to navigate in 2D-mode or 3D-
mode 100 percent of the time in all of the dynamic tests.

Overall, the four newereceivers pdormed significantly etter than the Magwax 6400 unit in
the dynamic tests. In théasic test, all of the receiversnbermed satisdctorily, but the Magnavox
GPS Engine exhibited the most accurate position estimd&ecommendations on choosing a GPS
receiver are outlined in the next section.

3.3.4 Recommendations

In order to discuss some of the integration issoesived with GPSeceivers, a list of the
problems encountered with the receivers tested is outlined in S&c8ahl. The problems
encountered with the Magnav6X00 unit (there were several) are not listedduse the Magnavox
6400 unit is not comparable to the newexraivers in pdgormance.

Based on the problems experienced testing the &g&/ers as well as the requirements of the
current apptation, a list of critical issues is outlined ir@&ion3.3.4.2.

One critical integration issue not mentioned in SecB@4.2 is price. Almost any level of
performance can be purchased, but at a significantly increased cost. Thisilldseeddressed
further in the nextection. Overall, the Magellan OEM Module, the Magnavox GPS Engine,
Rockwell NavCore V, and Trimble &ter are god receivers. The Magwvax GPS Engine exhibited
superior static position accuracy. Durtignamic testing, all of theeceivers were able to navigate
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a large percentage of the time, even in hiljoded terrain. Based on the experimental results, other
integration issues such as price, software flexibiléghnical support, size, power, and differential
capability areprobably the most importanadtors to consider when choosing a GB&&iver.

3.3.4.1 Summary of problems encountered with the tested €@y ers

Magellan OEM Module

+ No problems, unit functioned correctly out of thex. However, the current drain on thettery
for the battery backed RAM seemed high. A 1-AmpH3.6-Volt Lithium lattery only lasted a
few months.

» The binary position packet was used because of the increased positionaesShrtietimes the
receiver outputs a garbage binary packbo | percent of the time).

Magnavox GPS Engine

» The first unit received was a ppeoduction unit. It had a difficult time trackingtellites. On one
occasion it ok over 24 hours to obtain a first fix. Theceiver was rerned to Magnavox.
Magnavox claimed that upgrading the software fixedptiedlem. However, the EEPROM failed
when trying to load the oscillator parameters. A maduction board was shipped and it
functioned flawlessly out of the box.

» The RF connector for the Magnavox GPS Engine was also difficult to obtain. The suppliers
recommended in the back of the GPS Engine Integration Guide have large minimum orders. A
sample connector was finally requested. It never arrived and a second sample had to be
requested.

Rockwell NavCore V

+ The first Rockwell receivefunctioned for a while, and then began outputting garbage at 600
baud (9600 baud is the only sefable baud rate). Rockwell claims that dliGa Arsenide IC
that counts down a clock signal wadiig because of contaminatidrom the plastic package
of the IC (suppliers fault). This Rockwell unit was returned for repair under warranty.

» The second Rockwell unit tested outpatalbut did not navigate. Power was applied to the unit
with reverse polarity (Sandia's fault) and an internal rectifier bridge allowed the fumictmn,
but not properly. Applying power in the ceat mannefpositive on the outside ctact) fixed
the problem.

Trimble Placer
» No problems, unit functioned cewtly out of thebox.

3.3.4.2 Summary of itical integration issues

Flexible software interface Having the flexibility to control theata output by the receiver is
important. This includes serial data format (TTL, RS-232, RS-422). lsaes, iand packet data rates.
It is desirable to have the receiver output position data at fixed data rate, that is user selectable. It
is also desirable to be able to request other data packets when needed. All of the receivers with the
exception of the Rockwell unit were fairly flexible. The Rockwell unit on the other hand outputs
position data at a fixed 1-Hz rate and fixed baud ra@600 baud.

The format of the data packets is alspamant. ASCII formats are easier to work widchuse
the raw data can be stored and then analyzed visually. The Rockwell unit uses an IEEE floating point
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format. Although Binary dtaformats and the Rockwell format might be more efficient, it is much
easier to troubleshoot a problem when tatadlocs not have to be ppsbcessed just to take a
quick look.

Differential capability The capability toeceive differential arrections is iportant if increased
accuracy is desired. Albugh a near-term fielded system might not use differentiadctions, the
availability of subscriber netwks that broadcast differential cections in the future ¥ probably

make this a likely upgrade.

Time to first fix A fast time-b-first-fix is important. However, all neweeceivers usually advertise

a first fix in under one minute when theceiverknows its approxirate positn. The difference
between a 30-second first fix and a one-minute first fix is probably not that important. This
parameter also affects how quickly the receiver can reacquititesiefter blockages.

Memory back up Different manufacturers use different approaches for providing power to back

up the static memory (which stores the lasaton, almanac, ephemeris, amteiver parameters)

when the receiver is powered down. These include an internal lithiunnybateexternal voltage
supplied by the integrator, and a large capacitor. The large capacitor has the advantage of never
needing replacement. Thip@oach is taken on the Rockwell NavCore V. However, the capacitor
charge can only last for several weeks. An internal lithium battery caoilastveral years, but will
eventually need replacement. An external voltagepked by the integrator can come from a
number of sources, but must be taken into account when doing the system design.

Size, Power, and packagind-ow power consumption and small size are advantageous for vehicular
applications. Some mafacturers also offer the antenna ampdeiver integrated into a single
package. This has some advantages, but limits antenna choices.

Active/passive antennaActive antennas with built-in amplifiers allow longer cable runs to the
receiver. Passive antennas require no power but can not be used with longer eablirsg lof
losses.

Cable length and number of connectorsThe losses in the cabling and connectors must be taken
into account when designing the cabling and choosing the apgtepritenna.

Receiver/antenna sensitivity Increased receiver/antenna sensitiviilf keduce the a#cts of
foliage and other obstructions. The sensitivity is affected by the receiver, the cabling, as well as the
antenna used.

Position accuracy Both static andlynamic positioraccuracy are important. However, the effects
of SA reduce the accuracy of all receivers significantly. Differential accurdchpegome an
important parameter in the future.

Technical Support Goodtechnical support, including quick turn around times for repairs, is very
important. Quick turn around for failed units can alsabeomplished by keeping spares in stock.
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CHAPTER 4
SENSORS FOR MaAP-BASED POSITIONING

Most sensors used for the purpose of map building involve some kind of distance measurement.

There are three basically different approaches to measuring range:

» Sensors based on measuringtihee of flight(TOF) of a pulse of emitted energy traveling to a
reflecting object, then echoing back to a receiver.

« Thephase-shift measureme(air phase-@tectior) ranging technique involves continuous wave
transmission as opposed to the short pulsed outputs used in TOF systems.

» Sensors based on frequency-madied (FM) radar. This technique is somewhat related to the
(amplitude-moduwdted) phase-shift measurement technique.

4.1 Time-of-Flight Range Sensors

Many of today's range sensors usetthee-of-flight(TOF) method. The measured pulses typically
come from an ultrasonic, RF, or optical energy source. Therefore, the relevantteasanvolved

in range calculation are the speed of sound in air (roughly 0.3 m/ms — 1 ft/ms), and the speed of
light (0.3 m/ns — 1 ft/ns). Using elementary physics, distancetisrigiined by multiplying the
velocity of the energy wave by the time required to travel the round-trip distance:

d=vt (4.2)

where

d = round-trip distance

v = speed of propagation
t =elapsed time.

The measured time is representative of traveling twice the separation distance (i.e., out and back)
and must therefore be reduced by half to reswdtinal range to the target.

The advantages of TOF systems arise from trextlitature of their straight-line active sensing.
The returned signal follows essentially the same path back to a receiver located coaxially with or in
close proxmity to the transmitter. In fact, it is possible in some cdseshe transmitting and
receiving transducers to be the same device. The absolute range to an observed gty is dir
available as output with no complicated analysis required, and the technigue is not based on any
assumptions concerning the planar properties ortatien of the targetusface. Thamissing parts
problem seen in triangulation does not arisgduse minimal or noffset distance between
transducers is needed. Furthermore, TOF sensors maintain range accuracy in a linear fashion as long
as reliable echo detection is sustained, while triangulation scheffesdaninishingaccuracy as
distance to the target increases.

Potential error sources for TOF systems include the following:
« Variations in the speed of propagation, particularly in the case of acoustical systems.
» Uncertainties in determining the exact time of arrival of the reflected pulse.
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» Inaccuracies in the timing circuitry used to measuredhad-trip time of flight.
» Interaction of the incident wave with the targetface.

Each of these areasliivbe briefly addressed below, and discussattt in more detail.

a. Propagation SpeedFor mobile robotics apglations, changes in thopagation speed of
electromagnetic energy are for the most part inconsequential and can basically be ignored, with the
exception of satellite-based posittlocation systems as presented in Chapter 3. This is not the case,
however, for acoustically based systems, where the speed of sound is markedly influenced by
temperature changes, and to a lesser extent by humidity. (The speed of saiunalligoroportional
to the square root of temperature in degrees Rankine.) An ambient temperature shift 6f just 30 F
can cause a 0.3ater (1 ft) eror at a measured distance of 16ters(35 ft) [Evelett, 1985].

b. Detection Uncertainties So-calledime-walkerrors are caused by the wide dynamic range
in returned signal strength due to varyingeefivities of target wfaces. These differences in
returned signal intensity influence the rise time of the detected pulse, and in the case of fixed-
threshold detection will cause the moreeefive targets to appear closer. For thisoaasonstant
fraction timing discriminators are typically employed to establish dteator threshold at some
specified fraction of the peak value of the received pulse [Vuylsteke £990].

c. Timing Considerations Due to the relatively slow speed of sound in air, compared to light,
acoustically based systems fan#der timing demands than their light-basedieterparts and as a
result are less expensive. Conversely, the propagation speedtobmiagnetic energy can place
severe requirements on associated control and measurement circuitry in optical or RF implementa-
tions. As a result, TOF sensors based on the speed of light require sub-nanasecgrdduitry
to measure distances with a resolution lwd a foot [Koenigsburg, 1982]. More specifically, a
desired resolution of 1 millieter requires drhing accuracy of 3 picoseconds (3x10  s) [Vuylsteke
et al., 1990]. This capdiy is somewhat expensive to realize and may not be caosttefé for
certain applications, particularly at close range where high accuracies are required.

d. Surface Interaction When light, sound, or radio waves strike areobjany detected echo
represents only a small portion of the original signal. The remaining enereptsdafi scattered
directions and can be abbed by or pass through the target, depending oacudharacteristics
and the angle of incidence of the beam. Instances where no return signaiisd at all can occur
because of specular reflection at theeabs sirface, especially in the ultrasonic region of the energy
spectrum. If the transmission source approach angggsor exceeds a certain critical value, the
reflected energy will be deftted outside of the sensing envelope of the receiver. In cluttered
environments soundwaves can eeflfrom (multiple) obgcts and can then be received by other
sensors. This phenomenon is known as crosstalk (see Figure 4.1). To ampeseated
measurements are often averaged to bring the signal-to-noise ratioagttbiptable levels, but at
the expense of additional time required to determine a single range Bafeastein and Koren
[1995] proposed a method that allows individual sensorstiectiand reject crosstalk.



Chapter 4: Sensors for Map-Based Positioning 97

Using this method much faster firing
rates —under 100 ms for a complete
scan with 12 sonars — are feasible.

4.1.1 Ultrasonic TOF Systems

Ultrasonic TOF ranging is today the
most common technique employed on
indoor mobile robotics systems, pri-
marily due to the ready availability of \3) wall 1
low-cost systems and their ease of
interface. Over the past decade, much
research has been comwtied investi-
gating applicability in such areas as
world modeling and collision avoid- a.
ance, position estimation, and motion NE—
detecton. Several researchers havgigure 4.1: Crosstalk is a phenomenon in which one sonar picks
more recently begun to assess thg the echo from another. One can distinguish between a. direct
effectiveness of ultrasonic sensors inrosstalk and b. indirect crosstalk.
exterior settings [Pletta et all992;
Langer and Thorpe, 1992; Pin awthtanabe1993; Hammond, 1994]. In the automotive industry,
BMW now incorpoatesfour piezoceramic transducers (sealed in a membrane for environmental
protecton) on both front and rear bumpers in its Park Distance Control system [Siuru, 1994]. A
detailed discussion of ultrasonic sensors and their characteristics with regatoaiorobile robot
applications is given in [JOrd994].

Two of the most popular commercially available ultrasonic ranging systéime weviewed in
the following sections.

Direction
of motion

4.1.1.1 Massa Products Ultrasonic Ranging Module Subsystems

Massa ProductsdaEporation, Hingham, MA, offers a full line of ultrasonic ranging subsystems with
maximum detection rangé®m 0.6 to 9.1 raters (2 to 30 ft) [MASSA]. Th&-201B seriesonar
operates in the bistatic mode with separate transmit and receive transducers, either side by side for
echo ranging or as an opposed pair for unambiguous distance measurement between two uniquely
defined points. This latter configuration is sometimes used in ultrasonic position location systems and
provides twice the edfctive operating range with respect to that adverfsedonventional echo
ranging. Thé=-220B serie¢see Figure 4.2) is designed for maldis (single transducer) operation
but is otherwise functionally identical to tBe201B Either version can be externally triggered on
command, or internally triggered by a free-runningliasor at a repetition rate determined by an
external resistor (see Figure 4.3).

Selected specifications for the four operating frequencies available E:2B6B seriesre listed
in Table 4.1 below. A removable focusihgrn is provided for the 26- and 40-kHz models that
decreases the effective beamwidth (when installed) from 35 to 15 degrees. The horn must be in place
to achieve the maximum listed range.
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Figure 4.2: The single-transducer Massa E-220B-series ultrasonic ranging module
can be internally or externally triggered, and offers both analog and digital outputs.
(Courtesy of Massa Products Corp.)
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Pulse repetition rate period

Analog

Ring down

1st echo

2nd echo

Digital

i

Figure 4.3: Timing diagram for the E-220B series ranging module showing
analog and digital output signals in relationship to the trigger input. (Courtesy

of Massa Products Corp.)

Table 4.1: Specifications for the monostatic E-220B Ultrasonic Ranging Module Subsystems. The E-201
series is a bistatic configuration with very similar specifications. (Courtesy of Massa Products Corp.)

Parameter E-220B/215 E-220B/150 E-220B/40 E-220B/26 Units
Range 10-61 20 - 152 61 - 610 61-914 cm
4-24 8-60 24 - 240 24 - 360 in
Beamwidth 10 10 35 (15) 35(15) °
Frequency 215 150 40 26 kHz
Max rep rate 150 100 25 20 Hz
Resolution 0.076 0.1 0.76 1cm
0.03 0.04 0.3 0.4 in
Power 8-15 8-15 8-15 8-15 VDC
Weight 4-8 4-8 4-8 4-8 oz
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4.1.1.2 Polaroid Ultrasonic Ranging Modules

The Polaroid ranging module is
an active TOF device developed
for automatic camera focusing,
which determines the range td
target by measuring elapsed
time between the transmissio
of an ultrasonic waveform and
the detected echo [Biber et al.
1987, POLAROID]. This sys-
tem is the most widely found in
mobile  robotics literature
[Koenigsburg, 1982; Moravec
and Elfes, 1985; Evett, 1985;
Kim, 1986; Moravec, 1988;
Elfes, 1989; Arkin, 1989;
Borenstein and Koren, 1990; MADE 1N U< F~
1991a1991b; 1995; Borenstein Figure 4.4: The Polaroid OEM kit included the transducer and a small
et al., 1995], and is representaelectronics interface board.

tive of the general characteris-

tics of such ranging devices. The most basic configuration consists of two fundamental components:
1) the ultrasonic transducer, and 2) the ranging modeitgrehics. Polaroid offers OEM kits with

two transducers and two ranging module circuit boards for less than $100 (see Figure 4.4).

A choice of transducer types is now available. In the original instrument-grade electrostatic
version, a very thin etal digghragm mounted on a machined baekpformed a capacitive
transducer as illusited in Figuret.5 [POLAROID, 1991]. The system op¢es in the mnogatic
transceiver mode so that only a single transducer is necessary to acquire range data. A smaller
diameter electrostatic trans-
ducer {000-seriep has also
been made available, developed
for the PolaroidSpectracamera
[POLAROID, 1987]. A more
rugged piezoelectric9Q00-se- Retainer
ries) environmental transducer
for applications in severe envi-
ronmental conditions including
vibration is able to meet or ex-
ceed the SAE 1U55 January
1988 specificatiorfor heavy-
duty trucks. Table 4.2 lists the
technical specificationfor the
different Polaroid transducers.

The original Polaroid ranging = *Production

module functioned by transmit- Figure 4.5: The Polaroid instrument grade electrostatic transducer
ting achirp of four discete fre- consists of a gold-plated plastic foil stretched across a machined
backplate. (Reproduced with permission from Polaroid [1991].)

il

Inner ring

Grooved plate

Special foil
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guencies at about of 50 kHz. TB&I28827module wasdter developed with reduced partsint,

lower power consumption, and simplified computer irstegf requirements. This sea-generation
board transmits only a single frequency at 49.1 kHz. A third-generation b8B00 Eeries
introduced in 1990 provided yet a further reduction in iaiefcircuity, with the aliity to detect

and report multiple echoes [Polaroid, 1990]. Witrasonic Ranging Bveloper’s Kitbased on the
Intel 80C196microprocessor is now available for use with €0 seriesanging module that
allows software control of transmit frequency, pulse width, blanking time, amplifier gain, and
maximum range [Polaroid, 1993].

The range of the Polaroid system runs from about 41 cetaistol0.5 meters(1.33 ft to 35 ft).
However, using custom circuitry suggested in [POLAROID, 1991] the minimum range can be
reduced reliably to about 20 cenétars (8 in]JBorenstein et al., 1995]. The beam dispersion angle
is approxinately 30 degrees. A typical operating cycle is as follows.

1. The control circuitry fires the transducer and waits forceton that transmission has beg

2. The receiver is blankddr a short period of time to prevent falsstekction due to ringinfjom
residual transmit signals in the transducer.

3. The received signals are amplified with increased gain over time to catgfenshe decrease

in sound intensity with distance.

4. Returning echoes that exceed a fixed threshold value anelegicand the assated distances
calculatedrom elapsed time.

Table 4.2: Specifications for the various Polaroid ultrasonic ranging modules. (Courtesy of

Polaroid.)
Parameter Original SN28827 6500 Units
Maximum range 10.5 10.5 105 m
35 35 35 ft
Minimum range* 25 20 20 cm
10.5 6 6 in
Number of pulses 56 16 16
Blanking time 1.6 2.38 2.38 ms
Resolution 1 2 1%
Gain steps 16 12 12
Multiple echo no yes yes
Programmable frequency no no yes
Power 4.7-6.8 47-6.8 47-6.8 V
200 100 100 mA

* with custom electronics (see [Borenstein et al., 1995].)

Figure 4.6 [Polaroid]1990]illustrates the operation of the sensor ifngirtg diagram. In the
single-echanode of operation for the@500-seriesnodule, theblank (BLNK) and blank-inhibit
(BINH) lines are held low as theitiate (INIT) line goes high to trigger the outgoing pulse train. The
internal blanking(BLANKING) signal automatically goes hidior 2.38 milliseconds to prevent
transducer ringing from being misinterpreted as arnetd echo. Once a valid returneseived, the
echo (ECHO) output willdtch high until reset by a high-to-low transition on INIT.
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For multiple-echo processing, tbéanking (BLNK) input must be toggled high for at least 0.44
milliseconds after dtection of the first retrn signal to reset thechooutput for the next return.

INIT J \—
16 Pulses
TRANSMIT (INT)
BLNK l—\ l—\

BINH

]
BLANKING (INT) J
ECHO l_l l_l

Figure 4.6: Timing diagram for the 6500-Series Sonar Ranging Module executing a
multiple-echo-mode cycle with blanking input. (Courtesy of Polaroid Corp.)

4.1.2 Laser-Based TOF Systems

Laser-based TOF ranging systems, also knowlases radar or lidar, first appeared in work
performed at the Jet Propulsiondaaatory, Pasadena, CA, in the 1970s [Lewis and Johnson, 1977].
Laser energy is emitted in a rapid sequence of short bursts aireetliydt the object being ranged.

The time required for a given pulse to eefioff the obgct and rairn is measured and used to
calculate distance to the target based on the speed of light. Accuracies for early sensors of this type
could approach a few centers over the range of 1 to 5 met¥$ to 16.4 ft) [NASA, 1977;
Depkovich and Wolfe, 1984].

4.1.2.1 SchwartElectro-Optics Laser &gefinders

Schwartz Electro-Optics, Inc. (SEO), Orlando, FL, produces a number of laser TOF rangefinding
systems employing an innovative time-to-amplitude-conversion scheme to overcome the sub-
nanosecondrhing requirementseacessitated by the speed of light. As the laser fires, a precision
capacitor begins discharging from a known set point at a constentAn analoge-digital
conversion is performed on the sampled capacitor voltage at the precise instant a return signal is
detected, whereupon the resulting digital represgem is ©nverted to range using a look-up table.

SEO LRF-200 OEM Laser Rangefinders

The LRF-200 OEM Laser &gefindershown in Figure 4.7efatures compact size, high-speed
processing, and the ability to acquire rangerimation from most suaces (i.e., minimum 10-
percent Lambertian reflectivity) out to a maximuml6D meters(328 ft). The basic system uses a
pulsed InGaAs laser diode in conjunction with an avalanche photodibeetd, and is available
with both analog and digital (RS-232) outputs. Table 4.3 lists general sp#oifsfor the sensor's
performance [SEO, 1995a].
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Figure 4.7: The LRF-200 OEM Laser Rangefinder. (Courtesy of Schwartz Electro-Optics,

Inc.)

Another adaptation of the LREOO involved the addition of a mechanical sinQl®F beam
scanning capability. Originally developéat use in submunition sensor research,Sbanning Laser
Rangefinderis currently installed on board a remotely piloted vehicle. For thiscapiph, the
sensor is positioned so the forward motion of the RPV is perpendicular to the vertical scan plane,
since three-dimensional target profiles are required [SEO, 1991b]. In a secocdtapplihe
Scanning Laser &gefinderwas used by the Field Robotics Center at Carnegie Mellon University
as a terrain mapping sensor on their unmanned autonomous vehicles.

Table 4.3: Selected specifications for the LRF 200
OEM Laser Rangefinder. (Courtesy of Schwartz

Electro-Optics, Inc.)

Table 4.4: Selected specifications for the SEO
Scanning Laser Rangefinder. (Courtesy of Schwartz

Electro-Optics, Inc.)

Parameter Units Parameter Value Units
Range (non-cooperative 1t0 100 m Range 1-100 m
target) 3.3-328 ft 3.3-330 ft
Accuracy +30 cm Accuracy +30 f:m
+12 in 12 in
Range jitter #12 cm Scan angle 30 °
+4.7 in Scan rate 24.5- 30.3 kHz
Wavelength 902 nm Samples per scan 175
Diameter 89 mm Wavelength 920 nm
35 in Diameter 127 mm
Length 178 mm 5 in
7 in Length 444 mm
Weight 1 kg 17.5 in
22 b Weight 5.4 kg
Power 8t024 VDC 118 Ib
5 W Power 8-25 VDC
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SEO Scanning Helicopter Interference Envelope Laser Detector (SHIELD)

This system was developed for the U.S. Army [SEO, 1995b] as an onboard pilot alert to the presence
of surrounding obstructions in a 6QGtar radius hemispherical envelope below the helicopter. A
high-pulse-repetitionate GaAs eye-safe diode emitter shares a common aperture with a sensitive
avalanche photodiodestecor. The transmit and return beams ares#dfrom a motor-driven

prism rotating at 18 rps (see Figure 4.9). Range measurements aratedneth the azimuth angle

using an optical encoder. Detected obstacles are displaye8.5anegh color monitor. Table 4.5

lists the key specifications of tIBHIELD.

Table 4.5: Selected specifications for the Scanning
Helicopter Interference Envelope Laser Detector
(SHIELD). (Courtesy of Schwartz Electro-Optics, Inc.)

Parameter Value Units
Maximum range >60 m
(hemispherical envelope) >200 ft
Accuracy <30 cm
1ft
Wavelength 905 nm
Scan angle 360 *©
Scan rate 18 Hz
Length 300 mm
11.75 in
Weight 15 Ib
Power 18 VvDC
<5 A

Figure 4.8: The Scanning Helicopter Interference

Envelope Laser Detector (SHIELD). (Courtesy of
SEO TreeSense Schwartz Electro-Optics, Inc.)

The TreeSenseystem was developed by SEO for

automating the selective application of pesticides

to orange trees, where the goal was to enable individual spray nozzles only when a tree was detected
within their associated field of coverage. The sensing subsystem (see £RBjummnsists of a
horizontally oriented unit mounted on the back of an agricultural vehicle, suitably equipped with a
rotating miror arrangement that scans the beam in a vertical plane orthogonal tettiemiof

travel. The scan rate is controllable up to 40(8&srps typical). The ranging subsystemasegl on

and off twice duringeach revolution tdluminate two90-degree fan-shapedors to a maximum
range of 7.6 metelR5 ft) either side of the vehicle as shown in Figure 4.10. The existing hardware
is theoretically capable of ranging to 9 met@® ft) using a PIN photodiode and can be extended
further through an upgrade option that incogtes an avalanchghotodiode dtector.

The TreeSensesystem is hard-wired to a valve manifold to enable/disable a vertical array of
nozzles for the spraying of sticides, but analog as well as digital {&&) output can easily be
made available for other apgditions. The systemlwused in a rugged aluminum enclosure with
a total weight of only 2.2 kilograms (5 Ib). Power requirements are 12 W at 12 VDC. Fuathis d
on the system are contained in Table 4.6.
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SENSOR SCAN PATTERN

A

e SPRAY NOZZLRS S

TREESENSE SENSOR
Figure 4.10: Scanning pattern of the SEO TreeSense
system. (Courtesy of Schwartz Electro-Optics, Inc.)

Figure 4.9: The SEO TreeSense. (Courtesy of
Schwartz Electro-Optics, Inc.)

SEO AutoSense
The AutoSense system was developed by SEO under a Department of TréatsporSmall
Business Innovative Research (SBIR) effort as aaogwhentor buried inductive loops for traffic

signal control. (Inductive loops don’t always sense motorcyclists and some of the smaller cars with
fiberglass or plastic body panels, and agpiment or maintenance can be expensive as well as
disruptive to traffic flow.) The system is configured to look down at about a 30-degree angle on
moving vehicles in a traffic lane as illusted in Figuret.12.

AutoSenseuses a PIN photo-diodetéctor and a pulsed (8 ns) InGaAs nednared laser-diode
source with peak power of 50 W. The laser output isctird by a beam splitter into a pair of
cylindrical lenses to genate two fan-shaped beams 10 degrees apart in elevationproved
target detectin. (The original prototype pregted
only a single spot of I-ight’ but ran into IorObIem%’able 4.6: Selected specifications for the
due to target abs,orptlon and speculalemtbn.) TreeSeilvs.e system. (Courtesy of Schwartz Electro-

As an added benefit, the use of two separate beaspss, inc)
makes it possible to calculate the speed of movipgg_ -

Value Units

vehicles to an accuracy of 1.6 km/h (1 mph). Ifp__. " range om
addition, a two-dimensional image (i.e., length and 30 ft
Accuracy 1%

(in % of measured range)

 SCHUARTZ ELECTRU-OFTIGE
e SR e L e Wavelength 902 nm
Pulse repetition frequency 15 KHz
Scan rate 29.3 rps
Length 229 mm
9 in
Width 229 mm
9 in
Height 115 mm
45 in
el SREED o : Weight 5 Ibs
Figure 4.11: Color-coded range image created by Power 12 Vv
the SEO TreeSense system. (Courtesy of 12w

Schwartz Electro-Optics, Inc.)
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Figure 4.12: Two fan-shaped beams look down on moving vehicles for improved
target detection. (Courtesy of Schwartz Electro-Optics, Inc.)

width) is formed of each vehicle as it passes through the sensor’s field of view, opening the door for
numerous vehicle classification applicatiamgler the Intligent Vehicle Highway Systems concept.
AutoSense lis an improved second-generation unit (see Figure 4.13) that uses an avalanche
photodiode dtector instead of the PIphotodiode for grater sensitivity, and a multi-faceted
rotating miror with alternating pitches on adjent facets to create the two beams. Each beam is
scanned across the traffic lane 720 times per second, with 15 range measurements made per scan.
This azimuthal scanning action generates a precise three-dimensiofilal to letter faditate
vehicle classification in automated tbbhoth applations. An Abrevated system block diagram is

depicted in Figurd.14.

Figure 4.13: The AutoSense Ilis SEQO's active-infrared overhead vehicle
imaging sensor. (Courtesy of Schwartz Electro-Optics, Inc.)
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Figure 4.14: Simplified block diagram of the AutoSense Il time-of-flight 3-D ranging system. (Courtesy of
Schwartz Electro-Optics, Inc.)

Heated window

Intensity information from the redtted signal is used tmwrect the “time-walk” eor in
threshold detection resultiigpm varying target redctivities,for an improved rangaccuracy of
7.6 cm (3 in) over a 1.5 to 15 m (5 to 50 ft) field of regard. The scan resolution is 1 degree, and
vehicle velocity can be calculated with an accurac$.®fkm/h (2 mph) at speeds up to 96 km/h
(60 mph). A typical scan imageeated with the Autosense Il is shown in FigdirS.

A third-generationAutoSense llis now under development for an apgtion in Canada that
requires 3-dimensional vehicle profile generation at
speeds up to 160 km(th00 mph). Selcted specifications
for the AutoSense Il package are provided in Table 4.7.

Table 4.7: Selected specifications for the AutoSense |I
ranging system. (Courtesy of Schwartz Electro-Optics,

Inc.)
Parameter Value Units
Range 0.61-1.50 m
2-50 ft
Accuracy 7.5 cm
3in
Wavelength 904 nm
Pulse repetition rate 86.4 kHz
Scan rate 720 scans/s/scanline
Fi_gure 4.15: Output sample from a scan Range readings per scan 30
with the AutoSense II. )
a. Actual vehicle with trailer (photographed Weight 11.4 kg
with a conventional camera). 25 Ib
b. Color-coded range information. Power 115 VAC
c. Intensity image. 75 W

(Courtesy of Schwartz Electro-Optics, Inc.)
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4.1.2.2 RIEGL Laser Measurement Systems

RIEGL Laser Measurement Systems, Horn, Austria, offers a number of commercial products (i.e.,
laser binoculars, surveying systems, “speed guns,” level sensors, profile measurement systems, and
tracking laser scanners) employing short-pulse TOF laser ranging. Typicabéipph include lidar
altimeters, vehicle speed measurenfentaw enforcement, diision avoidanceor cranes and
vehicles, and level sensing in silos. All RIEGL products are distributed in the Undtess By

RIEGEL USA, Orlando, FL.

LD90-3 Laser Rangefinder

The RIEGLLD90-3 seriedaser rangefinder (see Figure 4.16) employs a near-infrared laser diode
source and a photodiodetéctor to pgorm TOF ranging out to 500eters(1,640 ft) with diffuse
surfaces, and to ovel,000 neters(3,281 ft) in the case of co-operative targets. Round-trip
propagation time is precisely measured by a quartzizégbclock and onverted to measured
distance by an internal microprocessor using one of two available algorithms. The optession
algorithm incorpoates a combination of range measurement averaging and noise rejection
techniques to filter out backscattewsm airborne particles, and is therefore useful when operating
under conditions ofgor visiklity [Riegl, 1994]. Thestandard measuremeatgorithm, on the other
hand, provides rapid range measurementsowit regard for noise suppression, and can subsequently
deliver a higher update ratender more favorable environmental conditions. Worst-case range
measurement accuracy is +5 cemiars (£2m), with typical values of around 2 cenéters (0.8

in). See Table 4.8 for a congpé listing of the LD0-3's katures.

The pulsed near-infrared laser is Class-1 eye safe under all operating conditions. A nominal beam
divergence of 0.1 degrees (2 mrad) for the LD90-3100 unit (see Tab. 4.9 below) produces a
20 centimeter (8 infootprint of illumination at100 neters(328 ft) [Riegl, 1994]. The complete
system is housed in a small light-weighetad enclosure weighing onty5 kilograms (3.3 Ib), and
draws 10 W at 11 to 18 VDC. The standard output format is serial RS-232 at programmable data

Figure 4.16: The RIEGL LD90-3 series laser rangefinder. (Courtesy of Rieg|
USA)
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rates up to 19.2 kilobits per second, but RS-422 as well as analog options (0 to 10 VDC and 4 to 20
mA current-loop) are available upon request.

Table 4.8: Selected specifications for the RIEGL LD90-3 series laser rangefinder. (Courtesy of RIEGL
Laser Measurement Systems.)

Parameter LD90-3100 LD90-3300 Units
Maximum range (diffuse) 150 400 m
492 1,312 ft
(cooperative) >1000 >1000 m
>3,280 >3,280 ft
Minimum range 1 35 m
Accuracy (distance) 2 5 cm
Ya 2 in

(velocity) 0.3 0.5 m/s

Beam divergence 2 2.8 mrad

Output (digital) RS-232, -422 RS-232, -422

(analog) 0-10 0-10 vDC

Power 11-18 11-18 vDC
10 10 W

Size 22x13%7.6 22x13x7.6 cm
8.7x5.1x3 8.7x5.1x3 in
Weight 3.3 3.3 Ib

Scanning Laser Rangefinders

The LRS90-3 Laser Radar Scanner is an adaptation of the basic LD90-3 electronics, fiber-optically
coupled to a remote scanner unit as shown in Figure 4.17. The scanner package contains no internal
electronics and is thus very robust under demanding operating conditions typical of industrial or
robotics scenarios. The motorized scanning head pans the beam back and forth in the horizontal plane
at a 10-Hz rate, resulting in 20 data-gathering sweeps per second. Beam divergence is 0.3 degrees
(5 mrad) with the option of expanding in the vertical direction if desired up to 2 degrees.

C > Scan Axis

7, \ —t—
@ © o) U == |
7 Transmit lens
o (0 © ol 100 {7
R 0 m V ‘ Receive lens
e o __o| | 4 o A
_ “ 180 mmw; B 100 _
Top view - Front view -

Figure 4.17: The LRS90-3 Laser Radar Scanner consists of an electronics unit (not shown) connected via
a duplex fiber-optic cable to the remote scanner unit depicted above. (Courtesy of RIEGL USA.)



Chapter 4: Sensors for Map-Based Positioning

109

ThelLSS390 Laser Scanning Systismery similar to the LRE-3, but scans a more narrow field
of view (10) with a faster update rg000 Hz) and a more tightly focused beam. Ratgriracy
is 10 centimeters (4 in) typically and 20 centimeters (8 in) worst case. TBOW 86it is available
with an RS-422 digital output (19.2 kbs starejd 50 kbs optional) or a 20 bit parallel TTL intexé.

Table 4.9: Typical specifications for the LRS90-3 Laser Radar Scanner and the LSS390 Laser

Scanner System. (Courtesy of RIEGL USA.)

Parameter LRS90-3 LSS390 Units
Maximum range 80 60 m
262 197 ft
Minimum range 2 1m
6.5 3.25 ft
Accuracy 3 10 cm
1.2 4 ft
Beam divergence 5 3.5 mrad
Sample rate 1000 2000 Hz
Scan range 18 10 ~
Scan rate 10 10 scans/s
Output (digital) RS-232, -422 parallel, RS-422
Power 11-15 9-16 VDC
880 mA
Size (electronics) 22x13x7.6 22x13x7.6 cm
8.7x5.1x3 8.7x5.1x3 in
(scanner) 18x10x10 18x10x10 cm
Tx4x4 7x4%x4 in
Weight (electronics) 7.25 2.86 Ib
(scanner) 3.52 2 1b

4.1.2.3 RVSI Long @igal Ranging and [tection System

Robotic Vision Systems, Inc., Haupaugue, NY, has conceptually designed-bdasd TOF ranging
system capable of acquiring three-dimensional imagefdatm entire scene without scanning. The
Long Optical Ranging and Detection Systg®@RDS)is a patented concept mnporating an optical
encoding technique with ordinary vidicon or solidte camera(s), resulting in precise distance
measurement to multiple targets in a scene illateid by a single laser pulse. The design
configuration is relatively simple and comparable in size and weight to traditional TOF and phase-
shift measurement laser rangefinders (Figure 4.18).
Major components ilVinclude a single laser-energgwce; one or more imaging cameras, each
with an electronically implemented shuttering mechanism; and the associated conpralcassing
electronics. In a typical configuration, the lasall emit a 25-mJ (illijoule) pulse lasting 1
nanosecond, for an efttive transmission of 25 mW. The anticipated operational wavelength will
lie between 532 and 830 nanetars, due to the ready availdp within this range of the required
laser source and imaging arrays.
The cameras will be twedimensional CCD arrays spaced closely together with parallel optical
axes resulting in nearly identical, multiple views of the illleiéd sirface. Lense®r these cameras
will be of the standard photographic varieties between 12 andnif@beters. The shuttering
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Figure 4.18: Simplified block diagram of a three-camera configuration of the LORDS 3-D laser TOF
rangefinding system. (Courtesy of Robotics Vision Systems, Inc.)

function will be peformed by microchannel ale image intensifiers (MCPs) 18 or i28limeters in
size, which will be gted in a binary encoding sequence, effectivedgihg the CCDs on and off
during the detection phase. Control of the systdhbeshandled by a singlboard processor based
on the MotorolaMC-68040

LORDSobtains three-dimensional image information in real time by employing a novel time-of-
flight technique requiring only a single laser pulse to collect allitteernation for an entire scene.

The emitted pulse journeys a finite distance over time; hence, light travelingiitis@conds will
iluminate a scenturther away than light traveling onlyriillisecond.

The entire sensing range is divided into discrete distance increments, each representing a distinct
range plane. This is accomplished by simultaneously gating the MCPs of the observation cameras
according to their own uniguzn-off encoding pttern over theuration of the detection phase. This
binary gating alternately blocks and passes amymelg refection of the laser emissiaff objects
within the field-of-view. When the gating cyclesaedch camera are lined up and compared, there
exists a uniquely coded correspondence which can be used t@atmatte range to any pixel in the
scene.

Transmitted pulse

’ Schematic of portion

llluminated vs time
|
/l/ A Schematic of portion
]
]

received vs time
(delayed)

|
Object to lens delay }
/|/ W Range gate 1 (A)
/|/ |—| I— Range gate 2 (B)

e
‘lz

Range gate 3 (C)

Figure 4.19: Range ambiguity is reduced by increasing the number of binary range gates. (Courtesy of
Robotic Vision Systems, Inc.)
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For instance, in a system configured with only one camera, the gating MCP would be cycled on
for half the etectionduration, then off the remainder of the time. Figure 4.19 shows any object
detected by this camera must be positioned within the first half of ther'semgerall range (half
the distance the laser light could travel in the allotted detection time). However, significant distance
ambiguity exists because the exact time of detection of the reflected energy could haretocc
anywhere within this relatively long interval.

This ambiguity can be reduced by a factor of two through the use of a second camera with its
associated gating cycled at twice the rate of the first. This scheme would create two compféte
sequences, one taking place while the first camera is on and the other while the first cafhera is
Simple binary logic can be used to combine the camera outputs and further resolve the range. If the
first camera did not detect an object but theosddid, then by examining the instance when the
first camera is off and the second is on, the range to tkeetad®n be associated with a relatively
specific time frame. Incorporating a third camera at again twice the gating frequency (i.e., two cycles
for every one of camera two, afalr cycles for every one of camera one) provides even more
resolution. As Figure 4.20 shows, fach additional CCD array iagporated into the system, the
number of distance divisions is effectivelgubled.

Range gate 1 Range gate 2 Range gate 3 Composite

Figure 4.20: Binary coded images from range gates 1-3 are combined to generate
the composite range map on the far right. (Courtesy of Robotics Vision Systems, Inc.)

Alternatively, the same encoding effect can be achieved using a single camera when little or no
relative motion exists between the sensor and the target area. In this scenario, the laser is pulsed
multiple times, and the gating frequency for the single camera is sequentially chaegel atw
transmission. This elates the same detection intervals derbe but with an increase in the time
required for @ta acquisition.

LORDSis designed to operate over distances between one meter and several kilometers. An
important chaacteristic is therojected allity to range over sektive segments of an observed
scene to improve resolution in that the depth of field over which a given number of range increments
is spread can be variable. The entire range of interest is initially observed, resulting in the maximum
distance between increments (coarse resolution). Agtbbgtected at this stage is thus localized
to a specific, abbreated region of the total distance.

The sensor is then electronically reconfigured to cycle only over this region, which significantly
shortens the distance between increments, thereby increasing resolution. A known delay is
introduced between transmission and the time whendtextion/gatingrocess is initiated. The
laser light thus travels to the region of interest without concern factsbpositioned in the
foreground.
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4.2 Phase-Shift Measurement

The phase-shift measuremefur phase-@tectior) ranging technique involves continuous wave
transmission as opposed to the short pulsed outputs used in TOF systems. A beam of amplitude-
modulated laser, RF, or acoustical energy isaled towards the target. A smadirtion of this wave
(potentially up to six orders of magnitude less in amplitude) isatftl by the object'sidace back

to the detector along a direct pg@hen et al., 1993]. The returned energy is compared to a
simultaneously generated reference that has beef§flibm the original signal, and the relative
phase shift between the two is measured as ditesdrin Figure4.21 to ascertain the round-trip
distance the wave has traveled. For high-frequency RF- or laser-based systeatgrdis usually
preceded by hetagigning the reference andaeived signals with an intermediate frequency (while
preserving the relative phase shift) to allow the phase detector to operate at amaergent lower
frequency [Vuylsteke, 1990].
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Figure 4.21: Relationship between outgoing and reflected waveforms, where x is the
distance corresponding to the differential phase. (Adapted from [Woodbury et al.,
1993].)

The relative phase shift expressed as a function of distance to #atingftarget wrface is
[Woodbury et al., 1993]:

47d
it 4.1
¢ . (4.1)
where

¢ = phase shift
d = distance to target
A = modulation wavelength.
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The desired distance to targkas a function of the measured phase ghift therefore given by

q- 9t _ oc 4.2)
47 4xf
where

f = modulation frequency.

For square-wave modulation at the relatively low frequencies typical of ultrasonic systems (20
to 200 kHz), the phase difference between incoming and outgoindgomagecan be measured with
the simple linear circuit shown in Figure 4.22 [Figueroa and Barbieri, 1991]. The output of the
exclusve-or gate goes high whenever itguts are at opposite logic levels, generating a voltage
across capacitor C that is proportional to the phase shift. For example, when the two signals are in
phase (i.e.¢ = 0), the gte output stays low andis zero; maximum output voltage occurs when
¢ reachesl80 degrees. While easy to implement, this simplistic approatimiied to low
frequencies, and may require frequent calibration to compefwatkifts and offsets due to
component aging or changes in ambient conditions [Figueroa and Lamancusa, 1992].

At higher frequencies, the phase shift between outgoing and reflected sine waves can be
measured by multiplying the two signals together in an electronic mixer, then averaging the product
over many modulation cycles [Woodbury et al., 1993]. This integration process can be relatively
time consuming, making it difficult to achieve extremely rapid update rates. The result can be
expressed mathematically as follows [Woodbury et al., 1993]:

)
im2 | sid 27C¢. 47d) i 27C] gt “3)
mT PR 2

0

which reduces to - Phase
vl Bl
4md
Acos—— (4.4) i |
b Vi R %
\ I
4 4 L /
Where_ ve XOR Gate I ¢
t = t|me Figueroadsd, wif e
T = averaging interval Figure 4.22: At low frequencies typical of ultrasonic
A = amplitude factor from gain of inte- systems, a simple phase-detection circuit based on an
grating amplifier. exclusive-or gate will generate an analog output voltage

proportional to the phase difference seen by the inputs.

. . . (Adapted from [Figueroa and Barbieri, 1991].)
From the earlier expression for it can

be seen that the quantity actually measured

is in fact thecosineof the phase shift and not the phase shift itself [Woodbury et al., 1993]. This
situation introduces a so-calleanbiguity intervalfor scenarios where the round-trip distance
exceeds the adulation wavelength (i.e., the phase measurement becomes ambiguowds once
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exceeds 3670. Conrad and Sampson [1990] define this ambiguity interval as the maximum range
that allows the phase difference to go through one cmplcle o360 degrees:
c

a = of (4.5)

where

R, = ambiguity range interval
f = modulation frequency
c = speed of light.

Referring again to Figure 4.21, it can be seen that the total round-trip disthisegRal to some
integer number of wavelength& plus the fractional wavelength distancassociated with the
phase shift. Since the cosine relationship is not single valued fordgltioére will be more than one
distanced corresponding to any given phase shift measurement [Woodbury et al., 1993]:

cosp = co{ %d) = co{ W) (4.6)

where:

d =(x + nd) /2= true distance to target.

x = distance corresponding to differential phése
n = number of complete omdulation cycles.

The potential for erroneous information as a result ofaimbiguity intervakeduces the appeal
of phase-detection schemes. Some applications simply avoighsaldems by arranging the optical
path so that the maximum possible range is within the ambiguity interval. Alternatively, successive
measurements of the same target using two different modulation frequencies can be performed,
resulting in two equations with two unknowns, allowing bbo#tndn to be uniquely determined. Kerr
[1988] describes such an implentation using rodulation frequencies of 6 and 32 MHz.

Advantages of continuous-wave systems over pulsed time-of-flight methods includditthe ab
to measure the direction and velocity of a moving target in addition to its range. In 1842, an Austrian
by the name of Johann Doppler published a paper describing what has since become known as the
Doppler effect This well-known mathematical relationshiates that the frequency of an energy
wave reflected from an object in motion ifuaction of the relative velocity between the object and
the observer. This subject was discussed in detail in Chapter 1.

As with TOF rangefinders, the paths of the source and the reflected beam arefeppkiase-
shift-measurement systems. This characteristic ensures objeutst ceast shadows when
illuminated by the energyosirce, preventing theissing partgroblem. Even grater measurement
accuracy and overall range can be achieved wbeperative targets aedgtached to the objects of
interest to increase the power density of the return signal.



Chapter 4: Sensors for Map-Based Positioning 115

Laser-based continuous-wave (CW) ranging oaiggd out of wrk performed at the Stanford
Research Institute in the 1970s [Nitzan et al., 1977]. Raogeracies approach those of pulsed
laser TOF methods. Only a slight advantage is gained over pulsed TOF rangefinding, however, since
the time-measurement problem is eg@d by the neddr fairly sophistcated phase-measurement
electronics [Depkovich and Wolfe, 1984Je@use of thémited information obtainable from a
single range point, laser-based systems are often scanned in one or ewienditby either
electromechanical or acousto-optical mechanisms.

4.2.1 Odetics Scanning Laser Imaging System

Odetics, Inc., Anaheim, CA, developed an adaptive and versatile scanning laser rangefinder in the
early 1980gor use onODEX 1, a six-legged walking robot [Binger and Harris, 1987; Byrd and
DeVries, 1990]. The systenetermines distance by phase-shift measurement, constructing three-
dimensional range pictures by panning and tilting the sensor across the field of view. The phase-shift
measurement technique was selected over acoustic-ranging, stereo vision and structured light
alternatives because of the inherent accuracy andgdste rate.

The imaging system is broken down into the two major subelementsetem Figuret.23: the
scan unit and the electronics unit. The scan unit houses the laser source, thet@ttmtoaind the
scanning mechanism. The laser source is a GaAlAs laser diode emitting at a wavelength of
820 nanoraters; the power output is adjustableder software control between 1 to 50 mW.
Detection of the returned energy is achieved through use of an avalanche photodiode whose output
is routed to the phase-measuring electronics.

Scan unit Electronics unit
60 FOV I?ange
raster >
scan Adp > Range/ Programmable
video frame
processor buffer <>
Scan Cw interface
B> : diode (= —>
mechanism laser N
] A % Video
Phaselock Sync
processor

Figure 4.23: Block diagram of the Odetics scanning laser rangefinder. (Courtesy of Odetics, Inc.)

The scanning hardware consists of a rotating polygomadmwhich pans the laser beam across
the scene, and a planar mirror whose back-and-forth nodding motion tilts the beam for a realizable
field of view of 60 degrees in azimuth and 60 degrees in elevation. The scanning sequence follows
a raster-scan pattern and can illuateéand detect an array I##8x128 pixels at a framate of 1.2
Hz [Boltinghouse et al., 1990].

The second subelement, theattonics unit, contains the range calculating and video processor
as well as a programmable frame buffer irde€f. The range and vidpoocessor is responsible for
controling the laser transmissiaagtivation of the scanning mechanism, detection of thermeig
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energy, and determination of range values. Distance is calcutataglh a propdtary phase-
detection scheme, perted to be fast, fully digital, and self-calibrating with a high signal-to-noise
ratio. The minimum observable range is 0.4&ens(1.5 ft), while the maximum range without
ambiguity due to phase shifts greater tB&60 degrees is 9.3aters(30 ft).

For each pixel, the processor outputs a range value and a vidstanedle value. The video data
are equivalent to that obtained from a standard black-and-white television camera, except that
interference due to ambient light and shadowing effectslianmated. The reflectance value is
compared to a prespecified threshold to elatenpixels with ingfficient return intensity to be
properly processed, thereby eliminating potentially invalid rangeadrange values are set to
maximum for all such pixels [Boltinghouse and Larsen, 1989]. Arg#ghborhood medianlter
is used to further filter out noise fromata qualificaton, specular rediction, and impulse response
[Larson and Boltinghouse, 1988].

The output format is a 16-biath word consisting of the range value in either 8 or 9 bits, and the
video information in either 8 or 7 bits, respectively. The resulting range resdltithe system is
3.66 centimetergl.44 in) for the 8-bit format, and 1.83 cergirmrs(0.72 in) with 9 bits. A buffer
interfaceprovides interim storage of thath and can execute singlend or whole-block de&ct-
memoryaccess transfers to external host controliaer program control. Information can also
be routed directly to a host Wwitut being held in the buffer. Currently, the insed is designed to
supportVAX, VME-Bus, Multibysand IBMPC/AT equipment. The scan and electronics unit
together weigh 31 Ib and require 2 A at 28 VDC.

4.2.2 ESPOptical Ranging System

A low-cost near-infrared rangefinder (see Fig. 4.24, Fig. 4.25, and Tab. 4.10) was developed in 1989
by ESP Technologies, Inc., Lawrendiey NJ [ESP].for use in autonomous robot cart navigation
in factories and similar emanments. An eyesafe 2 mW, 820-namden LED surce is 100 percent
moduhbted at 5 MHz and used farm a cdlimated2.5 centineters (1 in) diameter transmit beam
that is unconditionally eye-safe. Rafted radiation is focused byl@-centimeter (4 in) diameter
coaxial Fresnel lens onto the phatbelctor; the measured phase shifirigportional to the round-
trip distance to the illuminated object. TBptical Ranging System (ORS-fijovides three outputs:
range and angle of the target, and an automatic

gain control (AGC) Sl_gnal [Miller and Wagner’Table 4.10: Selected specifications for the LED-

1987]. Range resolution at 6.letars(20 ft) IS based near-infrared Optical Ranging System.
approximately 6 centimete(8.5 in), while angular (Courtesy of ESP Technologies, Inc.)

resolution is about 2.5 centaters (1 in) at a range Parameter value Units
of 1.5 neters (5 ft). Accuracy <6 in
The ORS-1AGC output signal is inversely AGC output 15 v
proportional to theaceived signal strength and  output power 2 mwW
provides information about a target’s near-infrared geam width 25 cm
reflectivity, warning against ingficient or exces- 1in
sive signal return [ESP, 1992]. Usable range results Dimensions 15x15x30 cm
are produced only when the corresponding gain 6x6x12 in
signal is within a predetermined operating range. A Weight Ib
rotating miror mounted at 45 degrees to the Power 12 VbC

optical axis provides 360-degree polar-coordinate 2 A
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Figure 4.24: Schematic drawing of the ORS-1 ranging
system. (Courtesy of ESP Technologies, Inc.)

i A ) ﬁ ESP Technologles, Inc.
coverage. Itis driven at 1 to 2 rps by a motor fitted

with an integral incremental encoder and an opticgl, . 4.95: The ORS-1 ranging system.
indexing sensor that signals the completion of eagburtesy of ESP Technologies, Inc.)
revolution. The system is capable of simultaneous

operation as a wideband optical communication

receiver [Mller and Wagner1987].

4.2.3 Acuity ResearciAccuRange 3000

Acuity Research, Inc., [ACUITY],
Menlo Park, CA, hasecently intro-
duced an interesting product capable ¢
acquiring unambiguous rangatdfrom
0 to 20 meters (0 to 66 ft) usingeo-
prietary technique similar tooaven-
tional phase-shift measurement (see
Tab. 4.11). TheAccuRange 300(see
Figure 4.26) prejcts a ctimated beam
of near-infrared or visible laser light,
amplitude moduted with anon-sinu-
soidal waveform at a 50-percent duty
cycle. A 63.6millimeter(2.5 in) collec-
tion aperture surrounding the laser di
ode emitter on thdront face of the Figure 4.26: The AccuRange 3000 distance measuring
cylindrical housing gathers any reflectedensor provides a square-wave output that varies inversely in

energy returning from the target, andrequency as a function of range. (Courtesy of Acuity Research,
Inc.)
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compares it to the outgoing reference signal to produt#le 4.11: Selected specifications for the
a square-wave output with a period of oscillation propo’r‘g"“’?é‘”c-‘ge 3000 d'fSta”‘{e meas“re’:e”‘
tional to the measured range. The processing electrorfig°"- (Courtesy of Acuity Research, Inc.)

reportedly are substantially different, however, from parameter value Units
heterodyne phaseetkction systems [Qflr, 1994]. Laser output 5 mw
The frequency of the output signal varies from geam divergence 0.5 mrad
approximately 50 MHz at zero range to 4 MHz at wayelength 780/670 nm
20 meterg66 ft). The distance to Maximum range 20 m
target can be determinddrdugh use of a frequency-to- 65 ft
voltage converter, or by measuring the period with aMinimum range 0m
hardware or software timer [Clark, 1994]. SeqgarO to  Accuracy 2 mm
10 V analog outputs are provided for returned signalsample rate up to 312.5 kHz
amplitude, ambient light, and temperature to facilitate Response time 3 us
dynamic calibration for optimalccuracy in demanding Diameter 7.6 cm
applications. The range output changes within 250 3in
nanoseconds to reftt any change in target distance, and Length 51‘5‘ icnm

all outputs are updated within a worst-case time frame of

only 3us. This rapid responsate(up to 312.5 kHz for ~ VeloM 513 J
all outputs with Fhe optional SCSI interface) aIIovys the oo ver 5 and 12 VDC
beam to be manipulated af #00 to 2,000 Hzate with 250 and 50 MA

the mechanical-scanner option shown in Figure 4.27. A
45-degree balanced-mirror arrangement tatemlunder
servo-control to deflect the coaxial outgoing and incom-

ing beams for full 360-degree planar coverage.

It is worthwhile noting that th&ccuRange 3008ppears to be quite popular with commercial and
academic lidar developers. For example, TRC (seedS26.and 6.3.5) is using this sensor in their
Lidar and Beacon Navigation products, and the University of Kaiserslautern, Germany, (see Sec.
8.2.3) has used thccuRange 300 their in-house-made lidars.

Figure 4.27: A 360° beam-deflection capability is provided by an
optional single axis rotating scanner. (Courtesy of Acuity Research, Inc.)
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4.2.4 TRC Light Direction and Ranging System

Transitions Research Corporation (TRC), Danbury, CT, offers a lowidastsystem (see Figure
4.23) for deecting obstacles in the vicinity of rmbot and/or estimating position from local
landmarks, based on the previously discussed Acuity ResAacciRange 3000nit. TRC adds a
2-DOF scanning mechanism employing a gold frontesig@l miror specially mounted on a vertical
pan axis that rotates betwe2A0 and 900 rpm. The tilt axis of the scanner is mechanically
synchronized to nod one corap cycle(down 45 and
back to horizontal) per 10 horizontal scanseetiively
creating a protective spiral of detection coverageiad

the robot [TRC, 1994] (see Fi4.29). The tilt axis can be
mechanically disabled if so desired for 360-degree
azimuthal scanning at a fixed elevation angle.

A 68HC11microprocessor automatically compensates
for variations in ambient lighting and sensor temperature,
and reports range, bearing, and elevatiatadrzia an
Ethernet or RS-232 intexte. Power requirements are
500 mA at 12 VDC and00 mA at 5 VDC. Typical
operating parameters are listed in TahlE2.

Table 4.12: Selected specifications for the TRC Light
Direction and Ranging System. (Courtesy of
Transitions Research Corp.)

Parameter Value Units
Maximum range 12 m
39 ft
Minimum range 0Om
Laser output 6 mwW
Wavelength 780 nm
Beam divergence 0.5 mrad
Modulation frequency 2 MHz
Accuracy (range) 25 mm
1in
Resolution (range) 5 mm
0.2 in
(azimuth) 0.18 *
Sample rate 25 kHz
Scan rate 200-900 rpm
Size (scanner) 13x13x35 cm
5x5x%13.7 in
(electronics) 30x26x5 cm
12x10x2 in . . . .
Weight 44 Ib Flgurg 4.28: The.TRC Light D/rect/on.and
Ranging System incorporates a two-axis
Power 12and 5 VDC scanner to provide full-volume coverage
500 and mA sweeping 360° in azimuth and 45° in
100 elevation. (Courtesy of Transitions Research

Corp.)
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Figure 4.29: LightRanger data plotted from scans of a room. An open door at the upper left
and a wall in the corridor detected through the open doorway are seen in the image to the
left. On the right a trail has been left by a person walking through the room. (Courtesy of
Transitions Research Corp.)
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4.2.5 Swiss Federdhstitute of Technology's “3-D Imaging Scanner”

Researchers at the Swiss Federal Institute of Technology, Zurich, Switzerland, have developed an
optical rangefinder designed to overcome many of the problems assbaith commercially
available optical rangefinders [Adams, 1995].

The design concepts of tBeD Imaging Scan-
ner have been derived from Adam's earliel
research work at Oxford University, U.K.|
[Adams, 1992]. Figure 4.30 shows the workin
prototype of the sensor. The trangem consists
of an eye-safe high-powered (250 mW) Lighi
Emitting Diode (LED) that provides a range
resolution of 4.17 cni/of phase shift between

Table 4.13: Preliminary specifications for the 3-D
Imaging Scanner. (Courtesy of [Adams, 1995].)

Parameter Value Units
Maximum range 15 m
50 ft
Minimum range 0m
LED power (eye-safe) 1 mw
Sweep (horizontal) 360 °
(vertical — “nod”) 130 ~©
Resolution (range) ~20 mm
0.8 in
(azimuth) 0.072 -
Sample rate 8 kHz
Size (diameterxheight) 14x27 cm
5.5x10 in —— , ,
| ) N d ined Figure 4.30: The 3-D Imaging Scanner consists of a
_ (electronics) otyet eterm!ne transmitter which illuminates a target and a receiver to
Weight Not yet determined detect the returned light. A range estimate from the
Power +12 V@ 400 mA sensor to the target is then produced. The mechanism
-12V @ 20 mA shown sweeps the light beam horizontally and

vertically. (Courtesy of [Adams, 1995].)
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transmitted and received beams. More detailed specifications are listed i T&ble
The 3-D Imaging Scanneis now in an advanced prototype stage and the developer plans to
market it in the near future [Adams, 1995].

These are some special design features employed in the 3-D Imaging Scanner:

» [Each range estimate is accompanied by a range variance estimate, cdlibnatbé eceived
light intensity. This quantifies the system's confidenaeaich range data point.

+ Direct “crosstalk” has been removed between transmitter and receiver by employing circuit
neutralization and correct@undingtechniques.

+ A software-based discontinuity detector fingigsous points between edges. Such spurious
points are caused by the finite optical beamwidth, produced by the sensor'sttesainsmi

» The newly developed sensor has a tuned load, low-noise, FET input, bipolar amplifier to remove
amplitude and ambient light effects.

+ Design emphasis on high-frequency issues helpsowe the linearity of the amplitude-modted
continuous-wave (phase measuring) sensor.

Figure 4.31 shows a typical scan result from3H2 Imaging ScannefThe scan is a pixel plot,
where the horizontal axis corresponds to the number of samples recorded inete®®iptiegree
rotation of the sensor head, and the vertical axis corresponds to the number of 2-dimensional scans
recorded. In Figurd.31 330 readings were recorded per revolution of the sensor migacin
horizontal plane, and there were 70 complete revolutions of thermihe geometry viewed is
“wrap-around geometry,” meaning that the vertical pixel sebarzontal coordiate zero is the same
as that at horizontal coordite 330.

4.2.6 Improving Lidar Performance

Unpublished results from [Adam&995] show that it is possible to further improve the already good
performance of lidar systems. For example, in some commercially available sensors the measured
phase shift is not only a function of the sensor-to-target range, but also efctieed signal
amplitude and ambient light conditions [Vestli et al., 1993]. Adams derat@stthis effect in the
sample scan shown in Figure 4.32a. This scan was obtained with tl@R-ESEsensor (see Sec.
4.2.3). The solid lines in Figure32 represent thectual enwionment aneach “x” shows a single
range data point. The triangle marks the sensor's position in each case. Mote lthear behavior
of the sensor between points A and B.

Figure 4.32b shows the results from the same ESP sensor, but witeeéher unit redesigned
and rebuilt by Adams. Specifically, Adams removed the automatic gain controlled circuit, which is
largely responsible for the amplitude-induced range error, anaicesplt withfour softlimiting
amplifiers.

This design approxiates the behavior of a logarithmic amplifier. As a result, the weak signals
are amplified strongly, while stronger signals remain virtually unamplified. The resulting near-linear
signal allows for moraccurate phase measurements and hence range determination.
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Figure 4.31: Range and intensity scans obtained with Adams' 3-D Imaging Scanner.
a. Inthe range scan the brightness of each pixel is proportional to the range of the signal received

(darker pixels are closer).

b. In the intensity scan the brightness of each pixel is proportional to the amplitude of the signal

received.

(Courtesy of [Adams, 1995].)

Figure 4.32: Scanning results obtained from the ESP ORS-1 lidar. The triangles represent the
sensor's position; the lines represent a simple plan view of the environment and each small cross

represents a single range data point.

a. Some non-linearity can be observed for scans of straight surfaces (e.g., between points A and B).
b. Scanning result after applying the signal compression circuit from in [Adams and Probert, 1995].

(Reproduced with permission from [Adams and Probert, 1995].)
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Note also the spuriousath points between edges (e.g., between C and D). These may be
attributed to two potential causes:

+ The “ghost-in-the-machine probletin which crosstalk directly between the transmitter and
receiver occurs even when no light isureed. Adams' solution involves circuit neutralization and
proper grounding procedures.

+ The “beamwidth problerhwhich is caused by the finite transmitted width of the light beam. This
problem shows itself in form of range points lying between the edges of taci®lgcated at
different distances from the lidar. To overcome this problem Adams designed a software filter
capable of finding and rejectingreneous range readings. Figure 4.33 shows the lidar map after
applying the software filter.

.y
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Figure 4.33: Resulting lidar map after applying a software filter.
a. “Good” data that successfully passed the software filter; R and S are “bad” points that “slipped
through.”
b. Rejected erroneous data points. Point M (and all other square data points) was rejected because
the amplitude of the received signal was too low to pass the filter threshold.
(Reproduced with permission from [Adams and Probert, 1995].)

4.3 Frequency Modulation

A closely related alternative to the amplitudeeulated phase-shift-measurement ranging scheme
is frequency-modalted (FM) radar. This techniquavblves transmission of a continuousatto-
magnetic wave modulated by a periodic triangular signal that adjusts the carrier fredumregpd
below the mean frequendyas shown in Figure 4.34. The tranger emits a signal that varies in
frequency as a linear function of time:
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f(t) =f, + at 4.7)

where *I |“ 2dje

a = constant
t = elapsed time.

f

. . . (o}
This signal is reflectettom a tar- t
get and arrives at the receiver at
timet + T.
2d
T == 4.8
- (4.8)
where Figure 4.34: The received frequency curve is shifted along the time

. . . axis relative to the reference frequency [Everett, 1995].
T = round-trip propagation time quency | )

d = distance to target
¢ = speed of light.

The received signal is compared with a reference signal taken directiythe transntier. The
received frequencyurve will be disphced along the time axis relative to the reference frequency
curve by an amount equal to the time required for wave propagation to the target and back. (There
might also be a vertical displacement of the received fwavealong the frequency axis, due to the
Doppler efect.) These two frequencies when combined in the mixer produeat &réquency,,

Fp=1(t)-f(T+t)=aT (4.9)

where
a = constant.

This beat frequency is measured and used to calculate the distance to the object:
F.C

AF F

rd

(4.10)

where

d =range to target

c = speed of light

F, = beat frequency

F, = repetition (modulation) frequency
F, = total FM frequency deviation.

Distance measurement is thereforedily proportional to the difference oeht frequency, and
as accurate as the linearity of the frequency variation oveoth@ing interval.
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Advances in wavelength control of laser diodes now permit this radar ranging technique to be
used with lasers. The frequency or wavelength of a laser diode can be shifted by varying its
temperature. Consider an example where the wavelength8s0ananomater laser diode is shifted
by 0.05 nanometers in four seas: the corresponding frequency shift is 5.17 MHz per nanosecond.
This laser beam, when reflectedm a surlce 1 meter away, wouptoduce a bat frequency of
34.5 MHz. The linearity of the frequency shift controls #leeuracy of the system; a frequency
linearity of one part in 1000 yards yieldsagcuracy of 1 millireter.

The frequency-modulation approach has an advantage over the phase-shift-measurement
technique in that a single distance measurement is not ambigueuall (fhase-shift systems must
perform two or more measurements at different modulation frequencies to be unambiguous.)
However, frequency modulation has several disadvantagesatssioeith the required linearity and
repeataliity of the frequency ramp, as well as the coherence of the laser beam in optical systems.
As a consequence, most commercially available FMCW ranging systems are radar-based, while laser
devices tend to favor TOF and phasgetttion mdiods.

4.3.1 Eaton VARAD Vehicle Detection and Driver Alert System

VORAD Technologies [VORAEL], in joint venture with [VORAD-2], has developed a commercial
millimeter-wave FMCW Doppler radar system desigfeeduse on board a motor vehicle [VORAD-
1]. The Vehicle Collision Warning Systeremploys a 12.7x12.7-cent@ter (5x%5 in)
antenna/transmitter-receiver packageumted on the front gjrof a vehicle to monitor speed of and
distance to other traffic or obstacles on the road (see Bi@e The flaietched-array antenna
radiates pproximately 0.5 mW of power at 24.725 GHz detly down the roadway in a maw
directional beam. A GUNN diode is used for the trattemiwhile the receiver employs a balanced-
mixer detector [Woll,1993].

Eaton VORAD EVT-200 Collision Waming System

“Blind spal_ s —
display P

Cenr.t;I
processing umif |
Antenna lransmiticr &
receiver assembly
Figure 4.35: The forward-looking antenna/transmitter/ receiver module
is mounted on the front of the vehicle at a height between 50 and 125
cm, while an optional side antenna can be installed as shown for

blind-spot protection. (Courtesy of VORAD-2).
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TheElectronics Control Assemb(gee Figure 4.36) tated in the passenger compartment or cab
can individually distinguish up to 20 moving or stationary objectg(iSiL994] out to a maximum
range of 106 mters(350 ft); the closest three targets within a prespecified warning distance are
tracked at a 30 Hz rate. A MotordxsP 56001and an Inte87C196microprocessor calcale range
and range-ratenformation from the RFata and analyze the results in conjunction with vehicle
velocity, braking, and steering-angtgarmation. If recessary, th€ontrol Display Unitalerts the
operator if warranted of potentially hazardous driving situations with a series of caution lights and
audible beeps.

As an optional feature, the Vehicle Collision Warning Systéfiers blind-spot dtection along the
right-hand side of the vehicle out to 4.®ters(15 ft). The Side Sensor transtar employs a
dielectric resonant oscillator operating in pulsed-Doppler mode at 10.525 GHz, usingfehiat-

array antenna with a beamwidth of about 70 degrees [Woll, 1993]. The system microprocessor in
the Electronics Contrddssembly analyzes the signal strength and frequencp@oemts from the

Side Sensor subsystem in conjunction with vehicle speed and steettg andictivates audible

and visual LED alerts if a dangerous condition is thought to exiseqi®el specifications are listed

in Tab. 4.14.)

Among other features of interest is a recorde@tdire, which stores 20 minutes of the most
recent historical data on a removable EEPROM argroard for postccident reconstructn. This
data includes steering, braking, and idle time yGoeind Bus Linesacently completed installation
of the VORAD radar on all of its 2,400 buses [Bulkeley, 1993], and subsequently reported a 25-year
low accident reord [Greyhound, 1994]. The entire
system weighs just 3 kilograms (6.75 Ib), and
operates from 12 or 24 VDC with a nominal power
consumption of 20 W. An RS-232 digital output is

Table 4.14: Selected specifications for the Eaton
VORAD EVT-200 Collision Warning System.
(Courtesy of VORAD-1.)

available.
Parameter Value Units
Effective range 0.3-107 m
1-350 ft
Accuracy 3%
Update rate 30 Hz
Host platform speed 0.5-120 mph
Closing rate 0.25-100 mph
Operating frequency 24.725 GHz
RF power 0.5 mwW
Beamwidth (horizontal) 4 =
(vertical) 5=
Size (antenna) 15%20%3. cm
8 in
6x8x1.5
(electronics unit) 20x15x12 cm
.7 in
8x6x5
Weight (total) 6.75 Ib
Power 12-24 VvDC
20 W Figure 4.36: The electronics control assembly of the
MTBF 17,000 hr Vorad EVT-200 Collision Warning System. (Courtesy of

VORAD-2.)
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4.3.2 SafetyFirst Systems Vehicular Obstacle Detection and Warning System

Safety First Systems, Ltd., Plainview, NY, and General Microwave, AilfityMY, haveteamed

to develop and market a 10.525 GHz microwave unit (see Figure 4.37) for use as an automotive
blind-spot alert for drivers when backing up or changing lanes [Siuru, 1994]. The narrowband (100-
kHz) modified-FMCW technique uses patent-pending phasdrdisation augmetationfor a 20-

fold increase in achievable resolution. For example, a conventional FMCW system operating at
10.525 GHz with a 50 MHz bandwidthlisiited to a best-case range resolution mh@ximately

3 meters (10 ft), while the improved approach can resolve distance to within 18eter(th6 ft)

out to 12 meters (40 ft) [SFS]. Even greater accuracy and maximum ranges (i.e., 480rftyare
possible with additional signal processing.

Figure 4.37: Safety First/General Microwave Corporation's Collision
Avoidance Radar, Model 1707A with two antennas. (Courtesy of Safety
First/General Microwave Corp.)

A prototype of the system delivered to Chrysler Corporation uses conformadichisicrostrip
antennae mounted on the rear side panels and rear bumper of a minivan, aetéciaboth
stationary and moving objects within the coverage patterns shown in Bi@#&eCoarse range
information about redicting targets is representedanr discete range bins with individual TTL
output lines: 0 to 1.83 eters (0 to 6 ft)1.83 to 3.35 raters (6 to 11 t)3.35 to 6.1 maters(11 to
20 ft), and > 6.1 (R0 ft). Average radited power isfaout 50 pW with a three-percent duty cycle,
effectively diminating adacent-system interference. The system reqdie#\ from a single 9 to
18 VDC supply.
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Minivan
Adjacent
vehicle
// [
// .
Zone 1 Blind §pot
detection zone
d 6 ft
\/ / Zone 2 \
Zone 3
20 ft
Zone 4

Figure 4.38: The Vehicular Obstacle Detection and Warning System employs a
modified FMCW ranging technique for blind-spot detection when backing up or
changing lanes. (Courtesy of Safety First Systems, Ltd.)
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Tech-Team leaders Chuck Cohen, Frank Koss, Mark Huber, and David Kortenkamp (left to right) fine-tune CARMEL
in preparation of the 1992 Mobile Robot Competition in San Jose, CA. The efforts paid off: despite its age,

CARMEL proved to be the most agile among the contestants, winning first place honors for the University of
Michigan.



CHAPTER 5
ODOMETRY AND OTHER DEAD-RECKONING METHODS

Odometry is the most widely used navigation method for mobile robot positioning. It is well known
that odometry provides good short-teaccuracy, is inexpensive, and allows very high sampling
rates. However, the fundamental idea of odometry is the integration of incremental motion
information over time, which leads inevitably to the accumulationrafre Particularly, the
accumulation of orientatiormers will cause large positionreors which increase proportionally with

the distance traveled by the robot. Despite tligstations, most researchers agree tduametry

is an important part of a robot navigation system and that navigation téiske simplified if
odometric accuracy can bepnoved. Odometry is used in almost all mobile robots, for various
reasons:

+ Odometry data can be fused with absolute position measuremgmtide ketter and more
reliable position estimation [Cox, 1991; lmgum, 1991; Byrne et al., 1992; Chenavier and
Crowley, 1992; Evans, 1994].

+ Odometry can be used in between absolute position updates with landmarks. Given a required
positioning accuracy, increased accuracy in odometry allows for less frequent absolute position
updates. As a result, fewer landmarks are neéatealgiven travel distance.

+ Many mapping and landmark matching algorith(far example: [Gonzalez et al., 1992;
Chenavier and Crowley, 1992]) assume that the robot can maintain its position well enough to
allow the robot to look for landmarks iniaited area and to aich features in thdimited area
to achieve short processing time and to improagching orrectnes$Cox, 1991].

+ In some cases, odometry is the only navigation information available; for example: when no
external reference is available, when circumstances preclude the placing or selection of
landmarks in the environment, or when another sensor subsystem fails to provide atsable d

5.1 Systematic and Non-Systematic Odometry Errors

Odometry is based on simple equations (see Chapt. 1) that are easily implemented and that utilize
data from inexpensive incremental wheel encoders. However, odometry is also based on the
assumption that wheel revolutions can be translated into linear displacement relativecrthe fl
This assumption is only of limited validity. One extreme example is wheel slippage: if one wheel was
to slip on, say, an oil 8 then the assoated encoder would register wheel revolutions eliendh
these revolutions would not correspond to a linear aligghent of the wheel.

Along with the extreme case of total slippage, there are several other more subtle reasons for
inaccuracies in the translation of wheel encoder readings into linear motion. All of these error
sources fit into one of two categorisgstematic errorandnon-systentic errors.

Systematic Errors
» Unequal wheel diameters.
» Average of actual wheel diameters difftn@m nominal wheel diagter.
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« Actual wheelbase differs from nominal wheelbase.
- Misalignment of wheels.

« Finite encoder resolution.

» Finite encoder sampling rate.

Non-Systematic Errors
» Travel over uneven floors.
+ Travel over unexpected objects on thoofl
» Wheel-slippage due to:
= Slippery floors.
o overacceleration.
= fast turning (skidding).
o external forces (interaction with exterraldies).
= internal forces (castor wheels).
= non-point wheel camact with the fbor.

The clear distinction between systematic and non-systematic errorséabingrortance for the
effective reduction of odometryrers. For example, systematic errors are particularly gragause
they accumute constantly. On most smootidoor surdces systematiamrs contribute much
more to odometry errors than non-systematic errors. However, on rougbesuiith significant
irregularities, non-systematic errors are dominant. The problem with non-systematic errors is that
they may appear unexpectedgr example, when the robot traverses an uaetgd object on the
ground), and they can cause large positimars. Typically, when a mobile robot system is installed
with a hybridodometry/landmark navigation system, the frequency of the landman®snined
empirically and is based on the worst-case systematic errors. Such systems are likely to fail when one
or more large non-systematic errors occur.

It is noteworthy that many researchers develop algorithms that estimate the position uncertainty
of a dead-reckoning robot (e.g., [Tonouchi et al., 1994; Komoriya and Oyama, 1994].) With this
approach each computedbot position is surrounded by a cheteristic “@ror dlipse,” which
indicates a region of uncertainty for the robatsual position (see Figuel) [Tonouchi et al.,

1994; Adams et al., 1994]. Typically, thedipees grow with travel distance, until an absolute
position measurement reduces the growing uncertainty and thereby “resets” the size of the error
ellipse. These error estimatidechniques must rely on error estimation patars derivedrom
observations of the vehicle's dead-reckoning performance. Clearly, theseteaisazan take into
account only systematic errorgdause the magnitude rdn-systematic errors is unpretible.

Uncertainty
Estimated trajectory error €lipses

» of robot
71‘ position \ /\
- O \/ U ’
Figure 5.1: Growing “error ellipses” indicate the growing position
uncertainty with odometry. (Adapted from [Tonouchi et al., 1994].)

\booklor_rep10.ds4; .wn¥: 7/19/95
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5.2 Measurement of Odometry Errors

One important but rarely addressed difficulty in mobile robotics igjtiagtitative measurement of
odometry erors.Lack of well-defined measuringrocedures for the quantiition ofodometry

errors results in thpoor calibration of mobile platforms and incomparable reports on odometric
accuracy in scientific communications. To overcome pihidolem Borenstein and Feng [1995a,;
1995c] developed methods for quéaiively measuring systematilometry errors and, tolienited

degree, non-systematic odometry errors. These methods rely on a simplified error model, in which
two of the systematic errors are considered to be dominant, namely:

» the error due to unequal wheel dieters, defined as
E,=DgD, (5.1)

whereDg andD, are theactualwheel diameters of the right and left wheel, respectively.

» The error due to uncertainty about theeefive wheelbase, defined as

Eb = bactua{b nominal (52)
whereb is the wheelbase of the vehicle.

5.2.1 Measurement of Systematic Odometry Errors

To betterunderstand the motivation for Borenstein and Feng's method (discussed in Sec. 5.2.1.2),
it will be hepful to investigite a related mibd first. This redted metod, described in&gtion

5.2.1.1, is intuitive and widely used (e.g., [Borenstein and Koren, 1987; Cybermotion, 1988;
Komoriya and Oyama, 1994; Russell, 1995], but it is a fundamentally unsuitable benchmark test for
differential-drive mobile robots.

5.2.1.1 The Unidiectional Square-Path Test — A Bad Measure for Odometric Accuracy

Figure 5.2a shows a 4x4eter unidirectional square path. Tiodot starts out at a positios
Yo, 8o, which is labeled START. The starting area should loatéd near theocner of two
perpendicular walls. The walls serve as a fixed reference before and after the run: measuring the
distance between three specific points on the robot and the walls attowsite determination of
the robot's absolute position and otation.

To conduct the test, the robot must be programmed to traverse the four legs of the square path.
The path will reirn the vehicle to the starting area bacduse obdometry and controller errors,
not precisely to the starting position. Since this test aimstatminingodometry errors and not
controller errors, the vehicle does not need to be programmed to return to its starting position
precisely — returning approximately to the starting areaff&gnt. Upon completion of the square
path, the experimenter again measures the absolute position of the vehicle, using the fixed walls as
areference. These absolute measurements are then compared to the position and orientation of the
vehicle as computed from odometrgtd. The result is a set dturn position errorscaused by
odometry and denotetk, ey, andef.
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EX = Xabs - X cale Reference Wall
€Y = Vabs~ Ycalc (53) Ob —» Forward \
€b = eabs' 0 calc Start
(XO! y0! 90)
where End Preprogrammed
_ . . . +
€X, €Y, €0 = position and orientation er- (;2+:yx square path, x4 m,

rors due to odometry 0o+<))
Xabs Yans O aps = absolute position and orienta-

tion of the robot
Xealo Yealo O cac=  pOSItion and orientation of

the robot as computed from

odo-

metry. a. A\ /

The path shown in Figure 5.2a comprises of
four straight-line segments and four pure rota- Reference Wall
tions about the robot's centerpoint, at the cof-
ners of the square. The robot's end positi
shown in Figure 5.2a visualizes the odomet

s |
error. End\\'z Preprogrammed

. , . . '\
While analyz_lng the results of this experi | square path, 4x4 m. 1
ment, the experimenter may dravy two different V' 87 wrninstead of 90° twrn :
conclusions: The odometry error is the result of \\ (due to uncertainty about i
unequal wheel diametersy, as shown by the ||z the effective wheelbase). I
slightly curved tragctory in Figure 5.2b (dted . Curved instead of straight path '-

N— —

) " In th le here, thi
uncertainty about the wheelbads, In the ;}Z:::[;’,ﬁ,i ;,’:,, * cause:/
example of Figure 5.2k, caused the robot to % ‘\ A \ ......
turn 87 degrees itsad of the desired 90 de-~ /®° | -

grees (dashed trajectory in Figure 5.2b). T &, |

As one can see in Figure 5.2b, either one of prm—— ———
these two casemould yield approxinately the Figure 5.2: _
same position error. Thadt that two different ZheT”hr!dr']roenﬁ?no;ﬂ e path experiment.
error mechanisms might result in the samg Eitner one of the two significant errors E, or £, can
overall error may lead an experimenter toward cause the same final position error.
a serious mistake: correcting only one of the
two error sources in software. This mistake is so
serious because itilyield apparently “excellent” results, as shown in the example in Figde
In this example, the experimenter began “improving” performance by adjusting the whésdlbase
the control software. According to the dead-reckoning equations for differential-drive vehicles (see
Eq. (1.5) in Sec. 1.3.1), the experimenter needs only to increase the vakeenadike the robot turn
more in each nomin@0-degree turn. In doing so, the experimentérse@on have adjustellto the
seemingly “ideal” value that will cause thebot to turn 93 degrees, thereby eefively
compensating for the 3-degree otaion aror introduced byach slightly arved (but nominally
straight) leg of the square path.

: . -, . I

line). Or, the odometry error is the result of . (due fo unequal wheel diameters). | -
i
|

S ——
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One should note that anoth@pular test Reference Wall
path, the “figure-8” path [Tsumura et al.,
1981; Borenstein and Koren, 1985; Co Start T\_’ Forward . ...... \V/
1991] can be shown to have the saimaris 1 e :
comings as the uni-directional square pat : End ]
L . Curved instead of straight path ]
5.2.1.2 The Bideectional Square-Path . (due to unequal wheel diameters).
Experiment . In the example here, this causes

. a 3 origntation error.

93 turn instead of 90° turn
(due to uncertainty about the |
effective wheelbase). ;

The detailed example of the preceding sec-
tion illustrates that the unidirectional square
path experiment is unsuitable for testing
odometry performance in differential-drive
platforms, lecause it can easily conceal two
mutually compensating odometry errors. To
overcome this problem, Borenstein and Feng

Preprogrammed
square path, 4x4 m.

[1995a;1995c] introduced thbidirectional UUUUURUTRRPIPR PREEEY SRREE <T SN

square-pathexperiment, calledUniversity ' = 4/
H H \designerbbook\deadre30.ds4, deadre31.wmf, 07/19/95

of Mlchlgan Benchmark (UMBmark)' Figure 5.3: The effect of the two dominant systematic

UMBmark requires that the square patead-reckoning errors £, and £, . Note how both errors
experiment be performed in both clockwisenay cancel each other out when the test is performed in
and counterclockwise direoti. Figure 5.4 only one direction.

shows that the concealed duadoe from

the example in Figure 5.3 becomes clearly

visible when the square path is performed /T _
in the opposite dection. This is so écause Preprogrammed S
the two dominant systematic errors, which ~ [squaepath, 4xdm.. / o

may compensatr each other when run { o

Curved instead of straight path
(due to unequal wheel diameters).
In the example here, thizauses
ﬁ\ a 3 orientation error.

in only one directin, add up t@ach other
and increase the overall error when run i
the opposite dection.

The result of the bidirectional square-
path experiment might lookmsilar to the
one shown in Figure 5.5, which presents
actual experimental results with an off-the-
shelf TRCLabMaterobot [TRC] carrying
an evenly distributed load. In this experi
ment the robot was programmed to follow
a 4x4 meter square path, starting®0).
The stopping position®r five runseach in
clockwise (cw) and counterclockwise
(ccw) directions are shown in Figubes.
Note that Figure 5.5 is an enlarged view of

9% turn instead of 90 turn
(due to uncertainty about

the effective wheelbasé. “ﬁ

. Reference Wall Idesigner\book|deadre30.ds4, deadre32.w ¥, 07/19/95
the target area. The results of Figure 5.8gure 5.4: The effect of the two dominant systematic

can be interpreted as follows: odometry errors E, and E,: when the square path is
performed in the opposite direction one may find that the
errors add up.
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» The stopping positions after cw and ccw runs are clustered in two distinct areas.

» The distribution within the cw and ccw clusters are the result of non-systematic errors, such as
those mentioned in Sectidnl. However, Figure 5.5 shows that in an uncaldxl vehicle,
traveling over a reasonably smooth concreterflthe contribution ofystematierrors to the
total odometry error can be notably larger than the contribution of non-systematic errors.

After conducting the UMBmark experiment, one may wish to derive a single numeric value that
expresses the odometeccuracy (with respect to systematiooes) of the tested vehicle. In order
to minimize the effect afion-systematic errors, it has been suggested [Komoriya and Oyama, 1994;
Borenstein and Feng, 1995c] to consider the center of graatgadf cluster as representative for
the systematic odometry errors in the cw and ccections.

The coordinates of the two centers of gravity are computed from the results of Equation (5.3) as

N Y [mm] — ——_ fW cluster
_1 A .
Xc cwiccw _Z EXi cwiccw / O \ ,
G ni; " / Center of gravity
(5.4) 100Xgen ., — | of cwruns
1y Q0 /
yc.g.,cw/ccw_ H.Zq: Gyi,cw/ccw 50+ &>°§ B /
3 X [mm]
] -50 50 100 150 200 250
wheren = 5 is the number of runs 50+
in each direction. Z Center of gravity
The absolute offsets of the two cen- , Of ccwruns
ters of gravity from the origin -1007 :
are denoted. 4 . andr ¢ 4 ccw(see Fig. =
5.5) and are given by -150+ e NS
P N
() \
-200“ Xe. .,CCW (
_ 2 2 9.
r.c.g.,cw_\/(Xc.g.,cw) + (yc.g.,cw) (5.52) C/CW /\\ . ‘/l
_o50L cluster ™
an d 250 \bookldeacked1ds 4, WMF, 07/19/% N /

Figure 5.5: Typical results from running UMBmark (a square path
- 2 2 run in both cw and ccw directions) with an uncalibrated vehicle.
rc.g.,ccw_\/( c.g.,ccw) t (yc.g.,ccw) . (5.5) )

Finally, the larger value amomng, .,andr., .., is defined as thenieasure of odometric
accuracy for systematic errdrs

Emax,syst: max( c.g.,cw; r c.g.,cc)/v- (56)

The reason for not using tlaerageof the two centers of gravity. g ., andr ¢ g .S that for
practical applications one needs to worry aboutdhgestpossible odometry error. One should also
note that the final orientationrer <0 is not considered explicitly in the expressionEQgy sysc This



136 Part Il Systems and Methods for Mobile Robot Positioning

is because all systematic orientatioroes are implied by the final position errors. In other words,
since the square path has fixed-length sides, systematic orientatios teansite directly into
position errors.

5.2.2 Measurement of Non-Systematic Errors

Some limited mformation about a vehicle’s suscepitip to non-systematic errors can be derived
from the spread of the return position errors that was shown in Figure 5.5. When running the
UMBmark procedure on smooth floors (e.g., a cetefbor without notteable bumps or cracks),

an indication of the magnitude of then-systematic errors can be obtained from computing the
estimated standard deviation However, Borenstein and Feng [1994] caution that there is only
limited value tdknowingo, sinceo reflects only on the interaction between the vehicle and a certain
floor. Furthermore, it can be shown that from compasifigpm two different robots (even if they
traveled on the same floor), one cannetessarily conclude that the robots with the lasgsnowed

higher susceptibility tmon-systematic errors.

In real applications it is imperative that tlaegest possible disturband® determined and used
in testing. For example, the estimated standard deviation of the test inF:lggrees no indiation
at all as to what error one should egpif one wheel of theobot inadvertently traversed a large
bump or crack in the floor. For the above reasons it is difficult (perhaps impossible) to design a
generally applicable quantitative tgsbcedure for non-systematic errors. However, Borenstein
[1994] proposed an easily reproducible test that would allow comparing the sulsyegatinon-
systematic errors of different vehicles. This test, calledetiended UMBmatkuses the same
bidirectional square path as UMBmark but, in addition, introduces artificial bumps. Artificial bumps
are introduced by means of a common, rourettatalhousehold-type cable (such as the ones used
with 15 A six-outlet power strips). Such a cable has a elianof dout 9 to 10milimeters. Its
rounded shape and plastic coating allow even snalteats to traverse it without too much physical
impact. In theproposed extended UMBmark test the cable asgudl 10 timesinder one of the
robot’'s wheels, during motion. In order to providetter repeataltty for this test and to avoid
mutually compensating errors, Borenstein and Feng [1994] suggest that these 10 bumps be
introduced as evenly as possible. The bunmagilsl also be introduced during the first straight
segment of the square path, and always under the wheeaktleatthe inside of the square. It can
be shown [Borenstein, 1994b] that the mostaeable effect of each bump is a fixed orientation
error in the diection of the wheel that eagntered the bump. In the TR@bMate for example,
the orientation error resulting from a bump of height 10 mm is roughi8 = 0.44 [Borenstein,
1994h].

Borenstein and Feng [1994] peed to discuss which measurable parameter would be the most
useful for expressing the vehicle’s suscdifitfto non-systematic errors. Consider, for example,
Path A and Path B in Figure 5.6. If the 10 bumps required bgxtended UMBmarkest were
concentrated at the beginning of the first straight leg (as shown in exaggeration in Path A), then the
return position error would be very small. Conversely, if the 10 bumps were catedribward
the end of the first straight leg (Path B in Figure 5.6), then the return position error would be larger.
Because of this sensitivity of the weh position errors to the agt location of the bumps it is not
a good idea to use the wen position error as an iraditor for a robot’s suscepliby to non-
systematic errors. Ibsad, the return ori¢ation eror €0 should be used. Although it is more
difficult to measure small angles, measuremerat a more consistent quantitative indicator for
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comparing the performance of different robots. Thus, one can measure and express thellgysceptib
of a vehicle to non-systematic errors in terms chwtsrage absolute orientation errdefined as

Eenonsys — Ei lee_nonsys sys E | enonsys S)’S | (57)

avrg n i,cw avrg, cw i,ccw av rg,ccwi
i=1

wheren = 5 is the number of experiments in cw or ccw dimgtsuperscriptssys and “nonsys
indicate a result obtained from either the regular UMBmark test (feersgsic errors) or from the
extended UMBmark test (for nesysematic errors). Note that Equation (5.7) improves on the
accuracy in identifyingnon-systematic errors by removing the systematic bias of the vehicle, given

by

€0orgon = —Z €0, 5.8 End of
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P Path A: 10 bumps Path B: 10 bumps 1

gsys - Z 0% (5.8b) 11 concentrated atp concentrated at end |
Oavigoon .eew ' ] of first straight leg.

beginning of .
1| first straight leg. ]
j ]

Also note that the arguments inside the 1 ]
Sigmas in Equation (5.7) are absolute values 1 '

of the bias-free return oriéation erors. 1 Nominal ;
This is because one would want to avoid the square path
case in which two return origation arors ;’ ]
of opposite sign cancelch other out. For I’ A\ ]
example, if in one rure@=1° and in the I ______________________ / 1
next run e6=-1° , then one should not -l T f

nonsys e —

COI’]C|Ude thateavrg 0 US|ng the average bookdeadre2t dsa, wmi, 719095 T " — — J
absolute return error as computed in EQUa&igure 5.6: The return position of the extended UMBmark
tion (5.7) would COfEECt|y compute test s sensitive to the exact location where the 10 bumps
6923?53’3 1By contrast, in Equation (5.8) thewere placed. The return orientation is not.

actual arithmetic average is computed to
identify a fixed bias.

5.3 Reduction of Odometry Errors

The accuracy of odometry in commercial mobile platforms depends to some degree on their
kinematic design and on certain critical dimensions. Here are some of the design-specific
considerations that affect di¢aeckoningaccuracy:

Vehicles with a small wheelbase are more prone totatien erors than vehicles with a larger
wheelbase. For example, the differential didaMaterobot from TRC has a relatively small
wheelbase of 34@ilimeters(13.4 in). As a result, Gourley and Trivedi [1994], suggest that
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odometry with thd.abMatebe limited to &out 10 neters(33 ft), before a new “re$” becomes
necessary.

+ Vehicles with castor wheels that bear a significant portion of the overall weight are likely to
induce slippage when reversing direction (thiecfsping cart etct”). Conversely, if the castor
wheels bear only a small portion of the overall weight, then slippabeot occur when
reversing directiofBorenstein and Koren, 1985].

+ It is widely known that, ideally, wheels used for odometry should be “knife-edge” thin and not
compressible. The ideal wheel would be made of aluminum with a thin layer of rubbettéor b
traction. In pactice, this design is not feasilbé all but the most lightweight vehiclesetause
the odometry wheels are usually alsadlidmearing drive wheels, which require a somewhat larger
ground cotact sirface.

+ Typically the synchro-drive design (see Sec. 1.3.4) providéerodometricaccuracy than
differential-drive vehicles. This is especially true when traveling over floor irregularities: arbitrary
irregularities will afect only one wheel at a time. Thus, since the two other drive wheels stay in
contact with the i@und, they provide moreaction andforce the affected wheel to slip.
Therefore, overall distance traveled will be eetedproperly by the amount of travel idited
by odometry.

Other attempts at ipmoving odometricaccuracy are based on more detailed modeling. For
example, Larsson et al. [1994] used circular segments taceephe linear segments in each
sampling period. The benefits of this approach are relatively small. Boyden and Velinsky [1994]
compared (in simulations) conventiomalometrictechniques, based on kinematics only, to solutions
based on the dynamics of the vehicle. They presented simulation results to show that for both
differentially and conventionalliytsered wheeled mobil®bots, the kinematic model wascurate
only at slower speeds up to 0.3 m/s when performing a tight turn. This result agrees with
experimental observations, which suggest that errors due to wheel slippage can be reduced to some
degree by limiting the vehicle's speguting turning, and biimiting accelerations.

5.3.1 Reduction of Systematic Odometry Errors

In this section we present specific methods for reducing systematic odometry errors. When applied
individually or in combination, these measures can improve odonatcaracy by orders of
magnitude.

5.3.1.1 Auiliary Wheelsand Basic Encoder Trier

It is generally possible to improve odometimcuracy by adding a pair of “knife-edge,” non-load-
bearingencoder wheeJsas shown conceptually in Figure 5.7. Since these wheels are not used for
transmitting power, they can be made to be very thin and with only a thin layer of rubber as a tire.
Such a design is feasible for differential-drive, tricycle-drive, and Ackerman vehicles.

Hongo et al. [1987] had built such a set of encoder wheels, to improgeduscy of a large
differential-drive mobile robot weighing 350 kilograms (770 Ib). Hongo et al. report that, after
careful calibration, their vehicle had a position error of less tham#ld® eters (8 in¥or a travel
distance of 50 metef464 ft). The ground suate on which this experiment was carried out was a
“well-paved” road.
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5.3.1.2 The Basic Encoder Tiex

An alternative approach is the use of a trailer with two Drlve

encoder wheels [Fan et al., 1994; 1995]. Such BRcoder motors Encodel
encoder trailerwas recently built and tested at thewheel Wheel
University of Michigan (see Figure 5.8). This encoder 1 '75"7\,;}7'

trailer was designed to be attached to a Remotec wheels

Andros V tracked vehicle [REMOTEC]. As was

explained in Sectiod.3, it is virtually impossible to
use odometry with tracked vehiclegdause of the
large amount of slippage between the tracks and fifwre 5.7 Conceptual rawing o a set o

floor during turning. The idea of the encoder trailer fgc0%e" Wheels for a differential drive vehicle.

to perform odometry whenever the ground elcter-

istics allow one to do so. Then, when thedroshas to move over small obstacles, stairs, or
otherwise uneven ground, the encoder trailer would be raised. The argument for this part-time
deployment of the encoder trailer is that in many applicationsaibet may travemostly on
reasonably smooth concretedts and that it would thus benefibst of the timé&rom the encoder
trailer's odometry.

5.3.1.3 Systenti@ Calibration

Another approach to improving odometaccuracy
without any additional devices or sensors is based
the careful calibration of a mobile robot. As wa
explained in Sectiob.1, systematic errors are inhers==
ent properties odach individuatobot. They change
very slowly as the result of wear or of different loa
distributions. Thus, these errors remain almost co
stant over extended periods of time [Tsumura et
1981]. One way to reduce suchraes is vehicle- ©
specific calibration. However, calibration is difficult: e o
because even minute deviations in the geometry of th&,e 5.8: A simple encoder trailer. The trailer
vehicle or its parts (e.g., a change in wheel diamet&fe was designed and built at the University of
due to a different load distribution) may cause subtichigan for use with the Remotec's Andros V
stantial odometry errors. tracked vehicle. (Courtesy of The University of

Borenstein and Feng [1995a; 1995b] have devel<n9an)
oped a systematic procedure for the measurement and
correctionof odometry errors. This method requires
that the UMBmark procedure, described éctn
5.2.1, berun with at least five runsach in cw and
ccw directon. Borenstein and Feng define two new error att@ristics that are meaningful only
in the context of the UMBmark test. These characteristics, called Type A and Type B, represent
odometry errors in origation. A Type A is defined as an ortation eror thatreduces (or
increases)the total amount of tation of therobot during the square-path experimenbath cw
and ccw directionBy contrast, Type B is defined as an orientatimaordhatreduces (or increases)
the total amount of tation of therobot during the square-path experimenme direction, but
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increases (or reducethie amount of r@ation when going in thether direction Examples for Type
A and Type B errors are shown in Figure 5.9.
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Figure 5.9: Type A and Type B errors in the ccw and cw directions. a. Type A
errors are caused only by the wheelbase error E,. b. Type B errors are caused
only by unequal wheel diameters (E,).

Figure 5.9a shows a case where the robot turned four times for a nominal amount of 90 degrees
per turn. However, because the actual wheelbase of the vehicle was larger than the nominal value,
the vehicle actuallyurned only 85 degrees e@ach orner of the square path. In the example of
Figure 5.9 the robaictually tirned onlyB,, = 4x85 = 34C, instead of the desirél} . ,ina= 360 .

One can thus observe thaboth the cw and the ccwxperiment the robot ends up turniagsthan
the desired amount, i.e.,

|8total, cwI < B nominall and B total, CC\I\I< B nomirlal-

Hence, the orientatiorr®r is of Type A.
In Figure 5.9b the traptory of a robot with unequal wheel diat@rs is shown. Thisrer

expresses itself in aucved path that adds to the overall ot&ion at the end of theun in ccw
directon, but it reduces the overaltadion in the ccw direatn, i.e.,

|etotal, cch > B nominJI bUt |e totaI,C\L < B nomirlal-
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Thus, the orientation error in Figure 5.9b is of Type B.

In an actual run Type A and Type B errors will of course occur together. The problem is therefore
how to distinguish between Type A and Type B errors and how to compute correction factors for
these errors from the measured final position errors of the robot in the UMBmark test. This question
will be addressed next.

Figure 5.9a shows the contribution of Type A errors. We recall that Type A errors are caused
mostly by E,. We also recall that Type A errors cause too much or too little turning at the corners
of the square path. The (unknown) amount of erroneous rotation in each nominal 90-degree turn is
denoted as o and measured in [rad].

Figure 5.9b shows the contribution of Type B errors. We recall that Type B errors are caused
mostly by the ratio between wheel diameters E,;. We also recall that Type B errors cause a slightly
curved path instead of a straight one during the four straight legs of the square path. Because of the
curved motion, the robot will have gained an incremental orientation error, denoted {3, at the end of
each straight leg.

We omit here the derivation of expressions for & and [3, which can be found from simple geometric
relations in Figure 5.9 (see [Borenstein and Feng, 1995a] for a detailed derivation). Here we just
present the results:

_ XCAgA,cw * XCAgA,ccw 180°

-4L i

(5.9)

solves for o in [°] and

B _ XCAgA,cw_XCAgA,ccw 180°

5.10
-4L i -1

solves for B in [°].

Using simple geometric relations, the radius of curvature R of the curved path of Figure 5.9b can
be found as

L2

- , (5.11)
sinf3/2

Once the radius R is computed, it is easy to determine the ratio between the two wheel diameters
that caused the robot to travel on a curved, instead of a straight path

D  R+b2

E =

R
¢ D R-b2° (5.12)

Similarly one can compute the wheelbase error E,. Since the wheelbase b is directly proportional
to the actual amount of rotation, one can use the proportion:
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actual — nominal (5.13)
90° 90° -«
so that
G
actual — m nominal (5.14)

where, per definition of Equation (5.2)

o9
b 90° -q

(5.15)

OnceE, andE, are computed, it is straightforward to use their values as compensatiors f
in the controller software [see Borenstein and Feng, 1995a; 1995b]. The result is a 10- to 20-fold
reduction in systematic errors.

Figure 5.10 shows the result of a typical calibration sesBipandD, are the effective wheel
diameters, and is the effective wheelbase.
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Figure 5.10: Position rrors after completion of the bidirectional square-path
experiment (4 x 4 m).

Before calibration: b = 340.00 mm, Dg/D, = 1.00000.

After calibration: b = 336.17, Di/D, = 1.00084.
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This calibration procedure can be performed with nothing more than an ordinary tape measure.
It takes about two hoursttan the compdte calibratiorprocedure and measure the individual return
errors with a tape measure.

5.3.2 Reducing Non-Systematic Odometry Errors

This section introduces methods for the reduction of non-systematic odometry errors. The methods
discussed in Sectidh3.2.2 may at first confuse the readecéuse they were implemented on the
somewhat complex experimental platform describederti® 1.3.7. However, the methods of
Section 5.3.2.2 can be applied to many other kinematic configurations, and efforts inetttadirdir

are subject ofurrently ongoing research at the University of Michigan.

5.3.2.1 Mutual Referencing

Sugiyama [1993] proposed to use twbots that could measure their positions mutually. When one
of the robots moves to anotheapt, the other remainglisbbserves the matn, and étermines

the first robot's new posin. In other words, at any time one robot localizes itself with reference to
a fixed object: the standingbot. However, this stop and go approéiits the efficiency of the
robots.

5.3.2.2 Internal Pasion Error Correction

A unique way for reducing odometry errors even furthéntisrnal Position Error Correction
(IPEC). With this approach two mobile robots mutually eotrtheirodometry errors. However,
unlike the approach described ieac80n5.3.2.1, the IPEC method works while both robots are in
continuous, fast motion [Borenstein, 1994a]. To implement this method, it is required that both
robots can measure their relative distance and bearingiaonslly andaccurately. Coincidentally,

the MDOF vehicle with compliant linkage (described in Sec. 1.3.7) offexstigxhese features, and

the IPEC method was therefore implemented and denadedtion thaMDOF vehicle. This
implementation is namedompliant Linkage Autonomous Platform with fios Error Recovery
(CLAPPER).

The CLAPPER's compliant linkage instrumentation wastrated in Chapter 1, Figude15. This
setup provides real-time feedback on the relative position andair@nof the two trucks. An
absolute encoder at each end measures the rotation of each truck (with respect to the linkage) with
a resolution of 0.3 degrees, while a linear encoder is used to measure the separation distance to
within 5 millimeters(0.2 in).Each truck computes its own dkeseckoned position and heading in
conventional fashion, based on d&m@ment and velocityiormation derived from its left and right
drive-wheel encoders. By examining the perceived odometry solutions of the two robot platforms
in conjunction with their known relative origtions, theCLAPPER system can detect and
significantly reduce heading errors for both trucks (see video clip in [Borenstein, 1995V].)

The principle of operation is based on the conceptmfr growth ratepresented by Borenstein
[19944a,1995a], who makes a distinction between “fast-growing” and “slow-growing” odometry
errors. For example, when a differentialleeredrobot traverses a floor irregularity it will
immediately experience appreciable orientationreor (i.e., a fast-growing error). The assdeid
lateral displacementrior, however, is initially very small (i.e., a slow-growing error), but grows in
an unbounded fashion as a consequence of thetati@mearor. The internal error cagction
algorithm performs relative position measurements with a sufficiently fasteipate(20 ms) to
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allow each truck to detefidst-growingerrors in orietation, while relying on theafct that the lateral
position errorsaccrued by both platforms during the sampling interval were small.

Figure 5.11 explains how this method works. After traversing a bump Truck A'tadioenwill
change (a faainknown to Truck A's odometry comfation). Truck A is therefore exgting to
“see” Truck B along the extension of ling However, because of tiphysically incurred r@tion
of Truck A, the absolute encoder on truck A wilboet that truck B is nowctually seen along line
Ln. The angular difference betwegnand
L. is the thus measured odometry otation

error of Truck A, which can be cetted :/Original path
immediately. Onelwuld note that even if Ml

Truck B encountered a bump at the same —s|jClat—

. . . . Lateral displacement
time, the resulting rotation of Truck B would I'l at end of sampling interval

not affect the orientationrer measurement. [
The compliant linkage in essence forms a I
pseudo-stable heading reference in world
coordirates, its own orientation being dic-
tated solely by the relative translations of its
end points, which in turn are affted only
by the lateral displacements of the two
trucks. Since the lateral displacements are
slow growing the linkage rotates only a very
small amount between encoder samples. The
fast-growingazimuthal disturbances of the
trucks, on the other hand, are not coupled
through the rotational joints to the linkage,
thus allowing the rotary encoders to detect

i
. . : ) t ‘ 1 Truck A actually
and quantify the instantaneous orientatiof ck A eXQect_g I L. "sees"Trck B
errors of the trucks, even when both are ifp "see” Truck F‘Xer/ Lﬁl/ " along this line
motion. Borenstein [1994a; 1995a] provide&ond this line | 0 Actual orientation

Direction after
traversing the
bump

traversing
bump

Curved path
while traversing
bump

a more complete description of thimova- \y\, i error A,
‘twe.cor)cep‘t and reports experimental results | Jl /II/ Measured orientation
indicating inproved odometry performance lwl errar A6y,

of up to two orders of magnitude over con- | 7%\

ventional mobile robots. 1T | n
It should be noted that the rather complex T - ﬁJ
kinematic design of the MDOF vehicle is not h\ I u
necessary to implement the IPEC error I
correction method. Rather, tMDOF vehi- I’ \

cle happened to be available at the time and / J/r) ’
allowed the University of Michigan research- \
ers to implement and verify the validity of '

the IPEC approach. Currently, efforts are Truck B
under way to implement the IPEC method g

on a tractor-'grailer assemb.ly’ c_:allesrﬁar_t Figure 5.11: After traversing a bump, the resulting
E_nCOder Trailef (SET)’ _WhICh IS Show_n Il‘l. change of orientation of Truck A can be measured relative
Figure 5.12. The principle of operation iSo Truck B.

\booKclap4l.ds4;,wmf, 07/19/95
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| Original path
|
Il €lat

i Lateral displacement

I'| at end of sampling interval

Direction after
traversing the

Figure 5.12: The University of Michigan's “ Smart Encoder
Trailer’ (SET) is currently being instrumented to allow the
implementation of the IPEC error correction method explained in

Section 5.3.2.2. (Courtesy of The University of Michigan.) L/ obot actually
actuall
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illustrated in Figures.13. Simulation results, inchting L-error A8,
the feasibility of implementing the IPEC rhed on a 1 ! Measured orientation
tractor-trailer assembly, were presented in [Borenstein, ,%4 error Adp,
1994b]. ! | ill |
/ e
Encoder |
trailer

5.4 Inertial Navigation

An alternative method for enhancing dead reckoning is T

in_ertial navigation, initially develo_ped for deployment on. gure 5.13: Proposed implementation of
aircraft. The technology was quickly adapted for use @ ipEc method on a tractor-trailer

missiles and in outer space, dodnd its way to mari- assembly.

time usage when the nuclear submaringgtilus and

Skatewere suitably equipped in support of their transpo-

lar voyages in 1958 [Dunlap and Shufeldt, 1972]. The

principle of operation involves continuous sensing of mirageelerations in each of the three
directional axes and integrating over time to derive velocity and position. A gyroscopicaligestab
sensor platform is used to maintain consistent orientation of the three accelerdmetgisout this
process.

Although fairly simple in concept, the specifics of impletag¢ion are rather demanding. This is
mainly caused by error sources that adversely affect thifitgtabthe gyros used to ensure correct
attitude. The resulting high mafacturing and maintenance costs have effectively precluded any
practical application of this technology in the aused guided vehiclendustry [Turpin, 1986]. For
example, a high-qualityzertial navigationsysten{INS) such as would be found in a commercial
airliner will have a typical drift of laout 1850 raters (1 nauticahile) perhour of operation, and cost
between $50K and $70K [Byrne et al., 1992]. High-end INS packages used in groucat@pgli
have shown performance aétber tharD.1 percent of distance traveled, but cost in the neighbor-
hood of $100K t&200K, while lower performance versions (i.e., one percent of distance traveled)
run between $20K to $50K [Dahlin and Krantz, 1988].
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Experimental results from the Université Morllipe in France [Vaganay et all993a; 1993b],
from the University of Oxford in the U.K. [Barshan and Durrant-Whyte, 1993; 1995], and from the
University of Michigan indicate that purely inertial navigation approach is not realistically
advantageous (i.e., too expensive) for mobile robot egpins. As a consequence, the use of INS
hardware in robotics apphtions to date has been generfyted to scenarios that aren’t readily
addressable by more practical alternatives. An example of such a situation is presented by Sammarco
[1990;1994], who reports plieninary results in the case of an INS used to control aonamtous
vehicle in a mining applicain.

Inertial navigation is attractive mainly because it is self-contained and no external motion
information is needed for positioning. One important advantage of inertial navigation istitg@b
provide fast, low-latencgynamic measurements. Furthermore, inertial navigation sensors typically
have noise and error sources that are independent from the external sensors [Parish and Grabbe,
1993]. For example, the noise arrdoe from an inertial navigation system should be quite different
from that of, say, a landmark-based system. Inertial navigation sensors are self-contained, non-
radiating, and non-jammableukdamentally, gyros provide angulate and accelerometgsovide
velocity rate information. Dynamic information is provided througbadimeasurements. However,
the main disadvantage is that the angular rate data and the linear velocity rate data must be
integrated once and twice (respectweto provide orietation and linear postn, resgctively.
Thus, even very small errors in thee nformation can cause an unbounded growth in the error of
integrated measurements. As we remarked in Se2tiyrihe price of vergccurate laserygos and
optical fiber gyros have come down significantly. With price tags of $1,000 to $5,000, these devices
have now become more suitable for many mobile robotcgifns.

5.4.1 Accelerometers

The suitability ofaccelerometerfr mobile robot positioning was evalied at the University of
Michigan. In this informal study it was found that there is a very poor signal-to-noise ratio at lower
accelerations (i.e., during low-speeuris). Accelerometers alsaffer from extensive drift, and they

are sensitive to uneven groundschuse any distbance from a pegttly horizontal position will

cause the sensor to detect the gravitational acceletat®ne low-cost inertial navigation system
aimed at overcoming the latteroblem included a tilt sensor [Barshan and Durrant-Whyte, 1993;
1995]. The tilt information provided by the tilt sensor was supplied tac¢belerometer to cancel

the gravity component pmgting on each axis of the accelerometer. Nonetheless, the results
obtained from the tilt-compeated system indicate a position drift rate of 1 to 8 ¢h4to 3.1

in/s), depending on the frequency of acceleration changes. This is an unacceptalmdéesfor

most mobile robot apations.

5.4.2 Gyros

Gyros have long been used in robots to augment the sometimes erroneous dead-reckoning
information of mobile robots. As we explained in Chapter 2, mechanical gyros are either inhibitively
expensive for mobile robot apgditions, or they have too much drift. Recentkby Barshan and
Durrant-Whyte [1993; 1994; 1995] aimed at developing an INS based ontapdidysos, and a
fiber-optic gyro was tested by Komoriya and Oyama [1994].
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5.4.2.1 Barshan and Durrant-Wte [1993; 1994; 1995]

Barshan and Durrant-Whyte developed a somlaittd INS using two solid-statgrgs, a solid-sate
triaxial accelerometer, and a two-axis tilt sensor. The cost of the emrgistem wag5,000
(roughly $8,000). Two differentygos were evalated in this wrk. One was the ENV-O5Syrostar
from [MURATA], and the other was theol8l State_Angular Rate Transducer$TARY gyroscope
manufactured by [GEC]. Barshan and Durrant-Whyte exatlithe pgormance of these two gyros
and found that theyu$fered relatively large drift, on the order of 5 to°A&in. The Oxford
researchers then developed a soptastid eror model for the gyros, which was subsequently used
in an Extended Kalman Filte(EKF — see Appendix A). Figure 5.14 shows the results of the
experiment for th&TARTgyro (left-hand side) and th@&yrostar (right-hand side). The thin plotted
lines represent the raw output from the gyros, while the thidkepldines show the output after
conditioning the raw akta in the EKF.

The two upper plots in Figue 14 show the measurement noise of the two gyros while they were
stationary (i.e., the rotational ratput was zero, and the gyros should ideally skow 0°/s ).
Barshan and Durrant-Whyte determined that the standard deviaére used as a measure for the
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Figure 5.14: Angular rate (top) and orientation (bottom) for zero-input case (i.e., gyro
remains stationary) of the START gyro (left) and the Gyrostar (right) when the bias
error is negative. The erroneous observations (due mostly to drift) are shown as the
thin line, while the EKF output, which compensates for the error, is shown as the
heavy line. (Adapted from [Barshan and Durrant-Whyte, 1995] © IEEE 1995.)
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amount of noise, wa3.16°/s for theSTARTgyro and 0.2%/s for theGyrostar. The drift in the rate
output, 10 minutes after switching on, &ed atl.35°/s for theGyrostar (drift-rate datdor the
STARTwas not given).

The more interesting result from the experiment in Figure 5.14 is the drift in the angular output,
shown in the lower two plots. We recall that in most mobile robot@gifns one is interested in

the heading of the robot, not thete of change in the heading. The measureddate  must thus be
integrated to obtai. After integration, any small constant bias in thmeasurementins into
a constant-slope, unboundeaerias shown clearly in the lower two plots of Figure 5.14. At the end
of the five-minute experiment, tf&TARThad accumulated a headirmgoe of -70.8 degrees while
that of theGyrostarwas -59 degrees (see thin lines in Figure 5.14). However, with the EKF, the
accumuhted erors were much smaller: 12 degrees was the maximum heading error EIrARS
gyro, while that of th&yrostarwas -3.8 degrees.

Overall, the results from applying the EKF show a five- to six-fold reduction in the angular
measurement after a five-minute test period. However, even with the EKF, atériffrl to 3 /min
can still be expcted.

5.4.2.2 Komoriya and Oyama [1994]

Komoriya and Oyama [1994] conchied a sidy of a system that uses an optical fiber gyroscope, in
conjunction with odometrynformation, to improve the overatcuracy of position estimation. This
fusion of information from two different sensor systems is realized through a Kalman filter (see
Appendix A).

Figure 5.15 shows a computer simulation of a path-following study without (Figure 5.15a) and
with (Figure 5.15Db) the fusion of gyro information. THEpses show the reliability of position
estimates (th@robalility that therobot stays within thellgses ateach estimated position is 90
percent in this simulation).

Distribution of estimated

position error (x, y) Distribution of estimated
£ gfﬂfﬂ'on error (X‘H)H Distributicn of estimated \3
y = [ position error (X, y}
X F-- X gl :
Start e
position X
\ ¥ o—o Specified path Start 0
. Estimated trajectory pcismon AN

Actual trajectory

Figure 5.15: Computer simulation of a mobile robot run.. (Adapted from [Komoriya and Oyama, 1994].)
a. Only odometry, without gyro information. b. Odometry and gyro information fused.
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In order to test the edttiveness of their medd,
Komoriya and Oyama also coratad actual
experiments wittMelboy, the mobile robot shown |
in Figure 5.16. In one set of experimenslboy
was instructed to follow the path shown i
Figure 5.17a.Melboys maximum speed was
0.14 m/s(0.5 ft/s) and that speed was furthe
reduced at the corners of the path in Figure 5.1
The final position errors without and with gyro
information are compared and shown i
Figure 5.17b for 20 runs. Figure 5.17b shows th
the deviation of the position estimation errors fro
the mean value is smaller in the case where t
gyro data was usethote that a large average
deviation from the mean value icdtes larger
non-systematicreors, as explained in Sec. 5.1)
Komoriya and Oyama explain that the noticeab
deviation of the mean values from the origin i
both cases could be reduced by careful calibrati
of the systematic errors (see Sec. 5.3) of the moh
robot.
We should note thdtom the description of this
experiment in [Komoriya and Oyama, 1994] it i
not immedately evident how the “position estima
tion error” (i.e., the circles) in Figure 5.17b was*
found. In our opinion, these points should haviegure 5.16: Melboy, the mobile robot used by
been measured by marking the return position §$moriya and Oyama for fusing odometry and gyro
the robot on the floor (or by any equiva|engata. (Courtesy of [Komoriya and Oyama, 1994].)
method that records the absolute position of the
robot and compares it with the internally computed position estimation). The results of the plot in
Figure 5.17b, however, appear to be acouratdor the absolute position error of the robot. In our
experience an error on the order of several ceténs, nomilimeters, bould be expcted after
completing the path of Figure 5.17a (see, for example, [Borenstein and Koren, 1987; Borenstein and
Feng, 1995a; Russdl995].) Therefore, we interpret thatd in Figures.17b as showing a position
error that wagsomputeddy the onboard computer, but not measured absolutely.

5.5 Summary

» Odometry is a central part of almost all mobile robot navigation systems.

« Improvements irodometrytechniques will not change their incremental nature, i.e., even for
improved odometry, periodic absolute position ajed are necesya
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Figure 5.17: Experimental results from Melboy using odometry with and without a fiber-optic gyro.

a. Actual trajectory of the robot for a triangular path.

b. Position estimation errors of the robot after completing the path of a. Black circles show the errors
without gyro; white circles show the errors with the gyro.

(Adapted from [Komoriya and Oyama, 1994].)

+ More accuratedometry vill reduce the requirements on absolute positipdates and will
facilitate the solution of landmark and pabased positioning.

«+ Inertial navigation systems alone are generally inadedaaperiods of time that exeed a few
minutes. However, inertial navigation can provédeurate Isort-term information, for example
orientation changes during a robot maneuver. Software compensation, usually by means of a
Kalman filter, can significantly improve heading measureraentracy.



CHAPTER 6
AcTIVE BEACON NAVIGATION SYSTEMS

Active beacon navigation systems are the most common navigation aids on ships and airplanes.
Active beacons can be detected reliably pravide veryaccurate positioningnformation with

minimal processing. As a result, this approach allows high samptieg and yields high relidity,

but it does also incur high cost in installation and maintenance. Accuoat&ing of leacons is
required foraccurate positioning. For example, landveyors' instruments are frequently used to
install beacons in a high-accuracy applicationdifiax, 1994]. Kleeman [1992] notes that:

"Although special beacons are atlds with notions of cortgie robot autonomy in an
unstructured environment, they offer advantages of accuracy, simpicdyspeed - factors
of interest in industrial and offe applications, where the environment can be partially
structured.”

One can distinguish between two different types of active beacon systéamsration and
triangulation

Trilateration

Trilateration is the determination of a vehicle's position based on distance measure krensito
beacon sources. In trilateration navigation systems there are usually three or more transmitters
mounted at known tmations in the envonment and oneeceiver on board th@bot. Conversely,

there may be one transmitter on board and the receiversarged on the walls. Using time-of-

flight information, the system computes the distance betweenatienary transmitters and the
onboard eceiver.Global Po#ioning System¢§GPS), discussed in Secti8ri, are an example of
trilateration. B2acon systems based on ultrasonic sensors (see Sec. 6.2, below) are another example.

Ya

/*/ 7»1 Robot
N orientation
\e (unknown)

» X

Figure 6.1: The basic triangulation problem: a rotating sensor
head measures the three angles A,, &, and A; between the
vehicle's longitudinal axes and the three sources S,, S,, and Ss.
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Triangulation
In this configuration there are three or more active transmitters (usufadlyeid) mounted at known
locations in the environment, as shown in Figure 6.1.tAtirg sensor on board thebot registers
the anglesi;, %, andj at which it “sees” the transmitter beacons relative to the vehicle's
longitudinal axis. From these three measurements the unknown x- and y- atesdind the
unknown vehicle orientatiof can be computed. Simple navigation systems of this kind can be built
very inexpensively [Borenstein and Koren, 1986]. One problem with this configuration is that the
active beacons need to be extremely powerful to insure oexctidinal transmission over large
distances. Since such powerfeldzons are not very practical it is necessary to focus the beacon
within a cone-shaped propagatioatign. As a result, @acons are not visible in many areas, a
problem that is particularly graveetause at least three beacons must be visibteangulation.
A commercially available sensor system based on this configuration @ctumefd and marketed
by Denning) was tested at the University of Michigan in 1990. The system providedwacy of
approximately £5 centimeters (x2 in), but the aforementidingt$ on the area of applkation made
the system unsuitable for precise navigation in large open areas.

Triangulation methods can further be distinguished by the specifics of their impdgioen

a. Rotating Transmitter-R eceiver, S$ationary Reflectors In this implementation there is one
rotating laser beam on board the vehicle and three or more statiomargflkettors are mounted
at known leations in the enxonment.

b. Rotating Transmitter, Stationary Receivers Here the transmitter, usually a rotating laser beam,
Is used on board the vehicle. Three or more stationary receiver®amnéech on the walls. The
receivers register the incident beam, which may aley tiae encoded azimuth of the tranten.

For either one of the above methods, wierefer to the sationary devices ddeacong even
though they may physically beceivers, rebreflectors, or transponders.

6.1 Discussion on Triangulation Mthods

Most of the active beacon positioning systems discussed in Sécidrelow include computers
capable of computing the vehicle's position. One typical algorithm used for this tediompus
described in [Shoval et al995], but most such algorithms are prefary because the solutions are
non-trivial. In this ection we discuss some aspects of triangulation algorithms.

In general, it can be shown that triangulation is sensitive to small angular errors when either the
observed angles are small, or when the observation point is on or near a circle which contains the
three beacons. Assuming reasonable angular measurement tolerancegundadkataccurate
navigation is possible throughout a large area, although error sensitivity is a function of the point of
observation and the beacon arrangements [McGillem and papph988].

6.1.1 Three-Point Triangulation

Cohen and Koss [1992] performed etalled analysis on three-point triangulation algorithms and
ran computer simulations to verify the performance of different algorithms. The results are
summarized as follows:
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» The geometric triangulation method works consistently only when the robot is within the triangle
formed by the threedacons. There are areas outside the beacon triangle where the geometric
approach works, but these areas are difficultetesnine and are highly dependent on how the
angles are defined.

» TheGeometric Circle Intersectiomethod has large errors when the threadons and the robot
all lie on, or close to, the same circle.

+ TheNewton-Raphsomethod fails when the initial guess of the robot' position andtatien is
beyond a certain bound.

» The heading of at least two of the beacons was required to be greater than 90 degrees. The
angular separation between any pair of beacons was required to be greater than 45 degrees.

In summary, it appears that none of the above methods alone is always suitable, bligantinte
combination of two or more methods helps overcome the individual weaknesses.

Yet another variation of the triangulation method is the so-callieding fix proposed by Case
[1986]. The underlying principle of threnning fix is that an angle or range obtained froneacion
at timet-1 can be utilized at time as long as the cumulative movement vector recorded since the
reading was obtained is added to the position vector of the beacon gatisgavirtual beacon.

6.1.2 Triangulation with More Than Three Landmarks

Betke and Gurvits [1994] developed an algorithm, calledPibstion Estimatorthat solves the
general triangulation problem. This problem is defined as follows: given the global position of
landmarks and corresponding angle measurementsasstihe position of thebot in the global
coordinate system. Betke and Gurvits represent taedmarks as complex numbers and formulate
the problem as a set of linear equations. By contrast, the traditional law-of-cosines approach yields
a set of non-linear equations. Betke andv@s also prove mathematically that their algorithm only
fails when all landmarks are on a circle or a straight line. The algorithm estimatebdtis position
in O(n) operations whera is the number of landmarks on a two-dimensional map.

Compared to other triangulation methods, (m]
the Position Estimatoralgorithm has the fol- o 1.
lowing advantages: (1) the problem adtelr- 1.
mining the robot position in a noisy environ-o
ment is linearized, (2) the algorithm runs in ano
amount of time that is a linear function of thel
number of landmarks, (3) the algorithm pro-§
vides a position estimate that is close to thgZ
actual robot positin, and (4) large errors (“out-
liers”) can be found and catted.
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_Betke and Gurvits present_results of a simu- Error in angle measurements

lation for the following scenario: the robot is at

the origin of the map, and the landmarks ar@gure 6.2: Simulation results using the algorithm

randomly distributed in a 10x10 meterPosition Estimator on an input of noisy angle
measurements. The squared error in the position

(32x32 ﬁ) areg (See FI@.Z). The robot is at estimate p (in meters) is shown as a function of
the corner of this area. The distance betweemngasurement errors (in percent of the actual angle).

landmark and the robot is at most 14.4tans (Reproduced and adapted with permission from [Betke
and Gurvits, 1994].)
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(46 ft) and the angles are at most 45 degrees. The;
simulation results show that large errors due teg B o
misidentified landmarks and erroneous angle meay |
surements can be found and discarded. Subsaeo- I
guently, the algorithm can be repeatechaiit the
outliers, yielding improved results. One example is
shown in Figure 6.3, which depicts simulation resultd® [ eos o
using the algorithnPosition EstimatorThe algo- 29 ¢ P
rithm works on an input of 20 landmarks (not showA?® | $
in Figure 6.3) that were randomlyagled in a 10x10 0
meters (32x32 ft) workgee. The simulatebot is
located at (O’ O)' Eigben of the landmarks WereFigure 6.3: Simulation results showing the effect
simulated to have a one-percentoe in the angle of outliers and the result of removing the outliers.
measurement and two of the landmarks were simieproduced and adapted with permission from

lated to have a large 10-percent angle measurem&fe and Gurvits, 1994].)

error. With the angle measurements from 20 land-

marks thePosition Estimatomproduces 19 position esttesp, - p,s (shown as small blobs in
Figure 6.3). Averaging these 19 esii®s yields the computedbot position. Bcause of the two
landmarks with large angle measurement errors two positionagstirare baghs at (79 cm, 72 cm)
andp g at (12.5 cm, 18.3 cm).d®ause of thesgoor position estiates, the resulting centroid
(average)isat P = (17 cm, 24 cm). However Rbsition Estimatorcan identify and exclude the
two outliers. The centroid calculated without the outlgrandpis at P = (12.5 cm, 18.3 cm). The
final position estimate after tigosition Estimatois applied again on the 18 “good” landmarks (i.e.,
without the two outliers) is at®P = (6.5 cm, 6.5 cm).

kS
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6.2 Ultrasonic Transponder Trilateration

Ultrasonic trilateration schemesffer a medium- to higlaccuracy, low-cost solution to the position
location problem for mobile robots.eBause of the relativelyhert range of ultrasound, these
systems are suitable for operation in relatively small work areas and only if no significant
obstructions are present to interfere with wave propagation. The advantages of a system of this type
fall off rapidly, however, in large multi-room féiies due to the significant complexity assaied

with installing multiple netwrked eacons throughout the operating area.

Two general implementations exist: 1) a single transducer transniitimgthe robot, with
multiple fixed-location receivers, and 2) a single receiver listening orobiwe, with multiple fixed
transmitters serving as beacons. The first of these categgredably letter suited to applications
involving only one or at most a very small numberaifots, whereas thatter case is basically
unaffected by the number of passive receivefqiats involved (i.e., somewhat analogous to the
Navstar GPS concept).
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6.2.1 IS Robotics 2-D Location System

IS Robotics, Inc. [ISR], Somerville, MA, a spin-off company from MIT's renowned Mobile Robotics
Lab, has introduced a beacon system based on an inexpensive ultrasonic trilateration system. This
system allows their Genghis series robots to localize position to within 12.7 millimeters (0.5 in) over
a 9.1x9.1 meter (30x30 ft) operating area [ISR, 1994]. The ISR system consists of a base station
master hard-wired to two slave ultrasonic “pingers” positioned a known distance apart (typically 2.28
m — 90 in) along the edge of the operating area as shown in Figure 6.4. Each robot is equipped with
a receiving ultrasonic transducer situated beneath a cone-shaped reflector for omnidirectional
coverage. Communication between the base station and individual robots is accomplished using a
Proxim spread-spectrum (902 to 928 MHz) RF link.

The base station alternately
fires the two 40-kHz ultrasonic :
pingers every half second, each
time transmitting a two-byte
radio packet in broadcast mode
to advise all robots of pulse < o

.. . A B
emission. Elapsed time between pinger % pinger
radio packet reception and de-
tection of the ultrasonic wave

front is used to calculate dis- . .

tance between the robot’s cur- 5’{2%” side %
rent position and the known ig

location of the active beacon.

Inter-robot communication is
accomplished over the same

3 Figure 6.4: The ISR Genghis series of legged robots localize x-y
s'pread-.spe(.:trum ChE}nnel using a  nosition with a master/slave trilateration scheme using two 40 kHz
time-division-multiple-access  ultrasonic “pingers.” (Adapted from [ISR, 1994].)

scheme controlled by the base
station. Principle sources of er-
ror include variations in the speed of sound, the finite size of the ultrasonic transducers, non-repetitive
propagation delays in the electronics, and ambiguities associated with time-of-arrival detection. The
cost for this system is $10,000.

6.2.2 Tulane University 3-D Location System

Researchers at Tulane University in New Orleans, LA, have come up with some interesting methods
for significantly improving the time-of-arrival measurement accuracy for ultrasonic transmitter-
receiver configurations, as well as compensating for the varying effects of temperature and humidity.
In the hybrid scheme illustrated in Figure 6.5, envelope peak detection is employed to establish the
approximate time of signal arrival, and to consequently eliminate ambiguity interval problems for a
more precise phase-measurement technique that provides final resolution [Figueroa and Lamancusa,
1992]. The desired 0.025 millimeters (0.001 in) range accuracy required a time unit discrimination
of 75 nanoseconds at the receiver, which can easily be achieved using fairly simplistic phase
measurement circuitry, but only within the interval of a single wavelength. The actual distance from
transmitter to receiver is the summation of some integer number of wavelengths (determined by the
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coarse time-of-arrival measurement) plus that fractional portion of a wavelength represented by the
phase measurement results.

Details of this time-of-arrival detection scheme and associated error sources are presented by
Figueroa and Lamancusa [1992]. Range measurement accuracy of the prototype system was
experimentally determined to be 0.15 millimeters (0.006 in) using both threshold adjustments (based
on peak detection) and phase correction, as compared to 0.53 millimeters (0.021 in) for threshold
adjustment alone. These high-accuracy requirements were necessary for an application that involved
tracking the end-effector of a 6-DOF industrial robot [Figueroa et al, 1992]. The system incorporates
seven 90-degree Massa piezoelectric transducers operating at 40 kHz, interfaced to a 33 MHz IBM-
compatible PC. The general position-location strategy was based on a trilateration method developed
by Figueroa and Mohegan [1994].

|||||||||| — |||||||||| Digital /O [
in PC

40 kHz reference

J Phase
T difference

J_L”J-I_I-I_I-I_”J_L Phase detection

TTL of received waveform

From _|
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Amplified waveform Envelope of squared wave  After differentiation Rough | TOF
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Figure 6.5: A combination of threshold adjusting and phase detection is employed to provide higher
accuracy in time-of-arrival measurements in the Tulane University ultrasonic position-location system
[Figueroa and Lamancusa, 1992].

The set of equations describing time-of-flight measurements for an ultrasonic pulse propagating
from a mobile transmitter located at point (u, v, w) to various receivers fixed in the inertial reference
frame can be listed in matrix form as follows [Figueroa and Mohegan, 1994]:
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where:

t; = measured time of flight for transeid pulse to readh" receiver
ty = system throughput delay constant

r? = sum of squares of receiver oordinates

(X, Y,? = location oordimates ofi" receiver

(u, v, w =location oordinates of mobile transmitter
c = speed of sound

P = sum of squares of transmitteracdirates.

The above equation can be solved for teetor on the right to yield an estimated solution for
the speed of sound transmitter oordinates (I, v, W, and an independent ted that can be
compared to the sum of the squares of the transmiitedirates as a checksum indicator [Figueroa
and Mahajan, 1994]. An importargdture of this representation is the use of an additional receiver
(and associated equati) to enable #atment of the speed adund itself as an unknown, thus
ensuring continuous on-the-flgealibration to account for temperature and humiditga$. (The
system throughput delay constantan also be determined automaticéiym a pair of equations
for 1/ using two known transier positions. Thiprocedure yields two equations wittandc as
unknowns, assuming remains constant during the procedure.) A minimum of faeeivers is
required for an unambiguous three-dimensional position solution, but more can be employed to
achieve higher accuracy using a least-squares estimation approach. Care must be taken in the
placement of receivers to avoid singularities as defined by Ma[ig88].

Figueroa and Mahajan [1994] report a follow-up version intended for mobile robot positioning
that achieves 0.2/illimeters(0.01 in)accuracy with an update rate 30 Hz. The prototype
system tracks a TRCabMateover a 2.7x3.7 eter (9x12 ft) operating area with fiveiloey-
mounted eceivers and can be extended to largearfplans with the addition of moreaeiver sets.

An RF link will be used to provideming information to theeceivers and to transmit the subsequent

X-y position solution back to thebot. Three problem areas are being further invatsti to

increase the effective coverage ang@rave resolution:

» Actual transmission range does not match the advertised operatingfoartige ultrasonic
transducers, probably due to a resonant frequency atébnbetween the transducers and
electronic circuitry.

» The resolution of the clocks (6 MHz) used to measure time of flight is insufficient for automatic
compensation for variations in the speed of sound.

» The phase-detection range-measurement correction sometimes fails when there is more than one
wavelength of uncertainty. This problem can likely be solved using the frequency division scheme
described by Figueroa and Barbieri [1991].

6.3 Optical Positioning Systems
Optical positioning systems typically involve some type of scanning mechanism operating in

conjunction with fixed-location references strategically placed at predefined locations within the
operating environment. A number of variations on this theme are seacticei{Everett1995]:
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« Scanning detectors with fixed active beacon emitters.

» Scanning emitter/detectors with passiveaedflective targets.
» Scanning emitter/detectors with active tiaorsder targets.

» Rotating emitters with fixed detector targets.

One of the principal problems assateid with optical beacon systems, agien the obvious
requirement to modify the environment, is the need to preserve a clear line of sight between the
robot and the @acon. Preserving an unobstied view is sometimes difficult if not impossible in
certain applications such as congested hause environments. In the case of passive retro-
reflective targetsproblems can sometimes arise from unwanted returns from othectnedl
surfaces in thewsrounding environment, but a numberte€hniques exists for mmizing such
interference.

6.3.1 Cybermotion Docking Beacon

The automated docking system used on the Cybermddomasterobot incorpoates the unique
combination of a structured-light beacon (to establish bearing) along with a one-way ultrasonic
ranging system (to determine stioff distance). The optical portion consists of a pair of near-
infrared transceiver units, one mounted on the front of the robot and the otatxdsituaknown
position and orientation within the operating environment. These two optical transceivers are capable
of full-duplex data transfer between tmebot and the dock at ate 0f9600 bits per second.
Separate wdulation frequencies of 154 and 205 kHz are employed for the uplink and downlink
respectively to eliminate crosstalk. Unarmal circumstances, the dock-mounted transceiver waits
passively until interrogted by an active transmissidom the robot. If the interrogation is
specifically addressed to the assigned ID number for that particular dock, the dock control computer
activates the beacon transmitfer 20 seconds. (Dock IDs are jumperes¢hble at time of
installation.)

Figure 6.6 shows the fixeddation
beacon illuminating &0-degree field
of regard broken up into two uniquely
identified zones, designatédr pur- 7 soner vaceiver
poses of illustration here as theft )

" Right zone

Zone and Right Zone An array of

LED emitters in the beacon head iSonar transmitter

divided by a double-sided mirror ar-— DS : )

ranged along the optical axis and Zbeacon {;””” o

pair of lenses. Positive zone identifica®™ 2l /"~ optical axis

tion is initiatedupon request from the Optical beacon - ‘

robot in theform of a NAV Interroga- head Beacon sensor
tion byte transmitted over the optical ~. Leftzone

datalink. LEDs on opposite sides of
the mirror respond to thMAV Inter-
rogationwith slightly different coded

responses. The robot can thusted- Figure 6.6 : The structured-light near-infrared beacon on the

; ; ; ; : Cybermotion battery recharging station defines an optimal path of
mine its relative location with respect approach for the K2ZA Navmaster robot [Everett, 1995].
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to the optical axis of the beacon based on the responsatteitrpdetected by thenboard eceiver
circuitry.

Once the beacon starts emitting, the robot turns in the apgteplirection and executes the
steepest possible (i.e., tut losing sight of thedacon) intercept angle with thedron optical
axis. Crossing the optical axis at point B is flagged by a sudden change in thiedoit pf theNAV
ResponseByte whereupon the robot turns inward tcé the dock. The beacon optical axis
establishes the nominal path of approach and in conjunction with range offset information uniquely
defines the robot’s absolutecktion. This situation is somewhat analogous to a TACHItian
[Dodington, 1989] but with a single defined radial.

The offset distance from vehicle to dock &t@&'mined in rather elegant fashion by a dedicated
non-reflective ultrasonic ranging configuration. This high-frequency (>200 kHz) narrow-beam (15 )
sonar system consists of a piezoelectric transmittemted on the docking beacon head and a
complimentary receiving transducepumted on the front of the vehicle. A ranging operation is
initiated upon eceipt of theNAV InterrogatiorBytefrom the robot; the answeriddAV Response
Byte from the docking bacon signals the simultaneous transmission of an ultrasonic pulse. The
difference at the robot end between time of arrival folNAY Respons@yteover the optical link
and subsequent ultrasonic pulse detection is used to calculate separation distance. This dual-
transducer master/slave technigue assures an unambiguousetargardtion between two well
defined points and is unaffected by gmgjections on or @und the dockingdacon and/or face of
the robot.

During transmission of &lAV Interrogation Bytethe left and right sides of the LED array
located on theobot are also driven with uniquely identifiable kbattierns. This feature allows the
docking beacon computer to determine iblgot’sactual heading with respect to the nominal path
of approach. Bcall the docking beacon’s structured lattprn establishes (immglar fashbn) the
side of the vehicle centerline on which the docking beacon is located. This he&alimgtion is
subsequently encoded into tNAV Respons@yte and passed to the robot to ifs@te course
correction. The robot closes on thealson, halting at the defined stop range (not teed 8 ft) as
repeatedly measured by the docking sonar. Special instructions in the path program can then be used
to reset vehicle heading and/or position.

6.3.2Hilare

Early work incorporating passiveecon tracking at thieaboratoire d’Automatique et d’Analyse

des SystemeBoulouse, France, involved the development of a navigation subsystem for the mobile
robot Hilare [Banzil et al., 1981]. The system consisted of two near-infrarettezfdetectors
mounted with a 25 centimetef®0 in) vertical separation on atating mast, used in conjunction

with passive reflective beacon arrayskaown lacations in threearners of the room.

Each of thesedncon arrays was constructed ofoetflective tape applied to three vertical
cylinders, which were then placed in a recognizabtdiguration as shown in Figure 6.7. One of the
arrays was inverted so as to be uniquely distinguishable for purposes of establishing an origin. The
cylinders were vertically spaced to intersect the two planes of light generated by the rotating optical
axes of the two emitters on the robot’s mastefedted reflection pattern as in Figé:8 confirmed
beacon acquisition. Angular origtion relative to each of the reteflective arrays was inferred
from the stepper-motor commands tltiibve the scanning mechanismaidral position was
determinedhrough simple triangulation.
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Figure 6.8: A confirmed reflection pattern as depicted
above was required to eliminate potential interference
from other highly specular surfaces [Banzil et al., 1981].

Figure 6.7: Retroreflective beacon array
configuration used on the mobile robot Hilare.
(Adapted from [Banzil et al, 1981].)

6.3.3 NAMCO LASERNET

The NAMCO LASERNETbeacon tracking system (Figure 6.9) employs retextfle targets
distributed throughout the operating area of an aatechguided vehicle (AGV) iarder to measure
range and angular position (Figure 6.10). A servo-controlleding mrror pans a near-infrared
laser beam through a horizontal arc of 90 degrees at a 20 Hieupte. When the beam sweeps
across a target of known dimensions, anesignal of finite duration is sensed by tleetbr. Since
the targets are all the same size, the signal generated by a close itllbgedflongerduration than
that from a distant one.

Angle measurement is initiated when the
scanner begins its sweep from right to lef
the laser strikes an internal synchronizatio
photocktector that starts arting sequence.
The beam is then panned across the sce
until returned by a retrorefttive target in
the field of view. The reflected signal is
detected by the sems terminating the
timing sequence (Figs.11). The elapsed
time is used to calculate the angular positio
of the target in the equation [NAMCO,
1989]

i
0 = Vt, - 45° (6.2) ﬁ‘“‘%\%{
] T

where .

& = target angle

V = scan velocity (7,200s)

T, = time between scan initiation and target
detecton.

Figure 6.9: The LASERNET beacon tracking system.
(Courtesy of Namco Controls Corp.)
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This angle calculation determines either the
leading edge of the target, the trailing edge of the
target, or the center of the target, depending upor
the option selected within tHeASERNE Boftware
option list. The angular accuracy is £1 percent, and
the angular resolution is 0.1 degrees for the analog
output; accuracy is within £.05 percent with a
resolution of 0.006 degrees when the RS-232 serial
port is used. The analog output is a voltage ranging
from O to 10 V over the range &5 to +45 de-
grees, whereas the RS-232 serial port reports a
proportional “count value” from 0 to 15360 ove%ﬁg:ﬁ;ﬂJ&Z#ﬁiﬁt’:i&fﬁiT;Cg‘;dbee;n%d
this same range. The system costs $3,400 in : :
basic configuration, but it has onlyliaited range é} NA?}ZS@‘;?&?LE’S” offset distance. (Courtesy
of 15 meterg50 ft).

+45° 0o 45 | +45° 45

Figure 6.11: a. The perceived width of a retroreflective target of known size is used
to calculate range; b. while the elapsed time between sweep initiation and leading
edge detection yields target bearing. (Courtesy of NAMCO Controls).

6.3.3.1 U.S. Bureau of Mines' dmation of the LaserNet sensor

One robotics appiation of theNAMCO LaserNetis a research pregt ondwcted by Anderson
[1991] at the U.SBureau of Mines. In this preg¢t the feasibty of automating the motion of a
continuous miningCM) machine. One such CM is the Joy 16CM shown in Fig. 6.12. The challenge
with a CM is not speed, but vibration. During operation the cylindrical cutting device in front of the
machine (see Fig. 6.13) cuts cbaim the surhice and aanveyor belt moves the coal backward for
further processing. This and related activities generate a consideralistasfivibration. Another
challenge in this mining application is the stringent requireriwgritigh accuracy. High accuracy
is required since even small position and orientatioorg cause non-optimal cutting conditions that
result in sub-optimal production yield.

The researchers at the U.S. Bureau of Mines installed two cylindrical redodredltargets on
the tai-end of the CM, while two LaserNet sensors were mounted on tripods at the entryway to the
mine (see Fig. 6.13). One of the reported difficulties with this setup wdisitezl range of the
early-modelLaserNetsensor used in this experiment: 10.65ten(35 ft) radially with a 110 field-
of-view. The newer LaserNet LN120 (describedeatt®n6.3.3, above) has an improved range of
15.24 meter (50 ft). Another problem enimtered in this application was the irregularity of tlerfl
Because of these irregularities the stationary scanners' beams would sometimes sweep beneath or
above the retroredttive targets on the CM.
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Figure 6.13: Front view of the Joy 16CM continuous mining machine at the U.S. Bureau of
Mines' test facility. Cylindrical retroreflective targets are mounted on the tail (Courtesy of
Anderson [1991].)

Besides the above mentioned
technical difficulties the LaserNet
system providedccurate data. In
a series of test in which the CM
moved on average one meter
(3.3 ft) forwardwhile cutting coal
at the same time the resulting av-
erage error in translation was well
below one centimeter. In a series
of rotational movements of 7 to
15° the average measurement
error was 0.3. It should be em-
phasized that thkeaserNetsystem
proved robust in the presence of
substantial vibrations.

Figure 6.13: Schematic view of the Joy 16CM with two retroreflective
targets and two LaserNav beacons/sensors in the entryway. (Courtesy
of Anderson, [1991].)
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6.3.4 Denning Branch International Roboticd aserNav Position Sensor

Denning Branch International Robotics [DBIR], Pittsburgh, PA, offers a laser-based scanning
beacon system that computes vehicle position and heading out toet8®& (®00 ft) using
cooperative @ctronic transponders, callettive targets A range of 30.5 eters(100 ft) is
achieved with simple reflectors (passive targets). JdserNav Intelligent Absolute Positioning
Sensoy shown in Figures 6.14 and 6.15, is a non-ranging triangulation system with an absolute
bearing accuracy €03 degrees at a scate of600 rpm. The fan-shaped beam is spread 4 degrees
vertically to ensure target detection at long range while traversing irrequiarstiraces, with
horizontal divergencémited to 0.017 degreestach target can be uniquely coded so that the
LaserNavcan distinguish between up to 32 separate active or passive thngegsa single scan.

The vehicle's x-y position is calaied everyl00 milliseconds. The sensor package weighs 4.4
kilograms (10 Ib)measures 38 centimetddsb in) high and 30 centiaters(12 in) in dianeter, and

has a power consumption of only 300 mA at 12 V. The eye-safe near-infrared lasatggeaer

1 mW output at a wavelength of 810 namaters.

Bar Code

Denringl o

Figure 6.14: Schematics of the Denning Branch Figure 6.15: Denning Branch International
International Robotics LaserNav laser-based scanning Robotics (DBIR) can see active targets at up
beacon system. (Courtesy of Denning Branch International to 183 meters (600 ft) away. It can identify up
Robotics.) to 32 active or passive targets. (Courtesy of

Denning Branch International Robotics.)

One potential source of problems with this device is the relatively small vertical divergence of the
beam: +2 degrees. Another problem mentioned by the developer [Maddox, 1994] #héhat “
LaserNav sensor ... is gelot to rare spikes of wing data” This undesirable phenomenon is likely
due to reflections off shiny surfaces other than the passive reflectorprdlblism aféctsprobably
all light-based beacon navigation systems to some degree. Another source of erreaeouns b
readings is bright sunlight entering the woikse hrough wall openings.

6.3.5 TRC Beacon Navigation System

Transitions Research Corporation [TRC], Danbury, CT, has incatgubrtheir LED-based
LightRangerdiscussed in Sectiah2, into a comact, low-cost navigational referencing system for
open-area autonomous platform control. The TB¥acon Navigation Systecalculates vehicle
position and heading at ranges up to 24edars(80 ft) within a quadrdteral area defined dgur
passive retroreflective beacons [TRC, 1994] (see Figure 6.16ti&k5-second unobstcted view
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—

of all four keacons is required for

initial acquisition and setup, afterfymm s

which only two beacons must remair

in view as the robot moves about. A

this time there is no provision to peri-

odically acquire new beacons along

continuous route, so operation is cur;

rently constrained to a single zong —

roughly the size of a small building

(i.e., 24.4x24.4 m or 80%80 ft).
System resolution is 12Qillimeters

(4% in) in range and 0.125 degrees i

bearing for full 360-degree coverage

in the horizontal plane. The scan uni

(less processing electronics) is a CUbIagure 6.16: The TRC Beacon Navigation System calculates

approxinately 100 millimeters (4 in) position and heading based on ranges and bearings to two of

on a side, with a maximum 1-Hz up-four passive beacons defining a quadrilateral operating area.

date rate dictated by ti&®-rpm scan (Courtesy of TRC)

speed. A dedicated 6&11 micropro-

cessor continuously outputs navigational pagsars(x,y,0) to the vehicle’s onboard controller via

an RS-232 serial port. Power requirements are 0.5 A at 12 VDC and 0.1 A at 5 VDC. The system

costs $11,000.
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/
f
:
<

6.3.6 Siman Sensors and letligent Machines Ltd., ROBOSENSE

The ROBOSENSEHs an eye-safe, scanning laser rangefinder developed by Siman Sensors &
Intelligent Machines Ld., Misgav, Israel (see Figure 6.17). The scarlleninates ratoreflective

targets mounted on walls in the enoviment. It sweeps 360-degree segments in continutatoro

but supplies navigation data even while observing targetsiower segments (e.g., 180 ). The
system's output are x- and y-cooat®s in a globalanrdinate system, as well as heading and a
confidence level. According to the maaaturer [Siman, 1995], the system is designed to operate
under severe or adverse conditions, such as the partial occlusion of éb®orsflA rugged case
houses the ettro-optical sensor, the navigation computer, the contation nodule, and the
power supplyROBOSENSHcorpoates a unique self-mapping feature that does away with the
need for precise measurement of the targets, which is needed with other systems.

The measurement range of RBBOSENSEystem is 0.3 to 30aters (1 tdl0O ft). The position
accuracy is 2tilimeters (3/4 in) and thaccuracy in determining the orientation is better thaa
degrees. The system can communicate witbrdsoard computer via serial link, and it apels the
position and heading information at a rate of 10 to 40RBOSENSBavigatestirough areas that
can be much larger than the system's range. This is done by dividing the whole site map into partial
frames, and positioning the system within each frame in the globedicate system. This medd,
calledRolling FramesenablesROBOSENSEoD cover practically umited area.

The power consumption of tiROBOSENSEystem is less than 20 W at 24 VDC. The price for
a single unit is $12,800 and $7,68achfor an order of three units.
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Scanner Module:

Optical Assembly: Tdodor, be t, wheel and mirro-

Prisms, filters, beam
spitter and lenses

Rotating Laser Beam:
/ Mo eye protection requiraed
-~

Self Calibratlon Unit:
Ensures long tarm

stability
_— Computer Lnic:
Processes navigalion,
sonfidence. communications
Transmittar: and system contrel algerithms

Shapes. regulales
and transmiis laser

pulses Receiver:

Detects, ampilies and screens

incaming nptizal signals
Power Supply:

Fed by he vehicle's

battery Mother Board:

Sigral provzesing module

Figure 6.17: The ROBOSENSE scanning laser rangefinder was developed by
Siman Sensors & Intelligent Machines Ltd., Misgav, Israel. The system determines
its own heading and absolute position with an accuracy of 0.17° and 20 millimeters
(3/4 in), respectively. (Courtesy of Siman Sensors & Intelligent Machines.)

6.3.7 Imperial College Beacon Naygation System

Premi and Besant [1983] of the Imperial College of Science and Technology, London, England,
describe an AGV guidance system that incaapes a vehicle-ounted laser beam rotating in a
horizontal plane that intersects three fixed-location reference sensors as shown 6. Egjurbe
photoeéctric sensors are arranged idlinear fashion with equal separation and are individually
wired to a common FM transmitter vip@oprate eleatonics so that the time of arrival of laser
energy is relayed to a companion receiver on board the vehicle. A digitally coded identifier in the
data stream identifies the activated sensor that triggered the traosptisss allowing the onboard
computer to measure the separation angles\dc,.

AGYV position PK,y) is given by the equations [Premi and Besant, 1983]

X = X +rcos

. 6.3 Y J
y =y, trsinb (6:3) /
Ty
a Low Power
where T _— Laser Beam
_ asinf, +) 64) )
Sinc T e
1 / %) 8 AGV
2tarw, tanx,, \ «
B = arcta -1 (65 /
tanw, - tano,

Figure 6.18: Three equidistant collinear photosensors are
employed in lieu of retroreflective beacons in the Imperial

0 = CP _B . (6.6)  College laser triangulation system for AGV guidance. (Adapted
from [Premi and Besant, 1983].)
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An absolute or indexed incremental position encoder that monitors laser scan azimuth is used to
establish platform heading.

This technigue has some inherent advantages over the use of passiveaetikar¢firgets, in
that false acquisition of reflectiveidaces is Eminated, and longer ranges are possible since target
reflectivity is no longer a factor. More robust performance is achieved thrdomma¢ion of target
dependencies, allowing a more rapid scan rate flitdide faster positionalpdates. The one-way
nature of the optical signal significantly reduces the size, weight, and cost of the onboard scanner
with respect to that required for retroesdtive beacon acquisiti. Tradeoffs, however, include the
increased cost associated with installation of power and communications lines and the need for
significantly more expensive beacons. This can be a serious drawback in very-large-area
installations, or scenarios where multiple beacons must be inategddo overcome linef-sight
limitations.

6.3.8 MTI Research CONACY

A similar type system using a predefinec
network of fixed-l@ation detectors is cur-
rently being built and marketed by MTI
Research, Inc., Chelmsford, MA [MTI].
MTI's Computerized @to-electronic Nai-
gation and ©ntrol* (CONAC) is a relatively |
low-cost, high-performance navigational
referencing system employing a vehicle
mounted laser unit callefTRictured_(pto-
electronic_A&quisition Beacon(STROAB),
as shown in Figure 6.19. The scanning lase
beam is spread vertically to elinaite critical
alignment, allowing the receivers, calle
Networked _@to-electronic _Aquisition
Datums(NOADSs) (see Figur®.20), to be
mounted at arbitrary heights (#lgstrated in i
Figure 6.21). Btection of incidenflumina-  Figure 6.19: A single STROAB beams a vertically spread
tion by a NOAD triggers a resnse over the laser signal while rotating at 3,000 rpm. (Courtesy of, MTI
network to a host PC, which in turn calcuResearch Inc.)

lates the implied angles anda,. An index

sensor built into the STROAB generates a special rotation reference pulsdittaddeading
measurement. Indoaccuracy is on the order of cenéitars ormillimeters, and better than

0.1 degrees for heading.

The reference NOADs are ategically installed aknown lacations hroughout the area of
interest, and daisy chained together with ordinary four-conductor modular telephone cable.
Alternatively the NOADS can be radio linked tlorenate cable installatioproblems, as long as
power is independently available to the various NOAD sites. STROAB acquisition ranffeisrd
to where three NOADS can efftively cover an area &3,000 m? (over 8 acres) assuming no

1 CONAC is a trademark of MTI.
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interfering structures block the view. Addi- ——
tional NOADS are typically employed to '
increase fault tolerance and minimize ambi-
guities when two or more robots are operat-
ing in close proinity. The optimal set of
three NOADS islynamically sedcted by the
host PC, based on the currergdtion of the
robot and any predefined visual barriers. The
selectedNOADS are individually ddressed
over the network imaccordance with as-
signed codes (set into DIP switches on theg
back of each device at time of instalte).

An interesting and unconventional aspect
of CONAC™ is that no fall-back deareck-
oning capability is inorporated into the
system [MacLeod and Chiarel993]. The
3,000 rpm angular tation speed of the laser
STROAB faciliates rapid positionpdates at
a 25 Hz rate, which MTI claims isificient
for safe automated transit at highway spee
provided line-of-sight caact is preserved
with at least three fixed NOADS. To mini-
mize chances of occlusion, the lightweight
(less than 250 g — 9 0z) STROAB is generally mounted as high as possible on a supporting mast.

The ability of the ©@NAC™ system was demonated in an intriguing experiment with a small,
radio-controlled race car call&dooter During this experiment, thecooterachieved speeds greater
than 6.1 m/§20 ft/s) as shown by th&cootersnid-air acrobatics in Figure 6.22. The small vehicle
was equipped with a STROAB and programmedatieralong the raceuarse shown in Figure 6.23.

The small boxes in Figure 6.23 represent the desired path, while the continuous line represents the

ci:é'gure 6.20: Stationary NOADs are located at known
positions; at least two NOADs are networked and
connected to a PC. (Courtesy of MTI Research, Inc.)
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Figure 6.21: The Computerized Opto-electronic Navigation and Control (CONAC™)
system employs an onboard, rapidly rotating and vertically spread laser beam, which
sequentially contacts the networked detectors. (Courtesy of MTI Research, Inc.)
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position of the vehicle during a typical run. 2,2GGalpoints were collected along @0 neter
(650 ft) long path. The docking maneuver at the end of thelpatight the robot to within 2
centimeters (0.8 in) of the desired position. On the tight turn§dbeterdecelerated to smoothly
execute the hairpin turns.

Figure 6.22: MTI's Scooter zips through a race course; tight close-loop control is
maintained even in mid-air and at speeds of up to 6.1 m/s (20 ft/s).
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1 = DESIRED PATH —— RECORDED TELEMETRY

Figure 6.23: Preprogrammed race course and recorded telemetry of the Scooter
experiment. Total length: 200 m (650 ft); 2200 data points collected. (Courtesy of MTI
Research, Inc.)
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CONAC™ Fixed Beacon System
A stationary active beacon system thavertically oriented _
tracks an omnidirectional sensor%‘ﬁinggzg;a;‘;;gmfnems — FElectronics
mounted on the robot is currently being
sold to allow for tracking multiple units.
(The original CONAC" system allows

only one beacon to be tracked at a

Laser diode
and collimating optics

‘i:
-
\

7 Rotating optics module

given time.) The basic system consists cylinder lens and mirror
of two synchronizedtationary beacons

that provide bearings to the mobile 7| iz scan motor
sensor to establish its x-ycation. A

Rotating optics module
for tilted laser plane

Wa
SR
\

hybrid version of this gproach employs
two lasers in one of the beacons, as %ZE

llustrated in Figures.24, with the lower
laser plane tilted from the vertical toThis scanning laser plane
provide coverage along the z-axis fofs tilted from vertical

three-dimensional applications. A com:®" 2 measurements

plete two-dimensional indoor system is

shown in Figure 6'251 o Figure 6.24: Simplified cross section view of the dual-laser
Long-rang(.e. exterior pO.SIt[IOn aCCUposition-location system now under development for tracking
racy is specified as z1.gillimeters muiltiple mobile sensors in 3-D applications. (Courtesy of MTI

(£0.5 in) and the headimgccuracy as Research, Inc.)

+0.05 degrees. The nominal maximum

line-of-sight distance is 250 meté®80 ft), but larger distances can be covered with a more complex
system. The system was successfully demonstrated in dooowgnvironment when &Leod
engineers outfitted a Dodge caravan

with electric actuatorsfor deering,
throttle, and brakes, then drove th
unmanned vehicle at speeds up to
km/h (50 mph) [Baker, 1993]. MTI [
recently demonsaited the same vehicle®sl
at 108 km/h (65 mph). Absolute posi-*
tion and heading accuracies were suffj
cient to allow the Caravan to maneuvey
among parked vehicles and into a park-
ing place using a simple AutoCad repreg T
sentation of the ensdnment. Position §
computations are updated at a rate of 2
Hz. This system represents the curre
state-of-the-art in terms @ictive bea-
con positioning [Fox, 1993; Baker,

—

| — Electronics

1993; Gunther, 1994]. A basic system\_;{ ) ' ] -.,‘ .
with one STROAB and three NOADs = = e . &5 e B 4
costs on the order of $4,000. Figure 6.25: MTI's basic 2-D indoor package. A mobile

position transponder (shown in lower center) detects the
passing laser emissions generated by the two spread-out
stationary laser beacons. (Courtesy of MT| Research, Inc.)
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6.3.9 Spatial Positioning Systems, incOdyssey

Spatial Positioning Systems, inc. [SPSi] of Reston, Virginia has developed and markets a high-
accuracy 3-D positioning system calledysseyThe Odyssey system was originally developed for
the accuratewsveying of construction sites and for rettctive three-dimensional modeling of
buildings, etc. However, it appears that the system can bearsebile robot operations quite
easily.

The Odyssey system comprises two or more stationary laser transmitters (Stuantadon
tripods, in Fig. 86) and a mobile optica¢ceiver, which is shown onnted on top of the red-white
receiving pole in the center of Fi§.26. The eceiver is onnected to @ortable data logging device
with real-time data output via RE32 serial intedce. In its originally intended hd-held mode of
operation the surveyor holds the tip of teeeiver-wand at a point of interest. The systerongsc
instantly the three-dimensional cooralias of that point (see F&g27).

To set up the Odyssey system two or more transmitters must be placed at pkeowsely
locations in the envdnment. Alternatively thaccurate transmitter position can be computed in a
reverse calibration procedure in which tbeegiver-wand is placed &dur known positions. and the
system Once the transmitters are locatddhatvn positions, one or moreaeivers caproduce data
points simultaneously, while being applied in the same environment.

The system has an accuracy of +1 mm + 100 ppm (note: ppm stapdstfoin millior) over
arange of up to 150eters(500 ft). Thus, at a ation150 meters awayrom the transntiers the
position accuracy would still be 1 mm 30 ppm x 150 m = 16 mm. Additiontdchnical
specifications are listed in Table y. For mobitdot applkcations the Odyssey system may be
somewhat pricy at roughly $90,000, depending on system configuration.

Figure 6.26: The Odyssey positioning system comprises two laser beam transmitters
and a pole- or wand-mounted receiver. (Courtesy of Spatial Positioning Systems, Inc.)
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Table 6.1: Technical specifications for the Odyssey
positioning system. (Courtesy of Spatial Positioning
Systems, inc.)

- -W¥and-receiver tip

-

Parameter Value Units
Horizontal accuracy +1 mm
0.04 in
+ 100 ppm
Vertical accuracy +1 mm
0.04 inches
+ 100 ppm
Outdoor receiver range 150 m
500 ft
Indoor receiver range 75 m
250 ft
Measurement rate 5 Hz
Transmitter scan rate 50 Hz
Transmitter field of view 120 x 30 *
Transmitter power 12 VvDC
max. 4.0 A
steady-state 15 A
Receiver power 12 VDC DRSS AR s
max. 0.8 A Figure 6.27: In its originally intended hand-held
steady-state 03 A mode of opera.tlon the sur.veyor.places the tip of
_ _ _ the wand-receiver at a point of interest to record
Transmitter dimensions 510x210 mm that point's 3-D coordinates. (Courtesy of Spatial
x180 in Positioning Systems, Inc.)
20x8x7
Transmitter weight 11 kg
24 lbs
Receiver weight ~4 kg
9 lbs 6.3.9 LawnmowerCALMAN

Larsson et al. [1994] from the University of

Lulea, Sweden, have converted a large riding
lawnmower to fully autonomous operation. This system, call®ldVIAN uses an onboardteding
laser scanner to illumate strategically placed vertical meteflector stripes. These reflectors are
attached to tree stems or vertical poles in the environment. Larsson et al. report experimental results
from running the vehicle in a parking lot. According to these results, the vehicle had a positioning
error of less than 2 centimeters (3/4 in) at speeds of up tillsgéconds (1 ft/s). The motion of the
vehicle was stable at speeds of up to 1 m/s (3.3 ft/s) exahfe unstable at5 m/s (5 ft/s).
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6.4 Summary

We summarize the general characteristics of active beacon systems as follows:

« The environment needs to be modified, and some systems re@aitecebutlets or battery
maintenance fortationary beacons.

» A line of sight between transmitter and detector needs to be maintained, i.e., there must be at
least two or thregisible landmarks in the environment.

» Triangulation-based methods are sabjto thdimitations of triangulation as discussed®ghen
and Koss [1992].

» Active beacon systems have been provenactwe, and there are several commercial systems
available using laser, infrared, and ultrasonic transducers.

» |In practice, active beacon systems are the choice when high accuracy and hitjty retab
required.



CHAPTER 7/
LANDMARK NAVIGATION

Landmarks are distinct features that a robot can recognize from its sensory input. Landmarks can
be geometric shapes (e.qg., rectangles, lines, circles), and they may include additionation

(e.g., in the form of bar-codes). In general, landmarks have a fixed and known position, relative to
which a robot can localize itself. Landmarks are carefully chosen to be easy to idengxample,

there must be sufficient contrast to the background. Before a robot can use landmarks for navigation,
the characteristics of the landmarks must be known and stored in the robot's memory. The main task
in localization is then to recognize the landmarks reliably and to calculatebibis position.

In order to simplify the problem of landmark acquisition it is often assumed that the current robot
position and orientation are knowppaoximately, so that theobot only needs to look for landmarks
in a limited area. For this reason good odomatrguracy is a prerequisite forceessful landmark
detection.

The general procedure for performing landmark-based positioning is shown in Figure 7.1. Some
approaches fall between landmark and map-based positioning (see Chap. 8). They use sensors to
sense the environment and then aatrdistinct structures that serve as landméoksaavigation in
the future. These approacheiti e discussed in the chapter onp¥iaased positioningechniques.

Detect and E stablish lcul
i 4 Calculate
A_cquwe s_ensgry —_— segment — correspondence — A
information land ks 3 between sensed data pOSItIOﬂ
andmarks and the stored map
Notes:
1. Use special beacons. 3. Search can be constrained by assuming 5. Triangulation: m easurement error is a
2. Use distinct landmarks. that the initial estim ate is close to the true function ofthe relative position
position and orientation. between the robot and the landmarks.
4. Detection and establishing 6. Geom etric shape: measurement error
correspondence are the forem ost is a function ofthe distance and the
Fenglpos.dsd; wmf difficulty in landm ark positioning. angle between the robot and the landm ark .

Figure 7.1: General procedure for landmark-based positioning.

Our discussion in this chapter addresses two types of landmarks: “artificial” and “natural.” It is
important to bear in mind that “natural” landmarks work best in highly structured environments such
as corridors, manatturing floors, or hospitals. Indeed, one may argue that “natural’ landmarks
work best when they are actually man-made (as is the case in highly structuredreents). For
this reason, we shall define the terms “natural landmarks” and “artificial landmarks” as follows:
natural landmarksare those objects or features that are already in theoement and have a
function other than robot navigatioaxtificial |andmarksare specially designed objects or markers
that need to be placed in the enmiment with the sole purpose of enabling robot navigation.
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7.1 Natural Landmarks

The main problem in natural landmark navigation is to detect and match characteristic features
sensory inputs. The sensor of choice for this task is computer vision. Most computer vision-based
natural landmarks are long vertical edges, such as doors and wall junctionsjlingdigigs.
However, computer vision is an area that is too large and too diverse for the scope of this book. For
this reason we will present below only one example of computenvisised landmarketection,

but without going into grat detail.

When range sensors are used for natural landmark navigation, distinct signatures, such as those
of a corner or an edge, or of long straight walls, a@dgeature candidates. The selection of
features is important since it wiletermine the complexity in feature descopti cetecton, and
matching. Proper settion of features iV also reduce the chancésr ambiguity and increase
positioning accuracy. A natural landmark
positioning system generally has the follo
ing basic components:
» A sensor (usually computer vision) fo

detecting landmarks and contrasting the

against their background.
» A method for natching observed features
with a map of known landmarks.
+ A method of computing kation and
localization errors from the atches.

One system that uses natural landmarks
has recently been developed in Canada. This
project aimed at developing aghistcated
robot system called theAtitonomous Robot
for a Known Environmeht(ARK). The
project was carried out jointly by the Atomic .
Energy of Canada Ltd (AECL) and Ontario
Hydro Tedinologies with support from the|
University of Toronto and York University
[Jenkin et al., 1993]. A Cybermotion K2A+
platform serves as the carrier for a numbe
of sensor subsystems (see Figure 7.2).

Of interest for the discussion here is th
ARK navigation module (shown in Figure
7.3). This unit consists of a custom-mad
pan-and-tilt table, a CCD camera, and &
eye-safe IR spot laser rangefinder. Tw
VME-based cards, a single-board compute
and a microcontroller, provide processin
power. The navigation module is used t@

T . . Figure 7.2: The ARK system is based on a modified
perlodlcally correct theobot SaccumUIatmg Cybermotion K2A+. It is one of the few working navigation

odometry errors. The system usesural systems based on natural landmark detection. (Courtesy
of Atomic Energy of Canada Ltd.)
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landmarks such as alphanumeric signs, semi=
permanent structures, or doorways. The only
criteria used is that the landmark be distin-
guishable from the background scene by
color or contrast.

The ARK navigation module uses an
interesting hybrid approach: the system
stores (learns) landmarks by generating |a
three- dimensional “grey-level surfackebm
a single training image obtained from th
CCD camera. A coarse, registered ran
scan of the same field of view is performet
by the laser rangefinder, giving depths fo
each pixel in the grey-levelgace. Both
procalures are performed from a know
robot positionLater,during operation, when
the robot is at an approxjr[ely known Figure 7.3: AECL's natural landmark navigation system
(from odometry) position within a couple ofuses a CCD. camera'in cqmbination with a time-of-flight
metersrom the training position, the vision Igser rangefinder to identify landmarks and to measure the

distance between landmark and robot. (Courtesy of
system searches for those landmarks that a§mic Energy of Canada Ltd.)
expected to be visiblgom the robot's mo-
mentary position. Once a suitable landmark
is found, the pr@cted appearance of the landmark is computed.ekpisctechppearance is then
used in a coarse-to-fine normalized correlation-basattimng algorithm that yields th@bot's
relative distance and bearing with regard to that landmark. With this procedure the ARK can identify
different natural landmarks and measure its position relative to the landmarks.

To update theobot's odometry position the system must find a pair of natural landmarks of
known positon. Positioningaccuracy depends on the geometry of the robot and the landmarks but
is typically within a few centimeters. It is possible to passdobet through standard 90-cenétar
(35 in) doorway openings using only the navigatiadale if corections are made using thpper
corners of the door frame just prior to passage.

7.2 Artificial Landmarks

Detection is much easier with artificial landmarks [Atiya and Hager, 1993], which are designed for
optimal contrast. In addition, the &t size and shape of artificial landmarkslarewn in advance.
Size and shape can yield a wealth of geometric information when transformed under thetigersp
projection.

Researchers have used different kinds of patterns or marks, and the geometry dfidkdeanmzt
the associated techniquies position estimation vargccordingly [Talluri and Aggarwal, 1993].
Many artificial landmark positioning systems are based on computer visionilMdetwdiscuss these
systems in detail, but we will mention some of the typical landmarks used with compuater visi
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Fukui [1981] used a diamond-shaped landmark and applied a least-squares method to find line
segments in the image plane. Borenstein [1987] used a lelei@ngle witHfour white dots in the
corners. Kabuka and Arenas [1987] used a half-white and half-black circle with a unique bar-code
for each landm&. Magee and Aggarwal [1984] used a sphere with horizontal and vertical
calibration circles to achieve three-dimensional localization from a single image. Other systems use
reflective material patterns andatted light to ease the segretion and parameter extraction
[Lapin, 1992; Mesaki and MasudE992]. There are also systems thatasgve (i.e., LED) patterns
to achieve the same effect [kfg and Baron, 1992].

The accuracy achieved by thiecae methods depends on #exuracy with which the geometric
parameters of the landmark images are extrdcbedthe image plane, which in turn depends on
the relative position and angle between the robot and the landmark. In genesaicuhacy
decreases with the increase in relative distance. Normally there is a range of relative angles in which
goodaccuracy can be achieved, while accuracy drops significantly once the relative angle moves
out of the “good” region.

There is also a variety of landmarks used in conjunction with non-vision sensors. Most often used
are bar-coded reflectors for laser scanners. For example, currently ongoing workdly Bwethe
Mobile Detection Assessment andfitese SysteiMDARS) [DeCorte, 1994] uses retro-refitors,
and so does the commercially available system fratei@illar on theiSelf-Guided VehiclgGould,

1990]. The shape of these landmarks is usually pmitant. By contrast, a unique approach taken
by Feng et al. [1992] used a circular landmark and applied an optical Houdbriratsextact the
parameters of thdlpse on the image plane in real time.

7.2.1 Global Vision

Yet another approach is the so-caligobal visionthat refers to the use of cameras placed at fixed
locations in a wrkspace to extend the local sensing available on board each AGV [Kay and Luo,
1993]. Figure 7.4 shows a block diagram of pnecessing functions for vehicle control using global
vision.

In global vision methods, clateristic point$orming a pattern on the mobitebot are identified
and localized from a single view. A proligghic method is used to sett the mosprobable ratching
according to geometric chaateristics of those percepts. From this reduced search space a
prediction-verification loop is applied to identify and to localize the points of the patteuny[led
Baron, 1992]. One advantage of thigpeoach is that it allows the operator to monitor robot
operation at the same time.

7.3 Atrtificial Landmark Navigation Systems

Many systems use retroreflective barcodes as artificial landmarks, similar to the ones asediin b
navigation systems. However, in this book we distinguish between regainedl bar-codes used as
artificial landmarks and retrorefttive poles used as “beacons.” The reason is thatafredective
markers (with or without bar-code) aattached to the walls ofraom and their function is merely
to aid in determining the location of the wall, then these markers do not



Chapter 7: Landmark Navigation 177
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Figure 7.4: Block diagram of the processing functions for vehicle control using global
vision. (Adapted from [Kay and Luo, 1993].)

function as beacons. By contrast, if markers are used on arbitrarily placed poles (even if the location
of these poles is carefully surveyed), then thelyas beacons. A related distinction is the method
used for computing the vehicle's position: if triangulation is used, then the reflectors act as beacons.

7.3.1 MDARS Lateral-Post Sensor

Currently ongoing work by Evett on theMobile Detection Asssmentand Response System
(MDARS) [Everett et al.,1994; DeCorte, 1994] uses passiveaetrs in conjunction with a pair

of fixed-oriertation sensors on board tta@bot. Thistechnique, callethteral-post eétection was
incorporated on MDARS to significantly reduce costs by exploiting the forward motion of the robot
for scanning purposes. Short vertical strips of 2.5 cextérs (1 in) rebreflective tape are placed

on various immobile objects (usually structuraport posts) on either side of a virtual path
segment. The exagty locations of these tape markers are encoded into the virtugbagfam.
Installation takes only seconds, and since the flat tape does not protrude into the aisle at all, there
is little chance of damage from a passing fork truck.

A pair of Banner Q85VR3LP retrorefitive proximity sensors munted on the turret of the
Navmasterobot face outward to either side as shown in Figuke These inexpensive sensors
respond to redlictionsfrom the tape markers along the edges of the route, triggering a “snapshot”
virtual pathinstruction that records the current side-sonar range values. The longitudinal position
of the platform is updated to ttk@own marker coordate, while lateral position is inferrdbm the
sonar data, assuming botbinclitions fall within specified tolerances.
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= =] =] =

The accurag of the marker correction is
much hgher (and therefore agaedgreater
credibility) than that of the lateral sonar
readirgs due to the markegdldifferent un-
certainties associated with the pestve ——g = =
targets. Thepolarized Banner sensor re-
sonds ony to the presence of a
retrorefector while gnoringeven highly
specular surroundmsurfaces, whereas the
ultrasonic enayy from the sonar W echo @zﬁjﬁ@
back from ag reflective sirface enoun-
tered ly its relativey wide beam. Protrud Figure 7.5: Polarized retroreflective proximity sensors are
objects in the vicinig of the tge (Quite used to locate vertical strips of retroreflective tape
common in a warehouse environment) restttached to §helving support posts in the Cgmp Elliott
in a shorter measured gEvalue than the ‘[’VE"flfrZ(t’t“;ea'CsltggT]'f)“ of the MDARS security robot
reference distance for the marker itself. The
overall effect on ¢ bias is somewhat aver-
aced out in the loprun, aseach time the vehicle execute8G&deyree course chag the association
of x- andy-conponents with t@e versus sonamdates is interchamd.

7.3.2 Caterpllar Self Guided Vehicle

Catepillar Industrial, Inc., Mentor, OH,
manufactures a free-rgng AGV for mate-
rials handlim that relies on a scanmjtaser
trianqulation scheme terovide positional
updates to the vehicle®nboard odomeyr
system. The Class-I laser rotates apid ito
illuminate passive retroredictive bar-code
tarets affixed to walls or @port columns at
known lccations p to 15 meterqg50 ft)
away [GOU|d, 1990; Brne et a|_, 1992]_ The Figure 7.6: Retroreflective bar-code targets spaced. 10 to
bar-codes serve tpositively identify the 15 meter§ (33 to 49 ft) .a'part are used by the Caterplllar

o A SGV to triangulate position. (Adapted from [Caterpillar,
reference taget and elimiate amhguities 19914
due to false returns from othepesular
surfaces within the peratigparea. An
onboard comuter calculates % position wdates hrough sinple triamulation to null out
accumulate@domety errors (see Bure 7.6).

Some taget occlusiorproblems have been parienced in exteriormolications where there is
heaw fog, as would be eected, and mior difficulties have been encountered as well durin
periods when the sun was low on the horizowrf, 1993]. @tepillar's Self Guided VehiclgSGV)
relies on dead reckorgrunder such conditions to religtdontinue its route for distances aqf 1o
10 meterg433 ft) before the next valid fix.
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The robot platform is a hybrid combination of tricycle and differential drive, employing two
independent series-wound DC motors powering 45-centimeter (18 in) rear wheels through sealed
gear-boxes [CATERPILLAR, 1991]. High-resolution resolvers attached to the single front wheel
continuously monitor steering angle and distance traveled. A pair of mechanically scanned near-
infrared proximity sensors sweeps the path in front of the vehicle for potential obstructions.
Additional near infrared sensors monitor the area to either side of the vehicle, while ultrasonic sensors
cover the back.

7.3.3 Komatsu Ltd, Z-shaped landmark

Komatsu Ltd. in Tokyo, Japan, is a Z-shaped landmark Rad
manufacturer of construction ma- ‘g <om
chines. One of Komatsu's research o AA)' m

projects aims at developing an un- =
manned dump truck. As early as ‘
1984, researchers at Komatsu Ltd.
developed an unmanned electric car
that could follow a previously

taught path around the company's . ﬂ R G S
premises. The vehicle had two Figure 7.7: Komatsu's Z-shaped landmarks are located at

onboard computers, a directional 50 meter (164 ft) intervals along the planned path of the
gyrocompass, two incremental en-  autonomous vehicle. (Courtesy of [Matsuda and Yoshikawa,

coders on the wheels, and a metal 1989].)
sensor which detected special land-
marks along the planned path (see Figure 7.7).

The accuracy of the vehicle's dead-reckoning system (gyrocompass and encoders) was
approximately two percent on the paved road and during straight-line motion only. The mechanical
gyrocompass was originally designed for deep-sea fishing boats and its static direction accuracy was 1
degree. On rough terrain the vehicle's dead-reckoning error deteriorated notably. For example,
running over a 40-millimeter (1.5 in) height bump and subsequently traveling along a straight line for
50 meters (164 ft), the vehicle's positioning error was 1.4 m (55 in). However, with the Z-shaped
landmarks used in this project for periodic recalibration the positioning could be recalibrated to an
accuracy of 10 centimeters (4 in). The 3 meter
(118 in) wide landmark was made of 50 millime-
ter (2 in) wide aluminum strips sandwiched
between two rubber sheets. In order to distin-
guish between “legitimate” metal markings of
the landmark and between arbitrary metal ob- -
jects, additional parallel line segments were used
(see Figure 7.8). The metal markers used as l
landmarks in this experiment are resilient to ‘
contamination even in harsh environments.
Water, dust, and lighting condition do not affect ~Figure 7.8: The Z-shaped landmark. Note the

the readability of the metal sensor [Matsuda and secondary lines parallel to the horizontal Z-stripes.
Yoshik 1989 The secondary lines help distinguish the marker
oshikawa, 1. from random metal parts on the road. (Courtesy of

[Matsuda and Yoshikawa, 1989].)

Aluminum tape Rubber sheet

matsuda2.cdr, .wmf

< 3m »
]
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Each Z-shaped landmark comprises three line segments. The first and third line segments are in
parallel, and the second one isdted diagonally between the parallel lines (see FigyeDuring
operation, a mtal sensor locateahderreath the awnomous vehicle etects the three crossing
points R , B, andf . The distances, L and L, are measured by the incremetal encoders using
odometry. After traversing the Z-shaped landméhe vehicle'sdteral deviation X at pointP can
be computed from

X, = W( = -4 (7.2) | /
| L2

whereX; is the lateral positionreor at pointP, based
on odometry.
The lateral position reor can be cogcted after
passing through the third crossing pdmt Note that
for this crrection metod the eact location of the
landmark along the line of travel does not have to be
known. However, if the loation of the landmark is
known, then the vehicleactual position aP, can be
calculated easily [Matsuda et dl989]. <
The size of the Z-shaped landmark can be varledl W
according to the exgeted lateralgor of the vehicle. Figyre 7.9: The geometry of the Z-shaped
Larger landmarks can be buried under theasu@fof landmark lends itself to easy and
paved roads for unmanned cars. Smaller landmarks ¢&gnbiguous computation of the lateral
be installed undemttory floor coating or under office pos't'ok” error X,. (Courtesy of [Matsuda and
carpet. Komatsu has developed such smaller Z- shapesérI awa, 1989}
landmarks for indoor robots and AGVs.

Y

7.4 Line Navigation

Another type of landmark navigation that has been widely used in industry is line navigation. Line
navigation can be thought of as a contius landmark, although in most cases the sensor used in this
system needs to be very close to the line, so that the range of the vehicle is limited to the immediate
vicinity of the line. There are different implementatidmsline navigation:

» Electromagnetic Guilanceor Electromagnetic LeadeCable

» Reflecting Tape Gdance(also calledptical Tape Gudancg.

- Ferrite Painted Guidancewhich uses ferrite magnet powder painted on the floor [Tsumura,
1986].

These techniques have been in use for many years in industrial automation tasks. Vehicles using
these techniques are generally caledomatic Guided Vehicld&GVs).
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In this book we don't address these methods in detail, because they do not allow the vehicle to
move freely — the main feature that sets mobile robots apart from AGVs. However, two recently
introduced variations of the line navigation approach are of interest for mobile robots. Both
techniques are based on the use of short-lived navigational markers (SLNM). The short-lived nature
of the markers has the advantage that it is not necessary to remove the markers after use.

One typical group of applications suitable for SLNM are floor coverage applications. Examples
are floor cleaning, lawn mowing, or floor surveillance. In such applications it is important for the
robot to travel along adjacent paths on the floor, with minimal overlap and without “blank” spots.
With the methods discussed here, the robot could conceivably mark the outside border of the path,
and trace that border line in a subsequent run. One major limitation of the current state-of-the-art is
that they permit only very slow travel speeds: on the order of under 10 mm/s (0.4 in/s).

7.4.1 Thermal Navigational Marker

Kleeman [1992], Kleeman and Russell [1993], and Russell [1993] report on a pyroelectric sensor that
has been developed to detect thermal paths created by heating the floor with a quartz halogen bulb.
The path is detected by a pyroelectric sensor based on lithium-tantalate. In order to generate a
differential signal required for path following, the position of a single pyroelectric sensor is toggled
between two sensing locations 5 centimeters (2 in) apart. An aluminum enclosure screens the sensor
from ambient infrared light and electromagnetic disturbances. The 70 W quartz halogen bulb used in
this system is located 30 millimeters (1-3/16 in) above the floor.

The volatile nature of this path is both advantageous and disadvantageous: since the heat trail
disappears after a few minutes, it also becomes more difficult to detect over time. Kleeman and
Russell approximated the temperature distribution T at a distance d from the trail and at a time t after
laying the trail as

T(d,t) = A(t) e (7.2)

where A(t) is a time-variant intensity function of the thermal path.

In a controlled experiment two robots were used. One robot laid the thermal path at a speed of
10 mm/s (0.4 in/s), and the other robot followed that path at about the same speed. Using a control
scheme based on a Kalman filter, thermal paths could be tracked up to 10 minutes after being laid on
a vinyl tiled floor. Kleeman and Russell remarked that the thermal footprint of peoples' feet could
contaminate the trail and cause the robot to lose track.

7.4.2 Volatile Chemicals Navigational Marker

This interesting technique is based on laying down an odor trail and using an olfactory' sensor to
allow a mobile robot to follow the trail at a later time. The technique was described by Deveza et al.
[1993] and Russell et al. [1994], and the experimental system was further enhanced as described by
Russell [1995a; 1995b] at Monash University in Australia. Russell's improved system comprises a
custom-built robot (see Figure 7.10) equipped with an odor-sensing system. The sensor system uses

! relating to, or contributing to the sense of smell (The American Heritage Dictionary of the English Language, Third Edition is
licensed from Houghton Mifflin Company. Copyright © 1992 by Houghton Mifflin Company. All rights reserved).
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controlled flows of air to draw odor-
laden air over a sensor crystal. The
quartz crystal is used as a sensitive
balance to weigh odor molecules. The
quartz crystal has a coating with a
specific affinity for the target odorant;
molecules of that odorant attach easily
to the coating and thereby increase the
total mass of the crystal. While the
change of mass is extremely small, it
suffices to change the resonant fre-
quency of the crystal. A 68HC11 mi-
croprocessor is used to count the crys-
tal's frequency, which is in the kHz
region. A change of frequency is indic-
ative of odor concentration. In Rus-
sell's system two such sensors are
mounted at a distance of 30 millime-
ters (1-3/16 in) from each other, to
provide a differential signal that can
then be used for path tracking.

For laying the odor trail, Russell
used a modified felt-tip pen. The odor-
laden agent is camphor, dissolved in

Figure 7.10: The odor-laying/odor-sensing mobile robot was
developed at Monash University in Australia. The olfactory
sensor is seen in front of the robot. At the top of the vertical
boom is a magnetic compass. (Courtesy of Monash
University).

alcohol. When applied to the floor, the alcohol evaporates quickly and leaves a 10 millimeter (0.4 in)
wide camphor trail. Russell measured the response time of the olfactory sensor by letting the robot
cross an odor trail at angles of 90 and 20 degrees. The results of that test are shown in Figure 7.11.
Currently, the foremost limitation of Russell's volatile chemical navigational marker is the robot's slow

speed of 6 mm/s (1/4 in/s).
30 35
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Figure 7.11: Odor sensor response as the robot crosses a line of camphor set at an angle of
a. 90° and b. 20° to the robot path. The robots speed was 6 mm/s (1/4 in/s) in both tests. (Adapted

with permission from Russell [1995].)



Chapter 7: Landmark Navigation 183

7.5 Summary

Artificial landmark detection medds are well developed and reliable. By contraatural
landmark navigation is not sufficiently developed yet for reliable performance under a variety of
conditions. A survey of the market of commercially availataeural landmark systems produces

only a few. One is TRC's vision system that allows the robot to localize itself astaggular and
circular ceiling lights [King and Weimai990]. Cyberworks has @slar systenfCyberworks]. It

is generally very difficult to develop a feature-based landmark positioning system capable of
detecting different natural landmarks in different eswments. It is also very difficult to develop

a system that is capable of using many different types of landmarks.

We summarize the characteristics of landkri@ased navigation as follows:

- Natural landmarks offer flexility and require no modifiations to the enkonment.

«» Artificial landmarks are inexpensive and can have additional information encodatexspor
shapes.

» The maximal distance between robot and landmark is substantially shorter slicamarbeacon
systems.

» The posttioning accuracy depends on the distance and angle betweaothend the landmark.
Landmark navigation is rather inaccurate whenrttet is further away from the landmark. A
higher degree of accuracy is obtained only when the robot is near a landmark.

« Substantially more processing is necessary than with active beacon systems.

» Ambient conditions, such as lighting, can be problematic; in marginalitysilandmarks may
not be recognized at all or other objects in therenment with enilar features can be mistaken
for a legitimate landmark.

+« Landmarks must be available in the work environment around the robot.

« Landmark-based navigation requires an appraténstarting location so that th&@bot knows
where to look for landmarks. If the starting position iskraiwn, the robot has to conduct a time-
consuming search process.

+ A database of landmarks and their location in therenment must be maintained.

» There is only limited commercialipport for this type ofechnique.



CHAPTER 8
MAP-BASED POSITIONING

Map-based positioning, also known as “magtching,” is a technique in which tihebot uses its
sensors to create a map of its local smvinent. This local map is then compared to a global map
previously stored in memory. If aatch isfound, then the robot can computeatgtual position and
orientation in the envonment. The prestored map can be a CAD model of the environment, or it
can be constructeiddom prior sensor afa.

The basic procedure for map-based positioning is shown in Figure 8.1.

i Establish
Acquire sensory Bui
; . > uild ; correspondence Calculate
Information Local map between local map position

and stored global map

1. Filtering. ‘ 1. Search can be constrained by assuming the
2. Sensor fusion. . initial position estim ate is close to the ‘
3. Sensor data and ‘ true robot position.
robot position error . 2. Sensory and robot m otion error ‘
modeling. ‘ models can be used to constrain search area.
*rgpos2ds4, 80 | 0000000000000\ _

Figure 8.1: General procedure for map-based positioning.

The main advantages of map-based positioning are as follows.

» This method uses the naturally occurring structure of typical indoor environments to derive
position information without modifying the environment.

- Map-based positioning can be used to generatgdated map of the emghment. Environment
maps are important for other mobile robot tasks, such as global path planning or the avoidance
of “local minima traps” in some local obstacle avoidanceho.

» Map-based positioning allows a robot to learn a new environment and to improve positioning
accuracy through exploration.

Disadvantages of map-based positioning are the specific requirements factatrshavigation.
For example, map-based positioning requires that:

- there be enoughationay, easily distinguishableeftures that can be used faatohing,
» the sensor map be accurat®egh (depending on the tasks) to be useful,
+ a significant amount of sensing and processing power be available.

One should note thauoently most work in map-based positioningrigted to leboratory gttings
and to relatively simple environments.
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8.1 Map Building

There are two fundamentally different starting points for the map-based positioning process. Either
there is a pre-existing map, or the robot has to build its own environment map. Rencken [1993]
defined the map building problem as the followin@iven the obot's poiion and a set of
measurements, what are the sensors s€gi@dpviously, the map-building diby of a robot is

closely related to its sensing capacity.

Talluri and Aggarwal [1993] explained:
"The position estimation strategies that use map-baseatigposg rely on the obot's
ability to sense the environmeantd to build a representation of it, and to use this
representation effectivelgnd effciently. The sensing adalities used significantly
affect the map making strategy. Error and uncertainty analyses play an important role
in accurate position estimation and map building. It is important to tak&céxp
account of the uncertainties; modeling the errors bgbatlity distributions and
using Kalman filtering techniques ageod ways to deal with these errors kxigy."

Talluri and Aggarwal [1993] also summarized the basic requirements for a map:
"The type of spatial representation system used by a robot should provide a way to
incorporate consistently the newly sensed information into the existing world model.
It should also provide theegessary information and procedures for estimating the
position and pose of the robot in the environment. Information to do path planning,
obstacle avalance, and other navigation tasks must also bédyeastractable from
the built world model.”

Hoppen et al. [1990] listed the three main steps of semsapibcessing for map building:
1. Feature extractiofnom raw sensor ata.

2. Fusion of datérom various sensor types.
3. Automatic generation of an environment model with different degrees oéetixstr

And Crowley [1989] summarized the construction and maintenance of a composite local world
model as a three-step process:

1. Building an abstract description of the most recent sensor data (a sensor model).

2. Matching and determining thercespondence between the mestent sensor models and the
current contents of the composite local model.

3. Modifying the components of the composite local model and reinforcingge@ayahg the
confidences to redict the results of matching.

A problem redited to mp-building is “autonomous exploration.” In order to build a map, the
robot must explore its environment to map uncharted areas. Typically it is assumed that the robot
begins its exploration without having any knowledge of the environment. Then, a certain motion
strategy is followed which aims at mamzing the amunt of charted area in the least amount of
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time. Such a motion strategy is called exploration strategy, and it depeomgyson the kind of
sensors used. One example for a simple exploratiategy based on a lidar sensor is given by
[Edlinger and Puttkamer, 1994].

8.1.1 Map-Building and Sensor Fusion

Many researchers believe that no single sensor modality alone can adequately capture all relevant
features of a real environment. To overcome this problem, @dessary to combine ddtam
different sensor modalities, a process knowsaasor fusionHere are a few examples:
« Buchberger et al. [1993] and Jorg [1994; 1995] developed a mechanismilites keteroge-
neous information obtained from a laser-radar and a sonar system in order to construct a reliable
and complete world model.

« Courtney and Jaif1994] integated three common sensimausces (sonar, vision, and infrared)
for sensr-based spatial repregation. They implemented &dture-level approach to sensor
fusion from multisensory grid maps using a mathematical method baspatied momentand
moment invariantswvhich are defined as follows:

The two-dimensionalptq)th order spacial moments of a grid m@&fx,y) are defined as

m. =3 Y xYIGxy)  pg=01.2,. o
X y

Using the centroid, translation-invariant central moments (moments don't change with the
translation of the grid map in the world coomti@ system) arormulated:

Hoq = 22 2 (X=X)°(y - Y)'G(x.y) 8.2)
Xy

From the second- and third-order central moments, a set of seven moment invariants that are
independent of translation,tetion, and scale can be derived. A moetailed treatment of spatial
moments and moment invariants is given in [Gonzalez and Wintz, 1977].

8.1.2 Phenomenological vs. Geomét Represertation, Engelson and McDermott [1992]

Most research in sensor-based map building attempts tmiz@rmapping gors at the earliest stage
— when the sensor data is entered into the map. Engelson and McO&@8a{tsuggest that this
methodology W reach a point ofichinishing retirns, and hence further research should focus on
explicit error gttection and arrecton. The authors observed that the geometric appratempts
to build a more-or-less detailed geometric description of the environment from percepaudihis
has the intuitive advantage of having a reasonably well-defined relation to the real world. However,
there is, as yet, no truly satisfactory repréagon of uncertain geomst and it is unclear whether
the volumes of information that one could potentially gather about the shape of the world are really
useful.

To overcome this problem Engelson and McDermott suggested the usgpofagicalapproach
that constitutes phenomenological representatiof the robot's potential intactions with the
world, and so directlyupports navigation planning. Positions are represented relative to local
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reference frames to avoid unnecessary accumulation of relators.gseometric relations between
frames are also explicitly represented. New reference frames are created wheneMeotthe
position uncertainty grows too high; frames are merged when the uncertainty between them falls
sufficiently low. This policy ensures locally bounded uncertainty. Engelson and McDermott showed
that such error coection can belone without keeping track of all mapping decisions ever made.
The methodology makes use of the environmental structuretéonaine the essentialformation

needed to correct mapping@s. The authors also showed that it is restassary for the decision

that caused an error to be specifically identified for the error to beated. It is aough that the

typeof error can be identified. The approach has been implemented only in atsomethwionment,

where the effectiveness of the phenomenological representation was demonstrated.

8.2 Map Matching

One of the most important and challenging aspects pflmaged navigation imap matchingi.e.,
establishing the correspondence between a cuoesit mapand the stored global map [Kak et al.,
1990]. Work on map atching in the computer vision community is often focused on the general
problem of matching an image of arbitrary position and orientation relative to a model (e.g., [Talluri
and Aggarwal, 1993]). In generalatching is achieved by first extracting features, followed by
determination of thearrect @rrespondence between image and maebgidres, usually by some
form of constrained search [Cox, 1991].

Such matching algorithms can be classified as eitlerbasedr feature-basedSchaffer et al.
[1992] summarized these two approaches:

"lconic-based pose estimation pairs sensory data points with features from the map,
based on minimum distance. The robot posel@ddor that minimizes the distance
error between the range points and their corresponding map features. The robot pose
is solved [such as to] minimize the distance error betweenathgerpoints and their
corresponding map features. Based on the new pose, the correspondences are
recomputed and the process repeatsluhe change in aggregate distance error
between points and line segments falls below a threshold. This algorithm differs from
the feature-based method in that it matckesry ange data point to the map rather
than corresponding the range data into a small set of features to be matched to the
map. The feature-based estimator, in general, is faster than the iconic estimator and
does not require a gooditral heading estimate. The iconic estimator can use fewer
points than the featurbased estimator, can handle less-than-ideal environments, and
iS more accurate. Both estimators are robust to some error in the map."”

Kak et al. [1990] pointed out that one problem in mabaiing is that the sensor readings and
the world model may be of different formats. One typical solution to this problem is that the
approxinate position based adometry is utized to geneaite(from the prestored global model),
an estimated visual scene that would be “seen” by robot. Thisaésti,mcene is then matched
against the actual scene viewed bydhboard sensors. Once thatghes are established between
the features of the two images (expected and actual), the positionrobttean be estiated with
reduced uncertainty. This approach is also supported by Rencken [1994] basdmscussed in
more detail below.
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In order tomatch the arrent sensoryata to the stored emenment model reliably, several
features must be used simultaneously. This is particularly true for a range image-based system since
the types of features are limited to a range image map. Long walls and edges are the most commonly
used features in a range image-based system. In general, the more features used in one match, the
less likely a mismatch Woccur, but the longer it takes to process. A realistic model for the
odometry and its ass@ted uncertainty is the bas@ the proper functioning of a map-based
positioning system. This is because the feature detection as welllgxidted position calculation
rely on odometric estiates[Chenavier and Crowley, 1992].

8.2.1 Sclele and Crowley[1994]

Schiele and Crowley [1994] discussed differeatching techniquef®r matching two occupancy

grids. The first grid is the local grid that is centered on the robot and models its vicinity using the
most recent sensor readings. The second grid is a global model of the environment furnished either
by learning or by some form of computer-aided design tool. Schiele and Crowley propose that two
representations be used in eomment modeling with sonarparametric primitivesand an
occupancy gridParametric primitives describe the limits of frea@pin terms of segments or
surfaces defined by a list of pararars. However, noise in the sensor signals can mak@dbess

of grouping sensor readings to form geometrimpives unreliable. In particular, small dfasles

such as table legs are practically impossible to distingrosh noise.

Schiele and Crowley discuss four differerdtohes:

» Matching segment to segment as realized by comparing segmentsimilékjty in oriertation,
(2) cdlinearity, and(3) overlap.

+ Matching segment to grid.
» Matching grid to segment.

+ Matching grid to grid as realized by generating a mask of the local grid. This mask is then
transformed into the global grid and coateld with the global grid cells lyinghder this mask.
The value of that correlation increases when the cells are of the sdenarsl decreases when
the two cells have different states. Finally finding the fiansation that genates the largest
correlation value.

Schiele and Crowley pointed out the importance of designing the updating process to take into
account the uncertainty of the local grid position. Theemtion of the estimated position of the
robot is very important for the updating process particularly during exploration of unknown
environments.

Figure 8.2 shows an example of one of the experiments wittolbioe in a hallway. Experimental
results obtained by Schiele and Crowley show that the most stable position estimation results are
obtained by matching segments to segments or grids to grids.

8.2.2 Hinkel and Knieriemen [1988] — TheAngle Histogram

Hinkel and Knieriemen [1988] from the University of Kaiserslautern, Germany, developed a world-
modeling method called th&ngle Histogramin their work they used an in-house developed lidar
mounted on their mobile robMobot 111. Figure 8.3 shows that lidar system mounted/obot II's
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Figure 8.2: Schiele and Crowley's robot models its position in a hallway.

a. Raw ultrasonic range data projected onto external coordinates around the robot.
b. Local grid and the edge segments extracted from this grid.

c. The robot with its uncertainty in estimated position within the global grid.

d. The local grid imposed on the global grid at the position and orientation of best
correspondence.

(Reproduced and adapted from [Schiele and Crowley, 1994].)

successoMobot IV. (Note that the photograph in Figure 8.3 is vergent; it showslobot [Von
the left, andMobot \, which was built in 1995, on the right. Also note that an ORS-1 lidar from ESP,
discussed in Sec. 4.2.2, is mountedwbot V)

A typical scan from the in-house lidar is shown in Figure 8.4. Thiasty between the scan
guality of the University of Kaiserslautern lidar and that of the ORS-1 lidar (see Fig. 4.32a in
Sec. 4.2.6) is striking.

The angle histogram method works as follows. First, a 360 degree scan of the room is taken with
the lidar, and the resulting “hits” are recorded in a map. Then the algorithm measures the relative
angled between any two adjacent hits (see Fidifg). After compensating for noise in the readings
(caused by the inaccuracies in position between adjacent hits), the angle histogram shown in Figure
8.6a can be built. The uniform detion of the main walls are clearly visible as peaks in the angle
histogram. Computing the histogram moduleesults in only two main peaks: one &ach pair of
parallel walls. This algorithm is very robust with regard to openings in the walls, such as doors and
windows, or even cabinets lining the walls.
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Figure 8.3: Mobot IV (left) and Mobot V (right) were both developed and built
at the University of Kaiserslautern. The different Mobot models have served as
mobile robot testbeds since the mid-eighties. (Courtesy of the University of
Kaiserslautern.)

After computing the angle histogram, all angles of the hits can be normalized, resulting in the
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Figure 8.4: Atypical scan of a room, produced by the University of
Kaiserslautern's in-house developed lidar system. (Courtesy of the
University of Kaiserslautern.)
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representation shown in Figure 8.6b. After this transformation, two additional histograms, one for
the x- and one for the y-direction can be constructed. This time, peaks show the distance to the walls
in x and y direction. During operation, new orientation and position data is updated at a rate of 4 Hz.
(In conversation with Prof. Von Puttkamer, Director of the Mobile Robotics Laboratory at the
University of Kaiserslautern, we learned that this algorithm had since been improved to yield a reliable
accuracy of 0.5°.)

8.2.3 Weil}, Wetzler, and Puttkamer — More on the Angle Histogram

Weil et al. [1994] conducted further exper-
iments with the angle histogram method.
Their work aimed at matching rangefinder
scans from different locations. The purpose
of this work was to compute the transla-
tional and rotational displacement of a .
mobile robot that had traveled during sub- wess00cst, umf - A

sequent scans. . Figure 8.5: Calculating angles for the angle histogram.
The authors pointed out that an angle (Courtesy of [WeiR et al., 1994].)

histogram is mostly invariant against rota-

tion and translation. If only the orientation

is altered between two scans, then the angle histogram of the second scan will show only a phase shift
when compared to the first. However, if the position of the robot is altered, too, then the distribution
of angles will also change. Nonetheless, even in that case the new angle histogram will still be a
representation of the distribution of directions in the new scan. Thus, in the new angle histogram the
same direction that appeared to be the local maximum in the old angle histogram will still appear as
a maximum, provided the robot's displacement between the two scans was sufficiently small.
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Figure 8.6: Readings from a rotating laser scanner generate the contours of a room.

a. The angle histogram allows the robot to determine its orientation relative to the walls.

b. After normalizing the orientation of the room relative to the robot, an x-y histogram can be
built form the same data points. (Adapted from [Hinkel and Knieriemen, 1988].)
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Experiments show that this approach is
highly stable against noise, and even moving
obstacles do not distort the result as long as «
they do not represent the majority of match-  ¢(y) = lim 1 f fx) g(x +y)dx .
able data. Figure 8.7a shows two scans oo 2X0y
taken from two different locations. The
second scan rep rﬁ?sen_ts a r9tat19n of +43 c(y) is a measure of the cross-correlation between two
degrees, a translation in x-direction of +14  giochastic functions regarding the phase shift y. The
centimeters and a translation in y-direction  cross-correlation c¢(y) will have an absolute maximum at s, if
of +96 centimeters. Figure 8.7b shows the  f(x) is equal to g(x+s). (Courtesy of [Weill et al., 1994].)
angle histogram associated with the two
positions. The maxima for the main direc-
tions are -24 and 19 degrees, respectively.
These angles correspond to the rotation of the robot relative to the local main direction. One can thus
conclude that the rotational displacement of the robot was 19° -(-24°) = +43°. Furthermore, rotation
of the first and second range plot by -24 and 19 degrees, respectively, provides the normalized x- and
y-plots shown in Fig 8.7c. The cross correlation of the x translation is shown in Figure 8.7d. The
maximum occurs at -35 centimeters, which corresponds to -14 centimeters in the rotated scan (Fig.
8.7a). Similarly, the y-translation can be found to be +98 centimeters in the rotated scan. Figure 8.5¢
shows the result of scan matching after making all rotational and translational corrections.

Definition
A cross-correlation is defined as

(8.3)
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Figure 8.7: Various stages during the matching of two angle histograms. The two histograms were built
from scan data taken from two different locations. (Courtesy of [Weil} et al., 1994].)

Two scans with rotation of +43°, x-transition of +14 cm, y-transition of +96 cm.

Angle histogram of the two positions.

Scans rotated according to the maximum of their angle histogram (+24 °, -19°).

Cross-correlation of the x-translation (maximum at -35 cm, corresponding to -14 cm in the rotated scan).
x-translation correction of +14 cm; y-translation correction of -98 cm.

P00 o
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8.2.4 Siemens' Roamer

Rencken [1993; 1994] at the Siemens Corporate Research and Development Center in Munich,
Germany, has made substantial contributions toward solving the boot strap problem resulting from
the uncertainty in position and environment. This problem exists when a robot must move around in
an unknown environment, with uncertainty in its odometry-derived position. For example, when
building a map of the environment, all measurements are necessarily relative to the carrier of the
sensors (i.e., the mobile robot). Yet, the position of the robot itself is not known exactly, because of
the errors accumulating in odometry.

Rencken addresses the problem as follows: in order to represent features “seen” by its 24
ultrasonic sensors, the robot constructs hypotheses about these features. To account for the typically
unreliable information from ultrasonic sensors, features can be classified as hypothetical, tentative,
or confirmed. Once a feature is confirmed, it is used for constructing the map as shown in Figure 8.8.
Before the map can be updated, though, every new data point must be associated with either a plane,
a corner, or an edge (and some variations of these features). Rencken devices a “hypothesis tree”
which is a data structure that allows tracking of different hypotheses until a sufficient amount of data
has been accumulated to make a final decision.

One further important aspect in making this decision is feature visibility. Based on internal models
for different features, the robot's decisions are aided by a routine check on visibility. For example, the
visibility of edges is smaller than that of corners. The visibility check further reduces the uncertainty
and improves the robustness of the algorithm.

[— Map Building Delete < Localization
l— features
Plausible
and Ma
certain? L P J
Update — ) ] Plausible Im-
—* confirmed Cfgg?l:?;zd and plausible?
features yes \ certain? yes
Large .
enough? L
tUptd'?te |, Tentative Large
entative enough?
features features yes g
Generate Hypothetical Cluster
hypothesis features hypothesis
\
T———— Robotposition
Observation Sensor Measurements
poc2ienDS, W

Figure 8.8: The basic map-building algorithm maintains a hypothesis tree for the three sensor reading
categories: hypothetical, tentative, and confirmed. (Adapted from [Rencken, 1994].)
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Based on the above methods, Rencken [1993] summarizes his method with the following
procedure:
1. Predict the robot's position using odometry.
2. Predict the associated covariance of this position estimate.
3. Among the set of given features, test which feature is visible to which sensor and predict the
measurement.
4. Compare the predicted measurements to the actual measurements.
. Use the error between the validated and predicted measurements to estimate the robot's position.
6. The associated covariance of the new position estimate is also determined.

W

The algorithm was implemented on Siemens' experimental robot Roamer (see Fig. 8.9). In an
endurance experiment, Roamer traveled through a highly cluttered office environment for
approximately 20 minutes. During this time, the robot updated its internal position only by means of
odometry and its map-building capabilities. At a relatively slow travel speed of 12 cm/s (4% in/s)
Roamer's position accuracy was periodically recorded, as shown in Table 8.1.

Table 8.1: Position and orientation errors of Siemens'
Roamer robot in an map-building “endurance test.”
(Adapted from [Rencken, 1994].)

Time [min:sec] Pos. Error Orientation
[em] (in) error [°]
5:28 5.8 (2-1/4) -7.5
11:57 5.3(2) -6.2
14:53 5.8 (2-1/4) 0.1
18:06 4.0 (1-1/2) 2.7
20:12 25(1) 3.0

-
Figure 8.9: Siemens' Roamer robot is equipped
with 24 ultrasonic sensors. (Courtesy of Siemens).

8.2.5 Bauer and Rencken: Path Planning for Feature-based Navigation

Bauer and Rencken [1995] at Siemens Corporate Research and Development Center in Munich,
Germany are developing path planning methods that assist a robot in feature-based navigation. This
work extends and supports Rencken's feature-based navigation method described in Section 8.2.4,
above.

One problem with all feature-based positioning systems is that the uncertainty about the robot's
position grows if there are no suitable features that can be used to update the robot's position. The
problem becomes even more severe if the features are to be detected with ultrasonic sensors, which
are known for their poor angular resolution. Readings from ultrasonic sensors are most useful when
the sound waves are being reflected from a wall that is normal to the incident waves, or from distinct
corners.
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During operation the robot builds a list of expected sonar measurements, based on earlier
measurements and based on the robot's change of location derived from dead-reckoning. If actual
sonar readings match the expected ones, these readings are used to estimate the robot's actual
position. Non-matching readings are used to define new hypothesis about surrounding features, called
tentative features. Subsequent reading will either confirm tentative features or remove them. The
existence of confirmed features is important to the system because each confirmed feature offers
essentially the benefits of a navigation beacon. If further subsequent readings match confirmed
features, then the robot can use this data to reduce its own growing position uncertainty. Bauer and
Rencken show that the growing uncertainty in the robot's position (usually visualized by so-called
“uncertainty ellipses”) is reduced in one or two directions, depending on whether a new reading
matches a confirmed feature that is a line-type (see cases a. and b. in Fig. 8.10) or point-type (case
c. in Fig. 8.10).

Line Type Landmarks Point Type Landmark

sl -

4 \

’ - " .- match-
{ \ ’,'match- : direction
N . direction :

‘ after

' after matching
a) b) c)
Figure 8.10: Different features can reduce the size of the robot's
uncertainty ellipse in one or two directions.
a, ¢: Walls and corners reduce uncertainty in one direction
b.: Two adjacent walls at right angles reduce uncertainty in two directions.
(Courtesy of [Bauer and Rencken, 1995]).

One novel aspect of Bauer and Rencken's approach is a behavior that steers the robot in such a
way that observed features stay in view longer and can thus serve as a navigation reference longer.
Fig. 8.11 demonstrates this principle. In the vicinity of a confirmed feature "straight wall" (Fig.
8.11a), the robot will be steered alongside that wall; in the vicinity of a confirmed feature "corner"
(Fig. 8.11b) the robot will be steered around
that corner.

Experimental results with Bauer and
Rencken's method are shown in Figures 8.12
and 8.13. In the first run (Fig. 8.12) the robot

was programmed to explore its environment
while moving from point A in the office in the
upper left-hand corner to point E in the office in
the lower right-hand corner. As the somewhat
erratic trajectory shows, the robot backed up
frequently in order to decrease its position
uncertainty (by confirming more features). The
actual position accuracy of the robot was mea-

—_—

J
a) b)

Figure 8.11: Behaviors designed to improve feature-
based positioning
a. Near walls, the robot tries to stay parallel to the
wall for as long as possible.
b. Near corners the robot tries to trun around the
corner for as long as possible.

(Courtesy of [Bauer and Rencken, 1995]).
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Figure 8.12: Actual office environment and robot's trajectory during the
exploratory travel phase. (Courtesy of [Bauer and Rencken, 1995]).
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Figure 8.13: Gathered features and robot's return trajectory (Courtesy of [Bauer
and Rencken, 1995]).

Table 8.2: Hand-measured position error of the robot

sured by hand at control points A through E, at intermediate way-points during the exploration
the results are listed in Table 8.2. phase (Adapted from [Bauer and Rencken, 1995]).

When the robot was programmed to return ~ Point Absolute x,y-  Pos.Error  Orient.

to its starting position, the resulting path coordinates [em]  [em] (i) Error[*]
looked much smoother. This is because of the A (0,0) 2.3 (7/8) 0.7
many featu.res that were stored during the B (150, -500) 5.7 (2-1/4) 19
outbound trip.

C (1000, -500) 9.1 (3-1/2) 5.3

D (1800,-500) 55.8 (22) 5.9

E (1800,-800) 63.2 (25) 6.8
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8.3 Geometric and Topological Maps

In map-based positioning there are two common representations: geometric and topological maps.
A geometric map represents objects according to their absolute geometric relationships. It can be a
grid map, or a more abstracted map, such as a line map or a polygon map. In map-based positioning,
sensor-derived geometric maps must be matched against a global map of a large area. This is often
a formidable difficulty because of the robot's position error. By contrast, the topological approach
is based on recording the geometric relationships between the observed features rather than their
absolute position with respect to an arbitrary coordinate frame of reference. The resulting
presentation takes the form of a graph where the nodes represent the observed features and the edges
represent the relationships between the features. Unlike geometric maps, topological maps can be
built and maintained without any estimates for the position of the robot. This means that the errors
in this representation will be independent of any errors in the estimates for the robot position [Taylor,
1991]. This approach allows one to integrate large area maps without suffering from the accumulated
odometry position error since all connections between nodes are relative, rather than absolute. After
the map has been established, the positioning process is essentially the process of matching a local
map to the appropriate location on the stored map.

8.3.1 Geometric Maps for Navigation

There are different ways for representing geometric map data. Perhaps the simplest way is an
occupancy grid-based map. The first such map (in conjunction with mobile robots) was the Certainty
Grid developed by Moravec and Elfes, [1985]. In the Certainty Grid approach, sensor readings are
placed into the grid by using probability profiles that describe the algorithm's certainty about the
existence of objects at individual grid cells. Based on the Certainty Grid approach, Borenstein and
Koren [1991] refined the method with the Histogram Grid, which derives a pseudo-probability
distribution out of the motion of the robot [Borenstein and Koren, 1991]. The Histogram Grid
method is now widely used in many mobile robots (see for example [Buchberger et al., 1993;
Congdon et al., 1993; Courtney and Jain, 1994; Stuck et al., 1994; Wienkop et al., 1994].)

A measure of the goodness of the match between two maps and a trial displacement and rotation is
found by computing the sum of products of corresponding cells in the two maps [Elfes, 1987]. Range
measurements from multiple points of view are symmetrically integrated into the map. Overlapping
empty volumes reinforce each other and serve to condense the range of the occupied volumes. The
map definition improves as more readings are added. The method deals effectively with clutter and
can be used for motion planning and extended landmark recognition.

The advantages of occupancy grid-based maps are that they:

 allow higher density than stereo maps,

* require less computation and can be built more quickly,

 allow for easy integration of data from different sensors, and

e can be used to express statistically the confidence in the correctness of the data [Raschke and
Borenstein, 1990].

The disadvantages of occupancy grid-based maps are that they:
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* have large uncertainty areas associated with the features detected,

 have difficulties associated with active sensing [Talluri and Aggarwal, 1993],

 have difficulties associated with modeling of dynamic obstacles, and

e require a more complex estimation process for the robot vehicle [Schiele and Crowley, 1994].

In the following sections we discuss some specific examples for occupancy grid-based map matching.

8.3.1.1 Cox [1991]

One typical grid-map system was implemented on the mobile robot Blanche [Cox, 1991]. This
positioning system is based on matching a local grid map to a global line segment map. Blanche is
designed to operate autonomously within a structured office or factory environment without active
or passive beacons. Blanche's positioning system consists of :

e an a priori map of its environment, represented as a collection of discrete line segments in the
plane,

* acombination of odometry and a rotating optical range sensor to sense the environment,

 an algorithm for matching the sensory data to the map, where matching is constrained by assuming
that the robot position is roughly known from odometry, and

e an algorithm to estimate the precision of the corresponding match/correction that allows the
correction to be combined optimally (in a maximum likelihood sense) with the current odometric
position to provide an improved estimate of the vehicle's position.

The operation of Cox's map-matching algorithm (item 2, above) is quite simple. Assuming that the
sensor hits are near the actual objects (or rather, the lines that represent the objects), the distance
between a hit and the closest line is computed. This is done for each point, according to the procedure
in Table 8.3 (from [Cox, 1991]).

Table 8.3: Procedure for implementing Cox's [1991] map-matching algorithm .

1. For each point in the image, find the line segment in the model
that is nearest to the point. Call this the target.

2. Find the congruence that minimizes the total squared distance
between the image points and their target lines.

3. Move the points by the congruence found in step 2.

4. Repeat steps 1 to 3 until the procedure converges.

Figure 8.14 shows how the algorithm works on a set of real data. Figure 8.14a shows the line
model of the contours of the office environment (solid lines). The dots show hits by the range sensor.
This scan was taken while the robot's position estimate was offset from its true position by 2.75
meters (9 ft) in the x-direction and 2.44 meters (8 ft) in the y-direction. A very small orientation error
was also present. After running the map-matching procedure in Table 8.3, the robot corrected its
internal position, resulting in the very good match between sensor data and line model, shown in
Figure 8.14b. In a longer run through corridors and junctions Blanche traveled at various slow
speeds, on the order of 5 cm/s (2 in/s). The maximal deviation of its computed position from the
actual position was said to be 15 centimeters (6 in).
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Figure 8.14: Map and range data a. before registration and b. after registration. (Reproduced and
adapted from [Cox, 1991], © 1991 IEEE.)

-200
-200

Discussion

With the grid-map system used in Blanche, generality has been sacrificed for robustness and speed.
The algorithm is intrinsically robust against incompleteness of the image. Incompleteness of the model
is dealt with by deleting any points whose distance to their target segments exceed a certain limit. In
Cox's approach, a reasonable heuristic used for determining correspondence is the minimum
Euclidean distance between the model and sensed data. Gonzalez et al. [1992] comment that this
assumption is valid only as long as the displacement between the sensed data and the model is
sufficiently small. However, this minimization problem is inherently non-linear but is linearized
assuming that the rotation angle is small. To compensate for the error introduced due to linearization,
the computed position correction is applied to the data points, and the process is repeated until no
significant improvement can be obtained [Jenkin et al., 1993].

8.3.1.2 Crowley [ 1989]

Crowley's [1989] system is based on matching a local line segment map to a global line segment map.
Crowley develops a model for the uncertainty inherent in ultrasonic range sensors, and he describes
a method for the projection of range measurements onto external Cartesian coordinates. Crowley
develops a process for extracting line segments from adjacent collinear range measurements, and he
presents a fast algorithm for matching these line segments to a model of the geometric limits for the
free-space of the robot. A side effect of matching sensor-based observations to the model is a
correction to the estimated position of the robot at the time that the observation was made. The
projection of a segment into the external coordinate system is based on the estimate of the position
of the vehicle. Any uncertainty in the vehicle's estimated position must be included in the uncertainty
of the segment before matching can proceed. This uncertainty affects both the position and
orientation of the line segment. As each segment is obtained from the sonar data, it is matched to the
composite model. Matching is a process of comparing each of the segments in the composite local
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model against the observed segment, to allow detection of similarity in orientation, collinearity, and
overlap. Each of these tests is made by comparing one of the parameters in the segment representa-
tion:

a. Orientation The square of the difference in orientation of the two candidates must be smaller
than the sum of the variances.

b. Alignment The square of the difference of the distance from the origin to the two candidates
must be smaller than the sum of the corresponding variance.

c. Overlap The difference of the distance between centerpoints to the sum of the half lengths must
be smaller than a threshold.

The longest segment in the composite local model which passes all three tests is selected as the
matching segment. The segment is then used to correct the estimated position of the robot and to
update the model. An explicit model of uncertainty using covariance and Kalman filtering provides
a tool for integrating noisy and imprecise sensor observations into the model of the geometric limits
for the free space of a vehicle. Such a model provides a means for a vehicle to maintain an estimate
of its position as it travels, even in the case where the environment is unknown.

Figure 8.15 shows the model of the ultrasonic range sensor and its uncertainties (shown as the
hatched area A). The length of A is given by the uncertainties in robot orientation o, and the width
is given by the uncertainty in depth o,. This area is approximated by an ellipse with the major and
minor axis given by o, and oy,.

backicresdery2.ds 4, mm i, 11/12/84 - o= o

Figure 8.15: Model of the ultrasonic range sensor and its uncertainties. (Adapted
from [Crowley, 1989].)

Figure 8.16 shows a vehicle with a circular uncertainty in position of 40 centimeters (16 in)
detecting a line segment. The ultrasonic readings are illustrated as circles with a radius determined
by its uncertainty as defined in Figure 8.15. The detected line segment is illustrated by a pair of
parallel lines. (The actual line segment can fall anywhere between the two lines. Only uncertainties
associated with sonar readings are considered here.)

Figure8.16b shows the segment after the uncertainty in the robot's position has been added to the
segment uncertainties. Figure8.16c shows the uncertainty in position after correction by matching a
model segment. The position uncertainty of the vehicle is reduced to an ellipse with a minor axis of
approximately 8 centimeters (3.15 in).

In another experiment, the robot was placed inside the simple environment shown in Figure 8.17.
Segment 0 corresponds to a wall covered with a textured wall-paper. Segment 1 corresponds to a
metal cabinet with a sliding plastic door. Segment 2 corresponds to a set of chairs pushed up against
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Figure 8.16:
a. A vehicle with a position uncertainty of 40 cm (15.7 in), as shown by the
circle around the centerpoint (cross), is detecting a line segment.
b. The boundaries for the line segment grow after adding the uncertainty for
the robot's position.
c. After correction by matching the segment boundaries with a stored map
segment, the uncertainty of the robot's position is reduced to about 8 cm
(3.15in) as shown by the squat ellipse around the robot's center (cross).
Courtesy of [Crowley, 1989].
Segment 0
two tables. The robot system has no a priori knowledge
of its environment. The location and orientation at which o, y
the system was started were taken as the origin and x-axis QCJ
of the world coordinate system. After the robot has run € «
three cycles of ultrasonic acquisition, both the estimated % Robot |
position and orientation of the vehicle were set to false ¢
values. Instead of the correct position (x =0, y =0, and
0 = 0), the position was set to x=0.10 m, y= 0.10 m and

the orientation was set to 5 degrees. The uncertainty was
set to a standard deviation of 0.2 meters in x and y, with
a uncertainty in orientation of 10 degrees. The system
was then allowed to detect the “wall” segments around it.
The resulting estimated position and covariance is listed
in Table 8.4].

Segment 2

Figure 8.17: Experimental setup for
testing Crowley's map-matching method.
Initially, the robot is intentionally set-off
from the correct starting position.

Table 8.3: Experimental results with Crowley's map-matching method. Although initially placed in an incorrect
position, the robot corrects its position error with every additional wall segment scanned.

Initial estimated position (with deliberate initial error)

x,y,0 = (0.100, 0.100, 5.0)

Covariance 0.040 0.000 0.000
0.000 0.040 0.000
0.000 _ 0.000 __100.0

After match with segment 0
estimated position:

x,y,0 = (0.102, 0.019, 1.3)

Covariance 0.039 0.000 0.000
0.000 0.010 0.000
0.000  0.000  26.28

After match with segment 1 estimated position: x,y,0 = (0.033, 0.017, 0.20)

Covariance 0.010 0.000 0.000
0.000 0.010 0.000
0000 0000 1710
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&.3.1.3 Adams and von Fliie

The work by Adams and von Fliie follows the work by Leonard and Durrant-Whyte [1990] in
using an approach to mobile robot navigation that unifies the problems of obstacle detection, position
estimation, and map building in a common multi-target tracking framework. In this approach a mobile
robot continuously tracks naturally occurring indoor targets that are subsequently treated as
“beacons.” Predicted targets (i.e., those found from the known environmental map) are tracked in
order to update the position of the vehicle. Newly observed targets (i.e., those that were not
predicted) are caused by unknown environmental features or obstacles from which new tracks are
initiated, classified, and eventually integrated into the map.

Adams and von Fliie implemented the above technique using real sonar data. The authors note
that a good sensor model is crucial for this work. For this reason, and in order to predict the expected
observations from the sonar data, they use the sonar model presented by Kuc and Siegel [1987].
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Figure 8.18: a. Regions of constant depth (RCD's) extracted from 15 sonar range scans.
b. True (x), odometric (+), and estimated (*) positions of the mobile robot using
two planar (wall) “beacons” for localization. (Courtesy of Adams and von Flie.)

Figure 8.18a shows regions of constant depth (RCDs) [Kuc and Siegel, 1987] that were extracted
from 15 sonar scans recorded from each of the locations marked “x.”

The model from Kuc and Siegel's work suggests that RCDs such as those recorded at the
positions marked A in Figure 8.18a correspond to planar surfaces; RCDs marked B rotate about a
point corresponding to a 90 degree corner and RCDs such as C, which cannot be matched,
correspond to multiple reflections of the ultrasonic wave.

Figure 8.18b shows the same mobile robot run as Figure 8.18a, but here the robot computes its
position from two sensed “beacons,” namely the wall at D and the wall at E in the right-hand scan in
Figure 8.18Db. It can be seen that the algorithm is capable of producing accurate positional estimates
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of the robot, while simultaneously building a map of its sensed environment as the robot becomes
more confident of the nature of the features.

8.3.2 Topological Maps for Navigation

Topological maps are based on recording the geometric relationships between the observed features
rather than their absolute position with respect to an arbitrary coordinate frame of reference.
Kortenkamp and Weymouth [1994] defined the two basic functions of a topological map:

a. Place Recognition With this function, the current location of the robot in the environment is
determined. In general, a description of the place, or node in the map, is stored with the place.
This description can be abstract or it can be a local sensory map. At each node, matching takes
place between the sensed data and the node description.

b. Route Selection With this function, a path from the current location to the goal location is
found.

The following are brief descriptions of specific research efforts related to topological maps.

8.3.2.1 Taylor [1991]

Taylor, working with stereo vision, observed that each local stereo map may provide good estimates
for the relationships between the observed features. However, because of errors in the estimates for
the robot's position, local stereo maps don't necessarily provide good estimates for the coordinates
of these features with respect to the base frame of reference. The recognition problem in a topological
map can be reformulated as a graph-matching problem where the objective is to find a set of features
in the relational map such that the relationships between these features match the relationships
between the features on the object being sought. Reconstructing Cartesian maps from relational maps
involves minimizing a non-linear objective function with multiple local minima.

8.3.2.2 Courtney and Jain [ 1994]

A typical example of a topological map-based approach is given by Courtney and Jain [1994]. In this
work the coarse position of the robot is determined by classifying the map description. Such
classification allows the recognition of the workspace region that a given map represents. Using data
collected from 10 different rooms and 10 different doorways in a building (see Fig. 8.19), Courtney
and Jain estimated a 94 percent recognition rate of the rooms and a 98 percent recognition rate of the
doorways. Courtney and Jain concluded that coarse position estimation, or place recognition, in
indoor domains is possible through classification of grid-based maps. They developed a paradigm
wherein pattern classification techniques are applied to the task of mobile robot localization. With this
paradigm the robot's workspace is represented as a set of grid-based maps interconnected via
topological relations. This representation scheme was chosen over a single global map in order to
avoid inaccuracies due to cumulative dead-reckoning error. Each region is represented by a set of
multi-sensory grid maps, and feature-level sensor fusion is accomplished through extracting spatial
descriptions from these maps. In the navigation phase, the robot localizes itself by comparing features
extracted from its map of the current locale with representative features of known locales in the
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environment. The goal is to recognize the current locale and thus determine the workspace region

in which the robot is present.

8.3.2.3 Kortenkamp and
Weymouth [1993]

Kortenkamp and Weymouth imple-
mented a cognitive map that is
based on a topological map. In their
topological map, instead of looking
for places that are locally distin-
guishable from other places and
then storing the distinguishing fea-
tures of the place in the route map,
their algorithm looks for places that
mark the transition between one
space in the environment and an-
other space (gateways). In this al-
gorithm sonar and vision sensing is
combined to perform place recogni-
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Figure 8.19: Based on datasets collected from 10 different rooms
and 10 different doorways in a building, Courtney and Jain
estimate a 94 percent recognition rate of the rooms and a 98
percent recognition rate of the doorways. (Adapted from
[Courtney and Jain, 1994].)

tion for better accuracy in recognition, greater resilience to sensor errors, and the ability to resolve
ambiguous places. Experimental results show excellent recognition rate in a well-structured
environment. In a test of seven gateways, using either sonar or vision only, the system correctly
recognized only four out of seven places. However, when sonar and vision were combined, all seven

places were correctly recognized.
Figure 8.20 shows the experimental
space for place recognition. Key
locations are marked in capital let-
ters. Table 8.5a and Table 8.5b
show the probability for each place
using only vision and sonar, respec-
tively. Table 8.5c shows the com-
bined probabilities (vision and so-
nar) for each place. In spite of the
good results evident from Table
8.5¢, Kortenkamp and Weymouth
pointed out several drawbacks of
their system:

The robot requires several ini-
tial, guided traversals of a route in
order to acquire a stable set of loca-
tion cues so that it can navigate
autonomously.
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Figure 8.20: An experiment to determine if the robot can detect
the same place upon return at a later time. In this case, multiple
paths through the place can be "linked” together to form a
network. (Adapted from [Kortenkamp and Weymouth, 1994].)
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* Acquiring, storing, and matching visual scenes is very expensive, both in computation time and
storage space.
* The algorithm is restricted to highly structured, orthogonal environments.

Table 8.5a: Probabilities for each place using only vision.

Stored Places
A B C D E F G
A 0.43 0.09 0.22 0.05 0.05 0.1 0.06
B 0.05 0.52 0.21 0.06 0.05 0.05 0.05
C 0.10 0.12 0.36 0.2 0.04 0.13 0.04
D 0.14 0.05 0.24 0.43 0.05 0.04 0.05
E 0.14 0.14 0.14 0.14 0.14 0.14 0.14
F 0.14 0.14 0.14 0.16 0.14 0.14 0.14
G 0.14 0.14 0.14 0.14 0.14 0.14 0.14
Table 8.5b: Probabilities for each place using only sonar.
Stored Places
A B C D E F G
A 0.82 0.04 0.04 0.04 0.04 0 0
B 0.02 0.31 0.31 0.31 0.06 0 0
C 0.02 0.31 0.31 0.31 0.06 0 0
D 0.02 0.31 0.31 0.31 0.61 0 0
E 0.04 0.12 0.12 0.12 0.61 0 0
F 0 0 0 0 0 0.90 0.10
G 0 0 0 0 0 0.10 0.90
Table 8.5¢: Combined probabilities (vision and sonar) for each place.
Stored Places
A B C D E F G
A 0.95 0.01 0.02 0.01 0.01 0 0
B 0 0.65 0.26 0.07 0.01 0 0
C 0 0.17 0.52 0.29 0.01 0 0
D 0.01 0.07 0.33 0.58 0.01 0 0
E 0.04 0.12 0.12 0.12 0.61 0 0
F 0 0 0 0 0 0.90 0.1
G 0 0 0 0 0 0.09 0.91
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8.4 Summary

Map-based positioning is still in the research stage. Currently, this technique is limited to laboratory
settings and good results have been obtained only in well-structured environments. It is difficult to
judge how the performance of a laboratory robot scales up to a real world application. Kortenkamp
and Weymouth [1994] noted that very few systems tested on real robots are tested under realistic
conditions with more than a handful of places.

We summarize relevant characteristics of map-based navigation systems as follows:

Map-based navigation systems:

e are still in the research stage and are limited to laboratory settings,

* have not been tested extensively in real-world environments,

e require a significant amount of processing and sensing capability,

* need extensive processing, depending on the algorithms and resolution used,

e require initial position estimates from odometry in order to limit the initial search for features to
a smaller area.

There are several critical issues that need to be developed further:

» Sensor selection and sensor fusion for specific applications and environments.
e Accurate and reliable algorithms for matching local maps to the stored map.

e Good error models of sensors and robot motion.

e Good algorithms for integrating local maps into a global map.
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CHAPTER 9
VISION-BASED POSITIONING

A core problem in robotics is the determination of the position and orientation (often referred to as
the pose) of a mobile robot in its environment. The basic principles of landmark-based and map-based
positioning also apply to the vision-based positioning or localization which relies on optical sensors
in contrast to ultrasound, dead-reckoning and inertial sensors. Common optical sensors include
laser-based range finders and photometric cameras using CCD arrays.

Visual sensing provides a tremendous amount of information about a robot's environment, and
it is potentially the most powerful source of information among all the sensors used on robots to date.
Due to the wealth of information, however, extraction of visual features for positioning is not an easy
task.The problem of localization by vision has received considerable attention and many techniques
have been suggested. The basic components of the localization process are:

e representations of the environment,
e sensing models, and
e localization algorithms.

Most localization techniques provide absolute or relative position and/or the orientation of
sensors. Techniques vary substantially, depending on the sensors, their geometric models, and the
representation of the environment.

The geometric information about the environment can be given in the form of landmarks, object
models and maps in two or three dimensions. A vision sensor or multiple vision sensors should
capture image features or regions that match the landmarks or maps. On the other hand, landmarks,
object models, and maps should provide necessary spatial information that is easy to be sensed. When
landmarks or maps of an environment are not available, landmark selection and map building should
be part of a localization method.

In this chapter, we review vision-based positioning methods which have not been explained in the
previous chapters. In a wider sense, “positioning” means finding position and orientation of a sensor
or a robot. Since the general framework of landmark-based and map-based positioning, as well as the
methods using ultrasound and laser range sensors have been discussed, this chapter focuses on the
approaches that use photometric vision sensors, i.e., cameras. We will begin with a brief introduction
of a vision sensor model and describe the methods that use landmarks, object models and maps, and
the methods for map building.

9.1 Camera Model and Localization

Geometric models of photometric cameras are of critical importance for finding geometric position
and orientation of the sensors. The most common model for photometric cameras is the pin-hole
camera with perspective projection as shown in Fig. 9.1. Photometric cameras using optical lens can
be modeled as a pin-hole camera. The coordinate system (X, Y, Z) is a three-dimensional camera
coordinate system, and (X, y) is a sensor (image) coordinate system. A three-dimensional feature in
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Figure 9.1: Perspective camera model.

an object is projected onto the image plane (X, y). The relationship for this perspective projection is
given by

, y=1~F

t 5.1
7 ©.1)

Although the range information is collapsed in this projection, the angle or orientation of the
object point can be obtained if the focal length f'is known and there is no distortion of rays due to lens
distortion. The internal parameters of the camera are called intrinsic camera parameters and they
include the effective focal length f, the radial lens distortion factor, and the image scanning
parameters, which are used for estimating the physical size of the image plane. The orientation and
position of the camera coordinate system (X, Y, Z) can be described by six parameters, three for
orientation and three for position, and they are called extrinsic camera parameters. They represent
the relationship between the camera coordinates (X, Y, Z) and the world or object coordinates (X,
Yy, Zy). Landmarks and maps are usually represented in the world coordinate system.

The problem of localization is to determine the position and orientation of a sensor (or a mobile
robot) by matching the sensed visual features in one or more image(s) to the object features provided
by landmarks or maps. Obviously a single feature would not provide enough information for position
and orientation, so multiple features are required. Depending on the sensors, the sensing schemes,
and the representations of the environment, localization techniques vary significantly.
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9.2 Landmark-Based Positioning

The representation of the environment can be given in the form of very simple features such as points
and lines, more complex patterns, or three-dimensional models of objects and environment. In this
section, the approaches based on simple landmark features are discussed.

9.2.1 Two-Dimensional Positioning Using a Single Camera

If a camera is mounted on a mobile robot with its optical axis parallel to the floor and vertical edges
of an environment provide landmarks, then the positioning problem becomes two-dimensional. In this
case, the vertical edges provide point features and two-dimensional positioning requires identification
of three unique features. If the features are uniquely identifiable and their positions are known, then
the position and orientation of the pin-hole camera can be uniquely determined as illustrated in
Fig. 9.2a. However, it is not always possible to uniquely identify simple features such as points and
lines in an image. Vertical lines are not usually identifiable unless a strong constraint is imposed. This
is illustrated in Fig. 9.2b.
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Figure 9.2: Localization using landmark features.

Sugihara [1988] considered two cases of point location problems. In one case the vertical edges
are distinguishable from each other, but the exact directions in which the edges are seen are not given.
In this case, the order in which the edges appear is given. If there are only two landmark points, the
measurement of angles between the corresponding rays restricts the possible camera position to part
of a circle as shown in Fig. 9.3a. Three landmark points uniquely determine the camera position which
is one of the intersections of the two circles determined by the three mark points as depicted in
Fig. 9.3b. The point location algorithm first establishes a correspondence between the three landmark
points in the environment and three observed features in an image. Then, the algorithm measures the
angles between the rays. To measure the correct angles, the camera should be calibrated for its
intrinsic parameters. If there are more than three pairs of rays and landmarks, only the first three pairs
are used for localization, while the remaining pairs of rays and landmarks can be used for verification.
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In the second case, in which k vertical edges are indistinguishable from each other, the location
algorithm finds all the solutions by investigating all the possibilities of correspondences. The algorithm
first chooses any four rays, say ry, 1,, 13, and r,. For any ordered quadruplet (n, p, p, p,) out of n
mark points p,,...,p,, it solves for the position based on the assumption that y,;r, r, and r
correspond to p;, p, p;, and p,,, respectively. For n(n-1)(n-2)(n-3) different quadruples, the algorithm
can solve for the position in O(n*) time. Sugihara also proposed an algorithm that runs in O(n® log
n) time with O(n) space or in O(n?) time with O(n?) space. In the second part of the paper, he
considers the case where the marks are distinguishable but the directions of rays are inaccurate. In
this case, an estimated position falls in a region instead of a point.

P: P2 P P2
q+dqg q- dq
camera camera camera
a. b, C. sang03.cdr, .wmf
Figure 9.3:
a. Possible camera locations (circular arc) determined by two rays and corresponding mark
points.

b. Unique camera position determined by three rays and corresponding mark points.
c. Possible camera locations (shaded region) determined by two noisy rays and
corresponding mark points.
(Adapted from [Sugihara 1988; Krotkov 1989]).

Krotkov [1989] followed the approach of Sugihara and formulated the positioning problem as
a search in a tree of interpretation (pairing of landmark directions and landmark points). He
developed an algorithm to search the tree efficiently and to determine the solution positions, taking
into account errors in the landmark direction angle. According to his analysis, if the error in angle
measurement is at most 00, then the possible camera location lies not on an arc of a circle, but in the
shaded region shown in Fig. 3c. This region is bounded by two circular arcs.

Krotkov presented simulation results and analyses for the worst-case errors and probabilistic
errors in ray angle measurements. The conclusions from the simulation results are:

» the number of solution positions computed by his algorithm depends significantly on the number
of angular observations and the observation uncertainty 60.

e The distribution of solution errors is approximately a Gaussian whose variance is a function of
00 for all the angular observation errors he used: a. uniform, b. normal, and c. the worst-case
distribution.

Betke and Gurvits [1994] proposed an algorithm for robot positioning based on ray angle
measurements using a single camera. Chenavier and Crowley [1992] added an odometric sensor to
landmark-based ray measurements and used an extended Kalman filter for combining vision and
odometric information.



Chapter 9: Vision-Based Positioning 211

9.2.2 Two-Dimensional Positioning Using Stereo Cameras

Hager and Atiya [1993] developed a method that uses a stereo pair of cameras to determine
correspondence between observed landmarks and a pre-loaded map, and to estimate the two-
dimensional location of the sensor from the correspondence. Landmarks are derived from vertical
edges. By using two cameras for stereo range imaging the algorithm can determine the two-
dimensional locations of observed points — in contrast to the ray angles used by single-camera
approaches.

Hager and Atiya's algorithm performs localization by recognizing ambiguous sets of correspon-
dences between all the possible triplets of map points p;, p;, p, and those of observed points o,, 0, 0.
It achieves this by transforming both observed data and stored map points into a representation that
is invariant to translation and rotation, and directly comparing observed and stored entities. The
permissible range of triangle parameters due to sensor distortion and noise is computed and taken into
account.

For n map points and m observed points, the off-line initialization stage consumes O(n* log n)
time to compute and sort all triangle parameters from the map points. At run time, the worst case
complexity is O(m’ (n’ + log n)). However, an efficient strategy of marking and scanning reduces
the search space and real-time performance (half a second) is demonstrated for five observed and 40
stored landmarks.

9.3 Camera-Calibration Approaches

The camera-calibration approaches are more complex than the two-dimensional localization
algorithms discussed earlier. This is because calibration procedures compute the intrinsic and extrinsic
camera parameters from a set of multiple features provided by landmarks. Their aim is to establish
the three-dimensional position and orientation of a camera with respect to a reference coordinate
system. The intrinsic camera parameters include the effective focal length, the lens distortion
parameters, and the parameters for image sensor size. The computed extrinsic parameters provide
three-dimensional position and orientation information of a camera coordinate system relative to the
object or world coordinate system where the features are represented.
The camera calibration is a complex problem because of these difficulties:

e All the intrinsic and extrinsic parameters should be computed from the two-dimensional
projections of a limited number of feature points,

o the parameters are inter-related, and
» the formulation is non-linear due to the perspectivity of the pin-hole camera model.
The relationship between the three-dimensional camera coordinate system (see Fig. 1)

X=[XYZ" 9.2)
and the object coordinate system

Xy = Xy Yo Zyl' 9.3)

is given by a rigid body transformation
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X=RXy+T 9.4)
where
I'ex Ixy I'xz ty
R = I'vx Tyy Tyz), T = tY (9-5)
Trx Tzy T7z7 t;

are the rotation and translation matrices, respectively.

Determination of camera position and orientation from many image features has been a classic
problem of photogrammetry and has been investigated extensively [Slama 1980; Wolf 1983]. Some
photogrammetry methods (as described in [Wolf 1983]) solved for the translation and rotation
parameters by nonlinear least-squares techniques. Early work in computer vision includes that by
Fischler and Bolles [1981] and Ganapathy [1984]. Fischler and Bolles found the solution by first
computing the length of rays between the camera center (point O in Fig. 9.1) and the feature
projections on the image plane (x, y). They also established results on the number of solutions for
various number of feature points. According to their analysis, at least six points are required to get
a unique solution. Ganapathy [1984] showed similar results and presented somewhat simplified
algorithms.
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Figure 9.4: Camera calibration using multiple features and a radial alignment constraint.

More recently several newer methods were proposed for solving for camera position and
orientation parameters. The calibration technique proposed by Tsai [1986] is probably the most
complete and best known method, and many versions of implementation code are available in the
public domain. The Tsai's algorithm decomposes the solution for 12 parameters (nine for rotation and
three for translation) into multiple stages by introducing a constraint. The radial alignment constraint
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assumes that the lens distortion occurs only in the radial direction from the optical axis Z of the
camera. Using this constraint, six parameters I'yy, I'yy, I'yvx Iyys ty, and ty are computed first, and the
constraint of the rigid body transformation RR " =I is used to compute ry,, Iy,, Ly, Ly, and 5, .
Among the remaining parameters, the effective focal length fand t, are first computed neglecting the
radial lens distortion parameter k, and then used for estimating x by a nonlinear optimization
procedure. The values of f and t, are also updated as a result of the optimization. Further work on
camera calibration has been done by Lenz and Tsai [1988].

Liu et al. [1990] first suggested the use of straight lines and points as features for estimating
extrinsic camera parameters. Line features are usually abundant in indoor and some outdoor
environments and less sensitive to noise than point features. The constraint used for the algorithms
is that a three-dimensional line in the camera coordinate system (X, Y, Z) should lie in the plane
formed by the projected two-dimensional line in the image plane and the optical center O in Fig 9.1.
This constraint is used for computing nine rotation parameters separately from three translation
parameters. They present linear and nonlinear algorithms for solutions. According to Liu et al.'s
analysis, eight-line or six-point correspondences are required for the linear method, and three-line or
three-point correspondences are required for the nonlinear method. A separate linear method for
translation parameters requires three-line or two-point correspondences.

Haralick et al. [1989] reported their comprehensive investigation for position estimation from
two-dimensional and three-dimensional model features and two-dimensional and three-dimensional
sensed features. Other approaches based on different formulations and solutions include Kumar
[1988], Yuan [1989], and Chen [1991].

9.4 Model-Based Approaches

A priori information about an environment can be given in more comprehensive form than features
such as two-dimensional or three-dimensional models of environment structure and digital elevation
maps (DEM). The geometric models often include three-dimensional models of buildings, indoor
structure and floor maps. For localization, the two-dimensional visual observations should capture
the features of the environment that can be matched to the preloaded model with minimum
uncertainty. Figure 5 illustrates the match between models and image features. The problem is that
the two-dimensional observations and the three-dimensional world models are in different forms. This
is basically the problem of object recognition in computer vision: (1) identifying objects and (2)
estimating pose from the identified objects.

Observed Scene Internal model Correspondence

,,,,,,,,

sang05.cdr, .wmf

Figure 9.5: Finding correspondence between an internal model and an observed scene.
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9.4.1 Three-Dimensional Geometric Model-Based Positioning

Fennema et al. [1990] outlined a system for navigating a robot in a partially modeled environment.
The system is able to predict the results of its actions by an internal model of its environment and
models of its actions. Sensing is used to correct the model's predictions about current location or to
progress towards some goal. Motions are composed in a hierarchical planner that sketches overall
paths and details the short term path. Control of the robot is broken down into the action level, the
plan level, and the goal level. Landmarks are chosen to measure progress in the plan. The system must
receive perceptual confirmation that a step in the plan has been completed before it will move to the
next part of the plan. Later steps in a plan expand in detail as earlier steps are completed. The
environment is modeled in a graph structure of connected nodes called locales. Locales may exist at
a variety of scales in different hierarchies of the map. Other information is kept in the system
associated with each locale to provide more detail. Using these models the robot operates in a plan-
and monitor-cycle, confirming and refining plans to achieve overall goals.

The algorithm by Fennema et al. [1990] matches images to the map by first matching the two-
dimensional projection of landmarks to lines extracted from the image. The best fit minimizes the
difference between the model and the lines in the data. Once the correspondence between model and
two-dimensional image is found, the relation of the robot to the world coordinate system must be
found. This relation is expressed as the rotation and translation that will match the robot- and world-
systems. Matching is done by considering all possible sets of three landmarks. Once a close
correspondence is found between data and map, the new data is used to find a new estimate for the
actual pose.

Kak et al. [1990] used their robot's encoders to estimate its position and heading. The
approximate position is used to generate a two-dimensional scene from their three-dimensional world
model and the features in the generated scene are matched against those extracted from the observed
image. This method of image matching provides higher accuracy in position estimation.

Talluri and Aggarwal [1991; 1992] reported their extensive work on model-based positioning.
They use three-dimensional building models as a world model and a tree search is used to establish
a set of consistent correspondences. Talluri and Aggarwal [1993] wrote a good summary of their
algorithms as well as an extensive survey of some other vision-based positioning algorithms.
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Figure 9.6: Finding a location on a digital elevation maps (DEM) that matches a visual
scene observed from a point. The 'x' marks a possible location in the DEM that could
generate the observed visual scene to the right.
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9.4.2 Digital Elevation Map-Based Localization

For outdoor positioning, Thompson et al. [1993] developed a hierarchical system that compares
features extracted from a visual scene to features extracted from a digital elevation maps (DEM).
A number of identifiable features such as peaks, saddles, junctions, and endpoints are extracted from
the observed scene. Similarly, features like contours and ridges are extracted from the DEM. The
objective of the system is to match the features from the scene onto a location in the map. The feature
matching module interacts with each feature extractor as well as with a geometric inference module.
Each module may request information and respond to the others. Hypotheses are generated and
tested by the interaction of these feature extractors, geometric inference, and feature matching
modules.

In order to make matching more tractable, configurations of distinctive and easily identified
features are matched first. Using a group of features cuts down dramatically on the number of
possible comparisons. Using rare and easily spotted features is obviously advantageous to making an
efficient match. A number of inference strategies that express viewpoint constraints are consulted in
the geometric inference module. These viewpoint constraints are intersected as more features are
considered, narrowing the regions of possible robot location.

Sutherland [1993] presented work on identifying particular landmarks for good localization. A
function weighs configurations of landmarks for how useful they will be. It considers the resulting
area of uncertainty for projected points as well as relative elevation. Sutherland showed that a careful
choice of landmarks usually leads to improved localization.

Talluri and Aggarwal [1990] formulated position estimation using DEM as a constrained search
problem. They determined an expected image based on a hypothetical location and compared that to
the actual observed image. Possible correspondences are eliminated based on geometric constraints
between world model features and their projected images. A summary of their work is given in
[Talluri and Aggarwal, 1993].

9.5 Feature-Based Visual Map Building

The positioning methods described above use a priori information about the environment in the form
of landmarks, object models or maps. Sometimes pre-loaded maps and absolute references for
positions can be impractical since the robot's navigation is restricted to known structured
environments. When there is no a priori information, a robot can rely only on the information
obtained by its sensors.

The general framework for map-building has been discussed in the previous chapter. For
constructing the environment model, vision systems usually use image features detected at one or
more robot positions. According to the computer vision theory of structure from motion and stereo
vision, correct correspondences of image features detected in several locations can provide
information about the motion of the sensor (both translation and rotation), as well as of the three-
dimensional structure of the environment at the feature locations. The trajectory of the sensor can be
obtained by visual dead-reckoning, i.e., the integration of the estimated incremental motion. This is
illustrated in Fig. 9.7.

The object features detected in a sensor location become the relative reference for the subsequent
sensor locations. When correspondences are correctly established, vision methods can provide higher
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accuracy in position estimation than odometry or inertial navigation systems. On the other hand,
odometry and inertial sensors provide reliable position information up to certain degree and this can
assist the establishment of correspondence by limiting the search space for feature matching. A visual
map based on object features is a sparse description of environment structure.

Position 3

Trajectory \

Posmon 2

Position 1
Figure 9.7: lllustration of map building and trajectory integration.
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Moravec [1981] used stereo cameras with variable baseline for obtaining environment structure
in the form of feature locations and estimating position of the sensors. A feature selection method was
suggested and coarse-to-fine correlation feature matching was used. The suggested error measure
is that the uncertainty in feature location is proportional to the distance from the sensor.

Matthies and Shafer [1987] proposed a more systematic and effective error measure using a three-
dimensional Gaussian distribution. A Kalman filter was used for updating robot positions based on
the Gaussian error distribution of detected features.

Ayache and Faugeras [1987] used trinocular stereo and three-dimensional line features for
building, registering and fusing noise visual maps. They used an extended Kalman filter for combining
measurements obtained at different locations.

9.6 Summary and Discussion

We reviewed some of the localization methods based only on photometric camera sensors. These
methods use:

¢ landmarks

e object models

e maps

o feature-based map-building

Most of the work discussed suggests methodologies that relate detected image features to object
features in an environment. Although the vision-based techniques can be combined with the methods
using dead-reckoning, inertial sensors, ultrasonic and laser-based sensors through sensor fusion,
tested methods under realistic conditions are still scarce.



Chapter 9: Vision-Based Positioning 217

Similar to the landmark-based and map-based methods that were introduced in the previous
chapters, vision-based positioning is still in the stage of active research. It is directly related to most
of the computer vision methods, especially object recognition which involves identification of object
class and pose estimation from the identified object. As the research in many areas of computer vision
and image processing progresses, the results can be applied to vision-based positioning. In addition
to object recognition, relevant areas include structure from stereo, motion and contour, vision sensor
modeling, and low-level image processing. There are many vision techniques that are potentially
useful but have not been specifically applied to mobile robot positioning problems and tested under
realistic conditions.
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APPENDIX A
A WORD ON KALMAN FILTERS

The most widely used method for sensor fusion in mobile robot applications is the Kalman filter.
This filter is often used to combine all measurement data (e.g., for fusing data from different sensors)
to get an optimal estimate in a statistical sense. If the system can be described with a linear model and
both the system error and the sensor error can be modeled as white Gaussian noise, then the Kalman
filter will provide a unique statistically optimal estimate for the fused data. This means that under
certain conditions the Kalman filter is able to find the best estimates based on the “correctness” of
each individual measurement.

The calculation of the Kalman filter is done recursively, i.e., in each iteration, only the newest
measurement and the last estimate will be used in the current calculation, so there is no need to store
all the previous measurements and estimates. This characteristic of the Kalman filter makes it
appropriate for use in systems that don't have large data storage capabilities and computing power.
The measurements from a group of n sensors can be fused using a Kalman filter to provide both an
estimate of the current state of a system and a prediction of the future state of the system.

The inputs to a Kalman filter are the system measurements. The a priori information required are
the system dynamics and the noise properties of the system and the sensors. The output of the Kalman
filter is the estimated system state and the innovation (i.e., the difference between the predicted and
observed measurement). The innovation is also a measure for the performance of the Kalman filter.

At each step, the Kalman filter generates a state estimate by computing a weighted average of the
predicted state (obtained from the system model) and the innovation. The weight used in the weighted
average is determined by the covariance matrix, which is a direct indication of the error in state
estimation. In the simplest case, when all measurements have the same accuracy and the measure-
ments are the states to be estimated, the estimate will reduce to a simple average, i.e., a weighted
average with all weights equal. Note also that the Kalman filter can be used for systems with time-
variant parameters.

The extended Kalman filter is used in place of the conventional Kalman filter if the system model
is potentially numerically instable or if the system model is not approximately linear. The extended
Kalman filter is a version of the Kalman filter that can handle non-linear dynamics or non-linear
measurement equations, or both [Abidi and Gonzalez, 1992].
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APPENDIX B

UNIT CONVERSIONS AND ABBREVIATIONS

To convert from

(Angles)
degrees (°)
radian (rad)
milliradians (mrad)

(Length)
inch (in)
inch (in)
inch (in)
foot (ft)

mile (mi), (U.S. statute)
mile (mi), (international nautical)

yard (yd)

(Area)
inch? (in?)
foot® (ft?)
yard® (yd?)

(Volume)
foot® (ft’)
inch® (in’)

(Time)
nanosecond (ns)
microsecond (Us)
millisecond (ms)
second (s)
minute (min)
hour (hr)

(Frequency)
Hertz (Hz)
Kilohertz (KHz)
Megahertz (MHz)
Gigahertz (GHz)

To

radian (rad)
degrees (°)
degrees (°)

meter (m)
centimeter (cm)
millimeter (mm)
meter (m)
meter (m)
meter (m)
meter (m)

meter® (m?)
meter® (m?)
meter® (m?)

meter’ (m®)
meter’ (m®)

second (s)
second (s)
second (s)

second (s)
second (s)

cycle/second (s-")
Hz
Hz
Hz

Multiply by

0.01745
57.2958
0.0573

0.0254
2.54
25.4
30.48
1,609
1,852
0.9144

6.4516 x 10™
9.2903 x 107
0.83613

2.8317 x 107
1.6387 x 107

10°
10°°
107

60
3,600

1,000
10°
10°
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To convert from

(Velocity)
foot/minute (ft/min)
foot/second (ft/s)
knot (nautical mi/h)
mile/hour (mi/h)
mile/hour (mi/h)

(Mass, Weight)
pound mass (Ib)
pound mass (Ib)
ounce mass (0z)
slug (Ibf -s*/ft)
ton (2000 1bm)

(Force)
pound force (1bf)
ounce force

(Energy, Work)
foot-pound force (ft -1bf)
kilowatt-hour (kW -h)

(Acceleration)
foot/second” (ft/s?)
inch/second (in./s?)

(Power)
foot-pound/minute (ft -Ibf/min)
horsepower (550 ft -1bf/s)
milliwatt (mW)

(Pressure, stress)
atmosphere (std) (14.7 Ibf/in?)
pound/foot® (Ibf/ft*)
pound/inch? (Ibf/in” or psi)

(Temperature)
degree Fahrenheit (°F)

(Electrical)
Volt (V); Ampere (A); Ohm (Q)

To

meter/second (m/s)
meter/second (m/s)
meter/second (m/s)
meter/second (m/s)
kilometer/hour (km/h)

kilogram (kg)
grams (gr)
grams (gr)
kilogram (kg)
kilogram (kg)

newton (N)
newton (N)

joule (J)
joule (J)

meter/second? (m/s?)
meter/second? (m/s?)

watt (W)
watt (W)
watt (W)

newton/meter” (N/m” or Pa)
newton/meter’ (N/m* or Pa)
newton/meter” (N/m* or Pa)

degree Celsius (°C)

Multiply by

5.08 x 107
0.3048
0.5144
0.4470
1.6093

0.4535
453.59
28.349
14.594
907.18

4.4482
0.2780

1.3558
3.60 x 10°

0.3048
2.54 x 10™

2.2597 x 107
745.70
107

101,330
47.880
6,894.8

°C=(°F-32)x5/9
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Systems-at-a-Glance Tables

Odometry and Inertial Navigation

Name Computer Onboard Accuracy- Accuracy - Sampling | Features Effective Reference
Equipment position [mm] orientation [°] Rate [Hz] Range, Notes

General 0.01%-5% of traveled dis- 100-10,000 or | Error accumulation Unlimited, internal, | [Parish and Grabbe,

tance analog local 1993]
Omnitech Robotics,
Inc.

TRC Labmate 486-33MHz Each quad-encoder pulse | 4x4 meters bidirectional On smooth concrete*: 6 | Very high Short wheelbase Unlimited [TRC] Transition
corresponds to 0.012 mm | square path™: 310 mm With ten bumps*: 8 ~1KHz Research Corp.
wheel displacement

Cybermotion Onboard Drive and steer encoders 4x4 meters bidirectional On smooth concrete*: Synchro-drive design Cybermotion

proprietory square path*: 63 mm 1to03.8°
With ten bumps*: 4

Blanche MC68020 Uses a pair of knife-edge [Cox, 1991]
non-load-bearing wheels NEC Research Insti-
for odometry tute

Model-reference 386-20 MHZ Wheel encoders and Average after a 2x2 m Average after 2x2 m 20 Hz Can only compensate for Unlimited [Feng et al., 1994]

adaptive motion con- | TRC Labmate sonars for orientation mea- | square path: 20 mm square path: 0.5° systematic error Univ. of Michigan

trol surements

Multiple robots Two cooperative robots: Simulation: 8 mm after 100 Capable of maintaining Umlimited [Sugiyama, 1993]
one moves and one stays meters movement at 2 m step good position estimate NTT Communica-
still and measures the mo- over long distance tion Science Lab.
tion of the moving one

CLAPPER: 486-33 MHz Two TRC Labmates, con- | 4x4 m square path: On smooth concrete*: 25 Hz Capable of compensating | Require additional | [Borenstein, 1994]

Dual-drive robot nected by a compliant no bumps: 22 mm 22° for random disturbance robot or trailer Univ. of Michigan

with internal correc- linkage; two absolute ro- With 10 With 10

tion of Odometry tary encoders, one linear bumps': 44 mm bumps*: 0.4°
encoder

UMBmark calibra- 486-33 MHz or Any differential-drive mo- | 4x4 ms square path: 25 Hz Designed for reduction of systematic odometry [Borenstein and

tion for reduction of | any onboard bile robot; tests here per- average return position error: errors; this calibration routine can be applied to Feng, 1995a,b, c]

sytematic odometry computer formed with TRC 30-40 mm any differential-drive robot, requires no special Univ. of Michigan

errors LabMate tooling or instrumentation

Fluxgate magnetom- +] - +4° 10-1000 or External, global, $100- Unlimited [Parish and Grabble,

eter analog 2000 1993]

Prone to magnetic distur- Omnitech Robotics,
bance Inc.

" This result is based on running the University of Michigan Benchmark (UMBmark) test for dead-reckoning accuracy. This test is described in
detail in [Borenstein and Feng, 1994].
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Odometry and Inertial Navigation

ometer and two inclinometers

acceleration change

drift 0.75°min

Name Computer Onboard Accuracy- Accuracy - Sampling | Features Effective Reference
Equipment position [mm] orientation [] Rate [HZz] Range, Notes
Angular rate gyro Very accurate models available at $1K-5K Problems are 0.01%-5% of full scale 10-1000 or Internal, local, $1K-20K. | Unlimited [Parish and Grabble,
(laser or optical fi- time dependent drift, andminimum detectable rate of rate. analog 1993]
ber) rotation Gyro will not “catch” slow rotation errors Omnitech Robotics,
Inc.
Radar velocimeter 0.01%-5% of full scale rate 100-1000 or Internal, local, $1K-10K Unlimited [Parish and Grabble,
(Doppler) analog 1993]
Omnitech Robotics,
Inc.
Filtered/inertial sen- 0.01%-5% of distance trav- 10-1000 or Internal, local, $3K- Unlimited [Parish and Grabble,
sor suite (direction eled, also time dependent analog $150K+ 1993]
gyros and accelerom- drift Omnitech Robotics,
eter based) Inc.
MiniRover MKI Underwater vehi- | Fluxgate magnetic sensor Accuracy: 2% max. analog 0°-359° [BENTHOS]
cle Resultion: 2° BENTHOS, Inc.
Futaba model heli- Output: pulse- Drift: >1°/s 20 ms $150 [TOWER]
copter gyro FP-G154 | width modulated
signal
Gyration RS232 interface Drift: 9°/min $300 Unlimited [GYRATION]
GyroEngine Gyration, Inc.
Murata Gyrostar Analog interface | Piezoelectric triangular prism. Drift: 9°/sec (maximum Measured drift: small, light (42 gr), $300 | Unlimited [Murata]
ENV-05H rated by manufacturer. Actual drift is lower) 3-15%min
Angular rate gyros, Very accurate models available at $1K-5K Problems are | 0.01%-5% of full scale 10-1000 or Internal, local, $1K-20K. | Unlimited [Parish and Grabble,
general (Laser or time dependent drift, andminimum detectable rate of rate. analog 1993], Omnitech
Optical Fiber) rotation Gyro will not “catch” slow rotation errors Robotics, Inc.
Hitachi OFG-3 RS232 interface | Originally designed for automotive navigation systems Drift: 0.0028°/s 100 Hz Unlimited Komoriya and
or TTL Oyama [1994],
[HITACHI]
Andrew Autogyro RS232 interface | Quoted minimum detectable rotation rate: +0.02%s Actual | Drift: 0.005°/s 10 Hz $1000 Unlimited [ANDREW]
and Autogyro Navi- minimum detectable rate limited by deadband after A/D Andrew Corporation
gator conversion: 0.0625%s
Complete inertial navigation system including ENV-OS5S Gyrostar solid | Position drift rate 1 to 8 cm/s | Gyro drift 5-15%min. 100-1000 or Internal, global unlimited [Barshan and
state rate gyro, the START solid state gyro, one triaxial linear acceler- | depending on the freq. of After compensation: analog Durrant-Whyte,

1993, 19957;[GEC];
[MURATA]

Non-Wire Guidance
System for AGV's

VCC-2 vehicle
control computer

Solid state gyroscope, po-
sition code reader

Position codes (landmarks)

[CONTROL]
Control Engineering
Company
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Systems-at-a-Glance Tables

Global Navigation Systems (GPS) - Commercial Products

type

only 2-D data:5.2%
full 3-D data: 94.8%

Name GPS Type Static position Static position error | Time to City driving: Percent Manufacturer
error mean standard dev. first fix of time navigation
[m (feet)] [m (feet)] [min] data available
Magnavox 6400 (10-year old system, out- 2-channel sequencing receiver 33.48 (110) 23.17 (76) ~30 | no nav. data: 10.3% [MAGNAVOX]
dated) only 2-D data:0.2% Magnavox Advanced Products
full 3-D data: 89.4% and Systems
Magellan OEM GPS Module 5-channel GPS receiver, OEM 22.00 (72) 16.06 (53) ~1to 2 | no nav. data: 0.0% [MAGELLAN]
type only 2-D data:25.8% Magelan Systems Corp.
full 3-D data: 74.2%
Magnavox GPS Engine 5-channel GPS receiver, OEM 30.09 (99) 20.27 (67) ~1to2 | no nav. data: 3.4% [ROCKWELL]
type only 2-D data:5.3% Rockwell International
full 3-D data: 91.2%
Rockwell NavCore V 5-channel GPS receiver, OEM 28.01 (92) 19.76 (65) ~1to 2 | no nav. data: 0.0% [MAGNAVOX]
type only 2-D data: 1.1% Magnavox Advanced Products
full 3-D data: 98.9% and Systems
Trimble Placer 5-channel GPS receiver, OEM 29.97 (98) 23.58 (77) ~1to2 | no nav. data: 0.0% [TRIMBLE]

Trimble Navigation
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Systems-at-a-Glance Tables

Beacon Positioning System - Commercial Products

bar code

Name Computer Onboard Stationary Accuracy Accuracy - Sampling | Features Effective Manufacturer
Components | Components | - position [mm] orientation [] rate [Hz] Range
CONAC 486-33 MHz Structured opto- Networked opto- Indoor +1.3 mm Indoor and 25 Hz 3-D - At least 3 Need line-of-sight [MacLeod, 1993]
(computerized electronic acquisi- electronic acquisi- outdoor £5 mm outdoor £0.05° NOADS for one for at least three (MTI)
opto-electronic tion beacon tion datum acre. Networkable | NOADS
navigation and (STROAB) (NOAD) for unlim. area
control)
ROBOSENSE Scanning laser Retroreflective tar- | System measures directionand distance to bea- 10-40 Hz 2-D - Measure both | 0.3-30 m [SIMAN]
rangefinder gets cons with accuracy <0.17° and <20 mm, respec- angle and distance SIMAN Sensors &
tively Accuracy for robot location and orientation to target Intelligent Machines
not specified Ltd.
NAMCO RS-232 serial Rotating mirror Retroreflective tar- | Angular accuracy is within £0.05% with areso- | 20 Hz Derives distance 15 meters (50 ft) [NAMCO, 1989]
LASERNET bea- interface pro- pans a near-infrared | gets of known di- lution of 0.006° Accuracy for robot location and from computing
con tracking sys- vided laser beam through | mensions orientation not specified. time of sweep over
tem a horizontal arc of target of known
90° width
TRC beacon navi- | 6808 integrated Rotating mirror for | Retroreflective tar- | Resolution is 120 mm (4-3/4 in) in range and 1 Hz Currently limited to | 24.4 m (80 ft) [TRC]
gation system computer, RS232 | scanning laser gets, usually 0.125° in bearing for full 360 coverage in a single work area of
interface beam mounted on stand- | horizontal plane 80%80 ft
alone poles
LASERNAV 64180 micro- Laser scanner Retroreflective bar | £1 in moving at 2 ft/sec; | £0.03°. 90 Hz 2-D - Measures 30 meters (100 ft) [Benayad-Cherif,
computer codes. Up to 32 can | £0.5 in stationary only angles to re- With active reflec- 1992] and [DBIR]
be distinguished. flectors tors: up to 183 m
Odyssey Hand-held Pole- or wand- Two laser-beam Horizontal: £1 mm 5Hz ~$90,000 Indoor:75m(250ft) | [SPSi]
mounted receiver transmitters Vertical: £1 mm outdoor: Spatial Positioning
150m (5001t) Systems, inc
BNS (beacon navi- Optical IR detector | Infrared beacon 0.3° in the +5° central | 10 Hz 500 ft [Benayad-Cherif,
gation system); (£10° field of view | transmitter area and +1° out to suitable for long 1992] (Denning)
30.5m in horizontal and (uniquely identifi- the periphery of the corridors
vertical axes) able, 128 codes) sensitive area
Laser scanner + 8086 Laser scanner Three corner cubes | LN-10: £500 LN-10: £1° 0.5Hz LN-10 50 m [Nishide et al.,
corner cubes LN-20: £20 LN-20: £0.1° LN-20 50 m 1986]. Tokyo Air-
LN-30: £500 LN-30: +1° LN-30 200 m craft Instrument Co.,
LN-40: £20 LN-40: +0.1° LN-40 200 m Ltd.
Laser scanner + Laser scanner Barcoded target 0.033 Hz [Murray, 1991]

Caterpillar

Magnetic markers

Magnetic markers buried under path (50 ft apart)

[Murray, 1991]

Eaton-Kenway
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Systems-at-a Glance Tables

Beacon Navigation System - Technical Papers

Name Computer Onboard Stationary Accuracy - Accuracy - Sampling Features Note Researchers
Components | Components | position [mm] orientation [] rate [Hz] &References
Three object 486-33 MHz Computer vision Mean error Mean error Mean time Computer simulation | (I) Iterative Search | [Cohen and Koss,
triangulation system () x=234, y=225 (1) 4.75° (1) 3048.7 for comparative study | (G) Geometric tri- 1992]
(G) x=304, y=301 (G) 141.48° (G)3.8 of four triangulation angulation Univ. of Michigan
N) x=17,y=17 (N)2.41° (N)33.5 algorithms (N) Newton-
(C)x=35,y=35 (C)5.18° (C)4.8 Accuracies are sensi- | Raphson
tive to landmark loca- | (C) Circle intersec-
tion tion
Laser beam 8086 Four laser trans- Two corner cube x=30 10 Hz [Tsumura et al.,
+ corner cube ceivers (transmitter | reflectors on both 2 1988]
and receiver) sides of the path
Ultrasonic bea- Eight sonar receiver | Six sonar beacons Measured standard dev. 150 ms [Kleeman, 1992]
cons array (45° apart) in a 12 m’ space of path error of 40 mm
Infrared beacons One optical infra- Infrared beacons 25 m? test area, beacons | +0.2° [McGillem and
red scanner (0,0), (5,0) and (5,4); Rappaport, 1988]
worst error = 70
Laser scanner + | Z80 Laser scanner Retro-reflector Inside DABC: Inside DABC: mean=0.070=0.06 [Tsumura and
corner cube 45x45 m space, 3 Mean=57,0.=25 Outside DABC: mean=0.139=0.16 Hashimoto, 1986]
reflectors at Outside DABC: On line AB or AC: mean=0.12g=0.05
A(0,0),B(45,0), mean=140, 0=156
C(0,45) On line AB or AC
mean=74, 0=57
Vision camera + Vision camera + Retro-reflectors on | Path error within 10mm, 10 Hz [Takeda et al.,
retro-reflectors light source the path at lm/s 1986]
Three target tri- Detector Active beacon 100 with very noisy Optimize using all beacon data, reweighted [Durieu et al.,
angulation measurement least square criterion 1989]
Direction mea- Laser scanner Strips of reflective | At 0.3 m/s, error <2 cm Can navigate on wet [Larsson et al,
sure of several tapes At 1 m/s, is stable rainy field, even when 1994]
identical bea- At 1.5 m/s, instable the drive wheels were University of
cons spinning Lulea
Triangulation 3 to 20 beacons. 6.5cmin 10x10 m Simulation results only, but simulation includes model of large measurement errors When | [Betke and
with more than 3 area. many beacons available, system can identify and discard outliers (i.e., large errors in the Gurvitz, 1994],
landmarks measured angles to some of the beacons) MIT
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Systems-at-a-Glance Tables

Landmark Positioning

Name Computer Onboard Features used | Accuracy - Accuracy - Sampling | Features Effective Reference
Components position [mm] orientation [°] | Rate [Hz] Range, Notes
Camera vision robot | PC Vision camera Rectangular ceiling <100 mm >1 Hz Cyberworks, Inc.
position and slippage lights, concentric [CYB]
control system circle
Absolute positioning | 68030, 25 MHz | Fixed vision cam- Known pattern com- | Accuracy: Repeatability 4 Hz Can monitor robot operation at the same [Fleury and Baron,
using a single image era (6 m high) posed of coplanar mean=2,max:10 mean: 0.3° time. 3-D operation. 1992]
discretization points (IR diodes) repeatability X: max: 0.7° Laboratoire
9.5%6.0 mm for Test pattern: 1.0x2.8 | mean=0.7,max: 2 std. 0.4° d'Automatique et
one pixel m. 84 uniformly dis- | 0=0.8 d'Analyse des
tributed points Y: mean: 2 Systemes
max: 5, std. 2
Real-time vision- Sun 4/280 com- | 780x580 CCD- Vertical edges 15 mm 0.1° 2 Hz Correspondence between observed land- [Atiya and Hager,
based robot localiza- | puter camera, f=8 mm matching using marks and a stored map, give bond on the 1993]
tion Karlsruhe mo- VISTA real-time stored map localization error University of
bile robot image processing 2-D operation Karlsruhe
(KAMRO) system
Robot localization Sun workstation | 640x400x4b CCD | Objects with a <5% Sensitive at certain [Chen and Tsai,
using common ob- camera, PC-EYE polygon-shaped top orientations 1991]
ject shapes imaging interface and a lateral surface National Chaio
perpendicular to the Tung University
top
Omnidirectional vi- Vision camera with | A light array (3x3) 40 mm 0.3° [Cao et al., 1986]
sion navigation with fish-eye lens University of Cin-
beacon recognition cinnati
Vision algorithm for | TRC Labmate Vision camera Two sets of four 7 m distance [D'Orazio et al.,
mobile vehicle navi- coplanar points are 10% 1991]
gation necessary Istituto
Elaborazione
Segnali ed Immagini
Adaptive position Litton S-800 Camera, strobe, Two circles of differ- | 5 mm Convergence Adapt system model | [Lapin, 1992]
estimation 486 control landmark ent radii 120 measurements using maximum like{ Georgia Institute of
MC68000 posi- lihood algorithm Technology
tioning
Guidance system Sun Camera, Reflector pattern [Mesaki and
using optical reflec- strobe light, mounted on the ceil- Masuda, 1992]
tors (only on 0.3 s) ing 2 m high Secom Intelligent
Systems Laboratory
Positioning using a Camera A sphere with hori- 5% 5° 3-D angle error increases as great circles [Magee and
single calibrated ob- zontal and vertical approach the edge of the sphere Distance Aggarwal, 1984]
ject calibration great cir- error increases with the distance between the | University of Texas
cles robot and landmark
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Systems-at-a-Glance Tables

Landmark Positioning

Name Computer Onboard Features used | Accuracy - Accuracy - Sampling | Features Effective Reference
Components position [mm] orientation [°] | Rate [HZ] Range, Notes
Model based vision | TRC LabMate 512x512 gray-level | Corners of the room | 100 mm +3° 3-D orientation error <0.5. if the corner is [D'Orazio et al.,
system 68040 CCD camera, f=6 middle error 2% in the center of the image Large error when | 1993] Istituto
mm corner is oft image center and angle coeffi- | Elaborazione
cients of L and R are too small Segnali ed Immagini
Pose estimation 9200 image pro- | Fairchild 3000 Quadrangular target | At 1500 mm: At 1500 mm: 3-D volume measurement of tetrahedra [Abidi and Chandra,
cessor CCD camera s12=77.5,s13=177.5 | 11 mm 1.5° composed of feature point triplets extracted | 1990]
(256%256), s14=162,s23=160 from an arbitrary quadrangular target and University of Ten-
f=13mm $24=191,s34=104 the lens center nessee
Perceptics
Positioning Relative displace- At 5000 mm: Largest Errors increase with [Kabuka and Are-
using standard pat- ment pattern: circle, | 2.2% error: 2° increasing distance, nas, 1987]
tern half white & half angle between land- University of Miami
black mark and camera too
Identification pat- small or too large
tern: bar code
TV image process- Diamond shape, 90° | At 4000 mm: At 4000 mm: 90 s processing | 2-D Errors increase with | [Fukui, 1981]
ing for robot posi- angle and 23 cm 70 mm +2° time distance and angle | Agency of Industrial
tioning each side too small or too largg Science and Tech-
nology
Single landmark ARCTEC Gem- | Infrared detector Infrared beacons At 4000 mm: 2-D, error increases Running fix: using | [Case, 1986]
navigation ini robot (angular resolution 400 mm with the increase of dead-reckoning info | US Army Construc-
+4°) At 2400 mm: distance between the | to use measurement | tion Eng. Research
200 mm vehicle and beacon obtained at t(k-1) at | Lab.
time t(k)
Robot positioning 386 PC 256%256 camera, Circle (R=107mm) At 2000 mm 30 Hz 2-D, the result is the | Errors are function of [Feng et al., 1992]
using opto-electronic | Image-100 im- f=16 mm 35 mm fusion of dead reck- | the distance and an- | University of Michi-
processor age processing Hough transform oning and observed gle gan
board filter (128x128)
Global vision Camera mounted at Large range over Main problems: [Kay and Luo,
fixed points in the which obstacles can | how many cameras | 1993]

environment be detected, allows and where to put North Carolina
global path planning | them? State University
Robot localization Sony CCD camera, | Vertically oriented Min. distance to 2-D Utilizes the good an-| [Krotkov, 1991]

using a single image f=8.5mm parts of fixed objects, landmark: gular resolution of a | Laboratoire
resolution = e.g., doors, desks and 1000 mm. CCD camera, avoids| d'Automatique et
0.12°pixel at im- wall junctions Stored orientation 0.2° feature correspon- d'Analyse des
age center map dence and Systemes
3-D reconstruction
Autonomous robot Two VME- CCD camera, IR "Natural” land- On the order of centi- On the order of [AECL]

for a known environ-
ment (ARK)

based cards

spot laser range-
finder, custom-
made pan/tilt table

marks, e.g., semi-
permanent struc-
tures, doorways)

meters

<10 m.
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Systems-at-a-Glance Tables

Landmark Positioning

using vision and
odometry

vehicle
386 PC

camera
f=12.5 mm

stored map

etry model and its un-
certainty is used to de-
tect and calculate posi-
tion update fused with
observation

filter to correct the
vehicle pose from
the error between
the observed and
estimate angle to
each landmark

Name Computer Onboard Features used | Accuracy - Accuracy - Sampling | Features Effective Reference
Components position [mm] orientation [°] | Rate [HZ] Range, Notes
Scanning laser 0.5%-5% 1to 10 kHz or | External, local, $10K- 300 m [Parish and Grabble,
rangefinder analog 100K 1993], Omnitech
Robotics, Inc.
Scanning IR range- 1%-10% 100-1000 or External, local, $5K- 5-50 m [Parish and Grabble,
finder analog 20K 1993], Omnitech
Robotics, Inc.
Scanning (or ar- 1%-10% 1-100 External, local, $100- 1-10 m [Parish and Grabble,
rayed) ultrasonic SK 1993], Omnitech
rangefinder Robotics, Inc.
Visual 1%-20% 0.1-100 External, local, $500- 1-10000 [Parish and Grabble,
50K 1993], Omnitech
Robotics, Inc.
Navigation by TRC Labmate Cohu CCD camera, Integrates position esti- [D'Orazio et al.,
multi-sensory inte- =16 mm mates from vision sys- 1993]
gration dead reckoning tem with odometry us- CNR-IESI
ing Kalman filter frame-
work
Laserradar and Tricycle robot 24 sonars. four la- Utilizes heterogeneous [Buchberger et al.,
sonar based world ser rangefinders, info from laser radar 1993]
modeling rotate at 360°/s, and sonars Kaiserslautern Uni-
each scan 720 versity
range points
Vision directed Sun Sparc for Vision camera Doors, columns +5.0 cm 2.0° 2 Hz 3-D University of Water-
navigation vision, Micro- Convex and loo [Wong and Gao,
VAX as host, concave poly- 1992]
ROBMACI100 gons
tricycle type ve-
hicle
Robot localization | Sun-3 for local- One rotating sonar | Geometric beacon - 1 Hz EKF utilizes matches [Leonard and
by tracking geo- ization or six fixed sonars naturally occurring between observed geo- Durrant-Whyte,
metric beacons Sun-4 vehicle environment fea- metric beacons anda 1991]
control ture priori map of beacon University of Oxford
locations
Position estimation | Differential-drive | 756x581 CCD Vertical edges and | 40 mm 0.5° 2-D - Realistic odom- Extended Kalman [Chenavier and

Crowley, 1992]
LETI-DSYS
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Systems-at-a-Glance Tables

Landmark Positioning

Name Computer Onboard Features used | Accuracy - Accuracy - Sampling | Features Effective Reference
Components position [mm] orientation [°] | Rate [HZ] Range, Notes

Recognize world Stereo cameras Long, near vertical 1000 real-world data Least-squares to [Braunegg, 1993]
location with ste- stereo features recognition test, under find the best fit of MITRE Corp.
reo vision 10% false negative, zero | model to data and

false positive evaluate that fit
Environment learn- | Omnidirectional | aring of 12 sonars | Left wall, right Dynamic landmark de- | Learn the large- [Mataric, 1990]
ing using a distrib- | three-wheeled and a compass wall, corridors tection utilizing robot's space structure of MIT
uted repre- base motion environment by
sentation recording its per-

manent features
Localization in Motorola A ring of 24 sonars | Classify objects 0.1 Hz Positions resulting from | Each mapping of [Holenstein et al.,
structured environ- | M68020 into edges, corners, all possible mappings two model objects 1992]
ment walls, and un- are calculated and then onto two reference Swiss Federal Inst. of
known objects analyzed for clusters objects correspond | Technology

The biggest cluster is to a certain robot

assumed to be at the position

true robot position
Localization using | SUN 4 Linear array of Local map: <10 mm <1° Local map: feature extraction [Sabatini and

sonar

three sonars: A.
reduce the angular
uncertainty, B. help

feature map (ex-
tended reflectors,
e.g., wall, and point

Matching: least squares

EKEF for estimating the geometric parameters of
different targets and related uncertainty

Benedetto, 1994]
Scuola Superiore di
Studi Universitari

identify the target's | reflectors)
class
Sonar-based real- Neptune mobile Sonars Probability based Map with 3000 6 in cells made from 200 Map matching by convolving them It gives the | [Elfes, 1987]

world mapping

robot

occupancy grid

well spaced readings of a cluttered 20x20

displacement and rotation that best brings one

Carnegie-Mellon

map ft room can be matched with 6 in displace- map into registration with the other, with a University
ment and 3° rotation in 1 s of VAX time measure of the goodness of match

Comparison of Cybermotion A ring of 24 sonars | Histogramic in- HIMM results in a sensor grid in which Index of performance (IOP) computes the [Raschke and
grid-type map K2A synchro- motion mapping entries in close proximity to actual object correlation between the sensed position of Borenstein, 1990]
building by index drive robot (HIMM) and heu- locations have a a favorable (low) Index of objects, as computed by the map-building University of Michi-
of performance 386 20 MHz PC ristic probability performance value algorithm, and the actual object position, as gan
(I0P) function measured manually The IOP gives quantitative

measure of the differences in the sensor grid

maps produced by each algorithm type
Comparison of Local map: Best result obtained Grid to segment match- | Segment to segment | [Schiele and
position estimation grid map by matching segment ing: generating a mask matching: A. orien- | Crowley, 1994]
using occupancy Global map: to segment for the segment and cor- | tation LIFIA
grid grid map relating it with the grid | B. collinearity

map

C. overlap
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Landmark Positioning

Name Computer Onboard Features used | Accuracy - Accuracy - Sampling | Features Effective Reference
Components position [mm] orientation [°] | Rate [HZ] Range, Notes
Blanche MC68020 Optical range- 24 line-segment 6 in path following Position up- (1) Least-square for Segments [Cox, 1991]
Tricycle-type finder, res.=1 inat | environments map date every 8 s data and model match- Assume the dis- NEC Research Insti-
mobile robot 5 ft, 1000 sam- for a 300x200 in for a 180 ing placement between | tute
ples/rev. in one s. room points image (2) Combine odometry | the data and model
Odometry and a map of and matching for better | is small
24 lines. 2-D position estimate using
map. maximum likelihood
Range map pose SPARCI1+ 1-D Laser range Line segment, cor- | Mean error Max under 1.2° Feature-based: | 1000 points/rev. [Schaffer et al.,
estimation finder ner Feature-based: 60 for both 0.32s Iconic approach matches every range data point | 1992]
1000 points/rev Iconic estimator: 40 Iconic: 2 s to the map rather than condensing data into a CMU
Ina 10x10 m space small set of features to be matched to the map
Positioning using A rotatable ring of | Line segments 3-5cm Classification of data Clustering sensor [MacKenzie and
model-based maps 12 polaroid sonars Coverge if initial esti- points data points. Dudek, 1994]
mate is within 1 me- Weighted voting of cor- | Line fitting. McGill University
ters of the true posi- rection vectors
tion
Positioning using INMOS-T805 Infrared scanner Line segment The variance never Kalman filter position When scans were [Borthwick et al.,
optical range data | transputer exceeds 6 cm estimation taken from 1994]
Line fitting €ITONrous pos. University of Oxford
Matching, only good matches consis-
matches are accepted tently fail
World modeling A ring of 24 sonars | Line segments x=33 mm 0.20° A model for Extracting line segments | Matching includes: | [Crowley, 1989]
and localization covariance: 1 covariance: the uncertainty | from adjacent collinear | orientation, LIFIT(IMAG)
using sonar rang- y=17 mm 17.106 in sonars, and | range measurements and | collinearity, and
ing covariance: 1 the projection matching these line seg- | overlap by compar-
of range mea- ments to a stored model | ing one of the pa-
surement into rameters in segment
external Carte- representation
sian coordinate
2-D laser range- Sun Sparc Cyclone 2-D laser Local map: line Max. 5 cm On SUN Matching: remove seg- | Local map: [Gonzalez et al.,
finder map build- rangefinder accu- segment map average 3.8 cm Sparc, 80 ms ment already in the clustering 1994]
ing racy £20 cm, range | Global map: line for local map global map from local clustering segmen- | Universidad de
50 m segments building and map, add new segment tation malaga
135 ms for line fitting
global map
update
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Name

Computer

Onboard
Components

Features used

Accuracy -
position [mm]

Accuracy -
orientation [°]

Sampling
Rate [Hz]

Features

Effective
Range, Notes

Reference

Iconic position
estimator

Locomotion em-
ulator, all-wheel
drive and all-
wheel steer,

Sun Sparc 1

Cyclone laser range
scanner, resolution
=10 cm

range = 50m

1000 readings per
rev.

In general, has a
large number of
short line segments

Max. 36 mm
mean 19.9 mm

Max. 1.8°
mean 0.73°

Iconic method works
directly on the raw
sensed data, minimizing
the discrepancy between
it and the model

Assume small dis-
placement between
sensed data and
model

Two parts: sensor
to map data corre-
spondence & error
minimization

[Gonzalez et al.,
1992]

Carnegie Mellon
University

Environment rep-
resentation from
image data

Geometrical rela-
tionships between
observed features
rather than their

absolute position

A graph where the
nodes represent the ob-
served features and
edges represent the rela-
tionships between fea-
tures

The recognition
problem can be for-
mulated as a graph
matching problem

[Taylor, 1991]
Yale University

Localization via
classification of
multi-sensor maps

Sonars

Lateral motion vi-
sion

Infrared proximity
sensor

Local map: multi-
sensor 100x100
grid maps, cell
20%20 cm

Using datasets from
10 rooms and hall-
ways, estimate a 94%
recognition rate for
rooms, and 98% for
hallways

Local grid
maps
Feature-level
sensor fusion
by extracting
spatial descrip-
tions from

these maps

Positioning by classify-
ing the map descriptions
to recognize the
workspace region that a
given map represents

Matching: K-near-
est neighbor and
minimum
Mabhalanobis dis-
tance

[Courtney and Jain,
1994]

Texas Instruments,
Inc.
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Systems-at-a-Glance Tables

Other Navigation Techniques

Name Computer Onboard Maps and Accuracy - Accuracy - Sampling Features Effective Reference
Components | Features position [mm] | orientation Rate [HZz] Range,
] Nnotes
Guide path sensor 0.01-0.1 m 100-1000 or analog | External, local, or 0.01-0.2 m [Parish and Grab-
(magnetic, optical, waypoint indication, ble, 1993]
inductive, etc.) $100-$5K Omnitech Robot-
ics, Inc.
Odor trails for nav- Applicator for lay- Unlimited [Russell et al.,
igation ing volatile chemi- 1994]
cals on the floor; Monash University
olfactory sensor
Thermal path fol- Quartz halogen 0.833 No need to remove Unlimited [Kleeman and Rus-
lowing bulb and markers after use sell, 1993]
pyroelectric sensor Monash University
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University of Michigan grad. student Ulrich Raschke verifies the proper alignment of ultrasonic sensors. All

three robots in this picture use 15°-angular spacing between the sensors. Many researchers agree that 15 °
spacing assures complete coverage of the area around the robot.
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