Preface

This book presents some of the most recent research results in the area of machine learning and robot perception. The book contains eight chapters.

The first chapter describes a general-purpose deformable model based object detection system in which evolutionary algorithms are used for both object search and object learning. Although the proposed system can handle 3D objects, some particularizations have been made to reduce computational time for real applications. The system is tested using real indoor and outdoor images. Field experiments have proven the robustness of the system for illumination conditions and perspective deformation of objects. The natural application environments of the system are predicted to be useful for big public and industrial buildings (factories, stores), and outdoor environments with well-defined landmarks such as streets and roads.

Fabrication of space-variant sensor and implementation of vision algorithms on space-variant images is a challenging issue as the spatial neighbourhood connectivity is complex. The lack of shape invariance under translation also complicates image understanding. The retino-cortical mapping models as well as the state-of-the-art of the space-variant sensors are reviewed to provide a better understanding of foveated vision systems in Chapter 2. It is argued that almost all the low level vision problems (i.e., shape from shading, optical flow, stereo disparity, corner detection, surface interpolation etc.) in the deterministic framework can be addressed using the techniques discussed in this chapter. The vision system must be able to determine where to point its high-resolution fovea. A proper mechanism is expected to enhance image understanding by strategically directing fovea to points which are most likely to yield important information.

In Chapter 3 a discrete wavelet based model identification method has been proposed in order to solve the online learning problem. The
method minimizes the least square residual parameter estimation in noisy environments. It offers significant advantages over the classical least square estimation methods as it does not need prior statistical knowledge of measurement of noises. This claim is supported by the experimental results on estimating the mass and length of a nonholonomic cart having a wide range of applications in complex and dynamic environments.

Chapter 4 proposes a reinforcement learning algorithm which allows a mobile robot to learn simple skills. The neural network architecture works with continuous input and output spaces, has a good resistance to forget previously learned actions and learns quickly. Nodes of the input layer are allocated dynamically. The proposed reinforcement learning algorithm has been tested on an autonomous mobile robot in order to learn simple skills showing good results. Finally the learnt simple skills are combined to successfully perform more complex skills called visual approaching and go to goal avoiding obstacles.

In Chapter 5 the authors present a simple but efficient approach to object tracking combining active contour framework and the optical-flow based motion estimation. Both curve evolution and polygon evolution models are utilized to carry out the tracking. No prior shape model assumptions on targets are made. They also did not make any assumption like static camera as is widely employed by other object tracking methods. A motion detection step can also be added to this framework for detecting the presence of multiple moving targets in the scene.

Chapter 6 presents the state-of-the-art for constructing geometrically and photometrically correct 3D models of real-world objects using range and intensity images. Various surface properties that cause difficulties in range data acquisition include specular surfaces, highly absorptive surfaces, translucent surfaces and transparent surfaces. A recently developed new range imaging method takes into account of the effects of mutual reflections, thus providing a way to construct accurate 3D models. The demand for constructing 3D models of various objects has been steadily growing and we can naturally predict that it will continue to grow in the future.
Systems that visually track human motion fall into three basic categories: analysis-synthesis, recursive systems, and statistical methods including particle filtering and Bayesian networks. Each of these methods has its uses. In Chapter 7 the authors describe a computer vision system called DYNA that employs a three-dimensional, physics-based model of the human body and a completely recursive architecture with no bottom-up processes. The system is complex but it illustrates how careful modeling can improve robustness and open the door to very subtle analysis of human motion. Not all interface systems require this level of subtlety, but the key elements of the DYNA architecture can be tuned to the application. Every level of processing in the DYNA framework takes advantage of the constraints implied by the embodiment of the observed human. Higher level processes take advantage of these constraints explicitly while lower level processes gain the advantage of the distilled body knowledge in the form of predicted probability densities.

Chapter 8 advocates the concept of user modelling which involves dialogue strategies. The proposed method allows dialogue strategies to be determined by maximizing mutual expectations of the pay-off matrix. The authors validated the proposed method using iterative prisoner's dilemma problem that is usually used for modelling social relationships based on reciprocal altruism. Their results suggest that in principle the proposed dialogue strategy should be implemented to achieve maximum mutual expectation and uncertainty reduction regarding pay-offs for others.
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1.1 Introduction

Relevant progress has been done, within the Robotics field, in mechanical systems, actuators, control and planning. This fact, allows a wide application of industrial robots, where manipulator arms, Cartesian robots, etc., widely outcomes human capacity. However, the achievement of a robust and reliable autonomous mobile robot, with ability to evolve and accomplish general tasks in unconstrained environments, is still far from accomplishment. This is due, mainly, because autonomous mobile robots suffer the limitations of nowadays perception systems. A robot has to perceive its environment in order to interact (move, find and manipulate objects, etc.) with it. Perception allows making an internal representation (model) of the environment, which has to be used for moving, avoiding collision, finding its position and its way to the target, and finding objects to manipulate them. Without a sufficient environment perception, the robot simply can’t make any secure displacement or interaction, even with extremely efficient motion or planning systems. The more unstructured an environment is, the most dependent the robot is on its sensorial system. The success of industrial robotics relies on rigidly controlled and planned environments, and a total control over robot’s position in every moment. But as the environment structure degree decreases, robot capacity gets limited.

Some kind of model environment has to be used to incorporate perceptions and taking control decisions. Historically, most mobile robots are based on a geometrical environment representation for navigation tasks. This facilitates path planning and reduces dependency on sensorial system, but forces to continuously monitor robot’s exact position, and needs precise
environment modeling. The navigation problem is solved with odometry-relocalization, or with an external absolute localization system, but only in highly structured environments. Nevertheless, the human beings use a topological environment representation to achieve their amazing autonomous capacity. Here, environment is sparsely modeled by a series of identifiable objects or places and the spatial relations between them. Resultant models are suitable to be learned, instead of hard-coded. This is well suited for open and dynamic environments, but has a greater dependency on the perception system. Computer Vision is the most powerful and flexible sensor family available at the present moment. The combination of topological environment modeling and vision is the most promising selection for future autonomous robots. This implies the need for developing visual perception systems able to learn from the environment.

Following these issues, a new learning visual perception system for robots is presented in this chapter based on a generic landmark detection and recognition system. Here, a landmark is a localized physical feature that the robot can sense and use to estimate its own position in relation to some kind of “map” that contains the landmark’s relative position and/or other mark characterization. It is able to learn and use nearly any kind of landmark on structured and unstructured environments. It uses deformable models as the basic representation of landmarks, and genetic algorithms to search them in the model space. Deformable models have been studied in image analysis through the last decade, and are used for detection and recognition of flexible or rigid templates under diverse viewing conditions. Instead of receiving the model definition from the user, our system extracts, and learns, the information from the objects automatically. Both 2D and 3D models have been studied, although only 2D models have been tested on a mobile robot. One of the major contributions of this work is that the visual system is able to work with any 2D (or nearly 2D) landmark. This system is not specifically developed for only one object. In the experiments carried out, several different landmarks have been learnt. Two of these have been tested in a mobile robot navigation application, employing the same searching algorithm: an artificial landmark (green circles placed on the walls) and a natural landmarks (office's nameplates attached at the entrance of each room), shown in Fig. 1.1.a and Fig. 1.1.b. All of them have been automatically learnt by the system, with very little human intervention (only several training images, with the landmarks to learn marked, must be provided).

The deformable model carries the landmark information inside it, so this information is adapted to the model’s deformation and can be used to evaluate the model fitness. This is achieved using a genetic algorithm,
where each individual represents a deformed model. The population then explores the image during its evolution. The genetic search algorithm is able to handle landmark’s perspective deformation problems. The second relevant aspect is the system capacity for reading text or icons inside landmarks designed for human use, such as those shown in Fig. 1.2, so the system can be used to find and read signs, panels and icons in both indoor and outdoor environments. This allows the robot to make high-level decisions, and results in a higher degree of integration of mobile robotics in everyday life. Various experimental results in real environments have been done, showing the effectiveness and capacity of landmark learning, detection and reading system. These experiments are high-level topological navigation tasks. Room identification from inside, without any initialization, is achieved through its landmark signature. Room search along a corridor is done by reading the content of room nameplates placed around for human use; this allows the robot to take high-level decisions, and results in a higher integration degree of mobile robotics in real life. Finally, although the presented system is being tested for mobile robot topological navigation, it is general enough for its direct use in a wide range of applications, such as geometric navigation, inspection and surveillance systems, etc.

![Fig. 1.1. Some of the landmarks learned](image-url)
The structure of this chapter is, following this introduction, a brief state of the art concerning actual work on mobile robot navigation. Then an overview about deformable models, and how they are used in the core of the landmark learning and recognition system, is described. It is followed by introducing how to learn new landmark’s parameters; after that, the landmark detection system structure is presented. Once the system is described, its application to a mobile robot and several experimental results are presented, and also a practical study of the system’s limitations. The chapter concludes with the relevant conclusions and future work.

Fig. 1.2. Landmarks with iconic information used for topological navigation

1.2 State of the Art

Autonomous mobile robots are currently receiving an increasing attention as well in the scientific community as in the industry. Mobile robots have many potential applications in routine or dangerous task such as operations in a nuclear plant, delivery of supplies in hospitals and cleaning of offices and houses [30]. A mobile autonomous robot must have a reliable navigation system for avoiding objects in its path and recognizing important objects of the environment to identify places in order to understand the surrounding environment. A prerequisite for geometric navigation of a mobile robot is a position-finding method. Odometry is the most used localization method for mobile robot geometrical navigation. The problem is that the accumulation of small measure errors will cause large position errors, which increase proportionally with the distance traveled by the robot. Wheel slippage and unequal wheel diameters are the most important source of error [11]. As a mobile robot moves through its environment, its actual position and orientation always differ from the position and orientation that it is commanded to hold. Errors accumulate and the localization uncertainty increases over time.
An alternative approach is topological navigation. It allows overcoming some of the classical problems of geometric navigation in mobile robots, such as simultaneously reducing the uncertainty of localization and of perception of the environment [42]. On the other hand, topological navigation is heavily dependent on a powerful perception system to identify elements of the environment. Chosen elements for recognition, or landmarks, should be simple enough to allow an easy identification from different view angles and distances.

Visual recognition is the problem of determining the identity and position of a physical element from an image projection of it. This problem is difficult in practical real-life situations because of uncontrolled illumination, distances and view angles to the landmarks. Machine learning techniques are being applied with remarkable success to several problems of computer vision and perception [45]. Most of these applications have been fairly simple in nature and still can not handle real-time requirements [8, 31, 37]. The difficulty with scaling up to complex tasks is that inductive learning methods require a very large number of training patterns in order to generalize correctly from high density sensor information (such as video cameras). However, recent results in mobile robot learning have demonstrated that robots can learn simple objects to identify from very little initial knowledge in restricted environments [9, 21, 23, 33].

There are two major approaches in the use of landmarks for topological navigation in related literature. One approach uses as landmarks regions of the environment that can be recognized later, although they are not a single object. Colin and Crowley [12] have developed a visual recognition technique in which objects are represented by families of surfaces in a local appearance space. In [4] a spatial navigation system based on visual templates is presented; templates are created by selecting a number of high-contrast features in the image and storing them together with their relative spatial location. Argamon [2] describes a place recognition method for mobile robots based on image signature matching. Thompson and Zelinsky [47] present a method for representing places using a set of visual landmarks from a panoramic sensor, allowing an accurate local positioning. [19] has developed a vision based system for topological navigation in open environments. This system represents selected places by local 360º views of the surrounding scenes. The second approach uses objects of the environment as landmarks, with perception algorithms designed specifically for each object. In [10] a system for topologically localizing a mobile robot using color histogram matching of omni directional images is presented. In [44], images are encoded as a set of visual features. Potential landmarks are detected using an attention mechanism implemented as a
measure of uniqueness. [6] describes a series of motor and perceptual behaviors used for indoor navigation of mobile robots; walls, doors and corridors are used as landmarks. In [27] an indoor navigation system is proposed, including the teaching of its environment; the localization of the vehicle is done by detecting fluorescent tubes with a camera. However, there are still few practical implementations of perceptual systems for topological navigation.

1.3 Deformable Models

Much work has been done in visual-based general object detection systems in the last decades, with encouraging results, but only a few systems have been used in practice, within uncontrolled real-world scenes. Furthermore, most of the systems are based on hand-made object representations and searching rules which difficult system adaptability. There is a need for general and practical object detection systems that can be adapted to different applications quick and easily. This need for practical systems inexorably leads to some restrictions, usually opposed to generality requirements:

1. **Computation time** cannot exceed usability limits. Although the proposed system is general enough for handling general 3D objects, time restrictions obligates to particularize for planar objects, or single faces of 3D objects. However, the system is designed for, and can be easily extended to, 3D object detection if desired.

2. **Flexibility and generality** points toward general systems which can learn and use new objects with minimal human intervention.

3. **Robustness** is encouraged by the learning ability. No learning can take place without a certain evaluation of its performance.

   The proposed particularized system maintains enough generality to cope with the detection of nearly any planar object in cluttered, uncontrolled real images, in useful times, by only software means. It uses a simple but effective representation objects by means of deformable models, and is easily adaptable to detect new objects by training from images, with minimal human intervention (only marking the object to learn in the training images).
1.3.1 Related Work

Deformable models have been intensively studied in image analysis through the last decade [13, 55], and are used for detection and recognition of flexible or rigid models under various viewing conditions [7]. They have been applied for querying a database given the object shape, color and texture [54]; motion-based segmentation of deformable structures undergoing nonrigid movements through shape and optical flow [24]; for Intelligent Vehicles, they have been used to detect road signs [7, 17], vehicles [56] and road borders [25]; after the work of [55], they are commonly used for human face detection and tracking [20, 28]; recognizing characters and lineal symbols in handwritten line drawings [49, 50, 52]; in medical imagery they have been used for the segmentation of deep brain nuclei in 3D MRI [39], cell segmentation [29] or human melanoma cancer cells in confocal microscopy imaging [41].

As noted in [14], a global shaped model based image segmentation scheme consists of the following blocks:

1. The initial model, M, a model with a fix area, located in the center of the image.

2. The deformable model M(Z). This model is obtained from the previous one through the deformation parameters, Z. They can be position, horizontal and vertical scale, rotation and additional deformation parameter.

3. The likelihood probability density function, p(I|Z), that means the probability of the deformation set Z occurs in the image I.

4. A search algorithm to find the maximum of the posterior probability p(Z|I).

In a latter stage, if the detected object contains symbolic information – like text or icons –, it is interpreted using an empirically selected neural network-based classifier.

Potential fields of application are mobile robotic (landmarks in navigation tasks), industrial robotic (object detection and handling), driving assistance systems (traffic signs, road informative panels, vehicle detection) and industrial tasks (object detection and inspection, tag reading).
Various works on human cognition points that humans use viewpoint based object representations rather than object-centered ones [15, 46]. This is the focus used in some approaches to object detection and representation issues, like appearance and combination of views [22, 43, 51]. Model-views of objects are a simple but rich way of representing objects, but it has a major drawback in the sense of object aspect changes with perspective and illumination.

In the proposed system, illumination changes are handled using an adequate color representation system, while perspective-related aspect changes are coped with the use of deformable models.

![Fig. 1.3. (a) Basic deformable model, and (b) object-specific added detail](image)

### 1.3.2 Deformable Model

The proposed deformable model is a very basic geometrical figure, a 3D parallelepiped whose only mission is bounding or enclosing the considered object, independently of its type or shape (Fig. 1.3.a). The geometrical parameters of the deformable model must follow the object aspect changes with perspective. Then, some kind of detail (object-specific data) has to be added over the basic deformable model in order to distinguish one object from another and from the background (Fig. 1.3.b). The only restriction here is that this detail will have to be used in a way that allows following model’s deformations. So each object is represented by a set of specific details, which can be “glued” to a general deformable model. The object search is then translated to a search for the deformable model parameters that makes the details to match with the background.

For a practical 2D case, the deformable model needs 6 degrees of freedom (d.o.f.) to follow object translations and rotations, and some perspective deformations, as shown in Fig. 1.4. Object translation in the image is
covered by the (X, Y) d.o.f. of Fig. 1.4.a, representing the pixel coordinates of the reference point for the model (the upper left corner). Object scaling (distance from the camera) is handled with the pair (ΔX, ΔY), as shown in Fig. 1.4.b. The parameter α from Fig. 1.4.c manages object rotation. Finally, object skew due to affine perspective deformation is only considered over the vertical axis, heavily predominant in real images; the general skew along the vertical axis can be decomposed as the combination of the basic deformations illustrated in Fig. 1.4.d and Fig. 1.4.e. In practice, only the component in Fig. 1.4.e, measured by the d.o.f. SkY, is frequent; the deformation in Fig. 1.4.d is only dominant for relatively large and narrow objects and when they are at the same vertical level of the optical axis. These simplifications of the perspective distortions could be easily avoided, but they provide a reduction of the number of degrees of freedom considered, saving computation time with little impact on real scenes, as will be shown later.

Fig. 1.4. 2D degrees of freedom for the basic deformable model. (a) translation, (b) scaling, (c) rotation, (d)–(e) skew by perspective deformation.

These six degrees of freedom are valid for planar objects. When considering 3D objects, more degrees of freedom must be added. In the proposed approach, only two new ones are needed, the pair (X’, Y’) with the pixel coordinates of the frontal side of the 3D deformable model (Fig. 1.5.a), covering object displacements over the plane parallel to the image and rotations over the vertical axis. Rotations that are not covered by αX’, Y’ can be handled without adding any other d.o.f., simply by allowing the ΔY and
ΔY parameters to be negative. The effect of a negative value of ΔX is shown in Fig. 1.5.b, while a negative ΔY is shown in Fig. 1.5.c.

Of course this set of 8 d.o.f. does not cover precisely all possible perspective deformations of an object, but they allow to approximate them enough to recognize a generic object if adequate added details are used, and provides a reduction of the parameter search space.

The detection of the object is now a search process in the model’s parameter space, comparing the detail added to the model with the background in the place and with the size and deformation that the parameters determine. Two reasons make this a complex search: the high dimensionality of the search space (8 d.o.f.), and the comparative function between the added detail and the background. This comparative (or cost) function is not a priori predefined, and it can be very complex and not necessarily a parametrical function.

Genetic evolutionary algorithms have shown to be a very useful tool for these kinds of search processes [26, 53]. If the deformable model’s geometric parameters are encoded into the genome of the individuals from a genetic algorithm, each individual become a deformable model trying to match the desired object through the image. The fitness function for each individual is the perfect place for doing the matching between the model’s added detail and the background (the cost function). A classical genetic algorithm (GA) is used to make the search in model parameter space, with standard binary coding, roulette selection, standard mutation and single-point crossover. Single individual elitism is used to ensure not to loose the best individual. No optimization of the GA code, or evaluation of other GA variants, has been done yet, it is one of the pending tasks to do, so the search still can be speeded up considerably. One consideration has been taken into account for achieving small enough computation times to make the system of practical use: a proper GA initialization is used to speed up
the convergence. If the initialization is good enough, GA convergence is extremely quick, as will be shown.

**1.3.3 General Scheme**

There is a large collection of 2D pattern search techniques in the literature [40]. In this application, a classical technique is used: normalized correlation with an image of the pattern to be found (usually named model). The advantages and drawbacks of this technique are well known. Its strongest drawback is its high sensitivity to pattern aspect changes (mainly size and perspective), which makes this method unpractical in most cases. A two step modified method is proposed for overcoming this problem. First, in a segmentation stage, relevant regions in the image are highlighted; then the regions found (if any) are used for initializing the genetic pattern search process. The main problems when trying to detect objects that humans use as landmarks is perspective deformation and illumination. Object aspect changes in the image with distance and angle of view, and under different illumination conditions. Deformable models are used to handle perspective deformations, and HSL color space and real image-based training cope with illumination.

As an overview, objects are represented as a basic deformable model that encloses the object, plus some specific detail (“glued” to the basic model) to distinguish and recognize objects. Eight degrees of freedom are considered for the deformable model to follow with sufficient approximation all object aspect changes with relative position, distance and perspective. These model parameters are encoded as the genome of individuals from a genetic algorithm’s population. Object search is a search in the model parameter space, for the set of parameters that best matches the object-specific detail to the image in the location they determine. This comparison between model’s added detail and the background is then the fitness function for the GA individuals (deformed models). The only restriction to the fitness function is that deformed models that better matches the desired object in the image should have associated higher fitness values.

Before starting the GA search, it is a good idea to properly initialize the algorithm, in order to decrease the usually long convergence times of evolutionary algorithms; the way used to select the regions of interest (ROI) can be nearly anything. And once the algorithm has finished, if the object has been found in the image, some useful information must be extracted from it. This working line leads to a three stage structure for the object detection system: initialization, object search, and information extraction, as
shown in Fig. 1.6. In order to speed up landmark detection, a three-stage algorithm is used. First, regions of interest (ROI) are extracted. Then, extracted ROI are used to initialize a genetic algorithm (GA) for the landmark search through the image. Each individual of this GA encodes a deformable model. The fitness of an individual is a measure of the matching between the deformed model it encodes and the landmark searched for. Finally, if a landmark is found, symbols are extracted and identified with a classical backpropagation neural network.

![Three stage structure of the proposed object detection system](image)

**Fig. 1.6.** Three stage structure of the proposed object detection system

### 1.4 Learning Recognition Parameters for New Objects

For the learning process, the human teacher must provide several training images, where the object or landmark to learn is bounded by rectangular boxes (this boxes will be referred to as target boxes in the rest of the chapter). There are no a priori restrictions for the training set provided. However, the wider the conditions this set of images covers (illumination, background, perspective distortions, etc), the best results the learned parameters will achieve on real situations.

As the recognition process, it can be sequentially divided in two steps: candidate hypotheses generation (through color ROI segmentation) and hypotheses verification or rejection (with the genetic search). Consequently, the learning process for a new landmark is also divided in two stages. In the first step, thresholding levels for HSL segmentation are found. The second step is dedicated to determine the location of the correlation pattern-windows inside an individual.
1.4.1 Parameters for ROI Extraction

Any method to segment regions of the image with good probabilities of belonging to the selected object can be used here. After several trials, the use of object’s color information to generate regions of interest was decided. Color vision is a powerful tool to handle illumination related aspect changes of the objects in the image. After evaluating different color spaces (RGB, normalized rgb, CIE(L*a*b*) and HSL), HSL space (Hue, Saturation and Luminance) has been selected as the system base space (Fig. 1.7).

According with [38], HSL system presents some interesting properties:

1. Hue is closely related to human color sensation as specifies the “perceptual” color property of the considered pixel. Many objects have colors selected to be easily distinguishable by humans, especially those suited to carry symbolic information inside. Furthermore, this component is heavily independent of illumination and shadows.

2. Saturation indicates the “purity” or dominance of one color as it indicates how much of the particular color does the pixel have. Another meaning is how far from gray scale is the pixel because the gray scale, from black to white, has saturation equal to zero (it has the same amount of all colors). This component is somehow insensible to moderate changes of illumination.

3. Luminance takes into account all illumination information of the scene; the L component is the black-and-white version of the scene as it measures the amount of light which has arrived at each pixel.
On the other hand, Hue presents some drawbacks. First, it is an angular component, so the values 0 and 256 are exactly the same (circular continuity); this must be taken into account when segmenting a color interval. Second, Hue is not defined for low or null values of saturation; in these situations, the pixels are achromatic, and Hue can take erratic values. The first issue is easy to overcome segmenting in two steps, but the second one requires a more complex treatment. In this work, the 255 value for Hue is reserved and labeled as achromatic. Hue component is rescaled to 0-254, and pixels having low saturation are set to the achromatic value. For the rest of the processes, when a pixel is set as achromatic, only L component is used for it. Let any HLS color image, sized Xd x Yd pixels, be I(x,y):

\[ I(x,y) = (H(x,y), L(x,y), S(x,y)), \quad x \in [0, Xd), y \in [0, Yd) \]  

A simple and effective way to generate object-dependant ROI is to select a representative color for the object, and segment image regions having this color. In order to handle intra-class color variations in objects, as well as luminance effects, a representative color interval is learned by the system for each class of objects to detect, defined by

\[ CI = \{ H \pm \Delta H, S \pm \Delta S, L \pm \Delta L \} \]  

The color segmentation is made in H, S and L components of the image I(x,y) separately, and combining them with an AND logical operation, leading to binary image B(x, y):

\[ B(x,y) = \begin{cases} 
1 & \{ (H - \Delta H) \leq H(x,y) \leq (H + \Delta H) \} \quad \text{AND} \quad \{ (L - \Delta L) \leq L(x,y) \leq (L + \Delta L) \} \\
0 & \text{otherwise}
\end{cases} \]  

Segmentation is done by thresholding in a corrected HLS space followed by some morphologic transformations. In the first training step, the system has to learn the best threshold values for the segmentation of the landmark. Upper and lower thresholds for Hue, Saturation and Luminance components are estimated. This six values (G=5) are made to compose the genome of the individuals of a new GA, used for searching through the training image color space: \([C_0]=H, [C_1]=\Delta H, [C_2]=L, [C_3]=\Delta L, [C_4]=S, [C_5]=\Delta S\).

The fitness function for this GA must encourage the segmented regions, generated by each individual, to match the target boxes defined in the \(N_t\) training images. Each training image \(I_t(x,y), n\in[0,N_t]\), will contain \(t_n\) target boxes \(A^*_t, j\in[0,t_n]\). On the other hand, segmented regions outside the
target boxes are not desirable. The ideal segmentation result should be a binary black image with the target boxes corresponding zones in white, $B^*_n(x,y)$:

$$B^*_n(x,y) = \begin{cases} 1, & (x,y) \in \forall A^*_n, j = 0, \ldots, t_n - 1 \\ 0, & \text{otherwise} \end{cases}$$

(4)

This “ideal image” can be matched with the binary image resulting from an individual’s genome $[C]_i$, $(B^*_i(x, y, [C]_i)$, calculated with equation (3) with the thresholds carried in $[C]_i$, using a pixel-level XOR logical function. Pixels that survive this operation are misclassified, since they have been included in segmented regions while they do not have to (or the other way around). The number of white pixels after the XOR pass is then a useful measure of the segmentation error for the considered training image. The total segmentation error for one individual is obtained by repeating this operation for all the training image set, and accumulating the misclassified pixels in each image:

$$E([C]) = \frac{1}{N_T} \sum_{n=0}^{N_T-1} \sum_{i=0}^{I-1} \sum_{j=0}^{J-1} (B^*_n(x,y) \text{XOR} B^*_i(x,y,[C]_i))$$

(5)

The fitness function is then chosen as an inverse function of this total error.

Before the learning search starts, a coarse initialization of the GA is done for decreasing search time. A set of initial threshold $H$, $L$ and $S$ values are obtained from any of the training images using local histograms. Two sets of histograms for $H$, $L$ and $S$ are computed from the inner and outer regions adjacent to the target box boundaries (Fig. 1.8). Inner histograms contain information from the object, the background and noise.
Outer histograms contain information from the background, other objects and noise. For each component, the outer histogram is subtracted from the corresponding inner histogram, with negative resulting values forced to zero. The resulting Local Difference Histogram (LDH) will contain only information belonging to the desired object and not present in the outer regions. Initialization values are taken from a peak search over the LDH.

This way several values for H, L and S thresholds are estimated, and their possible combinations generate a good part of the GA's initial population. The rest of the population is randomly generated. This initialization speeds up considerably the training process; training time is of the order of five seconds per training image. Fig. 1.9 shows learned segmentations for different objects.

![Fig. 1.9. Learned segmentation examples: (a) pedestrian crossing traffic sign, (b) highway informative panel, c) room informative panel](image)

The color interval learning stage makes unnecessary color camera calibration, since thresholds are selected using images captured by the same camera. However, if a new camera needs to be used with an object database learned with a different camera, it is enough to make a coarse color adjustment by any approximate method.

### 1.4.2 Parameters for Evaluation of the Fitness Function

In order to accomplish practical processing times, one new particularization has been made to the system. Many of everyday objects are planar, or its third dimension is small compared to the other, and many of 3D objects has nearly planar faces that can be considered as a separate planar objects.
Furthermore, certain objects are always seen with the same orientation: objects attached to walls or beams, lying on the floor on or a table, and so on. With these restrictions in mind, it is only necessary to consider five of the eight d.o.f. previously proposed: X, Y, ΔX, ΔY, SkY. This reduction of the deformable model parameter search space increases significantly computation time.

This simplification reduces the applicability of the system to planar objects or faces of 3D objects, but this is not a loose of generality, only a time-reduction operation: issues for implementing the full 3D system will be given along this text. However, many interesting objects for various applications can be managed in despite of the simplification, especially all kinds of informative panels.

![Fig. 1.10. Planar deformable model](image)

The 2D reduced deformable model is shown in Fig. 1.10. Its five parameters are binary coded into any GA individual’s genome: the individual’s Cartesian coordinates (X, Y) in the image, its horizontal and vertical size in pixels (ΔX, ΔY) and a measure of its vertical perspective distortion (SkY), as shown in equation (4) for the ith individual, with G=5 d.o.f. and q=10 bits per variable (for covering 640 pixels). The variations of these parameters make the deformable model to rover by the image searching for the selected object.

\[
[C] = \begin{bmatrix}
(b_{11}', b_{12}', \ldots, b_{1q}'),
(b_{21}', b_{22}', \ldots, b_{2q}'),
\vdots,
(b_{q1}', b_{q2}', \ldots, b_{qq}')
\end{bmatrix}
\]

For these d.o.f., a point \((x_0, y_0)\) in model reference frame (no skew, sized ΔX', ΔY'), will have \((x, y)\) coordinates in image coordinate system for a deformed model:
A fitness function is needed that compares the object-specific detail over the deformed model with the image background. Again nearly any method can be used to do that.

\[
\begin{pmatrix}
  x \\
  y
\end{pmatrix} =
\begin{pmatrix}
  \frac{\Delta Y}{\Delta X_0} & 0 \\
  \frac{\Delta X \cdot \Delta Y}{\Delta X_0^2} & \frac{\Delta Y}{\Delta Y_0}
\end{pmatrix}
\begin{pmatrix}
  x_0 \\
  y_0
\end{pmatrix} + \begin{pmatrix}
  X \\
  Y
\end{pmatrix}
\]  

(7)

Some global detail sets were evaluated: grayscale and color distribution function, and average textureness, but they proved unable to make a precise matching and were excessively attracted by incorrect image zones. Some local detail sets were then evaluated: vertical line detection and corner detection. They proved the opposite effect: several very precise matchings were found, but after a very low convergence speed: it was difficult to get the model exactly aligned over the object, and fitness was low if so. The finally selected detail set is composed of four small size “pattern-windows” that are located at certain learned positions along the model diagonals, as shown in Fig. 1.11.b. These pattern-windows have a size between 10 and 20 pixels, and are memorized by the system during the learning of a new object, at learned distances \( a_i \) (i=0,...,3). The relative distances \( d_i \) from the corners of the model to the pattern-windows,

\[
d_i = a_i / D
\]

(8)

are memorized together with its corresponding pattern-windows. These relative distances are kept constant during base model deformations in the search stage, so that the position of the pattern-windows follows them, as shown in Fig. 1.11.c, as equation (7) indicates. The pattern-windows will
be learned by the system in positions with distinctive local information, such as internal or external borders of the object.

Normalized correlation over the L component (equation 9) is used for comparing the pattern-windows, \(M_k(x,y)\), with the image background, \(L(x,y)\), in the positions fixed by each individual parameters, for providing an evaluation of the fitness function.

\[
r_k(x,y) = \frac{\sum_{i,j} \left( L(x+i,y+j)-\bar{L} \right) \left( M_k(i,j)-\bar{M}_k \right)}{\sqrt{\sum_{i,j} \left( L(x+i,y+j)-\bar{L} \right)^2 \sum_{i,j} \left( M_k(i,j)-\bar{M}_k \right)^2}} \\
\rho_k(x,y) = \max \left( r_k(x,y), 0 \right)^2
\]

Normalized correlation makes fitness estimation robust to illumination changes, and provides means to combine local and semi-global range for the pattern-windows. First, correlation is maximal exactly in the point where a pattern-window is over the corresponding detail of the object in the image, as needed for achieving a precise alignment between model and object. Second, the correlation falls down as the pattern-window goes far from the exact position, but it keeps a medium value in a small neighborhood of it; this gives a moderate fitness score to individuals located near an object but not exactly over it, making the GA converge faster.

Furthermore, a small biasing is introduced during fitness evaluation that speeds up convergence. The normalized correlation for each window is evaluated not only in the pixel indicated by the individual’s parameters, but also in a small (around 7 pixels) neighborhood of this central pixel, with nearly the same time cost. The fitness score is then calculated and the individual parameters are slightly modified so the individual pattern-windows approach the higher correlation points in the evaluated neighborhood. This modification is limited to five pixels, so it has little effect on individuals far from interesting zones, but allows very quick final convergence by promoting a good match to a perfect alignment, instead of waiting for a lucky crossover or mutation to do this.

The fitness function \(F(C)\) used is then a function of the normalized correlation of each pattern-window \(\rho_i([C])\), \((0<\rho_i<1)\), placed over the image points established by \([C]\) using equation (7). It has been empirically tested, leading to the function in equation (10):

\[
E([C]) = \frac{3 - \rho_i([C]) \rho_i([C]) - \rho_i([C]) \rho_i([C])}{\rho_i([C]) \rho_i([C]) \rho_i([C])} \\
\]

(10a)
The error term $E$ in equation (10a) is a measure of how different from the object is the deformed model. It includes a global term with the product of the correlation of the four pattern-windows, and two terms with the product of correlations of pattern-windows in the same diagonal. These last terms forces the deformed models to match the full extent of the object, and avoids matching only a part of it. Note that these terms can have low values, but will never be zero in practice, because correlation never reaches this value. Finally, the fitness score in equation (10b) is a bounded inverse function of the error.

$$F(C) = \frac{1}{0.1 + E(C)} \hspace{1cm} (10b)$$

The whole fitness evaluation process for an individual is illustrated in Fig. 1.12. First, the deformed model (individual) position and deformation is established by its parameters (Fig. 1.12.a) where the white dot indicates the reference point. Then, the corresponding positions of the pattern-windows are calculated with the individual deformation and the stored $d_i$ values, in Fig. 1.12.b, marked with dots; finally, normalized correlation of the pattern-windows are calculated in a small neighborhood of its positions, the individual is slightly biased, and fitness is calculated with equation (10).

Normalized correlation with memorized patterns is not able to handle any geometric aspect change. So, how can it work here? The reason for this is the limited size of the pattern-windows. They only capture information of a small zone of the object. Aspect changes affect mainly the overall appearance of the object, but its effect over small details is much reduced. This allows to use the same pattern-windows under a wide range of object size and skew (and some rotation also), without a critical reduction of their correlation. In the presented application, only one set of pattern-windows is used for each object. The extension to consider more degrees of freedom (2D rotation $d$ 3D) is based on the use of various sets of pattern-windows.
for the same object. The set to use during the correlation is directly decided by the considered deformed model parameters. Each of the sets will cover a certain range of the model parameters. As a conclusion, the second training step deals with the location of the four correlation-windows (object-specific detail) over the deformable model’s diagonals, the adimensional values $d_0, \ldots, d_3$ described before. A GA is used to find these four values, which will compose each individual’s genome.

![Image](image_url)

**Fig. 1.13.** Pattern-window’s position evaluation function

The correlation-windows should be chosen so that each one has a high correlation value in one and only one location inside the target box (for providing good alignment), and low correlation values outside it (to avoid false detections). With this in mind, for each possible value of $d_i$, the corresponding pattern-window located here is extracted for one of the target boxes. The performance of this pattern-window is evaluated by defining a function with several terms:

1. A positive term with the window’s correlation in a very small neighborhood (3-5 pixels) of the theoretical position of the window’s center (given by the selected $d_i$ value over the diagonals of the target boxes).

2. A negative term counting the maximum correlation of the pattern-window inside the target box, but outside the previous theoretical zone.

3. A negative term with the maximum correlation in random zones outside target boxes.
Again, a coarse GA initialization can be easily done in order to decrease training time. Intuitively, the relevant positions where the correlation-windows should be placed are those having strong local variations in the image components (H, L and/or S). A simple method is used to find locations like these. The diagonal lines of the diagonal box of a training image (which will match a theoretical individual’s ones) are scanned to H, L and S vectors. Inside these vectors, a local estimate of the derivative is calculated. Then pixels having a high local derivative value are chosen to compute possible initial values for the \( d_i \) parameters. Fig. 1.13 shows this process, where the plot represents the derivative estimation for the marked diagonal, starting from the top left corner, while the vertical bars over the plot indicate the selected initial \( d_i \) values.

This function provides a measure for each \( d_i \) value; it is evaluated along the diagonals for each target box, and averaged through all target boxes and training images provided, leading to a “goodness” array for each \( d_i \) value. Fig. 1.14 shows this array for one diagonal of two examples of target box. The resulting data is one array for each diagonal. The two pattern-windows over the diagonal are taken in the best peaks from the array. Example pattern-windows selected for some objects are shown (zoomed) in Fig. 1.15; its real size in pixels can be easily appreciated.
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Fig. 1.15. Learned pattern-windows for some objects: (a) green circle, (b) room informative panel, c) pedestrian crossing traffic sign

1.5 System Structure

Pattern search is done using the 2D Pattern Search Engine designed for general application. Once a landmark is found, the related information extraction stage depends on each mark, since they contain different types and amounts of information. However, the topological event (which is generated with the successful recognition of a landmark) is independent from the selected landmark, except for the opportunity of “high level” localization which implies the interpretation of the contents of an office’s name-plate. That is, once a landmark is found, symbolic information it could contain, like text or icons, is extracted and interpreted with a neural network. This action gives the opportunity of a “high level” topological localization and control strategies. The complete process is made up by three sequential stages: initialization of the genetic algorithm around regions of interest (ROI), search for the object, and information retrieval if the object is found. This section presents the practical application of the described system. In order to comply with time restrictions common to most real-world applications, some particularizations have been made.

1.5.1 Algorithm Initialization

Letting the GA to explore the whole model’s parameters space will make the system unusable in practice, with the available computation capacity at the present. The best way to reduce convergence time is to initialize the
algorithm, so that a part of the initial population starts over certain zones of the image that are somehow more interesting than others. These zones are frequently called regions of interest (ROI). If no ROI are used, then the complete population is randomly initialized. This is not a good situation, because algorithm convergence, if the object is in the image, is slow, time varying and so unpractical. Furthermore, if the object is not present in the image, the only way to be sure of that is letting the algorithm run for too long.

The first thing one can do is to use general ROI. There are image zones with presence of borders, lines, etc, that are plausible to match with an object’s specific detail. Initializing individuals to these zones increases the probability of setting some individuals near the desired object. Of course, there can be too much zones in the image that can be considered of interest, and it does not solve the problem of deciding that the desired object is not present in the image. Finally, one can use some characteristics of the desired object to select the ROI in the image: color, texture, corners, movement, etc. This will result in few ROI, but with a great probability of belonging to the object searched for. This will speed up the search in two ways: reducing the number of generations until convergence, and reducing the number of individuals needed in the population. If a part of the population is initialized around these ROI, individuals near a correct ROI will have high fitness score and quickly converge to match the object (if the fitness function makes its role); on the other hand, individuals initialized near a wrong ROI will have low fitness score and will be driven away from it by the evolutive process, exploring new image areas. From a statistical point of view, ROI selected using object specific knowledge can be interpreted as object presence hypotheses. The GA search must then validate or reject these hypotheses, by refining the adjustment to a correct ROI until a valid match is generated, or fading away from an incorrect ROI. It has been shown with practical results that, if ROI are properly selected, the GA can converge in a few generations. Also, if this does not happen, it will mean that the desired object was not present in the image. This speeds up the system so it can be used in practical applications.

A simple and quick segmentation is done on the target image, in order to establish Regions of Interest (ROI). A thresholding is performed in the color image following equation (3) and the threshold learned in the training step. These are zones where the selected model has a relevant probability of being found. Then, some morphological operations are carried out in the binary image for connecting interrupted contours. After that, connected regions with appropriate geometry are selected as ROI or object presence hypotheses, these ROIs may be considered as model location hypotheses.
Fig. 1.16 shows several examples of the resulting binary images for indoor and outdoor landmarks. It’s important to note that ROI segmentation does not need to be exact, and that there is no inconvenient in generating incorrect ROI. The search stage will verify or reject them.

### 1.5.2 Object Search

Object search is an evolutionary search in deformable model’s parameters space. A Genetic Algorithm (GA) is used to confirm or reject the ROI hypotheses. Each individual’s genome is made of five genes (or variables): the individual’s Cartesian coordinates \((x, y)\) in the image, its horizontal and vertical size in pixels \((\Delta X, \Delta Y)\) and a measure of its vertical perspective distortion \((\text{Skew}_Y)\).

![Fig. 1.16. Example of ROI generation (a) original image, (b) ROIs](image)

In a general sense, the fitness function can use global and/or local object specific detail. Global details do not have a precise geometric location inside the object, such as statistics of gray levels or colors, textures, etc. Local details are located in certain points inside the object, for example corners, color or texture patches, etc. The use of global details does not need of a perfect alignment between deformable model and object to obtain a high score, while the use of local detail does. Global details allow quickest
convergence, but local details allow a more precise one. A trade-off between both kinds of details will achieve the best results.

The individual’s health is estimated by the fitness function showed in equation 10b, using the normalized correlation results (on the luminance component of the target image). The correlation for each window \( p \) is calculated only in a very small (about 7 pixels) neighborhood of the pixel in the target image which matches the pattern-window’s center position, for real-time computation purpose. The use of four small pattern-windows has enormous advantages over the classical use of one big pattern image for correlation. The relative position of the pattern-windows inside the individual can be modified during the search process. This idea is the basis of the proposed algorithm, as it makes it possible to find landmarks with very different apparent sizes and perspective deformations in the image. Furthermore, the pattern-windows for one landmark does not need to be rotated or scaled before correlation (assuming that only perspective transformation are present), due to their small size. Finally, computation time for one search is much lower for the correlation of the four pattern-windows than for the correlation of one big pattern.

The described implementation of the object detection system will always find the object if it present in the image under the limitations described before. The critical question to be of practical use is the time it takes on it. If the system is used with only random initialization, a great number of individuals (1000~2000) must be included in the population to ensure the exploration of the whole image in a finite time. The selected fitness function evaluation and the individual biasing accelerate convergence once an individual gets close enough to the object, but several tenths and perhaps some hundreds of generations can be necessary for this to happen. Of course there is always a possibility for a lucky mutation to make the job quickly, but this should not be taken into account. Furthermore, there is no way to declare that the selected object is not present in the image, except letting the algorithm run for a long time without any result. This methodology should only be used if it is sure that the object is present in the image, and there are no time restrictions to the search.

When general ROI are used, more individuals are concentrated in interesting areas, so the population can be lowered to 500 ~ 1000 individuals and convergence should take only a few tenths of generations, because the probability of having some deformed models near the object is high. At least, this working way should be used, instead the previous one. However, there are a lot of individuals and generations to run, and search times in a 500 MHz Pentium III PC is still in the order of a few minutes, in 640x480 pixel images. This heavily restricts the applications of the algorithm. And
there is also the problem of ensuring the absence of the object in the image.

Finally, if the system with object specific ROI, for example with the representative color segmentation strategy described, things change drastically. In a general real case, there should be only a few ROI; excessively small ones are rejected as they will be noise or objects located too far away for having enough resolution for its identification. From these ROI, some could belong to the object looked for (there can be various instances of the object in the image), and the rest will not. Several objects, about one or two tenth, are initialized scattered around the selected ROI, up to they reach 2/3 of the total population. The rest of the population is randomly initialized to ensure sufficient genetic diversity for crossover operations. If a ROI really is part of the desired object, the individuals close to it will quickly refine the matching, with the help of the slight biasing during fitness evaluation. Here quickly means in very few generations, usually two or three. If the ROI is not part of the object, the fitness score for the individuals around it will be low and genetic drift will move their descendents out. The strategy here is to use only the individuals required to confirm or reject the ROI present in the image (plus some random more); with the habitual number of ROI, about one hundred individuals is enough. Then the GA runs for at most 5 generations. If the object was present in the image, in two or three generations it will be fitted by some deformed models. If after the five generations no ROI has been confirmed, it is considered that the object is not present in the image. Furthermore, if no ROI have been found for the initialization stage, the probabilities of an object to be in the image are very low (if the segmentation was properly learned), and the search process stops here. Typical processing times are 0.2 seconds if no ROI are found, and 0.15 seconds per generation if there are ROI in the image. So, total time for a match is around 0.65 seconds, and less than one second to declare that there is no match (0.2 seconds if no ROI were present). Note that all processing is made by software means, C programmed, and no optimizations have been done in the GA programming – only the biasing technique is non-standard –. In these conditions, mutation has very low probability of making a relevant role, so its computation could be avoided. Mutation is essential only if the search is extended to more generations when the object is not found, if time restrictions allow this.
Fig. 1.17. Health vs. average correlation

Fig. 1.17 represents the health of an individual versus the average correlation of its four pattern-windows. Two thresholds have been empirically selected. When a match reaches the certainty threshold, the search ends with a very good result; on the other hand, any match must have an average correlation over the acceptance threshold to be considered as a valid one. The threshold fitness score for accepting a match as valid has been empirically selected. At least 70% correlation in each pattern-window is needed to accept the match as valid (comparatively, average correlation of the pattern-windows over random zones of an image is 25%).

Fig. 1.18. (a) original images, (b) ROIs, (c) model search (d) Landmarks found
Fig. 1.18 illustrates the full search process one example. Once the search algorithm is stopped, detected objects (if present) are handled by the information extraction stage. Finally, although four pattern-windows is the minimum number which ensures that the individual covers the full extent of the object in the image, a higher number of pattern-windows can be used if needed for more complex landmarks without increasing significantly computation time.

1.5.3 Information Extraction

If the desired object has been found in the image, some information about it shall be required. For topological navigation, often the only information needed from a landmark is its presence or absence in the robot’s immediate environment. However, more information may be needed for other navigation strategies, regardless of their topologic or geometric nature. For general application, object location, object pose, distance, size and perspective distortion of each landmark are extracted. Some objects are frequently used for containing symbolic information that is used by humans. This is the case of traffic signs, informative panels in roads and streets, indoor building signs, labels and barcodes, etc. Fig. 1.19 shows some of these objects. All of them have been learned and can be detected by the system, among others. Furthermore, if the landmark found is an office’s nameplate, the next step is reading its contents. This ability is widely used by humans, and other research approaches have been done recently in this sense [48]. In our work, a simple Optical Character Recognition (OCR) algorithm has been designed for the reading task, briefly discussed below.

The presented system includes a symbol extraction routine for segmenting characters and icons present into the detected objects. This routine is based in the detection of the background for the symbols through histogram analysis. Symbols are extracted by first segmenting the background region for them (selecting as background the greatest region in the object Luminance histogram), then taking connected regions inside background as symbols, as shown in Fig. 1.20.
Once the background is extracted and segmented, the holes inside it are considered as candidate symbols. Each of these blobs is analyzed in order to ensure it has the right size: relatively big blobs (usually means some characters merged in the segmentation process) are split recursively in two new characters, and relatively small blobs (fragments of characters broken in the segmentation process, or punctuation marks) are merged to one of their neighbors. Then these blob-characters are grouped in text lines, and each text line is split in words (each word is then a group of one or more blob-characters). Segmented symbols are normalized to 24x24 pixels binary images and feed to a backpropagation neural network input layer. Small deformations of the symbols are handled by the classifier; bigger deformations are corrected using the deformation parameters of the matched model. A single hidden layer is used, and one output for each learned symbol, so good symbol recognition should have one and only one high output. In order to avoid an enormous network size, separated sets of network weights have been trained for three different groups of symbols: capital letters, small letters, and numbers and icons like emergency exits, stairs, elevators, fire extinguishing materials, etc. The weight sets are tried sequentially until a good classification is found, or it is rejected. The final output is a string of characters identifying each classified symbol; the character ‘?’ is reserved for placing in the string an unrecognized symbol. Average symbol extraction and reading process takes around 0.1 seconds per symbol, again by full software processing. This backpropagation network has proved to have a very good ratio between recognition ability and speed compared to more complex neural networks. It has also proved to be more robust than conventional classifiers (only size normalization of the
character patterns is done, the neural network handles the possible rotation and skew). This network is trained offline using the quickpropagation algorithm, described in [18]. Fig. 1.21.a shows the inner region of an office’s nameplate found in a real image; in b) blobs considered as possible characters are shown, and in c) binary size-normalized images, that the neural network has to recognize, are included. In this example, recognition confidence is over 85% for every character.

![Image](image.png)

**Fig. 1.20.** Symbol extraction. (a) detected object, (b) luminance histogram, (c) background segmentation, (d) extracted symbols

### 1.5.4 Learning New Objects

The learning ability makes any system flexible, as it is easy to adapt to new situations, and robust (if the training is made up carefully), because training needs to evaluate and check its progress. In the presented work, new objects can be autonomously learned by the system, as described before. Learning a new object consists in extracting all the needed object-dependent information used by the system. The core of the system, the deformable model-based search algorithm with a GA, is independent of the object. All object-dependent knowledge is localized at three points:

1. Object characteristics used for extraction of ROI (hypotheses generation).
2. Object specific detail to add to the basic deformable model.
3. Object specific symbolic information (if present).

Although on-line training is desirable for its integration ability and continuous update, often an off-line, supervised and controlled training leads to the best results; furthermore, on-line training can make the system too slow to be practical. In the proposed system, off-line training has been used for avoiding extra computing time during detection runs. Learning of symbolic information is done by backpropagation in the neural classifier; this is a classical subject, so it will not be described here.

![Image of symbols](image1.png)

**Fig. 1.21.** Symbol recognition

### 1.6 Experimental Results

Experiments have been conducted on a B21-RWI mobile vehicle, in the facilities of the System Engineering and Automation Dept. at the Carlos III University [3] (Fig. 1.22). This implementation uses a JAI CV-M70 progressive scan color camera and a Matrox Meteor II frame grabber plugged in a standard Pentium III personal computer mounted onboard the robot. An Ernitec M2, 8-48 mm. motorized optic is mounted on a Zebra pan-tilt platform. The image processing algorithms for the landmark detection system runs in a standard 500MHz ADM K6II PC. This PC is located inside the robot, and is linked with the movement control PC (also onboard) using a Fast Ethernet based LAN.
Within the Systems Engineering and Automation department in Carlos III University, an advanced topological navigation system is being developed for indoor mobile robots. It uses a laser telemeter for collision avoidance and door-crossing tasks, and a color vision system for high level localization tasks [34]. The robot uses the Automatic-Deliberative architecture described in [5]. In this architecture, our landmark detection system is an automatic sensorial skill, implemented as a distributed server with a CORBA interface. This way, the server can be accessed from any PC in the robot’s LAN. A sequencer is the program that coordinates the robot’s skills that should be launched each time, like following a corridor until a door is detected, then crossing the door, and so on.

Experiments have been carried out in the Department installations. It is a typical office environment, with corridors, halls, offices and some large rooms. Each of the floors of the buildings in the campus is organized in zones named with letters. Within each zone, rooms and offices are designated with a number. There is office nameplates (Fig. 1.23) located at the entrance of room’s doors. These landmarks are especially useful for topological navigation for two reasons:

![Fig. 1.22. RWI B-21 test robot and laboratories and computer vision system](image)

![Fig. 1.23. Some relevant landmarks](image)
1. They indicate the presence of a door. If the door is opened, it is easily detected with the laser telemeter, but it can not be detected with this sensor when it is closed. So the detection of the nameplate handles this limitation.

2. The system is able to read and understand the symbolic content of the landmarks. This allows an exact “topological localization”, and also confirms the detection of the right landmark.

When the office nameplates are available, they offer all the information needed for topological navigation. When they are not, the rest of the landmarks are used. Also, there are other “especially relevant” landmarks: those alerting of the presence of stairs or lifts, since they indicate the ways for moving to another floor of the building. Finally, emergency exit signs indicate ways for exiting the building. Thinking on these examples, it should be noted that some landmarks can be used in two ways. First, its presence or absence is used for robot localization in a classic manner. Second, the contents of the landmark give high level information which is naturally useful for topological navigation, as mentioned before. This is allowed by the symbol reading ability included in our landmark detection system. The experimental results will show its usefulness.
Table 1.1. Recognition results

<table>
<thead>
<tr>
<th>distance (m)</th>
<th>1</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>93</td>
<td>91.5</td>
<td>87.5</td>
<td>84</td>
<td>71</td>
<td>29</td>
</tr>
<tr>
<td>15</td>
<td>90</td>
<td>88.5</td>
<td>86</td>
<td>78</td>
<td>63</td>
<td>18.5</td>
</tr>
<tr>
<td>30</td>
<td>86</td>
<td>84</td>
<td>79.5</td>
<td>73</td>
<td>45.5</td>
<td>11.5</td>
</tr>
<tr>
<td>45</td>
<td>82</td>
<td>78.5</td>
<td>73.5</td>
<td>60</td>
<td>25.5</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>77</td>
<td>72</td>
<td>56.5</td>
<td>32</td>
<td>12.5</td>
<td>0</td>
</tr>
<tr>
<td>75</td>
<td>65.5</td>
<td>52.5</td>
<td>37</td>
<td>16</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

1.6.1 Robot Localization Inside a Room

The pattern recognition stage has shown good robustness with the two landmarks tested in a real application. Table 1.1 and Fig. 1.24 summarizes some of the test results. The curves show the average correlation obtained with tested landmarks situated at different distances and angles of view from the robot, under uncontrolled illumination conditions. A “possible recognition” zone in the vicinity of any landmark can be extracted from the data on this plot. This means that there is a very good chance of finding a landmark if the robot enters inside the oval defined by angles and distances over the acceptance threshold line in the graph. Matches above the certainty thresholds are good ones with a probability over 95% (85% for the acceptance threshold). These results were obtained using a 25 mm fixed optic. When a motorized zoom is used with the camera, it is possible to modify the recognition zone at will. The robot is able to localize itself successfully using the standard University’s nameplates, and using the artificial landmarks placed in large rooms (Fig. 1.25). The ability of reading nameplates means that there is no need for the robot initial positioning. The robot can move around searching for a nameplate and then use the text inside to realize its whereabouts in the building (“absolute” position). The system can actually process up to 4 frames per second when searching for a landmark, while the text reading process requires about half a second to be completed (once the plate is within range). Since the nameplates can be detected at larger distances and angles of view than those minimum needed for successfully reading their contents, a simple approach trajectory is launched when the robot detects a plate. This approach trajectory does not need to be accurate since, in practice, the text inside plates can be read
with angles of view up to 45 degrees. Once this approach movement is completed, the robot tries to read the nameplate’s content. If the reading is not good enough, or the interpreted text is not any of the expected, a closer approach is launched before discarding the landmark and starting a new search. In Fig. 1.25 a real situation is presented. Nine artificial landmarks are placed inside room 1 and four natural landmarks are situated along the hall. The frame captured by the camera (25 mm focal distance and 14.5° horizontal angle of view) is shown in Fig. 1.26, where two artificial landmarks are successfully detected after only one iteration of the genetic search. Fig. 1.25 b illustrates the case where both kinds of landmarks were present in the captured image; in this case two runs of the algorithm were needed to identify both landmarks.

![Fig. 1.25. Real mission example 1. example 2](image)

![Fig. 1.26. Learnt segmentation results 1](image)
1.6.2 Room Identification

The first high-level skill developed for the robot is the topological identification of a room, using the landmarks detected inside it. This skill is really useful when the robot does not know its initial position during the starting of a mission. Other applications are making topological landmark maps of rooms, and confirming that when the robot enters a room this is truly the expected one. This makes topological navigation more robust, since it helps avoiding the robot to get lost. The philosophy used for this skill is as follows. When the robot is in a room, it uses a basic skill for going towards the room center (coarsely), using a laser telemeter (this only pretends put the robot away from walls and give it a wide field of view). Then, the robot alternates the “rotate left” and the developed “landmark detection” skills to accomplish a full rotation over itself while trying to detect the landmarks present, as follows. The robot stops, search for all the possibly present landmarks (in our case, green circles, fire system signs and emergency exit signs) and stores the detected ones. Then rotates a certain angle (calculated with the focal distance to cover the full scene), stops, stores detected landmarks, makes a new search, and so on. Symbolic content of landmarks having it is extracted and also stored. The result is a detected landmark sequence, with relative rotation angles between them, which is the “landmark signature” of the room. This signature can be compared with the stored ones to identify the room, or to establish that it is an unknown one and it can be added to the navigation chart.

As an example, let us consider the room 1.3C13, shown in Fig. 1.27. There is only one natural landmark that has been learned by the system, a fire extinguisher sign (indicated by a black square), so artificial landmarks (green circles, indicated as black ovals) were added to the room to increase the length of the landmark signature. Images captured by the robot during a typical sweep are presented in Fig. 1.27, where the image sequence is from right to left and top to bottom. All landmarks have been detected, marked in the figure with dotted black rhombus. Note that the fire extinguisher sign is identified first as a generic fire system one, and then confirmed as a fire extinguisher one by interpreting its symbolic content (the fire extinguisher icon).
The obtained landmark sequence (room signature) is presented in Fig. 1.28, where GC stands for “green circle” and FE for “fire extinguisher” signs. Rotated relative angles (in degrees) between detections are included, since there is no absolute angle reference.

The detection system is designed in such a way so it has a very low probability of false positives, but false negatives can be caused by occlusion by moving obstacles or a robot position very different to the one from where the landmark signature was stored. So the signatures matching algorithm for room identification must manage both relative angle variations and possible lack of some landmarks. A custom algorithm is used for that.

### 1.6.3 Searching for a Room

The second high-level skill developed is room searching. Here, the robot has to move through the corridors looking for a specific room, indicated by a room nameplate. As an example, the robot must search for the room named 1.3C08. To accomplish that, the robot has to detect a room name plate, and read its content. This is not a new idea (see for example [48]),
but it has been applied in practice in very few cases, and only in geometrical navigation approaches. The name of the rooms contains a lot of implicit information. The first number identifies the building, the second number (after the dot) identifies the floor of the building, the letter is the zone of that floor, and the last two digits are the room number. So the reading of a room nameplate allows several critical high-level decisions in topological navigation:

1. If the building number does not match the required one, the robot has to exit the building and enter another one.

2. If the floor number does not match, the robot must search for an elevator to change floor.

3. If the zone letter is wrong, the robot has to follow the corridors, searching for the right letter (see Fig. 1.25).

Once the desired zone is reached, the robot must follow several nameplates until the right number is found. These are correlatives, so it is easy to detect if the desired nameplate is lost, and allows the robot to know the right moving direction along a corridor. Furthermore, the reading of a nameplate at any time implies an absolute topological localization of the robot, since it knows where it is. This avoids the robot to get lost.

Actually, our robot cannot use elevators, so experiments are limited to floor 3. Fig. 1.29 shows a zone map of this floor. The robot uses a topological navigation chart resembling the relations between zones [16], so it can know how to go from one to another zone.

The room search skill follows these steps:

1. Follow any corridor (using a laser telemeter-based “corridor following” skill) searching for a room nameplate.

2. Once detected and read, move again and search for a second one. With these two readings, the robot knows the zone where it is and the moving direction along the corridor (room numbers are correlative).

3. Follow the corridors until the right zone is reached (uses navigation chart of Fig. 1.29), checking room nameplates along the way to avoid getting lost.
4. Once in the right zone, follow the corridor until the desired room is reached. Check room numbers for missing ones.

The image sequence “seen” by the robot once the right zone is reached is shown in Fig. 1.29. It exemplifies the standard navigation along a corridor. The robot ends its mission once 1.3C08 nameplate is read. Note that only nameplates containing the room number are read; nameplates with the name of the people who occupies the room are not (the characters are too small). Of course, they can be read if needed for any task.

Fig. 1.29. Zonal map of University building 1 and Sweep along a corridor

Some kind of algorithm is necessary for comparing the read strings with the stored ones. Since the reading process can introduce mistakes (wrong reading, missing of a symbol, inclusion of noise as a symbol), a string alignment and matching algorithm tolerant to a certain amount of these mistakes should be used. There is dedicated literature on this topic ([36] among others); however, our database is relatively small, so we use a home-made comparative suboptimal algorithm.
Fig. 1.30. navigation examples (a) test 1 (b) test 2
1.6.4 Corridor Navigation Example

A more complex unconstrained navigation problem is presented now. The robot starts in a unknown point of the building, and it must reach a specific location. In this example, the robot starts in the hall between zones B and C, on the third floor of building 1. The robot does not know any of this, and is told to reach room 1.2D01. Fig. 1.30.a presents the landmark distribution and the approximate trajectory (there is no need for odometric measures) described by the robot. The robot does not know its initial position, so it tries to find and read a room nameplate landmark. If it can achieve this, then immediately knows its position (building, zone and office it stands at). In this case, it can't find any one. Then, the “room identification from landmark signature” ability is used. The robot tries to find all the landmarks around it, and compares the obtained landmark sequence with stored ones. Fig. 1.31.a shows an image of this location, taken with the robot’s camera. In this example, again this is not enough, because there are several halls with a very similar landmark signature. The last strategy considered by the robot is entering a corridor (using the laser telemeter) and trying again to read a nameplate. Now this is successful, and the robot reads “1.3C01” in the image shown in Fig. 1.31.b. Once located, the desired action sequence until the objective room is reached is generated. The robot is in the right building, but in the third floor, so it must search for a lift to go down one floor. The topological map indicates it has to follow the C zone corridor, then enter a hall, and search here for a “lift” sign. It follows the corridor, and tries to read the nameplates for avoiding getting lost. If some are missed, it is not a problem, since reading any of the following ones relocates the robot. If desired, other landmarks present in the corridors (like fire extinguisher ones) can be used as an additional navigation aid. When the corridor ends in a new hall (Fig. 1.31.c), the robot launches the room identification ability to confirm that. The hall’s landmark signature includes the lift sign. When this landmark is found and read (Fig. 1.31.d), the robot finishes its path in this floor, and knows that entering the lift lobby is the way to second floor. Our robot is not able to use the lifts, so the experiment ends here.
A more complex situation is tested in a second part of the experiment. The robot is initially headed so it will start moving in the wrong direction (entering zone B instead C, see Fig. 1.30.b). When the robot reads the first nameplate in B zone (“1.3B12”) realizes the wrong direction and heads back to C zone corridor, and then follows it like before. Furthermore, this time several landmarks (including the lift one) have been occluded for test purposes. The robot can not recognize the hall, so it heads for the new corridor, corresponding to D zone. When a nameplate is read, the robot knows it has just passed the desired hall and heads back for it. The experiment ends when the robot assures it is in the right hall, but unable to find the occluded lift sign.

1.7 Practical Limitations through Experiments

Exhaustive tests have been done to the system to evaluate its performances and limitations. All tests have been carried out with real 640x480 color images, without illumination control. The following points present some limitations to the object detection. If the object in the image complies with these limitations, it will surely be detected. The detection will fail if the limitations are exceeded. On the other hand, false positives (detecting an
object that is not present in the image) are very difficult to occur, as a consequence of the particularizations made and the autonomous training with real images. No search is tried if no ROI are detected, and restrictive conditions for accepting the results are used. Unless otherwise specified, the failure conditions are for false negatives.

### 1.7.1 Illumination Conditions

The system is extremely robust to illumination conditions, as a consequence of:

1. HSL color space is used, separating luminance component from color. Color segmentation is done using relaxed intervals learned from illumination-affected real images. Furthermore, it does not need to be perfect.

2. Normalized correlation minimizes lightning effect in search stage.

3. All related processing thresholds are dynamically selected or have been learned.

Illumination is the main cause of failure only in extreme situations, like strongly saturated images or very dark ones (saturation goes to zero in both cases, and all color information is lost), because no specific ROI are segmented and the search is not launched. This can be handled, if needed, by running the search with general ROI detection, although computation time is severely increased, as established. Strong backlighting can cause failure for the same reason, and so metallic brightness. Fig. 1.32 shows several cases where the object is found in spite of difficult lighting conditions, and Fig. 1.33 shows failures. A white circle indicates the presence of the object when not clearly visible.
Fig. 1.32. Object found in difficult illumination conditions: (a) poor, (b) excessive, (c) night

Fig. 1.33. Failures due to extreme illumination conditions: (a) darkness, (b) dense mist, (c) backlight
1.7.2 Detection Distance

The most frequent failure cause is distance to the object. If the object is too far from the camera, it will occupy too few pixels in the image. A minimal object size in the image is needed for distinguishing it. The maximum detection distance is function of the object size and the camera optic focal distance. On the other hand, if the object is too close to the camera, usually part of it will fall outside the image. The consequences are the same that for partial occlusion (section 1.7.3). There is another source for failure. The correlation between the details included in the pattern-windows and the object decreases slowly as the object details became bigger or smaller that the pattern-window captured details. This decrease will make the correlation values fall under the security acceptance thresholds for the detection. Some details are more robust than others, and the object can be detected over a wider range of distances. Relative angle of view between the object and the optical axis translates into perspective deformation (vertical skew), handled with the SKY parameter of the deformable model. This deformation also affects to the object details, so the correlation will decrease as the vertical deformation increases, too. The pattern-windows are taken on a frontal-view image of the object, so detection distance will be maximal in frontal views, and will decrease as angle of view increases. Fig. 1.34 illustrates this: the average correlation of the four pattern-windows for the green circle is painted against the camera position respect to the object in the horizontal plane (the green circle is attached to the wall). The circle is 8 cm diameter, and a 8-48 mm motorized zoom has been used. The effect of visual angle can be reduced if various sets of pattern-windows are used, and switched accordingly to model deformation.

1.7.3 Partial Occlusion

ROI segmentations is barely affected by partial occlusion, it will only change its size. The subsequent search will adjust the deformed model parameter later. The search stage can or can not be affected, depending on the type of occlusion. If the object details used for the matching are not occluded, it will have no effect (Fig. 1.35.b). If one of the four detail zones is occluded, global correlation will descend; depending on the correlation of the other three pattern-windows, the match will be over the acceptance thresholds (Fig. 1.35.a), or will not. Finally, if at least two detail zones are occluded, the search will fail (Fig. 1.35.c), street naming panel).
Fig. 1.34. average pattern-window correlation with distance and angle of view for the green circle. Values under 70% are not sufficient for accepting the detection

Fig. 1.35. Different situations under partial occlusion

1.7.4 Object Morphology

The morphology of the objects to detect is limited by the particularizations made to achieve practical time requirements for the system. The object must be planar (or at least with a relatively small third dimension), or a face of a 3D object. The suppression of the rotation degree of freedom causes that only objects appearing always with the same orientation are detected (although some rotation can be handled by the vertical deformation d.o.f.). Object shape has no restrictions, since the base deformable model only encloses the object; particular shape features will be used for the object search process. Color segmentation requires that objects one wants to
include in the same class must share a similar color, independent of its extension or location inside the object. Also object specific detail requires some common details shared by objects pretended to belong to the same class. If these requirements are not satisfied, trying to include too different objects in the same class will lead to a weak and uncertain learning; this can be detected during the learning process (the associated scoring functions will have low values).

1.7.5 Defocusing

Defocusing must be taken into account in real applications, where image capture conditions are not strictly controlled. Optic focusing can be inexact, or relative movement between camera and object can make it to appear blurred if image capture integration time is too high; furthermore, interlaced CCD video cameras capture odd and even fields in different time instants, so they also are affected by movement. A high gain, progressive scan CCD color camera, model CV-M70 from JAI, has been used for the system evaluation to minimize movement effects, for example if the camera is mounted onboard a vehicle (one of the potential application fields). Defocusing only affects color segmentation by changing segmented contours, but this is corrected by the genetic object search. The correlation used for the searching process can be affected under severe defocusing, especially if the learned pattern-windows contain very thin and precise details, which can be destroyed by blur. However, the learning process along a wide set of real examples of the objects tries to minimize this effect (excessive thin details are not always present in the images).

1.8 Conclusions and Future Works

A practical oriented, general purpose deformable model-based object detection system is proposed. Evolutionary algorithms are used for both object search and new object learning. Although the proposed system can handle 3D objects, some particularizations have been done to ensure computation times low enough for real applications. 3D extension is discussed. The system includes a symbolic information reading stage, useful for a wide set of informative panels, traffic signs and so on. The system has been developed and tested using real indoor and outdoor images, and several example objects have been learned and detected. Field experiments
have proven the robustness of the system for illumination conditions and perspective deformation of objects, and applicability limits have been explored. Potential application fields are industrial and mobile robotics, driving aids and industrial tasks. Actually it is being used for topological navigation of an indoor mobile robot and for a driver assistance system [17]. There are several related works in the literature in the line exploited in the present article, showing this is an active and interesting one. Aoyagi and Asakura [1] developed a traffic sign recognition system; circular signs are detected with a GA and a NN classifies it as speed sign or other; a 3 d.o.f. circle is matched over a luminance-binarized image for the sign detection. Although seriously limited, includes several interesting concepts. GA initialization or time considerations are not covered. Minami, Agbanhan and Asakura [32] also uses a GA to optimize a cost function evaluating the match between a 2D rigid model of an object’s surface and the image, considering only translation and rotation. Cost function is evaluated over a 128x120 pixel grayscale image. It is a very simple model, but the problem of where to select the object specific detail over the model is addressed, concluding that inner zones of the model are more robust to noise and occlusion. In our approach, detail location inside the basic model is autonomously learned over real images. Mignotte et al. [35] uses a deformable model, similar to our 2D presented one, to classify between natural or man-made objects in high-resolution sonar images. The model is a cubic B-spline over control points selected by hand, that is tried to adjust precisely over sonar cast-shadows of the objects. This is focused as the maximization of a PDF relating the model and the binarized (shadow or reverberation) image by edges and region homogeneity. Various techniques are compared to do this: a gradient-based algorithm, simulated annealing (SA), and an hybrid GA; the GA wins the contest. Unfortunately, the application is limited to parallelepipedal or elliptical cast shadows, are multiple object presence is handled by launching a new search. Furthermore, using a binary image for cost function evaluation is always segmentation-dependant; in our approach, correlation in grayscale image is used instead. This chapter shows the usefulness of this new landmark detection and reading systems in topological navigation tasks. The ability of using a wide spread of natural landmarks gives great flexibility and robustness. Furthermore, the landmark reading ability allows high level behaviors for topological navigation, resembling those used by humans. As the examples have shown the robot need not to know its initial position in the environment, it can recover of initial wrong direction and landmark occlusion to reach the desired destination. A new color vision-based landmark learning and recognition system is presented in this chapter. The experiments carried out
have shown its utility for both artificial and natural landmarks; furthermore, they can contain written text. This text can be extracted, read and used later for any task, such as high level localization by relating written names to places. The system can be adapted easily to handle new landmarks by learning them, with very little human intervention (only providing a training image set). Different text styles can be read using different sets of neural classifier weights; these sets can be loaded from disk when needed. This generalization ability is the relevant advantage from classical rigid methods. The system has been tested in an indoor mobile robot navigation application, and proved useful. The types of landmark to use are not limited a-priori, so the system can be applied to indoor and outdoor navigation tasks. The natural application environments of the system are big public and industrial buildings (factories, stores, etc.) where the pre-existent wall signals may be used, and outside environments with well-defined landmarks such as streets and roads. This chapter presents some high-level topological navigation applications of our previously presented visual landmark recognition system. Its relevant characteristics (learning capacity, generality and text/icons reading ability) are exploited for two different tasks. First, room identification from inside is achieved through the landmark signature of the room. This can be used for locating the robot without any initialization, and for distinguishing known or new rooms during map generation tasks. The second example task is searching for a specific room when following a corridor, using the room nameplates placed there for human use, without any information about distance or location of the room. The textual content of the nameplates is read and used to take high-level control decisions. The ability of using preexistent, human-use designed landmarks, results in a higher degree of integration of mobile robotics in everyday life.
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Abstract. The term foveated vision refers to sensor architectures based on smooth variation of resolution across the visual field, like that of the human visual system. The foveated vision, however, is usually treated concurrently with the eye motor system, where fovea focuses on regions of interest (ROI). Such visual sensors expected to have wide range of machine vision applications in situations where the constraint of performance, size, weight, data reduction and cost must be jointly optimized. Arguably, foveated sensors along with a purposefully planned acquisition strategy can considerably reduce the complexity of processing and help in designing superior vision algorithms to extract meaningful information from visual data. Hence, understanding foveated vision sensors is critical for designing a better machine vision algorithm and understanding biological vision system.

This chapter will review the state-of-the-art of the retino-cortical (foveated) mapping models and sensor implementations based on these models. Despite some notable advantages foveated sensors have not been widely used due to the lack of elegant image processing tools. Traditional image processing algorithms are inadequate when applied directly to a space-variant image representation. A careful design of low level image processing operators (both the spatial and frequency domain) can offer a meaningful solution to the above mentioned problems. The utility of such approach was exemplified through the computation of optical flow on log-mapped images.
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2.1 Introduction

The amount of data that needs to be processed to extract meaningful information using uniform sampling cameras is often enormous and also
redundant in many machine vision applications. For example, in case of autonomous navigation [1, 2], vergence control [3, 4, 5], estimation of time-to-impact [6, 7, 8], object recognition [9, 10, 11] and object tracking [12, 13, 14], one usually needs a real-time coordination between sensory perception and motor control [15]. A biologically motivated sensor along with purposefully planned acquisition strategy can considerably reduce the complexity of processing. Hence, the main theme behind developing a space-variant sensor is to establish an artificial vision and sensory-motor coordination. The aim could also be to understand how the brain of living systems sense the environment also transform sensory input into motor and cognitive functions by implementing physical models of sensory-motor behaviors.

Studies on primate visual system reveal that there is a compromise which simultaneously provides a wide field of view and a high spatial resolution in the fovea. The basis of this compromise is the use of variable resolution or Foveated vision system [16]. The term Foveated vision refers to sensor architectures based on smooth variation of resolution across the visual field, like that of the human visual system. Like the biological retina, sensor with a high resolution fovea and a periphery whose resolution decreases as a function of eccentricity can sample, integrate, and map the receptor input to a new image plane. This architecture is an efficient means of data compression and has other advantages as well. The larger receptive fields in the periphery integrate contrast changes, and provide a larger separation for sampling the higher velocities. Their elegant mathematical properties for certain visual tasks also motivated the development of Foveated sensors. Foveated architectures also have multi-resolution property but is different from the pyramid architecture [17]. Despite some notable advantages space-variant sensors have not been widely used due to the lack of elegant image processing tools.

Nevertheless, the use of space-variant visual sensor is an important factor when the constraint of performance, size, weight, data reduction and cost must be jointly optimized while preserving both high resolution and a wide field of view. Applications scenarios of such sensors include:

- Image communication over limited bandwidth channels such as voice-band telephony [18] and telepresence [19, 20].
- Surveillance applications for public spaces (e.g., intelligent highway applications, factories, etc.) [21] and private spaces (e.g., monitoring vehicles, homes and etc.)[22].
- Applications in which visible or infra-red camera system is used to analyze a large work area [23], and communicate the scene interpretation to a human observer via non-visual cues.
- Field applications (for example, agriculture, forestry, and etc.) in which identification and classification from a wide field of view must be performed by a small, low power portable system and communicated to the human user.
- Autonomous and tele-operated vehicle control.

The broad range of applications mentioned above is by no means exhaustive, rather, an indication of the potential advantages that a biologically motivated design can offer to the large segment of machine vision and image communication. Although many difficult problems are confronted in the application of a space-variant sensor, one is motivated by the example of biological vision, the useful geometric characteristics and elegant mathematical properties of the sensor mapping, favorable space-complexity and synergistic benefits which follows from the geometry as well as from the mapping.

The physiological and perceptual evidence indicates that the log-map image representations approximates the higher vertebrate visual system quite well and have been investigated by several researchers during the past several decades (for example, [24, 25, 26, 27, 28]). Apart from these, a variety of other space-variant sensors has been successfully developed (for example, ESCHeR [29, 30]), and has been used for many machine vision tasks with a proven record of success and acceptable robustness [31, 32]. The problem of image understanding takes a new form with foveated sensor as the translation symmetry and the neighborhood structure in the spatial domain is broken by the non-linear logarithmic mapping. A careful design of low level image processing operator (both the spatial and frequency domain) can offer a meaningful solution to the above problems. Unfortunately, there has been little systematic development of image understanding tools designed for analyzing space-variant sensor images.

A major objective of this chapter is (i) to review the state-of-the-art of foveated sensor models and their practical realizations, and (ii) to review image processing techniques to re-define image understanding tools to process space-variant images. A review catadioptric sensor [33, 34, 35, 36, 37] and panoramic camera [38, 39] which also share similar characteristics i.e., variable resolution and wide field of view were not included. The rest of the chapter is organized as follows. Section 2 review the retino-cortical mapping models reported in the literature. The synergistic benefits of log-polar mapping were presented in Section 3.Following this; Section 4 presents the sensor implementations to date to provide a picture of the present state-of-the-art of the technology. Subsequently, discussions on the space-variant form of the spatial and frequency-domain image processing operators to process space-variant images were presented in Section 5 Section 6 presents the space-variant form of classic vision algorithms (for example,
optical flow on log-mapped image plane). The utility of the biologically motivated sensors were discussed in Section 7 and finally, Section 8 concludes the chapter with few concluding remarks.

2.2 A Review of Retino-cortical Mapping Models

The visual system has the most complex neural circuitry of all sensory systems. The flow of visual information occurs in two stages [40]: first from the retina to the mid-brain and thalamus, then from thalamus to the primary visual cortex. Although, the primate eye has components serving functions similar to those of standard video cameras – the eye’s light transduction component, the retina, differs greatly from its electronic counterpart. Primate visual field has both binocular and monocular zones. Light from the binocular zone strikes the retina in both eyes, whereas light from the monocular zone strikes the retina only in the eye on the same side. The retina responds to the light intensities over a range of at least 5 orders of magnitude which is much more then standard cameras. Structurally, the retina is a three layer membrane constructed from six types of cells (for details please see [41]). The light transduction is performed at the photoreceptors level, and the retinal output signals are carried by the optic nerve which consists of the ganglion cell axons. The ganglion cell signals are connected to the first visual area of the cortex (V1) via an intermediary body.

The investigation of the space-variant properties of the mammalian retino-cortical mapping dates back to the early 1940s. In 1960s Daniel et. al. [42] introduced the concept of cortical magnification factor $\mu_c$, measured in millimeters of cortex per degree of visual angle, in order to characterize the transformation of visual data for retinal coordinates to primary visual cortex. The magnification factor is not constant across the retina, but rather varies as a function of eccentricity. Empirically, the cortical magnification factor has been found to be approximated by [43]

$$\mu_c(\rho) = \frac{C_1}{1 + C_2 \rho},$$  \hspace{1cm} (1)

where $\rho$ is the retinal eccentricity measured in degrees, and $C_1$ and $C_2$ are experimentally determined constants related to the foveal magnification and the rate at which magnification falls off with the eccentricity, respectively. Integrating Equation (1) yields a relationship between the retinal eccentricity and cortical distance $r$
To obtain an understanding of the variable resolution mechanism involved in the retina-to-cortex data reduction, one needs to understand the different aspects of the primate visual pathways (see [40] for details). Researchers from inter-disciplinary fields have been investigating this issue for quite some time and Schwartz [43] has pointed out that the retino-cortical mapping can be conveniently and concisely expressed as a conformal transformation, i.e., the \( \log(z) \) mapping. This evidence does not by any means paint a complete picture about the processing and extent of data reduction performed by the retina. Nevertheless, it lays the foundation for the retino-cortical mapping models reviewed in this paper. Conceptually, the \( \log(z) \) retino-cortical model consists of considering the retina as a complex plane with the center of fovea corresponding to the origin and the visual cortex as another complex plane. Retinal positions are represented by a complex variable \( z \), and the cortical position, by a complex variable \( \Omega \). The correspondence between these two planes is dictated by the function \( \Omega = \log(z) \). The mapping model \( \Omega = \log(z) \), has a singularity at the origin i.e. at \( z = 0 \), which complicates the sensor fabrication.

To avoid the singularity at origin and to fabricate a physical sensor, Sandini et. al. [27, 44, 45] have proposed a separate mapping models for the fovea and the periphery. These mappings are given by equations (3) and (4) for continuous and discrete case, respectively:

\[
\begin{align*}
\eta &= q \theta, \\
\xi &= \log_a \frac{\rho}{\rho_0} - \rho,
\end{align*}
\]

\[
\begin{align*}
\eta &= q \theta_j, \quad j \in \left[ 1, \ldots, N_{\text{ang}} \right], \\
\xi &= \log_a \frac{\rho}{\rho_i} - i \in \left[ 1, \ldots, N_{\text{circ}} \right],
\end{align*}
\]

where \((\rho, \theta)\) are the polar coordinates and \((\xi, \eta)\) are the log-polar coordinates. In the above expressions \( \rho_0 \) is the radius of the innermost circle, \( 1/q \) corresponds to the minimum angular resolution of the log-polar layout,

\[1\] A conformal mapping is a function of complex variable which has the property of preserving relative angles. Mathematically, a function \( \Omega = f(z) \), where \( \Omega \) and \( Z \) are complex variables, is conformal at the point \( Z \) if it is analytic at point \( z \) and its derivative at \( z \) is non-zero.
and $p$, $q$ and $a$ are constants determined by the physical layout of the CCD sensor that are related to the conventional Cartesian reference system by:

$$x = \rho \cos \theta \quad \text{and} \quad y = \rho \sin \theta .$$

Though this method provides an easy way to construct a physical sensor, the fovea-periphery discontinuity is a serious drawback. In addition, the mapping is not conformal over the range of the sensor, which is an important factor in developing tools to process space-variant images.

Alternatively, Schwartz [46] proposes a modified mapping, $\Omega = \log(z + a)$ and shows that by selecting an appropriate value for $a$ ($a$ is a real number in the range of $0.3 \sim 0.7$ [47]), a better fit to retinotopic mapping data of monkeys and cats can be obtained [48]. As opposed to the $\log(z)$ model $\log(z + 1)$ provides a single output image. With modified mapping, the singularity problem, the need for uniform resolution patch in the fovea and the fovea-periphery boundary problems, is eliminated. To perform the mapping, the input image is divided into two half-planes along the vertical mid-line. The mapping for the two hemi-fields can be concisely given by the equation

$$\Omega = \log(z + ka) - \log(a) , \quad (\text{5})$$

where $z = x + iy$ is the retinal position and $\Omega = \xi + i\eta$ is the corresponding cortical point, while $k = \text{sgn} \ x = \pm 1$ indicates left or right hemisphere. The combined mapping is conformal within each half plane$^2$.

In a strict mathematical sense, the properties of scale and rotation invariance are not present in the mapping. However, if $|z| \gg a$, then $\log(z + a) \approx \log(z)$, and therefore, these properties hold. Also, since the $\log(z + a)$ template has a slice missing in the middle, circles concentric with and rays through the foveal center do not map to straight lines. To the best of our knowledge, no physical sensor exists which exactly mimics this model, but there are emulated sensor that approximates this model [24].

Another attempt to combine peripheral and foveal vision has been reported in [49] using specially designed lens. The lens characteristics are principally represented by the projection curve expressed in Equation (6), which maps the incident angle $\Theta$ of a sight ray entering the camera to $r(\Theta)$, the distance of the projected point on the image plane from the image center. This curve has been modeled in three distinct parts to provide wide and

$^2$ Note that this is similar to the anatomy of the brain: The two sides of this mapping are in direct correspondence with the two hemispheres of the brain.
high resolution images: a standard projection in the fovea, a spherical one in the periphery and a logarithmic one to do a smooth transition between the two:

\[
\begin{align*}
    r(\Theta) &= \begin{cases} 
        f_1 \tan \Theta, & 0 \leq \Theta \leq \Theta_1 \\
        \log_a(f_2 \Theta) - p, & \Theta_1 \leq \Theta \leq \Theta_2 \\
        f_3 \Theta + q, & \Theta_2 \leq \Theta \leq \Theta_{\text{max}}
    \end{cases}
\end{align*}
\]

where \( q, p \) and \( a \) are constants computed by solving continuity conditions on zeroth and first order derivatives, \( f_1, f_2 \) and \( f_3 \) are the respective focal length (in pixels) of the three projections and \( \Theta_1, \Theta_2 \) and \( \Theta_{\text{max}} \) are angular bounds.

It combines a wide field of view of 120 degree with a very high angular resolution of 20 pixels per degree in the fovea. Those properties were achieved by carefully assembling concave and convex optics sharing the same axis. Despite the complexity of its optical design, the physical implementation of the lens is very light and compact, and therefore suitable for active camera movement such as saccade and pursuit.

### 2.3 Synergistic Benefits

There are a number of synergistic benefits which follows from a biologically motivated (i.e., complex log-mapping, log-polar, etc.) sensor. Like the human eye, a foveated sensor does not require a high quality optics off-axis, as conventional cameras do, since peripheral pixels are in effect low-pass filters. The complex log-mapping also provides a smooth multi-resolution architecture [47] which is in contrast with the truncated pyramid architecture\(^3\) that is common in machine vision [17]. The scale and rotation invariant properties of the mapping simplifies the calculation of radial optical flow of approaching objects, allowing the system to quickly calculate the time to impact. The selective data reduction is helpful in reducing the computation time and is useful in many image analysis and computer vision application.

A mentioned earlier, retino-cortical mapping model provides a scale and rotation invariant representation of an object. The scale and rotation invariance of the transformation is illustrated (see Fig 2.1) by mapping bars of various size and orientation from standard Cartesian representation to a

---

\(^3\) The truncated pyramid architecture provides a data structure which is coarsely sampled version of the image data.
cortical representation. Figure 2.1 shows the results of the on center bars and the off-center bars. Clearly, the mapping (cortical representation) produce results which is independent of the size and orientation of the bar. It is important to note that the above properties hold if the rotation and scaling are centered about the origin of the complex-plane. This is due to the fact that the inertial axis is not unique, and can be ambiguous. The scale and rotation invariance property is of paramount importance and can be used to improve form invariant shape/object recognition. Traditional shape/object recognition schemes (i.e., template-matching and etc.) suffer from the variance of the size and the orientation of an object. The retinotopic mapping model of the form-invariant shape recognition approach may help in recognition of two-dimensional shapes independently from their position on the visual field, spatial orientation, and distance from the sensing device. The complex log-mapping has some favorable computational properties. It embodies a useful isomorphism between multiplication in its domain and addition in its range. It has line-circle duality, which may be an interesting property for finding invariant features in the processing of space-variant images. For an image sensor having a pixel geometry given by $\Omega = \log(z)$, image scaling is equivalent to radial shifting and image rotation is equivalent to annular shifting. Let us assume that the image is scaled by some real amount $S$, which can be written as $re^{j\theta} \rightarrow Sre^{j\theta}$. Applying the log-mapping one would obtain,

$$\log(S, re^{j\theta}) = \log S + \log r + j\theta. \quad (7)$$

Similarly, rotating the image by an angle $\alpha$ can be written as $re^{j\theta} \rightarrow re^{j(\theta + \alpha)}$. A log-mapping leads to a relation,

$$\log(re^{j(\theta + \alpha)}) = \log r + j(\theta + \alpha). \quad (8)$$

From equations (7) and (8) it is clear that scaling and rotation produces a shift along the radial and the annular directions, respectively.

---

4 The log-mapping transforms lines and circles onto each other.
To illustrate further, a geometrical interpretation of the above concepts is shown in Fig. 2.2. Consider a circle that is originating at the center of the fovea (see Fig. 2.2(a)), maps on to a straight vertical line in the peripheral grid (see Fig. 2.2(b)). An increase of the radius of the circle in the Figure 2.2(a) resulted in a shift in the Figure 2.2(b). Rotating a ray about the origin (see Fig. 2.2(c)) produces a shift as shown in Fig. 2.2(d). These properties of the log-mapping have been successfully utilized with regard to the computations in a moving visual field [7]. These properties can also be exploited for the detection of general straight lines, line segments, and circles through the foveation point.

While the use of the log-mapping greatly simplifies the rotation and scale invariant image processing, it significantly complicates the image translation (see Fig. 2.3). The vertical contours representing horizontal translation in the input image Fig. 2.3(a) result curved contours in the log-polar image shown in Fig. 2.3(b). Similarly, Figs. 2.3(c) and 2.3(d) exemplify the effect of vertical translation. It is evident that spatial neighborhood structure in the spatial domain is broken by the space-variant properties of the sensor. Traditional image processing techniques do not hold when applied directly to a space-variant image representation.
Apart from the elegant mathematical properties, logarithmic mapping greatly simplify several visual tasks. In [50, 51] it has been shown how the mapping simplifies the computation of depth from motion for a moving camera in a stationary world. Sandini et. al [52] demonstrated how the scale and rotation invariant properties of the mapping simplifies the calculation of radial optical flow of approaching objects, allowing the system to quickly calculate the time to impact. Centrifugal flow, which signals a forward approach and hence a decrease in viewing distance, has recently been shown to elicit increased convergence, while centripetal flow, which signals the converse, elicits decreased convergence [53]. In [3] Capuro et. al. proposed the use of space-variant sensing, as an alternative imaging geometry for robot vision systems. Interestingly enough the choice of this geometry reduces the amount of visual information to be processed without constraining the visual field size, nor the resolution, and allow for more simplified techniques. It has also been shown that logarithmic mapping, in particular, log-polar representation provides a computationally efficient way of encoding visual inputs with advantages for extracting correlations between binocular images without the need to derive disparity explicitly [3, 54]. In [5], it has been shown that applying correlation techniques on log-polar images produce much better results than standard Cartesian images. It has been argued that the correlation between two log-polar images corresponds to the correlation of Cartesian images weighted by the inverse distance to the image center. Hence, the characteristic of the implicit weighting function (dominance of the areas close to the image center) provides a measure of focus of attention. Space-variant sensors implicitly enhances objects that happen to lie close to the fixation point and through this provides a pre-categorical, fast selection mechanism which requires no additional computation [53].

In a recent study [54] by Sandini et. al. it has been suggested that a reciprocal interaction between biologists and computer vision scientists on a common ground may highlight more synergies. For an example, in a recent study on gaze stabilization mechanisms in primates that deal with the problems created by translational disturbances of the observer were introduced in the context of robotic control. It was found that robots have benefited from inertial sensors that encode the linear as well as angular accelerations of the head just as the human occulomotor does.
Fig. 2.2: Duality of log-mapping: (a) and (c) shows retinal image (complex image representation, i.e., $z = x + jy = re^{j\theta}$) while (b) and (d) shows cortical images (i.e., log-mapped images). Circles centered at the origin as shown in (a) maps onto lines in (b). Rotating a ray about the origin of (c) results in a shift in (d).

Fig. 2.3: Translation properties of log-mapping: of similar image representation as shown in Fig. 2.2. (a) horizontal translation, (b) the corresponding log-polar image, (c) and (d) shows similar images for vertical translation.
2.4 Space-variant Vision Sensor

With the introduction of biological concepts, the space-variant vision architecture and issues related to this is gaining momentum, especially in the field of robotic vision and image communication. In designing a visual sensor for an autonomous robot or any other visual system in which the constraints of performance, size, weight, data reduction and cost must be jointly optimized, five main requirements are imposed: (1) a high resolution fovea for obtaining details in the region of interest, (2) a wide field of view useful for many tasks, for example, interest point determination, (3) fast response time\(^5\), (4) smooth variation of resolution across the visual work space and finally, (5) the cost, size and performance\(^6\) of the sensor.

To develop a space-variant vision sensor, several attempts to combine peripheral and foveal vision have already been made in the past decades. For example, space-variant image sampling [55] and combination of wide and tele cameras [56, 57], but such methods are not discussed in this chapter as they do not fit in to the context of our discussion. Studies reveal that there are mainly two types of space-variant sensors available and the clarification of this issue will go a long way towards clarifying several basic issues. First, one could work in ‘cortical’ plane, which has fundamentally different geometry than the ‘retina’, but in which the size of the pixels increases towards the periphery. Second, one in which the image geometry is still Cartesian, but retains the same space-variance in the pixel structure. Successful efforts in developing space-variant sensors are summarized in subsequent subsections.

2.4.1 Specially Designed Lens

This approach combines a wide field of view and a high resolution fovea by specially designed lens. The purely optical properties of this method avoid most of the problems involved in space-varying sensor design and implementation, e.g., co-axial parallelism, continuity, hardware redundancy and computational cost. The foveated wide-angle lenses to build space-varying sensors reported in [29] follow the design principles proposed in [58], while improving visual acuity in the fovea, and providing a

---

\(^5\) Low space-complexity i.e. a small fast to process output image. The space complexity of a vision system is a good measure of the computational complexity, since the number of pixel which must be processed is the space-complexity. Thus, even though the space-complexity does not entirely determine the computational complexity (which depends on many factors and specification of the algorithm), it is believed that the computational complexity is likely to be proportional to space-complexity.

\(^6\) The sensor must preserve the translational and rotational invariance property.
constant, low image compression rate in the periphery which can be useful for periphery-based motion detection. Drawbacks associated with this kind of approach include low photo-sensitivity in the periphery and strong optical deformations in the images that can be challenging for object recognition algorithms. We describe an instance of a complete system in the next subsection to introduce the reader to the related development.

It is important to note that getting an space-varying sensor itself does not solve the problem, the very spirit it has been chosen. It is important to place them strategically (like human visual system), i.e., we need proper platform to make the information extraction process easier. One such architecture is ESCHeR, an acronym for El Stereo Compact Head for Robot vision, is a custom designed high performance binocular head [59]. Its functionalities are very much inspired by the physiology of biological visual systems. In particular, it exhibits many characteristics similar to human vision: Certainly, the most distinguishing and unique feature of ESCHeR lies in its lenses. Although rarely found in robotic systems, foveal vision is a common characteristic of higher vertebrates. It is an essential tool that permits both a global awareness of the environment and a precise observation of fine details in the scene. In fact, it is also responsible to a great extent for the simplicity and robustness of the target tracking.

ESCHeR was one of the first binocular heads that combines high dynamic performance, in a very compact and light design, with foveal and peripheral vision. The lenses provide the ability to globally observe the environment and precisely analyze details in the scene, while the mechanical setup is capable of quickly redirecting the gaze and smoothly pursue moving targets.

**Fig. 2.4: ESCHeR, a high performance binocular head.** A Picture of ESCHeR (left), the lens projection curve (middle), and an image of a face (right) taken with its foveated wide-angle lenses (adopted from [60])
2.4.2 Specially Designed Chips

This foveated sensor has been designed by several groups from the University of Genoa, Italy, University of Pennsylvania, USA, Scoula Superore S Anna of Pisa, and has been fabricated by IMEC in Leuven, Belgium [61, 62, 63]. It features a unique concept in the VLSI implementation of a vision chip. The foveated chip, which uses a CCD process, mimics the physically foveated retina of human. This approach in designing a foveated sensor adopts a distribution of receptors of size gradually increasing from the center to the periphery. The chip has a foveated rectangular region in the middle with high resolution and a circular outer layer with decreasing resolution. This mapping provides a scale and rotation invariant transformation. The chip has been fabricated using a triple-poly buried channel CCD process provided by IMEC. The rectangular inner region has 102 photo-detectors. The prototype has the following structure: the pixels are arranged on 30 concentric circles each with 64 photosensitive sites. The pixel size increases from 30 micron × 30 micron to 412 micron × 412 micron from the innermost circle to the outermost circle. The total chip area is 11 mm × 11 mm. The video acquisition rate is 50 frames per second. The total amount of information stored is less than 2 Kbytes per frame. Thus, the chip realizes a good trade-off between image resolution, amplitude of the visual field and size of the stored data. In references [61, 62, 63] other aspects of the design, such as read-out structures, clock generation, simple theories about the fovea, and hardware interface to the chip are described.

The foveated CMOS chip designed by by the IMEC and IBIDEM consortium [Ferrari et al. 95b, Ferrari et al. 95a, Pardo 94], and dubbed “FUGA”, is similar to the CCD fovea described in Section 2.11 [van der Spiegel et al. 89]. The rectangularly spaced foveated region in the CCD retina has been replaced by reconfiguring the spatial placement of the photo-detectors. As a result of this redesign, the discontinuity between fovea and the peripheral region has been removed. In the CCD retina a blind sliced region (for routing the clock and control signals) exists. In the FUGA18 retina the need to this region has been removed by routing the signals through radial channels.

A latest version of the sensor has been designed by the IMEC and IBIDEM consortium using [64, 62] the CMOS technology, without compromising the main feature of the retina-like arrangement. In the CCD retina a blind sliced region (for routing the clock and control signals) exists but in CMOS version this has been removed by routing the signals through radial channels. Several versions of the FUGA chip with different sizes have been designed and manufactured by IMEC. Most recent version of
this sensor 30,000 pixels, a figure allowing a 3 to 4 times increase with respect to the old CMOS chip which has 8,013 pixels. The color version of the chip was obtained by micro-deposition of filters over the monochromatic layout. The pixel’s layout is the same as the IBIDEM retina and is composed of 8,013 pixels.

Wodnicki et. al. [65, 66] have also designed and fabricated a foveated CMOS sensor. The fovea photo-detectors are uniformly spaced in a rectangle and the periphery photo-detectors are placed in a circular array. The pixel pitch in the fovea is 9.6µm in a 1.2µm process. This degree of resolution requires substrate biasing connection to be located outside of the sensor matrix. Photo-detectors have been realized using circular parasitic well diodes operating in integrating mode. Biasing is accomplished with a ring of p4 diffusion encircling the sensor matrix. The area of the photo detector in the circular outer region increases exponentially, resulting in the log-polar mapping. The chip has been fabricated in a 1.2µm CMOS process. It has 16 circular layers in the periphery. The chip size is 4.8 mm × 4.8 mm.

2.4.3 Emulated Chips

Apart from the above, few other emulated sensor implementation has been reported in the literature. For example, the AD2101 and TI320C40 are DSP’s used in cortex I and cortex II [67], respectively, with conventional CCD (e.g., Texas-Instruments TC211 CCD used in Cortex-I) to emulate log-map sensor. The \( \log(z + a) \) mapping model has been used instead of mapping the foveal part with polar mapping and periphery with logarithmic mapping. This ensures the conformality of the mapping at the cost of managing a discontinuity along the vertical-midline. In a similar manner, another log-map sensor using an overlapping data reduction model has been reported in [41]. Next section focuses on image understanding tools to analyze space-variant images; in particular, the log-mapped images.

2.5 Space-variant Image Processing

This chapter discusses the space-variant image processing in a deterministic framework. Humans are accustomed in thinking of an image as a rectangular grid of rectangular pixel where the connectivity and adjacency are well defined. The scenario is completely different for a space-variant image representation. Consequently, image processing and pattern recognition algorithms become much more complex in space-variant systems than
in standard imaging systems. There are several reasons for this, namely, the complex neighborhood connectivity and the lack of shift invariant processing. It is important to keep in mind that there are two types of space variance and the clarification of this issue will go a long way towards clarifying several basic issues. First, one could work in a ‘retinal plane’ in which the image geometry is still Cartesian, but the size of the pixels increases towards the periphery. Second, one could work in a ‘cortical’ plane, which has a fundamentally different geometry than the ‘retina’, but retains the same space-variance in the pixel structure. Fig. 2.5 shows an example of a log-polar mapped image. From Fig. 2.5 it is readily seen that image feature changes size and shape as it shifts across the field of a space-variant sensor. The frequency-domain and the spatial domain image processing techniques to process such a complicated image are reviewed in subsequent subsections.

2.5.1 Space-variant Fourier Analysis

As mentioned earlier, the shift-invariant property of the Fourier transform does not hold since translation symmetry in the spatial domain is broken by the space-variant properties of the map. It has been shown in [68, 69] that it is indeed possible to solve the seemingly paradoxical problem of shift invariance on a strongly space variant architecture. The following subsections will systematically discuss the related developments.

Fig. 2.5: Illustration of complex neighborhood: (a) standard camera image, (b) retinal plane representation of log-mapped image, (c) cortical plane representation of the log-mapped image. The white line shows how the oval shape maps in log-mapped plane
2.5.1.1 The Generalized Chirp Transform

Given a one dimensional signal \( f(x) \) and an invertible mapping or transformation \( \Omega : x \rightarrow \xi, \Omega \in C^1 \), the Fourier transform of \( f(x) \)

\[
F(\xi) = \int_{-\infty}^{\infty} f(x) e^{-j2\pi\xi x} \, dx.
\] (9)

By using the Jacobian in the \( \xi \) space and by changing the notation one can obtain,

\[
E(f) = \int_{-\infty}^{\infty} f(x(\xi)) \frac{\partial x(\xi)}{\partial \xi} e^{-j2\pi\xi(\xi)} d\xi.
\] (10)

Defining a kernel as \( \kappa(f, \xi) = \frac{\partial x(\xi)}{\partial \xi} e^{-j2\pi\xi(\xi)} \), and rewriting equation (10) one can get,

\[
E(f) = \int_{-\infty}^{\infty} f(x(\xi)) \kappa(f, \xi) d\xi.
\] (11)

The integral equation (11) is called the exponential chirp transform. A close look at this equation reveals that the transform is invariant up to a phase under translation in the \( x \) domain. This follows from the Fourier shift theory which is simply transformed through the map function.

2.5.1.2 1-D Continuous Exponential Chirp Transform (ECT)

Let us consider the 1-D transformation \(^7\) of the following form:

\[
\xi(x) = \begin{cases} 
\log(x + a) & x \geq 0, \\
2\log(a) - \log(-x + a) & x < 0.
\end{cases}
\]

For which the kernel as in equation (11) is

\[
e^{\xi - j2\pi(x-a)} \quad \xi \geq \log(a) \\
an^2 e^{-\xi - j2\pi(a-a^2e^{-\xi})} \quad \xi < \log(a)
\] (12)

\(^7\) This represents a logarithmic mapping in which the singularity at the origin is removed by defining two separate branches, using some finite positive \( 'a' \) to provide a linear map for \( ||x|| >> a \).
This kernel is reminiscent of a chirp with the exponentially growing frequency and magnitude. Hence, aliasing must be carefully handled, due to the rapidly growing frequency of the kernel.

### 2.5.1.3 2-D Exponential Chirp Transform

Given a 2-D function \( f(x, y) \) and an invertible and differentiable transform \( \Omega : (x, y) \rightarrow (\xi, \eta) \), the 2-D ECT is defined by the following integral transform:

\[
E(k, h) = \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} f(\xi, \eta) e^{-2\pi i (k_0 \xi + h_0 \eta)} d\xi d\eta,
\]

where \( k \) and \( h \) are the respective Fourier variables. The ECT in equation (13) can be written as

\[
E(k, h) = \int_{D} f(\xi, \eta) e^{-2\pi i (k_0 \xi + h_0 \eta)} d\xi d\eta,
\]

where \( D \) is over the range \(-\pi \leq \xi < \pi \) and \( \frac{3\pi}{2} \leq \eta < \frac{\pi}{2} \). From equation (14) it is readily seen that the integral transform can be evaluated directly with a complexity of \( O(M^2N^2) \), where \( M \) and \( N \) are the dimension of the log-mapped image.

### 2.5.1.4 Fast Exponential Chirp Transform

The ECT in equation (14) can be written as

\[
E(k, h) = e^{-2\pi i k_0 h_0} \int_{D} f(\xi, \eta) e^{-2\pi i (k_0 \xi + h_0 \eta)} d\xi d\eta.
\]

By introducing the log-mapping in frequency, centered on the frequency origin, it has been shown in [68] that the above equation can be written as

\[
E(r, \theta) = e^{-2\pi i b k_0 r} \int_{D} \left( f* (\xi, \eta)e^{-2\pi i (2\xi b \cos \theta + h \sin \theta)} \right) * e^{-2\pi i h_0 (2\xi + \xi b \cos \theta + h \sin \theta)} d\xi d\eta,
\]

where \( b \) is a real number and the superscript * stands for a complex conjugate of the function. From equation (16) it is simple to see that the ECT can be computed as a complex correlation. The numerical implementation
of equation (16) is referred as the FECT\(^8\). The inverse FECT (IFECT), 2D discrete ECT and their implementation details can be found in [68].

### 2.5.1.5 Antialiasing Filtering

When a signal is not sampled at a sufficiently high rate, aliasing error occurs in the reconstructed signal. In order to anti-alias, one must filter out the set of samples from the exponential chirp kernel that do not satisfy the following inequality:

\[
\frac{\log(R + 1)}{N} \geq N_v v_x \\
\frac{\log(2\pi)}{M} \geq N_v v_y
\]

Where \( v_x, v_y \) are the 2-D instantaneous frequencies of the complex kernel, \( N_v \) and \( N_v \) are the Nyquist factors, and \( N \) and \( M \) are the length of the vectors \( v_x \) and \( v_y \), respectively. Antialiasing filtering can be achieved by multiplying the kernel by the 2-D Fermi function

\[
\Phi\left[ \frac{\log(R + 1)}{N} - N_v v_x, \frac{2\pi}{M} - N_v v_y \right].
\]

This function can be incorporated in the chirp transform and in equation (16), giving the following cross-correlation (\( b = 0 \)):

\[
e^{j2\pi h(\xi, \eta)} \int \left[ f(\xi, \eta) e^{j2\pi v_x (\xi + h)} \right] \Phi\left[ \frac{\log(R + 1)}{N} - N_v v_x, \frac{2\pi}{M} - N_v v_y \right] d\xi d\eta \cdot (17)
\]

The ECT described in this section has been used in [68] for image filtering, cross-correlation. It is simple to see that the ECT discussed in this section can used for the frequency domain analysis of space-variant images. As the ECT guarantees the shift invariance hence it is straightforward to adopt the ECT for phase-based vision algorithms (for example, phase-based disparity and phase-based optical flow and etc.).

---

\(^8\) This is a slightly different usage than, for example, the FFT where the fast version of the DFT produces result identical to the DFT. The FECT produces results which are re-sampled versions of the DECT due to the log-map sampling in the frequency. Although the FECT is a homeomorphism of the log-mapped image (i.e. invertible and one to one), the DECT and FECT are not numerically identical.
2.5.2 Space-variant Metric Tensor and Differential Operators

This section discusses the space-variant form of the $\Delta$ operator, which yields the space-variant form of the gradient, divergence, curl and Laplacian operator.

2.5.2.1 Metric Tensor of the Log-mapping

The metric tensor is a multi-linear map which describes what happens to an infinitesimal length element under the transformation. A useful way to understand the effects of the log-mapping on the standard Cartesian operators is in terms of the metric tensor of the complex log domain. As the coordinate transform is space-variant, so does the metric tensor as a function of the log coordinate. Formally, the metric tensor $T$ of a transformation $z$ from a coordinate system $(\xi, \eta)$ in to another coordinate system $(x, y)$ is given by

$$T = \begin{bmatrix} x_\xi x_\xi + y_\xi y_\xi & x_\xi y_\eta + y_\xi x_\eta \\ x_\eta x_\xi + y_\eta y_\xi & x_\eta x_\eta + y_\eta y_\eta \end{bmatrix} = \begin{bmatrix} e^{2\xi} & 0 \\ 0 & e^{2\eta} \end{bmatrix},$$

where $\langle z_i, z_j \rangle$ stands for the inner product of the vectors. The diagonal form of $T$ is a direct consequence of conformal mapping. That is, the metric tensor of any conformal mapping has the form $T = A\delta_{ij}$ (with equal elements on the diagonal). From equation (18) it is apparent that as distance from the fovea increases, the Cartesian length of the log-domain vector is scaled by $e^\xi$. Conversely, the length of a Cartesian vector mapped into the log-plane is shrunk by a factor of $e^{-\xi}$ due to the compressive logarithmic non-linearity.

2.5.2.2 Space-variant form of $\nabla$ Operator

A conformal mapping insures that the basis vector which are orthogonal in the $(\xi, \eta)$ space remains orthogonal when projected back to the Cartesian space. Since the gradient is the combination of directional derivatives, one is assured that the gradient in the log-space is of the form

$$\nabla f = A(\xi, \eta) \left( \frac{\partial f}{\partial \xi} e_\xi + \frac{\partial f}{\partial \eta} e_\eta \right),$$

where $e_\xi$ and $e_\eta$ define the orthonormal basis, and $A(\xi, \eta)$ is the term that accounts for the length scaling of a vector under the log mapping. It
may be noted that equation (20) holds for any conformal mapping with the specifics of the transformation expressed in the co-efficient function $A$. By using the invariance of the magnitude of the gradient under a change of coordinates it has been shown that the the space-variant form of $\nabla$ is given by [47]:

$$\nabla = e^{-\xi} \left( \frac{\partial}{\partial \xi} e_{\xi} + \frac{\partial}{\partial \eta} e_{\eta} \right),$$

(20)

which allows the direct computation of quantities such as derivative, divergence, curl and Laplacian operator in a log-mapped plane. It may be noted here that this derivation does not account for the varying support of each log-pixel. As one moves towards the periphery of the log-mapped plane, each log-pixel is typically generated by averaging a larger region of the Cartesian space, both in the mammalian retina and in machine vision systems. The averaging is done to avoid aliasing in the periphery, and to attenuate high frequency information, partially offsetting the need for a negative exponential weighting to account for varying pixel separation. It is simple to see that the space-variant gradient operator defined in this section will prove useful for performing low level spatial domain vision operations. Next section presents classic vision algorithms (space-variant optical flow, stereo disparity, anisotropic diffusion, corner detection and etc.) on space-variant images.

### 2.6 Space-variant Vision Algorithms

As discussed in the previous sections, the elegant mathematical properties and the synergistic benefits of the mapping allows us to perform many visual tasks with ease. While the implementation of vision algorithms on space-variant images remains a challenging issue due to complex neighborhood connectivity and also the lack of shape invariance under translation. Given the lack of general image understanding tools, this section will discuss the computational issues of representative vision algorithms (stereo-disparity and optical flow), specifically designed for space-variant vision system. In principle, one can use the spatial and the frequency domain operators discussed in previous sections to account for the adjustment one needs to make to process space-variant images.
2.6.1 Space-variant Optical Flow

From a biologist’s point of view, optical flow refers to the perceived motion of the visual field results from an individual’s own movement through the environment. With optical flow the entire visual field moves, in contrast to the local motion of the objects. Optical flow provides two types of cues: information about the organization of the environment and information about the control of the posture. In computer vision, optical flow has commonly been defined as the apparent motion of image brightness patterns in an image sequence. But the common definition of optical flow as an image displacement field does not provide a correct interpretation when dealing with light source motion or generally dominant shading effects. In a most recent effort to avoid this problem a revised definition of optical flow has been given in [70]. It is argued that the new representation, describing both the radiometric and the geometric variations in an image sequence, is more consistent with the common interpretation of optical flow. The optical flow has been defined as a three-dimensional transformation field, \( v = [\delta x, \delta y, \delta l] \), where \( \delta x \) and \( \delta y \) are the geometric component and \( \delta l \) is the radiometric component of the flow field. In this representation, optical flow describes the perceived transformation, instead of perceived motion, of brightness patterns in an image sequence.

The revised definition of optical flow permits the relaxation of the brightness constancy model (BCM) where the radiometric component \( \delta l \) is explicitly used to be zero. To compute the optical flow, the so-called generalized dynamic image model (GDIM) has been proposed; which allows the intensity to vary in the successive frames. In [70] the GDIM was defined as follows:

\[
I_2(x + \delta x) = M(x)I_1(x) + C(x). \tag{21}
\]

The radiometric transformation from \( I_1(x) \) to \( I_2(x + \delta x) \) is explicitly defined in terms of the multiplier and the offset fields \( M(x) \) and \( C(x) \), respectively. The geometric transformation is implicit in terms of the correspondence between points \( x \) and \( x + \delta x \). If one writes \( M \) and \( C \) in terms of variations from one and zero, respectively, \( M(x) = 1 + \delta m(x) \) and \( C(x) = 0 + \delta c(x) \) one can express GDIM explicitly in terms of the scene brightness variation field

---

For example, a stationary viewer perceives an optical flow when observing a stationary scene that is illuminated by a moving light source. Though there is no relative motion between the camera and the scene, there is a nonzero optical flow because of the apparent motion of the image pattern.
\[ I_z(x + \delta x) - I_z(x) = \delta I_1(x) = \delta m(x) I_1(x) + \delta \hat{c}(x). \] 

Where \( \delta m = \delta \hat{c} = 0 \), the above model simplifies to the BCM. Despite a wide variety of approaches to compute optical flow, the algorithms can be classified into three main categories: gradient-based methods [71], matching techniques [72], and frequency-based approaches [73]. But a recent review [74] on the performance analysis of different kinds of algorithm suggests that the overall performances of the gradient-based techniques are superior. Hence, in this chapter will discuss the gradient-based method to compute the optical flow.

Though there are several implementations to compute the optical flow in the log-polar images (i.e., [14, 7]), but most of the algorithm fails to take into account some very crucial issues related log-polar mapping. Traditionally, the optical flow on space-variant images has been computed based on the BCM using the Cartesian domain gradient operator. On the contrary, the use of GDIM and employ the space-variant form of gradient operator (see the previous section) to compute optical flow on log-mapped image plane [75].

Using the revised definition of the optical flow and by requiring the flow field to be constant within a small region around each point, in [76, 77], it was shown that the optical flow on a log-mapped image plane can be computed by solving system of equations

\[
\sum_{W} \begin{bmatrix}
I_{zz} & I_{z\eta} & -I_{z\zeta} & -I_{z\eta} \\
I_{\zeta\eta} & I_{\eta\eta} & -I_{\zeta\eta} & -I_{\eta\eta} \\
-I_{\zeta\zeta} & I_{\eta\zeta} & I_{\zeta} & I \\
-I_{\zeta\eta} & I_{\eta\eta} & I & I
\end{bmatrix} \begin{bmatrix}
\nu_{z} \\

\nu_{\eta} \\
\delta m \\
\delta \hat{c}
\end{bmatrix} = \begin{bmatrix}
-I_{z\zeta} I_{\zeta} \\
-I_{\eta\eta} I_{\eta} \\
-\delta m \\
I_{\zeta}
\end{bmatrix},
\] 

where \( W \) is a neighborhood region. Please note that in a log-mapped image this neighborhood region is complicated and variable due to the nonlinear properties of the logarithmic mapping. A notion called a variable window (see Fig. 2.6) i.e., a log-mapped version of the standard Cartesian window, to preserve the local neighborhood on a log-mapped image is used to address the above problem. From Fig. 2.6(c) it is very easy to see that the size and shape of the window varies across the image plane according to the logarithmic mapping. Also the use of space-variant derivative operator was used to compute the derivative on log-mapped plane. The use of space variant form of the derivative operator is important for a better numerical accuracy as the mapping preserves the angles between the vectors, but not the magnitude.
By solving equations (23) one can compute the optical flow directly on log-mapped images. The GDIM-based model permits us to relax the brightness constancy model (BCM) by allowing the intensity to vary in the successive frames. If one explicitly set the radiometric component $I$ to zero the GDIM models boils down to the BCM. In other words, the BCM assumption holds where the multiplier field $m = 0$ and the offset field $c = 0$. The multiplier and the offset field can become discontinuous at isolated boundaries, just as image motion is discontinuous at occluding or motion boundaries. As a result, the estimated radiometric and geometric components of optical flow may be inaccurate in these regions. Erroneous

![Fig. 2.6: An illustration of variable window: (a) A Cartesian window, (b) log-mapped window and (c) computed shape of windows across the image plane result may be detected by evaluating the residual squared-error. It has been shown that the inclusion of the above features significantly enhances the accuracy of optical flow computation directly for the log-mapped image plane (please see [75, 77]).](image)

### 2.6.2 Results of Optical Flow on Log-mapped Images

As mentioned earlier, the log-mapping is conformal, i.e., it preserves local angles. Empirical study were conducted with both the synthetic and the real image sequences. For real image sequences, indoor laboratory, an outdoor and an underwater scene were considered to show the utility of the proposed algorithm. Synthetically generated examples include the computed image motion using both the BCM and GDIM-based method to demonstrate the effect of neglecting the radiometric variations in an image sequence. In order to retain this property after discretization, it is wise to keep identical discretization steps in radial and angular directions.
2.6.2.1 Synthetic Image Sequences

The first image is that of a textured 256 × 256 face image (see Fig. 2.7(a)). Using a known motion (0.4 pixel horizontal motion in the Cartesian space which corresponds to 0–30 pixel image motion in the log-mapped image) and a radiometric transformation field (a Gaussian distribution of radiometric transformation field \( \delta m \) in the range between 0.8 – 1.0 and \( \delta c = 0 \)), were used to compute the second image. The third image was derived from the first image using the above radiometric transformation only. Two sequences using frame 1–2 and 1 – 3 are considered. Fig. 2.7(b) shows a sample transformed log-mapped image of (derived from Fig. 2.7(a)).

![Fig. 2.7: Simulated optical flow: (a) a traditional uniformly sampled image, (b) log-map representation of the uniformly sampled image, and (c) true image motion used to generate synthetic image sequences](image)

The peripheral part of the image i.e., the portion of the log-mapped image right to the white vertical line for the computation of optical flow (see Fig. 2.7(b)). The idea of using the periphery stems from biological motivation and also to increase the computational efficiency. It may be noted that the same algorithm will hold incase of computation of the optical flow for the full frame. It is also important to recognize that the computation of optical flow on the peripheral part is hard as the resolution decreases towards the periphery.

To analyze the quantitative performance the error statistics for both the BCM and GDIM methods are compared. The error measurements used here are the root mean square (RMS) error, the average relative error (given in percentage), and the angular error (given in degrees). The average relative error in some sense gives the accuracy of the magnitude part while the angular error provides information related to phase of the flow field. Compared are, at a time, the two vectors \((u, v, 1)\) and \((\hat{u}, \hat{v}, 1)\), where \((u, v)\) and \((\hat{u}, \hat{v})\) are the ground truth and estimated image motions, respectively. The length of a flow vector is computed using the Euclidean
The relative error between two vectors is defined as the difference of length in percentage between a flow vector in the estimated flow field and the corresponding reference flow field:

$$\frac{\sum_{i=1}^{n} \| (u_i - u_i^*, v_i - v_i^*) \|_2}{\sum_{i=1}^{n} \| (u_i, v_i) \|_2} \times 100\%.$$  \hspace{1cm} (24)

The angular error between two vectors is defined as the difference in degrees between the direction of the estimated flow vector and the direction of the corresponding reference flow vector.

Synthetically generated images with ground truth were used to show both the qualitative and the quantitative performance of the proposed algorithm. Figure 2.7(c) shows the true log-mapped image motion field which has been used to transform the image sequence $1 \rightarrow 2$. Figures 2.8(a) and 2.8(b) show the computed image motion as Quiver diagram for the sequence $1 \rightarrow 2$ using the BCM and GDIM, respectively. The space-variant form of gradient operator and variable window were used to compute the optical flow for both the GDIM-based and BCM-based method. A visual comparison of the Fig. 2.6(c) with Figs. 2.8(a) and 2.8(b) reveals that the image motion field estimated using GDIM method is similar to that of the true image motion field, unlike the BCM method. This result is not surprising as the BCM method ignores the radiometric transformation. To provide a quantitative error measure and to compare the performance of the proposed algorithm with the traditional method; the average relative error,
which in some sense reflects the error in estimating the magnitude of the flow field were used. It was found that the average relative error 7.68 and 6.12 percent for the BCM and GDIM, respectively.

![Fig. 2.9: Computed optical flow in case of radiometric transformation. Figures 2.9(a) and 2.9(b) represents the computed flow using BCM and GDIM, respectively.](image)

To provide more meaningful information about the error statistics the average angular error which in some sense reflects the error in estimating the phase of the flow field were also computed. The average angular error was found to be 25.23 and 5.02 degree for the BCM and GDIM, respectively. The RMS error was found to be 0.5346 and 0.1732 for the BCM and the GDIM method, respectively. The above error statistics clearly indicates that the performance of the proposed GDIM-based method is superior to the BCM method. Figs. 9(a) and 9(b) displays the computed optical flow using sequence 1–3, where there is no motion (only the radiometric transformation has been considered to transform the image). It is clear from the Fig. 2.9(a), when employing BCM; one obtains the erroneous interpretation of geometric transformation due to the presence of radiometric variation. On the contrary, the proposed GDIM-based method shows no image motion (see Fig. 2.9(b)), which is consistent with ground truth. Figs. 10(a)-10(d) shows the mesh plot of the true and computed \( \delta \zeta \) and \( \delta \eta \) components of the image motion, respectively. From Figs. 10(a)-10(d) it is evident that the proposed method estimated the spatial distribution of the image motion quite accurately.

### 2.6.2.2 Real Image Sequences

To further exemplify the robustness and accuracy of the proposed method, empirical studies were conducted using real sequence of images captured
under both the indoor and the outdoor as well as using underwater camera
by fixing the camera parameters. The motion for the underwater and the
outdoor sequence of images were dominantly horizontal motion, while the
motion for the indoor laboratory was chosen to be the combination of rota-
tion and horizontal translational motion. In all experiments the peripheral
portion of images i.e., right side to the white vertical line (see Figs.
2.11(b), 2.12(b) and 2.13(b)) were used for the computation of optical
flow. Figures 2.11(a)–(c), 2.12(a)–(c) and 2.13(a)–(c) shows a sample
frame, log-polar transformed image and the computed image motion for
underwater, outdoor and indoor scenery images, respectively.

![Graphs showing actual and estimated flow](image)

**Fig. 2.10:** Quantitative comparison of true flow and computed flow using GDIM
method. (a) and (b) shows the true flow and (c) and (d) shows the computed flow
in the radial and angular directions, respectively.
From Figs. 2.11(c) and 2.12(c) it is clear that the flow distributions for the underwater and outdoor scenery images are similar to that of the Fig. 2.7(c), as expected. But, the flow distribution of the indoor laboratory sequence (see Fig. 2.13(c)) is different from that of the Fig. 2.7(c), due to the different motion profile. As mentioned earlier, the rotation in the image plane produces a constant flow along the radial direction. Hence, the flow distribution of Fig. 2.13(c) can be seen as the superposition of the flow distribution of the translational flow and that of the constant angular flow.

These results show the importance of taking into account the radiometric variation as well as the space-variant form of the derivative operator for log-mapped images by providing a accurate image motion estimation and unambiguous interpretation of image motion. It is clear from the results that the proposed method is numerically accurate, robust and provides consistent interpretation. It is important to note that the proposed method has error in computing optical flow. The main source of error is due to the non-uniform sampling.
2.6.2.3 Aperture Problem

P. Stumpf is credited (as translated in [78]) with first describing the aperture problem in motion analysis. The aperture problem arises as a consequence of the ambiguity of one-dimensional motion of a simple striped pattern viewed through an aperture. The failure to detect the true direction of motion is called the aperture problem. In other words, the motion of a homogeneous contour is locally ambiguous [79-81], i.e., within the aperture, different physical motions are indistinguishable.

In the context of primate vision, a two-stage solution to the aperture problem was presented in [82]. In machine vision literature, application of some form of smoothness constraint has been employed to overcome the aperture problem in devising techniques for computing the optical flow (for example, [83-84]). The aperture problem is critical in case of log-polar mapped images. As shown in section 3 straight lines are mapped into curves. Since the aperture problem appears only in the case of straight lines for the Cartesian images, the log-polar mapping seems to eliminate the problem. This of course is not true. It may be noted that a circle in the Cartesian image mapped on to a straight line in log-polar mapped image. This means that the aperture problem appears at points in the log-polar plane where the aperture problem does not occur in the corresponding points in the Cartesian image. Alternatively, it is possible to compute optical flow at points in the log-polar plane where the corresponding Cartesian point does not show curvature. Of course, the superficial elimination of the aperture problem produces optical flow values that show large error regarding the expected motion field. The problem is much more complex with GDIM model. If one assume, $\delta m = \delta c = 0$, the above model simplifies to the BCM. Mathematically, one of the two fields, say $M$ is sufficient to describe the radiometric transformation in an image sequence if this is
allowed to vary arbitrarily from point to point and one time instant to the
next. In this case the multiplier field is typically a complicated function of
several scene events that contribute to the radiometric transformation, each
of which may vary sharply in different isolated regions [70]. This is not
desirable since it then becomes very difficult to compute optical flow due
to the generalized aperture problem (please see [70] for details regarding
the generalized aperture problem).

2.6.3 Stereo Disparity

When a moving observer looks in the direction of heading, radial optical
flow is only one of several cues which indicate the direction of speed of
heading. Another cue, which is very significant at generating vergence at
ultra short latencies is binocular disparity [54]. The pattern of retinal bin-
ocular disparities acquired by a fixating visual system depends on both the
depth structure of the scene and the viewing geometry. In some binocular
machine vision systems, the viewing geometry is fixed (e.g., with ap-
proximately parallel cameras) and can be determined once and for all by a
calibration procedure. However, in human vision or any fixating vision
system, the viewing geometry changes continually as the gaze is shifted
from point to point in the visual field. In principle, this situation can be ap-
proached in two different ways: either a mechanism must be provided
which continuously makes the state of the viewing geometry available to
the binocular system, or invariant representations that fully or partially
side-step the need for calibration of the viewing geometry must be found.
For each approach a number of different techniques are possible, and any
combination of these may be used as they are not mutually exclusive.

The viewing geometry could in principle be recovered from extra-retinal
sources, using either in-flow or out-flow signals from the oculomotor
and/or accommodation systems. The viability of this approach has been
questioned on the ground that judgments of depth from oculomo-
tor/accommodation information alone are poor [85, 86, 87, 40]. Alterna-
tively, viewing geometry can be recovered from purely visual information,
using the mutual image positions of a number of matched image features
to solve for the rotation and translation of one eye relative to the other.
This is often referred to as the “relative orientation” [88]. For normal bin-
ocular vision the relative orientation problem need not be solved in its full
generality since the kinematics of fixating eye movements is quite con-
strained. These constraints lead to a natural decomposition of the disparity
field into a horizontal and vertical component, which carries most of the
depth information, and a vertical component, which mainly reflect the
viewing geometry.
Apart from few exceptions [3, 89], most active vision researchers use Cartesian image representations. For tracking, the main advantage of the log-polar sensor is that objects occupying the central high resolution part of the visual field become dominant over the coarsely sampled background elements in the periphery. This embeds an implicit focus of attention in the center of the visual field where the target is expected to be most of the time. Furthermore, with Cartesian images, if the object of interest is small, the disparity of the background can lead to erroneous estimate. In [54], it has been argued that a biologically inspired index of fusion provides a measure of disparity.

Disparity estimation on space-variant image representation has not been fully explored. A cepstral filtering method is introduced in [90] to calculate stereo disparity on columnar image architecture architecture for cortical image representation [91]). In [92], it has been shown that the performance of cepstral filtering is superior then phase-based method [93]. In [5] correlation of log-polar images has been used to compute the stereo disparity. It has been argued that correlation based method works much better in log-polar images than for Cartesian images. It has been shown that correlation between log-polar images corresponds to the correlation in Cartesian images weighted by the inverse distance to the image center. To account for the translation in Cartesian domain (in the log-polar domain the translation is very complicated) a global search for the horizontal disparity has been proposed which minimizes the SSD.

It is believed that stereo disparity on a space-variant architecture can be conveniently estimated using phase-based technique by computing the local phase difference of the signals using the ECT. As mentioned earlier, ECT preserves the shift invariant property hence standard phase-disparity relation holds. To cope with the local characteristics of disparity in stereo images, it is standard practice to compute local phase using a complex band-pass filters (for example, [94, 95]). It is important to note that one needs to take a proper account of the aliasing and quantization issues to compute the phase of the signals using the ECT discussed in the previous section. A possible computational approach could be,

**Step 1:** Obtain the phase of left and right camera images using the ECT-based method.

**Step 2:** Calculate the stereo disparity using the standard phase-disparity relationship.

For most natural head motions the eyes (cameras) are not held on precisely the same lines of sight, but it is still true that the angular component of disparity is approximately independent of gaze. Weinshall [96] treated
the problem of computing a qualitative depth map from the disparity field in the absence of camera calibration. Rather than decomposing disparity vectors into horizontal and vertical components, Wienshall used a polar decomposition and showed that two different measures derived from the angular component alone contains enough information to compute an approximate depth ordering. It has also been established that a numerical simulations showing that the pattern of polar angle disparities can be used to estimate the slope of a planar surface up to scaling by fixation distance, and that this pattern is affected by unilateral vertical magnification. In summary, eccentricity- scaled log-polar disparity, which can be computed from a single pair of corresponding points without any knowledge of the viewing geometry, directly indicates relative proximity.

2.7 Discussions

Biological and artificial systems that share the same environment may adopt similar solution to cope with similar problems. Neurobiologists are interested in finding the solutions adopted by the biological vision systems and machine vision scientists are interested in which of technologically feasible solutions that are optimal or suited of building autonomous vision based systems. Hence, a meaningful dialogue and reciprocal interaction between biologists and engineers with a common ground may bring fruitful results. One good example could be finding a better retino-cortical mapping model for sensor fabrication. It is believed that research in this front will help in designing a much more sophisticated sensor which preserves complete scale and rotation invariance at the same time maintains the conformal mapping. Another fundamental problem with space-variant sensor arises from their varying connectivity across the sensor plane. Pixels that are neighbors in the sensor are not necessarily neighbors ones computer reads data into array, making it difficult or impossible to perform image array operations. A novel sensor architecture using a ‘connectivity graph’ [97] or data abstraction technique may be another avenue which potentially can solve this problem.

Sensor-motor integration, in one form commonly known as eye-hand coordination, is a process that permits the system to make and test hypotheses about objects in the environment. In a sense, nature invented the scientific method for the nervous system to use as a means to predict and prepare for significant events. The motor component of perception compensates for an uncooperative environment. Not only does the use of effectors provide mobility, but it alters the information available, uncovering
new opportunities to exploit. The development of purposive movement allows the host to judiciously act in the environment and sample the results. Prediction forms the basis of the judgment to act, and the results are used to formulate new predictions. Hence an action-sensation-prediction-action chain is established through experience and conditioned learning.

One behavioral piece of evidence for the action-sensation-prediction sequence is the scan path. The scan path is a sequence of eye (or camera) saccades that sample a target in a regular way to collect information. The scan path after learning became more regular and the inter-saccade interval get reduced compared to the naive state. It is believed that an invariant recognition can be achieved by transforming an appropriate behavior. For example, a scan path behavior to an image at different sizes, the saccade amplitudes must be modulated. This could be accomplished by the use of the topographical mapping that permits a natural rescaling of saccade amplitude based upon the locus of activity on the output map. To change the locus of activity, it is only necessary to match the expectation from the associative map with the available sensor information.

2.8 Conclusions

Anthropomorphic visual sensor and the implication of logarithmic mapping offer the possibility of superior vision algorithms for dynamic scene analysis and is motivated by the biological studies. But the fabrication of space-variant sensor and implementation of vision algorithms on space-variant images is a challenging issue as the spatial neighborhood connectivity is complex. The lack of shape invariance under translation also complicates image understanding. Hence, the retino-cortical mapping models as well as the state-of-the-art of the space-variant sensors were reviewed to provide a better understanding of foveated vision systems. The key motivation is to discuss techniques for developing image understanding tools designed for space-variant vision systems. Given the lack of general image understanding tools for space-variant sensor images, a set of image processing operators both in the frequency and in the spatial domain were discussed. It is argued that almost all the low level vision problems (i.e., shape from shading, optical flow, stereodisparity, corner detection, surface interpolation, and etc.) in the deterministic framework can be addressed using the techniques discussed in this article. For example, ECT discussed in section 5.1 can be used to solve the outstanding bottleneck of shift invariance while the spatial domain operators discussed in section 5.2 paves the way for easy use of traditional gradient-based image processing tools. In [68], convolution, image enhancement, image filtering, template matching was done by using ECT. The computational steps to compute the pace-variant stereo disparity was outlined in section 6.3 using ECT. Also
operations like anisotropic diffusion [47] and corner detection [98], on a space-variant architecture was done using the space-variant form of differential operator and the Hessian of the intensity function \((I_\phi I_{yy} - I_y I_y')\), respectively. A GDIM-based method to compute the optical flow which allows image intensity to vary in the subsequent images and that used the space-variant form of the derivative operator to calculate the image gradients was reported in [77, 75]. It is hypothesized that the outline of classical vision algorithms based on space-variant image processing operators will prove invaluable in the future and will pave the way of developing image understanding tools for space-variant sensor images. Finally, the problem of ‘attention’ is foremost in the application of a space-variant sensor. The vision system must be able to determine where to point its high-resolution fovea. A proper attentional mechanism is expected to enhance image understanding by strategically directing fovea to points which are most likely to yield important information.
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8.1 Introduction

In control system design, modeling the control objects is the foundation of high performance controllers. In most cases, the model is unknown before the task is performed. To learn the model, therefore, is essential. Generally, real-time systems use the sensors to measure the environment and the objects. The model learning task is particularly difficult when real-time control systems run in a noisy and changing environment. The measurements from the sensors may be contaminated by the non-stationary noise, i.e. it is changing randomly and depends on the environmental uncertainties. The factors, which cause the environmental uncertainties, may include wind, vibration, friction, and so on.

For robotic automation, a manipulator mounted on a mobile platform can significantly increase the workspace of the manipulation and its application flexibility. The applications of mobile manipulation range from manufacturing automation to search and rescue operations. A task such as a mobile manipulator pushing a passive nonholonomic cart can be commonly seen in manufacturing or other applications, as shown in Fig. 3.1.

The mobile manipulator and nonholonomic cart system, shown in Fig. 3.1, is similar to the tracker-trailer system. Tracker-trailer systems generally consist of a steering mobile robot and one or more passive trailer(s) connected together by rigid joints. The tracking control and open loop motion planning of such a nonholonomic system have been discussed in the literature. The trailer system can be controlled to track certain trajectory using a linear controller based on the linearized model [6]. Instead of pulling the trailer, the tracker pushes the trailer to track certain trajectories in
the backward steering problem. Fire truck steering is another example for pushing a nonholonomic system and the chained form has been used in the open loop motion planning [3]. Based on the chained form, motion planning for steering a nonholonomic system has been investigated in [16]. Time varying nonholonomic control strategies for the chained form can stabilize the tracker and trailers system to certain configurations [13].

In robotic manipulations, manipulator and cart are not linked by an articulated joint, but by the robot manipulator. The mobile manipulator has more flexibility and control while maneuvering the nonholonomic cart. Therefore, the planning and control of the mobile manipulator and nonholonomic cart system is different from a tracker-trailer system. In a tracker-trailer system, control and motion planning are based on the kinematic model, and the trailer is steered by the motion of the tracker. In a mobile manipulator and nonholonomic cart system, the mobile manipulator can manipulate the cart by a dynamically regulated output force.

The planning and control of the mobile manipulator and nonholonomic cart system is based on the mathematic model of the system. Some parameters of the model, including the mass of the cart and its kinematic length, are needed in the controller [15]. The kinematic length of a cart is
A nonholonomic cart can travel along its central line and perform turning movement about point C; in this case, the mobile manipulator applies a force and a torque on the handle at point A, as shown in Fig. 3.2. The line between A and C is defined as the kinematic length of the cart, |AC|, while the cart makes an isolated turning movement. As a parameter, the kinematic length |AC| of the cart can be identified by the linear velocity of point A and the angular velocity of line AC. The most frequently used parameter identification methods are the Least Square Method (LSM) and the Kalman filter [8] method. Both have the recursive algorithms for online estimation. Generally, if a linear model (linearized model) of a dynamic system can be obtained, the system noise and observation noise are also known. The Kalman filter can estimate the states of the dynamic system through the observations regarding the system outputs. However, the estimation results are significantly affected by the system model and the noise models. Least Square method can be applied to identify the static parameters in absence of accurate linear dynamic models.

Parameter identification has been extensively investigated for robot manipulations. Zhuang and Roth [19] proposed a parameter identification method of robot manipulators. In his work, the Least Square Method is used to estimate the kinematic parameters based on a linear solution for the unknown kinematic parameters. To identify the parameters in the dynamic
model of the robot manipulator [12], a least square estimator is applied to identify the parameters of the linearized model. It is easy to see that LSM has been widely applied in model identification as well as in the field of robotics.

With the final goal of real-time online estimation, the Recursive Least Square Method (RLSM) has been developed to save computation resources and increase operation velocities for real time processing [9]. For identification, measurement noise is the most important problem. There are two basic approaches to processing a noisy signal. First, the noise can be described by its statistical properties, i.e., in time domain; second, a signal with noise can be analyzed by its frequency-domain properties.

For the first approach, many algorithms of LSM are used to deal with noisy signals to improve estimation accuracy, but they require the knowledge of the additive noise signal. Durbin algorithm and Levinson-Wiener algorithm [2] require the noise to be a stationary signal with known autocorrelation coefficients. Each LSM based identification algorithm corresponds to a specific model of noise [10]. Iserman and Baur developed a Two Step Process Least Square Identification with correlation analysis [14]. But, for on-line estimation, especially in an unstructured environment, relation analysis results and statistical knowledge cannot be obtained. In this case, estimation results obtained by the traditional LSM are very large (Table 2 in section 3.4). The properties of LSM in the frequency domain have also been studied. A spectral analysis algorithm based on least-square fitting was developed for fundamental frequency estimation in [4]. This algorithm operates by minimizing the square error of fitting a normal sinusoid to a harmonic signal segment. The result can be used only for fitting a signal by a mono-frequent sinusoid.

In a cart-pushing system, positions of the cart can be measured directly by multiple sensors. To obtain other kinematic parameters, such as linear and angular velocity of the object, numerical differentiation of the position data is used. This causes high frequency noises which are unknown in different environments. The unknown noise of the signal will cause large estimation errors. Experimental results have shown that the estimation error can be as high as 90%. Therefore, the above least square algorithms can not be used, and eliminating the effect of noise on model identification becomes essential.

This chapter presents a method for solving the problem of parameter identification for a nonholonomic cart modeling where the sensing signals are very noisy and the statistic model of the noise is unknown. When analyzing the properties of the raw signal in frequency domain, the noise signal and the true signal have quite different frequency spectra. In order to reduce the noise, a method to separate the noise signal and the true signal
from the raw signal is used to process them in the frequency domain. A raw signal can be decomposed into several new signals with different bandwidths. These new signals are used to estimate the parameters; the best estimate is obtained by minimizing the estimation residual in the least square sense.

Combined with digital subbanding technique [1], a Wavelet based model identification method is proposed. The estimation convergence of the proposed model is proven theoretically and verified by experiments. The experimental results show that the estimation accuracy is greatly improved without prior statistical knowledge of the noise.

8.2 Control and Task Planning in Nonholonomic Cart Pushing

In this section, the dynamic models of a mobile manipulator and a nonholonomic cart are briefly introduced. The integrated task planning for manipulating the nonholonomic cart is then presented.

8.2.1 Problem Formulation

A mobile manipulator consists of a mobile platform and a robot arm. Fig. 3.2 shows the coordinate frames associated with both the mobile platform and the manipulator. They include:

- **World Frame** $\Sigma$: XOY frame is Inertial Frame;
- **Mobile Frame** $\Sigma_M$: $X^M$MY$^M$ frame is a frame attached on the mobile manipulator;
- **Mobile Frame** $\Sigma_A$: $X^C$AY$^C$ frame is a frame attached on the nonholonomic cart.

The models of the mobile manipulator and the cart are described in a unified frame $\Sigma$. The dynamics of a mobile manipulator comprised of a 6 DOF PUMA-like robot arm and a 3 DOF holonomic mobile platform in frame $\Sigma$, is described as [15]:

$$M(p)\ddot{x} + c(p, \dot{p}) + g(p) = \tau$$  \hspace{1cm} (3.2.1)

where $\tau \in \mathbb{R}^q$ are the generalized input torques, $M(p)$ is the positive definite mobile manipulator inertia matrix, $c(p, \dot{p})$ are the centripetal and coriolis torques, and $g(p)$ is the vector of gravity term. The vector
\( p = \{q_1, q_2, q_3, q_4, q_5, q_6, x_m, y_m, \theta_m\}^T \) is the joint variable vector of the mobile manipulator, where \( \{q_1, q_2, q_3, q_4, q_5, q_6\}^T \) is the joint angle vector of the robot arm and \( \{x_m, y_m, \theta_m\}^T \) is the configuration of the platform in the unified frame \( \Sigma \). The augmented system output vector \( x \) is defined as \( x = \{x_1, x_2\} \), where \( x_1 = \{p_x, p_y, p_z, O, A, T\}^T \) is the end-effector position and orientation, and \( x_2 = \{x_m, y_m, \theta_m\} \) is the configuration of the mobile platform.

Applying the following nonlinear feedback control
\[
\tau = M(p)u + c(p, \dot{p}) + g(p)
\]
where \( u = \{u_1, u_2, u_3, u_4, u_5, u_6, u_7, u_8\}^T \) is a linear control vector, the dynamic system can then be linearized and decoupled as
\[
\ddot{x} = u
\]  

(3.2.3)

It is seen that the system is decoupled in an augmented task space. The decoupled model is described in a unified frame and the kinematic redundancy could be resolved in the same frame. Given \( x^d = \{p_x^d, p_y^d, p_z^d, O^d, A^d, T^d, x_m^d, y_m^d, \theta_m^d\} \) as the desired position and orientation of the mobile manipulator in the world frame \( \Sigma \), a linear feedback control for model (3.2.3) can be designed.

The nonholonomic cart shown in Fig. 3.2 is a passive object. Assuming that the force applied to the cart can be decomposed into \( f_1 \) and \( f_2 \), the dynamic model of the nonholonomic cart in frame \( \Sigma \) can be represented by

\[
\begin{align*}
\dot{x}_c &= \frac{\lambda}{m_c} \sin \theta_c + \frac{f_1}{m_c} \cos \theta_c \\
\dot{y} &= -\frac{\lambda}{m_c} \cos \theta_c + \frac{f_1}{m_c} \sin \theta_c \\
\ddot{\theta}_c &= \frac{f_2}{I_c}
\end{align*}
\]

(3.2.4)
where \( x_c, y_c \) and \( \theta_c \) are the configuration of the cart, \( m \) and \( I \) are the mass and inertia of the cart. \( \lambda \) is a Lagrange multiplier and \( \theta_c \) is the cart orientation.

As shown in Fig.3.2, the input forces applied to the cart, \( f_1 \) and \( f_2 \), correspond to \( \text{desired output force of the end-effector, } f_x^d, f_y^d \). In other words, the mobile manipulator controls the cart to achieve certain tasks by its output force. Therefore, manipulating the cart requires motion planning and control of the mobile manipulator based on the decoupled model (3.2.3), and the motion and force planning of the cart based on its dynamic model (3.2.4). An integrated task planning that combines both is desired.

### 3.3.2 Force and Motion Planning of the Cart

Due to the large workspace and dexterous manipulation capability, mobile manipulators can be used in a variety of applications. For some complex tasks, such as pushing a nonholonomic cart, the mobile manipulator maneuvers the object by the output forces. Therefore, task planning for manipulating a cart involves three issues: motion and force planning of the cart, trajectory planning and control of the mobile manipulator, and synchronization of the motion planners for the cart and the mobile manipulator.

The cart shown in Fig. 3.2 is a nonholonomic system. Path planning for a nonholonomic system involves finding a path connecting specified configurations that also satisfy nonholonomic constraints. The cart model is similar to a nonholonomic mobile robot except that the cart is a passive object. Therefore, many path planning algorithms for a nonholonomic system such as steering using sinusoids and goursat normal form approach [16] can be used for the motion planning of the cart. In this chapter, the kinematic model is transformed into the chained form and the motion planning is considered as the solution of an optimal control problem. Considering the kinematic model of the cart as

\[
\begin{align*}
\dot{x}_c &= v_1 \cos \theta_c \\
\dot{y}_c &= v_1 \sin \theta_c 
\end{align*}
\]
\[ \dot{\theta}_c = v_2 \]  
\[ \dot{x}_c \sin \theta_c - \dot{y}_c \cos \theta_c = 0 \]

where \( v_1 \) and \( v_2 \) are the forward velocity and the angular velocity of the cart respectively, an optimal trajectory connecting an initial configuration and a final configuration can be obtained by minimizing the control input energy \( J = \int_0^T \frac{1}{2} \| f(t) \|^2 dt \). Given a geometric path, an event-based approach can be used to determine the trajectory [17].

Trajectory, the input forces applied onto the cart, \( f_1 \) and \( f_2 \), also need to be planned. The input force planning of the cart is equivalent to the output force planning of the mobile manipulator. The control input of the nonholonomic cart is determined by its dynamic model (3.2.4), the nonholonomic constraint (3.2.8) and its desired trajectory \((x_c^d, y_c^d, \theta_c^d)\).

Because a continuous time-invariant stabilizing feedback is lacking, output stabilization is considered in this chapter. Choosing a manifold rather than a particular configuration as the desired system output, the system can be input-output linearized. By choosing \( x_c, y_c \) as the system output, the system can be linearized with respect to the control inputs \( f_1 \) and \( v_2 \). This can be explained by the following derivations. From equation (3.2.5) and (3.2.6), it is easy to see that \( v_1 = \dot{x}_c \cos \theta_c + \dot{y}_c \sin \theta_c \), where \( v_1 \) is the forward velocity along \( x' \) direction. Considering that velocity along \( y' \) direction is \( \dot{x}_c \sin \theta_c - \dot{y}_c \cos \theta_c = 0 \), the following relation can be obtained:

\[ \dot{v}_1 = \ddot{x}_c \cos \theta_c + \ddot{y}_c \sin \theta_c \]

Suppose the desired output of interest is \( \{x_c, y_c\} \). The following input-output relation can be obtained by the derivative of equations (3.2.5) and (3.2.6):
\[
    \ddot{x}_c = \frac{1}{m_c} \cos \theta_c f_1 - v_1 \sin \theta_c \cdot v_2
\]
\[
    \ddot{y}_c = \frac{1}{m_c} \sin \theta_c f_1 + v_1 \cos \theta_c \cdot v_2
\]

Considering \( f_1 \) and \( v_2 \) as the control inputs of the system, the input and the output can be formulated in a matrix form:

\[
    \begin{pmatrix}
        \dot{x}_c \\
        \dot{y}_c
    \end{pmatrix} = G
    \begin{pmatrix}
        f_1 \\
        v_2
    \end{pmatrix}
\]

where

\[
    G = \begin{pmatrix}
        \cos \theta_c & -v_1 \sin \theta_c \\
        \frac{\sin \theta_c}{m_c} & v_1 \cos \theta_c
    \end{pmatrix}
\]

The nonholonomic cart can then be linearized and decoupled as

\[
    \begin{pmatrix}
        \ddot{x}_c \\
        \ddot{y}_c
    \end{pmatrix} = \begin{pmatrix}
        w_1 \\
        w_2
    \end{pmatrix}
\]

Where \( \{w_1, w_2\}^T = G\{f_1, v_2\}^T \). Given a desired path of the cart, \( x_c^d, y_c^d \), which satisfies the nonholonomic constraint, the controller can be designed as:

\[
    w_1 = \ddot{x}_c + k_p (x_c^d - x_c) + k_d (\dot{x}_c^d - \dot{x}_c)
\]
\[
    w_2 = \ddot{y}_c + k_p (y_c^d - y_c) + k_d (\dot{y}_c^d - \dot{y}_c)
\]

The angular velocity \( v_2 \) can then be obtained by \( \{f_1, v_2\}^T = G^{-1}\{w_1, w_2\}^T \). The physical meaning of this approach is that the control input \( f_1 \) generates the forward motion and \( v_2 \) controls the cart orientation such that \( x_c^d \) and \( y_c^d \) are tracked. However, control input \( v_2 \) is an internal state controlled by \( f_2 \), the tangential force applied to the cart. The control input \( f_1 \) can then be computed by the backstep-
ping approach based on the design of \( v_2 \). Defining \( v_2 = \phi(x_c, y_c, \theta_c) \) and 
\[ z = \dot{\theta}_c - \phi, \]
then equation (3.2.7) can be transformed into

\[ \dot{z} = -\dot{\phi} + \frac{L}{I_c} f_2 \]  
(3.2.9)

The control input \( f_2 \) can then simply be designed as

\[ f_2 = \frac{I_c}{L} (\dot{\phi} - k_\phi (\dot{\theta}_c - \phi)) \]  
(3.2.10)

It is worth noting that the desired cart configuration \( \{x_c^d, y_c^d\} \) is the result of trajectory planning.

### 8.2 Online Model Learning Method

#### 8.2 Parameter Identification for Task Planning

It is known that \( L \) and \( m_c \) are two very important parameters when obtaining the control input. While a mobile manipulator starts to manipulate an unknown cart, it is important to identify \( L \) and \( m_c \) on-line through the initial interaction with the cart.

Figure 3.2 illustrates the geometric relation between the mobile manipulator and the nonholonomic cart. Point A on the cart is the point on which the mobile manipulator force and torque are applied, \( C \) is the intersection between the rotation axis of the front wheels and the central line of the cart. \( V_A \) is the velocity of point A in frame \( \Sigma \). \( \theta_c, \theta_m \) are the orientations of the cart and the mobile manipulator in frame \( \Sigma \), respectively. \( \alpha \) is the orientation of the cart in frame \( \Sigma_A \).

For simplification, the cart can be described as a segment of the central line of the cart. The line starts from its intersection with the rotation axis of front wheels (point C) and ends at the point (Point A) handled by the gripper. The length of the line is \( L \). The turning movement of the object can be isolated to study its properties.
The geometric relationship between the angles is:

$$\theta_c = \alpha + \theta_m$$  \hspace{1cm} (3.3.1)

The on-board sensors in mobile manipulator include a Laser Range Finder, Encoders, and a Force/Torque Sensor. They can provide real-time sensory measurement of position of the mobile base and the end-effector, orientation of the cart, force and acceleration applied on the end-effector.

Based on the mobile manipulator sensor readings, the position of A can be described as

$$\begin{bmatrix} x_a \\ y_a \end{bmatrix} = \begin{bmatrix} \cos \theta_m & -\sin \theta_m \\ \sin \theta_m & \cos \theta_m \end{bmatrix} \begin{bmatrix} p_x \\ p_y \end{bmatrix} + \begin{bmatrix} x_m \\ y_m \end{bmatrix}$$  \hspace{1cm} (3.3.2)

The derivatives of the above equations are:

$$\begin{bmatrix} \dot{x}_a \\ \dot{y}_a \end{bmatrix} = \begin{bmatrix} \cos \theta_m & -\sin \theta_m \\ \sin \theta_m & \cos \theta_m \end{bmatrix} \begin{bmatrix} \dot{p}_x \\ \dot{p}_y \end{bmatrix} + \begin{bmatrix} \dot{x}_m \\ \dot{y}_m \end{bmatrix}$$  \hspace{1cm} (3.3.3)

$$\begin{bmatrix} \dot{x}_a \\ \dot{y}_a \end{bmatrix} + \dot{\theta}_m \begin{bmatrix} -\sin \theta_m & -\cos \theta_m \\ \cos \theta_m & -\sin \theta_m \end{bmatrix} \begin{bmatrix} p_x \\ p_y \end{bmatrix}$$  \hspace{1cm} (3.3.4)

We define:

$$V_A = \begin{bmatrix} \dot{x}_a \\ \dot{y}_a \end{bmatrix}$$  \hspace{1cm} (3.3.5)

Then $V_{AY}^C = \dot{x}_a \cdot \sin \theta_c - \dot{y}_a \cdot \cos \theta_c$.

According to the characteristics of a nonholonomic cart, the turning movement of the cart can be isolated as an independent motion. The movement can be described as

$$V_{AY}^C = L \cdot \dot{\theta}_c$$  \hspace{1cm} (3.3.6)

Equation (3.3.6) is the fundamental equation for identifying the parameter $L$. 
To estimate the mass of the cart, the dynamics of the cart along $x_c$ can be described by the following equation:

$$a_i = \frac{f_1}{m_c} - \frac{F_f}{m_c}. \quad (3.3.7)$$

Where $m_c$ is the mass of the cart, $a_i$ is acceleration on $X_c$ axis, $f_1$ and $F_f$ are the input force and the friction on $X_c$ axis, respectively. $a_i$ and $f_1$ can be measured by the Jr3 force/torque sensor. Rewrite it in vector form

$$a_i = \left[ \begin{array}{c} f_1 \\ \frac{1}{m_c} \\ -1 \\ F_f \\ \frac{1}{m_c} \end{array} \right]$$

$$ \quad (3.3.8)$$

Based on (3.3.8), the mass of the cart can be identified by measurements of $a_i$ and $f_1$.

To estimate the kinematics length of a nonholonomic cart, positions, orientations, linear velocities and angular velocities of the cart are needed. The first two can be obtained by mobile manipulator sensor readings and previous work on orientation finding [1]. To find the velocity signals, a numerical differentiation method is used to obtain the derivative of position and orientation information. For a time domain signal, $Z(t)$, this procedure can be expressed by the following equation,

$$\dot{Z}(t) = \frac{Z(t) - Z(t - \Delta t)}{\Delta t}, t - \Delta t = \Delta t > 0. \quad (3.3.9)$$

Where $\Delta t$ is the sampling time.

The orientation signal is very noisy due to the sensor measurement error. The noise involved in the orientation signal is significantly amplified after numerical differentiation, and it can not be easily statistically modeled. The unmodeled noise causes a large estimation error in parameter identification.
3.2.2 State Estimation

The state estimation includes the estimation of the cart position and orientation with respect to the mobile platform. The mobile platform is equipped with a laser range finder. Fig. 3.2 shows a configuration of the cart in the moving frame of the mobile platform. The laser sensor provides a polar range map of its environment in the form of \((\alpha, r)\), where \(\alpha\) is an angle from \([-\pi/2, \pi/2]\) which is discretized into 360 units. The range sensor provides a ranging resolution of 50mm. Fig. 3.3 (a) shows the raw data from the laser sensor. Obviously the measurement of the cart is mixed with the environment surrounding it. Only a chunk of the data is useful and the rest should be filtered out. A sliding window, \(w = \{\alpha_1, \alpha_2\}\) is defined. The data for \(\alpha \notin w\) are discarded. To obtain the size of \(w\), the encoder information of the mobile manipulator should be fused with the laser data. Since the cart is held by the end-effector, the approximate position of \(x_r, y_r\), as shown in Fig. 3.2, can be obtained. Based on \(x_r, y_r\) and the covariance of the measurement \(r\), which is known, the sliding window size can be estimated. The filtered data by the sliding window is shown in Fig. 3.3 (b).
In this application, the cart position and orientation \((x_c, y_c, \theta_c)\) are the parameters to be estimated. Assuming the relative motion between the cart and the robot is slow, the cart position and orientation can be estimated by the standard Extended Kalman Filter (EKF) technique \([11]\). The cart dynamics are described by the following vector function:

\[
\dot{X}_c = F(X_c, f) + \xi \tag{3.3.10}
\]

where \(f\) is the control input of the cart, which can be measured by the force torque sensor equipped on the end-effector of the mobile manipulator. \(X_c = \{x_c, \dot{x}_c, y_c, \dot{y}_c, \theta_c, \dot{\theta}_c\}\). \(\xi\) is a random vector with zero mean and covariance matrix \(\sigma_x\). Considering the output vector as \(Z(t) = \{\alpha, r\}^T\), as shown in Fig. 3.2, the output function is described as:
\[ Z(t) = G(X_c) + \xi \]  

(3.3.11)

Where \( \xi \) is a random vector with zero mean and covariance matrix \( \sigma_\xi \). It is worth noting that nonholonomic constraint should be considered in (3.3.10) and the measurement \((\alpha, r)\) should be transformed into the moving frame. By applying the standard \textit{EKF} technique to (3.3.10) and (3.3.11), an estimate of the cart state variables \( \hat{X}_c \) for \( X_c \) can be obtained. The dotted line in Fig 3.3 (b) shows an estimation of the cart configuration in the mobile frame \( \Sigma_b \). It is worth noting that both the force/torque sensor information and the laser range finder information are used in the estimation of the cart configuration.

The state estimation task can be solved by Least Square Method [9].

The equations of the recursive least square method are:

\[
\begin{align*}
\hat{X}_r & = \hat{X}_{r-1} + K_r (Y_r - H_r' \hat{X}_{r-1}) , \\
K_r & = P_{r-1} H_r (I + H_r' P_{r-1} H_r)^{-1} , \\
P_r & = P_{r-1} - P_{r-1} K_r 
\end{align*} 
\]

(3.3.12) (3.3.13) (3.3.14)

\[ 3.3.3 \text{ Wavelet Transform in Digital Signal Processing} \]

The Fourier Transform is a frequency domain representation of a function. The essence of the Fourier transform of a waveform is to decompose the waveform into a sum of sinusoids of different frequencies. In other words, the Fourier transform analyzes the “frequency contents” of a signal. The Fourier Transform identifies or distinguishes the different frequency sinusoids, and their respective amplitudes, which combine to form an arbitrary waveform.

The Fourier Transform, with its wide range of applications, has its limitations. For example, this transformation cannot be applied to non-stationary signals that have time varying or spatial varying characteristics. Although the modified version of the Fourier Transform, referred to as Short-Time Fourier Transform (STFT), can resolve some of the problems associated with non-stationary signals, it does not address all the problems.

The wavelet transform is a tool to perform the concept of multiresolution that cuts up data or functions or operators into different frequency
components, and then studies each component with a resolution matched to its scale. The wavelet transform has been successfully applied to non-stationary signals for analysis and has provided an alternative to the Windowed Fourier Transform. We will give a brief and concise review on Fourier Transform and Wavelet Transform.

### 3.3.3.1 Short-Time Fourier Transform and Wavelet Transform

The Short-Time Fourier Transform (STFT) replaces the Fourier transform’s sinusoidal wave by the product of a sinusoid and a single analysis window which is localized in time. The STFT has a constant time frequency resolution. This resolution can be changed by rescaling the window. It is a complete, stable, redundant representation of the signal.

The STFT takes two arguments: time and frequency. It has a constant time frequency resolution. This resolution can be changed by rescaling the window.

Wavelet Transform is different from STFT. The continuous wavelet transform is defined by

\[
\text{STFT}_x^y (\tau, s) = \frac{1}{\sqrt{|s|}} \int (x(t)\psi^\ast \left( \frac{t-\tau}{s} \right)) dt
\]  

(3.3.15)

As seen in the above equation, the transformed signal is a function of two variables, \(\tau\) and \(s\), the translation and scale parameters, respectively. \(\psi(t)\) is the transforming function, and it is called the mother wavelet. The term mother wavelet gets its name due to two important properties of the wavelet analysis as explained below:

The term wavelet means a small wave. The smallness refers to the condition that this window function is of finite length. The wave refers to the condition that this function is oscillatory. The term “mother” implies that the functions with different region of support that are used in the transformation process are derived from one main function, or the mother wavelet. In other words, the mother wavelet is a prototype for generating the other window functions.

The term “translation” is used in the same sense as it was used in the STFT; it is related to the location of the window, as the window is shifted through the signal. This term, obviously, corresponds to the time information in the transform domain. However, we do not have a frequency parameter, as we had before for the STFT. Instead, we have scale parameter
which is defined as \((frequency)^{-1}\). The term frequency is reserved for the STFT.

3.3.3.2 Discrete Wavelet Transform

Wavelet Transform (WT) is a technique for analyzing signals. It was developed as an alternative to STFT to overcome problems related to its frequency and time resolution properties. More specifically, unlike the STFT that provides uniform time resolution for all frequencies. The Discrete Wavelet Transform (DWT) provides high time resolution and low frequency resolution for high frequencies and high frequency resolution and low time resolution for low frequencies.

The DWT is a special case of the WT that provides a compact representation of a signal in time and frequency that can be computed efficiently. It can be explained as a subband coding. The time-domain signal is passed from various highpass and lowpass filters, which filter out either high frequency or low frequency portions of the signal. This procedure is repeated, every time some portion of the signal corresponding to some frequencies is being removed from the signal.

The Continuous Wavelet Transform (CWT) can be thought of as a correlation between a wavelet at different scales and the signal with the scale (or the frequency) being used as a measure of similarity. The continuous wavelet transform is computed by changing the scale of the analysis window, shifting the window in time, multiplying by the signal, and integrating over all times. In the discrete case, filters of different cutoff frequencies are used to analyze the signal at different scales. The signal is passed through a series of high pass filters to analyze the high frequencies, and it is passed through a series of low pass filters to analyze the low frequencies. The subbanding procedure [7, 1] is shown in Fig. 3.4.

In discrete signals, the Nyquist rate corresponds to \(\pi\) rad/s in the discrete frequency domain. After passing the signal through a half band lowpass filter, half of the samples can be eliminated according to the Nyquist’s rule, since the signal now has a highest frequency of \(\pi / 2\) radians instead of \(\pi\) radians. Simply discarding every other sample will subsample the signal by two, and the signal will then have half the number of points. The scale of the signal is now doubled. Note that the lowpass filtering removes the high frequency information, but leaves the scale unchanged. Only the subsampling process changes the scale. Resolution, on the other hand, is related to the amount of information in the signal, and therefore, it is affected by the filtering operations. Half band lowpass filtering removes half
of the frequencies, which can be interpreted as losing half of the information. Therefore, the resolution is halved after the filtering operation.

![Multilevel Discrete Wavelet Transform](image)

**Fig. 3.4.** Multilevel Discrete Wavelet Transform

### 3.3.4 Discrete Wavelet Based Model Identification (DWMI)

The on-line parameter estimation problem can be described by a recursive Least Square Method.

Given a linear observation equation

\[ Y_r = H_r X_r + v_r \]  

(3.3.16)

\( Y_r \) is an observation vector at time instance \( r \),
\( H_r \) is an observation matrix at time instance \( r \).
\( X_r \) is an estimated parameter vector.
\( \nu_r \) is the measurement noise.

Corresponding to the estimation equations developed in section 3.2, for estimation of \( L \), \( Y_r \) is the measurement sequence of \( V_{AY}^C \), \( H_r \) is the measurement sequence of \( \dot{\theta}_c \), \( X \) is the parameter \( L \); for estimation of the mass, \( Y_r \) is the measurement sequence of the acceleration \( a_i \), and \( H_r \) is the sequence of the vector of \( \begin{bmatrix} f_1^T \\ -1 \end{bmatrix} \).

Table 3.1. Signal/Noise Distribution

<table>
<thead>
<tr>
<th>Features</th>
<th>( \dot{\theta}_c ) measurements</th>
<th>( V_{AY}^C ) measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strength</td>
<td>Signal</td>
<td>Noise</td>
</tr>
<tr>
<td>Spectra</td>
<td>Lower frequencies</td>
<td>Higher frequencies</td>
</tr>
</tbody>
</table>
To subband a signal, Discrete Wavelet Transform is used. As shown in Fig. 3.4, \( h(n) \) and \( g(n) \) are a lowpass filter and a highpass filter, respectively. The two filters can halve the bandwidth of the signal at this level. Fig. 3.4 also shows the DWT coefficients of the higher frequency components at each level.

As a result, the raw signal is preprocessed to have the desired low frequency components. The multiresolution approach from discrete wavelet analysis will be used to decompose the raw signal into several signals with different bandwidths. This algorithm makes the signal, in this case, the raw angular velocity signal passes through several lowpass filters. At each level it passes the filter, and the bandwidth of the signal would be halved. Then the lower frequency component can be obtained level by level.

The algorithm can be described as the following procedures:

(a) **Filtering:** Passing the signal through a lowpass Daubechies filter with bandwidth which is the lower half bandwidth of the signal at the last level. Subsampling the signal by factor 2, then reconstructing the signal at this level;

(b) **Estimating:** Using the RLSM to process the linear velocity signal and the angular velocity signal obtained from the step (a) to estimate the kinematic length of the cart.

(c) **Calculating:** Calculating the expectation of the length estimates and the residual.

(d) **Returning:** Returning to (a), until it can be ensured that \( \tilde{e} \) is increasing.

(e) **Comparing:** Comparing the residual in each level, take the estimate of length at a level, which has the minimum residual over all the levels, as the most accurate estimate.

The block diagram of DWMI algorithm is shown in Fig. 3.5.
3.4 Convergence of Estimation

In this section, the parameter estimation problem in time domain is analyzed in frequency domain. The estimation convergence means that the estimate of the parameter can approximately approach the real value, if the measurement signal and the real signal have an identical frequency spectrum. First, we convert the time based problem into frequency domain through Fourier Transform.

The least square of estimation residual can be described by

$$\tilde{e} = \int (\hat{v}(t) - v(t))^2 dt$$ \hspace{1cm} (3.4.1)

and the relationships can be designed as follows:
\[ v(t) = L \cdot \omega_f(t), \quad (3.4.2) \]
\[ \hat{v}(t) = \hat{L} \cdot \omega_M(t), \quad (3.4.3) \]
\[ \hat{L} = \Delta L + L, \quad (3.4.4) \]
\[ \omega_M(t) = \omega_f(t) + \Delta \omega(t), \quad (3.4.5) \]
\[ F_{\omega_M}(\omega) = F_{\omega_f}(\omega) + \Delta F(\omega), \quad (3.4.6) \]

\( L \) is the true value of the length, and \( \hat{L} \) is the estimate of the length in least square sense. \( v(t) \) is the true value of the linear velocity, \( \hat{v}(t) \) is the estimate of the linear velocity, \( \omega_f(t) \) is the true value of \( \hat{\omega}_c \), \( \omega_M(t) \) is the measurements of \( \hat{\omega}_c \) and \( \Delta \omega(t) \) are measurement additive noise signal of \( \hat{\omega}_c \), respectively. \( F_{\omega_f}(\omega), \Delta F(\omega) \) and \( F_{\omega_M}(\omega) \) are their corresponding Fourier Transforms.

Considering the problem as a minimizing problem, the estimation error can be minimized by finding the minimum value of the estimation residual \( \tilde{e} \) in least square sense. The estimation residual is in terms of the frequency domain form of \( \Delta F(\omega) \) the error signal \( \Delta \omega(t) \). Hence, the problem is turned into describing the relation between the \( \tilde{e} \) and \( \Delta F(\omega) \).

The following lemma provides a conclusion that functions with a certain form are increasing functions of a variable. Based on the lemma, a theorem can be developed to prove that \( \tilde{e} \) is a function of \( \left( \frac{\Delta L}{L} \right)^2 \) which has the same form as in the lemma. Thus, the estimation error decreases, as the residual is reduced.

**Lemma:** Let \( \Omega : (-\infty, +\infty) \) and

\[
X = \left( \int_{\Omega} F_{\omega_f}(\omega) \Delta F(\omega) d\omega \right)^2 \left( \int_{\Omega} |F_{\omega_f}(\omega)|^2 d\omega \right)^2
\]

\[ (3.4.7) \]
If $F_{\omega \delta} (\omega)$ is orthogonal to $\Delta F (\omega)$, then $\tilde{e}$ is a strictly increasing function of $X$.

**Proof:** First, we try to transfer the problem to real space through simplifying $X$. Since $\Delta F (\omega)$ is orthogonal to $F_{\omega \delta} (\omega)$, i.e.

$$\int \left| F_{\omega \delta} (\omega) \right|^2 d\omega = 0$$

(3.4.9)

Simplifying the integrals

$$\int F_{\omega \delta} (\omega) \Delta F (\omega) d\omega = \int |\Delta F (\omega)|^2 d\omega$$

$$\int F_{\omega \delta} (\omega) d\omega = \int |F_{\omega \delta} (\omega)|^2 d\omega + \int |\Delta F (\omega)|^2 d\omega$$

These two questions can move out some terms in $X$, it is clear that $X$ is a real function as

$$X = \left( \frac{\int |\Delta F (\omega)|^2 d\omega}{\int \left( |F_{\omega \delta} (\omega)|^2 d\omega + |\Delta F (\omega)|^2 d\omega \right)} \right)^2$$

It implies

$$\int |\Delta F (\omega)|^2 d\omega = \frac{\sqrt{X}}{1 - \sqrt{X}} \int |F_{\omega \delta} (\omega)|^2 d\omega$$

(3.4.10)

$\tilde{e}$ can be expressed in terms of $X$

$$\tilde{e} = \frac{L^2}{2 \pi} \left( \int |\Delta F (\omega)|^2 d\omega - X \int |F_{\omega \delta} (\omega)|^2 d\omega - X \int |\Delta F (\omega)|^2 d\omega \right)$$

$$= \frac{L^2}{2 \pi} \left( 1 - \sqrt{X} \right) \frac{\sqrt{X}}{1 - \sqrt{X}} \int |F_{\omega \delta} (\omega)|^2 d\omega$$

It can be written as
Let \( f(X) = \tilde{e} \), then

\[
f'(X) = \frac{L^2 \int_\Omega |\hat{F}_{\omega r}(\omega)|^2 d\omega}{4\pi \sqrt{X}} > 0 \tag{3.4.11}
\]

Hence, given \( \int_\Omega |F_{\omega r}(\omega)|^2 d\omega \), \( f(X) \) is an increasing function of \( X \).

Finally, \( \tilde{e} \) is an increasing function of \( X \). If \( \tilde{e} = 0 \), \( X = 0 \).

The lemma provides a foundation to prove \( \left( \frac{\Delta L}{L} \right)^2 \) will reach a minimum value when the estimation residual \( \tilde{e} \) takes a minimum value.

**Theorem:** Given \( \Delta F : \omega \to C \), \( C \) is a complex space, when \( \tilde{e} \) takes a minimum value, \( \left( \frac{\Delta L}{L} \right)^2 \) also takes a minimum value.

**Proof:** Consider the continuous case:

\[
\tilde{e} = \int [\hat{v}(t)^2 - \hat{v}(t)v(t) + v(t)^2] dt
\]

Given \( \Omega : (-\infty, +\infty) \), according to Parseval’s Equation,

\[
\tilde{e} = \frac{1}{2\pi} \int \left[ |F_v(\omega)|^2 - 2F_v(\omega)\overline{F_v(\omega)} + |\overline{F_v(\omega)}|^2 \right] d\omega
\]

From (3.4.3) and Linear properties of Fourier Transform, it can be easily seen that
\[ \tilde{e} = \frac{1}{2\pi} \int_{\Omega} \left( \hat{L}^2 |F_\phi(\omega)|^2 - 2\hat{L}F_\phi(\omega)\overline{F_\omega(\omega)} \right) d\omega \]

\[ + \frac{1}{2\pi} \int_{\Omega} |F_\phi(\omega)|^2 d\omega \]  (3.4.12)

\( \tilde{e} \) is a function of \( \hat{L} \), then based on the least square criterion the following equation in terms of \( \hat{L} \) must satisfy

\[ \frac{\partial \tilde{e}}{\partial \hat{L}} = \frac{2\hat{L}}{2\pi} \int_{\Omega} \left( \hat{L}^2 |F_{\phi u}(\omega)|^2 - 2\hat{L}F_{\phi u}(\omega)\overline{F_\omega(\omega)} \right) d\omega \]

\[ = 0 \]

The above equation implies that the solution of \( \hat{L} \) can be expressed as

\[ \int_{\Omega} \left( \hat{L}^2 |F_{\phi u}(\omega)|^2 - F_{\phi u}(\omega)\overline{F_\omega(\omega)} \right) d\omega = 0 \]

Using (3.4.2), the above equation implies that the solution of \( \hat{L} \) can be expressed as

\[ \hat{L} = \frac{\int_{\Omega} F_{\phi u}(\omega)\overline{F_\omega(\omega)} d\omega}{\int_{\Omega} |F_{\phi u}(\omega)|^2 d\omega} \]

\[ \tag{3.4.13} \]

Let \( L' = \hat{L} \), then substituting (3.4.4),(3.4.6) into (3.4.13) to remove the terms of the linear velocity.

\[ \frac{L + \Delta L}{L} = \frac{\int_{\Omega} |F_{\phi u}(\omega)|^2 - F_{\phi u}(\omega)\Delta F(\omega) d\omega}{\int_{\Omega} |F_{\phi u}(\omega)|^2 d\omega} \]

\[ \tag{3.4.14} \]

There exists the relation between the estimation error \((\frac{\Delta L}{L})\) in the time domain and the measurement error \((\Delta F(\omega))\) in frequency domain,

\[ \frac{\Delta L}{L} = -\frac{\int_{\Omega} F_{\phi u}(\omega)\Delta F(\omega) d\omega}{\int_{\Omega} |F_{\phi u}(\omega)|^2 d\omega} \]

\[ \tag{3.4.15} \]
Note that if \( X \) is defined in the beginning of the section, then
\[
X = \left( \frac{NL}{L} \right)^2.
\]
Substituting (3.4.13) into (3.4.12) yields
\[
\tilde{e} = \frac{L^2}{2\pi} \left( - \int \frac{F_{\omega y} (\omega) \Delta F(\omega) d\omega}{\int |F_{\omega y} (\omega)|^2 d\omega} + \int \left( |F_{\omega f} (\omega)|^2 - |F_{\omega y} (\omega)|^2 + 2F_{\omega y} (\omega)\Delta F(\omega) \right) d\omega \right)
\]
We define:
\[
\Delta e = \int (\Delta \omega(t))^2 dt = \int [\omega_M (t)^2 - 2\omega_M (t)\omega_r (t) + \omega_r (t)^2] dt
\]
Applying Parseval’s Equation to the error signal \( \Delta \omega \) yields
\[
\int |\Delta F(\omega)|^2 d\omega = \int \left| F_{\omega y} (\omega) \right|^2 d\omega + \int \left| F_{\omega y} (\omega) \right|^2 - 2F_{\omega y} (\omega)\overline{F_{\omega r} (\omega)} d\omega
\]
\[
= \int \left| F_{\omega r} (\omega) \right|^2 d\omega + \int \left| F_{\omega y} (\omega) \right|^2 d\omega - 2 \int F_{\omega y} (\omega)(\overline{F_{\omega r} (\omega)} - \Delta F(\omega)) d\omega
\]
Therefore,
\[
\int \left( |F_{\omega f} (\omega)|^2 - |F_{\omega y} (\omega)|^2 \right) d\omega = \int |\Delta F(\omega)|^2 - 2F_{\omega y} (\omega)\Delta F(\omega) d\omega
\]
Substituting (3.4.7), (3.4.8) into (3.4.17) \( \tilde{e} \) can be given in terms of \( X \)
\[
\tilde{e} = \frac{L^2}{2\pi} \left( \int |\Delta F(\omega)|^2 d\omega - X \cdot \int |F_{\omega y} (\omega)|^2 d\omega \right)
\]
It can be easily seen that \( \tilde{e} \) has the same form as in the lemma, then \( \tilde{e} \) is an increasing function of \( X \), for different \( \Delta F \), when \( \tilde{e} \) takes a minimum value, \( \left( \frac{NL}{L} \right)^2 \) also takes a minimum value. Since the minimum value
of $\tilde{\epsilon}$ is equal to 0, the $\left(\frac{\Delta L}{L}\right)^2$ will approach 0 as well. The residual of the estimation is convergence and the estimation error goes to 0, as the two frequency spectra are identical.

### 3.5 Experimental Implementation and Results

The proposed method has been tested using a Mobile Manipulation System consisting of a Nomadic XR4000 mobile robot, and a Puma560 robot arm attached on the mobile robot. A nonholonomic cart is gripped by the end-effector of the robot arm as shown in Fig. 3.1. There are two PCs in the mobile platform, one uses Linux as the operating system for the mobile robot control and the other uses a real time operating system QNX for the control of the Puma560. The end-effector is equipped with a Jr3 force/torque sensor.

In order to identify the model of the cart, two types of interaction between mobile manipulator and the cart are planned. First, the robot pushes the cart back and forward without turning the cart. The sensory measurement of the acceleration and the force applied to the cart can be recorded. Second, the cart was turned left and right alternatively to obtain the sensory measurements of the position of the point A and the orientation of the cart. The mass and length estimation are carried out on different carts of varying length and mass.

#### 3.5.1 Mass Estimation

To estimate the mass of the cart, the regular recursive Least Square Method (LSM) is used. The measured acceleration signal and the measured signal of the pushing force contain independent white noise. Hence, the estimation should be unbiased. The estimate of the mass of the cart can be obtained directly by LSM.

Fig. 3.6, 3.7, 3.8 indicate the mass estimation process. At the beginning, the estimation is oscillating, however, a few seconds later, the estimation became stable. The mass estimation results are listed in Table 3.2, which indicates that the mass estimation errors, normally, less than 15%.
Fig 3.6. Mass Estimation, for M=45kg

Fig 3.7. Mass Estimation, for m = 55kg
3.5.1 Length Estimation

According to the proposed method, the algorithm filters the raw signal to have different bandwidths. For different frequency ranges of the signal, recursive Least Square Method is used for parameter identification. The experimental results of length estimation are shown by the graphs below.

Corresponding to the frequency components of the angular velocity signal at different lower ranges, \( (0, \pi \cdot \left(\frac{1}{2}\right)^\text{level} \). There are maximally 13 estimation stages in this estimation, therefore the index of the levels ranges from 1 to 13.

Figures 3.9, 3.10, 3.11 and 3.12 show the estimation processes at 9th-12 levels for L=1.31m and L=0.93m. The tends of variance P at all the levels
show that the recursive least square method makes the estimation error decreasing in the estimation process. For some frequency ranges, the estimation errors are quite large, and at those levels (for example, 11th and 12th levels), the length estimation curves are not smooth, and have large estimation errors.

For length estimation with \(L = 1.31\text{m}\), Figs. 3.9, 3.10 show the estimation curve at 9th, 10th, 11th, and 12th level. The estimation result at 10th level provides a smooth estimation, and an accurate result. For \(L = 0.93\), Figs. 3.11 and 3.12 indicate a smooth curve of the estimation at 11th level, which results in the best estimate.

![Graphs showing length estimation and variance P at 9th-10th levels for L=1.31m](image)

**Fig. 3.9.** Length Estimate and Variance P at 9th-10th levels for L=1.31m
Fig. 3.10. Length Estimate and Variance P at 11th-12th levels for L=1.31m

Fig. 3.11. Length Estimation at 9th-10th levels for L=0.93m
3.5.3 Verification of Proposed Method

Figures 3.13, 3.14, 3.15 indicate $\hat{e}$ and the parameter estimation errors at different levels, in case of $L=0.93$ m, 1.31 m, and 1.46 m, respectively.

The horizontal axes represent the index of the estimation level, as shown in Figs. 3.13, 3.14, 3.15. The vertical axes of the figures represent the absolute value of relative estimation error, and the value of $\hat{e}$.

Fig. 3.13. Length Estimation Results of $\hat{e}$ and $\frac{\Delta L}{L}$ for $L=0.93$ m
Fig. 3.14. Length Estimation Results of $\tilde{e}$ and $\frac{\Delta L}{L}$ for L=1.31m

Fig. 3.15. Length Estimation Results of $\tilde{e}$ and $\frac{\Delta L}{L}$ for L=1.46m
The figures show the different estimation performances at different levels. The relationship between the estimation errors and the filtering levels can be found.

Figures 3.13, 3.14, 3.15 indicate that \( \tilde{e} \) and the estimation error, delta \( L \), have the same feature of changing with respect to the levels. The estimation reaches the minimum \( \frac{\Delta L}{L} = 10.5\%, 7.9\% \) and \( 2.6\% \) at level 11, 10 and 10, respectively. At the same level, the residual \( \tilde{e} \) is also minimized. Thus, minimizing \( \tilde{e} \), which can be computed on-line by the on-board computer, becomes the criterion for optimizing the estimation.

The figures also show that after the estimation level at which the estimation error takes a minimum value, the value of \( \tilde{e} \) and the estimation error are increasing, due to lack of the normal frequency components of the true signal (serious distortion) at the further levels of low pass filtering. It also indicates that the true signal component of the measurement resides in certain bandwidth at low frequency range.

To estimate the kinematic length of a cart, the proposed method and traditional RLSM are used. The estimates by DWMI Algorithm, according to the proposed method, and the estimates by traditional RLSM without preprocessing the raw data are listed in Table 3.3. It can be seen that the estimation error by RLSM method is about 80% - 90%, while the DWMI method can reduce the estimation error to about 10%. This is a significant improvement of estimation accuracy.

<table>
<thead>
<tr>
<th>Length (m)</th>
<th>LS</th>
<th>DWM I</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{L}(m) )</td>
<td>error</td>
</tr>
<tr>
<td>0.93</td>
<td>0.0290</td>
<td>-96%</td>
</tr>
<tr>
<td>1.14</td>
<td>0.128</td>
<td>-89.3%</td>
</tr>
<tr>
<td>1.31</td>
<td>0.1213</td>
<td>-90%</td>
</tr>
<tr>
<td>1.46</td>
<td>0.1577</td>
<td>-89%</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison of Length Estimation Results
3.6 Conclusion

In this chapter, in order to solve the online model learning problem, a Discrete Wavelet based model Identification method has been proposed. The method provides a new criterion to optimize the parameter estimations in noisy environment by minimizing the least square residual. When the unknown noises generated by sensor measurements and numerical operations are uncorrelated, the least square residual is a monotonically increasing function of estimation error. Based on this, the estimation convergence theory is created and proved mathematically. This method offers significant advantages over the classical least square estimation methods in model identification for online estimation without prior statistical knowledge of measurement and operation noises. The experimental results show the improved estimation accuracy of the proposed method for identifying the mass and the length of a nonholonomic cart by interactive action in cart pushing.

Robotic manipulation has a wide range of applications in complex and dynamic environments. Many applications, including home care, search, rescue and so on, require the mobile manipulator to work in unstructured environments. Based on the method proposed in this chapter, the task model can be found by simple interactions between the mobile manipulator and the environment. This approach significantly improves the effectiveness of the operations.
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4.1 Introduction

In the last years, one of the main challenges in robotics is to endow the robots with a grade of intelligence in order to allow them to extract information from the environment and use that knowledge to carry out their tasks safely. The intelligence allows the robots to improve their survival in the real world. Two main characteristics that every intelligent system must have are [1]:

1. Autonomy. Intelligent systems must be able to operate without the help of human being or other systems, and to have control over its own actions and internal state. Robots must have a wide variety of different behaviors to operate autonomously.

2. Adaptability. Intelligent systems must be able to learn to react to changes happening in the environment and on themselves in order to improve their behavior. Robots have to retain information about their personal experience to be able to learn.

A sign of intelligence is learning. Learning endows a mobile robot with a higher flexibility and allows it to adapt to changes occurring in the environment or in its internal state in order to improve its results. Learning is particularly difficult in robotics due to the following reasons [2] [3]:
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In most cases, the information provided by the sensors is incomplete and noisy.

Environment conditions can change.

Training data can not be available off-line. In this case, the robot has to move in its environment in order to acquire the necessary knowledge from its experience.

The learning algorithm has to achieve good results in a short period of time.

Despite these drawbacks, learning algorithms have been applied successfully in walking robots [4] [5], navigation [6] [7], tasks coordination [8], pattern recognition [9], etc.

According to the information received during the learning, learning methods can be classified as supervised and unsupervised [10]. In the supervised learning algorithms, there exists a teacher which provides the desired output for each input vector. These methods are very powerful because they work with a lot of information although they present the following drawbacks: the learning is performed off-line and it is necessary to know how the system has to behave.

In the unsupervised learning algorithms, there is not a teacher which appraises the suitable outputs for particular inputs. The reinforcement learning is included in these methods [11]. In this case, there exists a critic which provides more evaluative than instructional information. The idea lies in the system, explores the environment and observes the action results in order to achieve a learning results index. The main advantages are that there is no need for a complete knowledge of the system and the robot can continuously improve its performance while it is learning.

The more complex a task is performed by a robot, the slower the learning is, because the number of states increases so that it makes it difficult to find the best action. The task decomposition in simpler sub-tasks permits an improvement of the learning because each skill learns in a subset of possible states, so that the search space is reduced. The current tendency is to define basic robot behaviors, which are combined to execute more complex tasks [12] [13] [14].

In this work, we present a reinforcement learning algorithm using neural networks which allows a mobile robot to learn skills. The implemented neural network architecture works with continuous input and output spaces, has a good resistance to forget previously learned actions and learns quickly. Other advantages this algorithm presents are that on one hand, it is not necessary to estimate an expected reward because the robot receives a real continuous reinforcement each time it performs an action and, on the other hand, the robot learns on-line, so that the robot can adapt
to changes produced in the environment. Finally, the learnt skills are combined to successfully perform a more complex skills called Visual Approaching and Go To Goal Avoiding Obstacles.

Section 2 describes a generic structure of an automatic skill. Automatic skills are the sensorial and motor capacities of the system. The skill's concept includes the basic and emergent behaviors' concepts of the behavior-based systems [15] [12]. Skills are the base of the robot control architecture AD proposed by R. Barber et al. [16]. This control architecture is inspired from the human being reasoning capacity and the actuation capacity and it is formed by two levels: Deliberative and Automatic. The Deliberative level is associated with the reflective processes and the Automatic level is associated to the automatic processes. Section 3 proposes three different methods for generating complex skills from simpler ones in the AD architecture. These methods are not exclusive, they can occur in the same skill. Section 4 gives an overview of the reinforcement learning and the main problems appeared in reinforcement learning systems. Section 5 shows a detailed description of the continuous reinforcement learning algorithm proposed. Section 6 presents the experimental results obtained from the learning of different automatic skills. Finally, in section 7, some conclusions based on the results presented in this work are provided.

### 4.2 Automatic Skills

Automatic skills are defined as the capacity of processing sensorial information and/or executing actions upon the robot's actuators [17]. Bonasso et al. [18] define skills as the robot’s connection with the world. For Chatila et al. [19] skills are all built-in robot action and perception capacities. In the AD architecture skills are classified as perceptive and sensorimotor. Perceptive skills interpret the information perceived from the sensors, sensorimotor skills, or other perceptive skills. Sensorimotor skills perceive information from the sensors, perceptive skills or other sensorimotor skills and on the basis of that perform an action upon the actuators. All automatic skills have the following characteristics:

1. They can be activated by skills situated in the same level or in the higher level. A skill can only deactivate skills which it has activated previously.
2. Skills have to store their results in memory to be used by other skills.
3. A skill can generate different events and communicate with whom has requested to receive notification previously.
Fig. 4.1 shows the generic structure of a skill. It contains an active object, an event manager object and data objects. The active object is in charge of processing. When a skill is activated, it connects to data objects or to sensors' servers as required by the skill. Then, it processes the received input information, and finally, it stores the output results in its data objects. These objects contain different data structures depending on the type of stored data. When the skill is sensorimotor, it can connect to actuators' servers in order to send them movement commands.

Skills which can be activated are represented by a circle. There could be skills which are permanently active and in this case they are represented without circles. During the processing, the active object can generate events. For example, the sensorimotor skill called Go To Goal generates the event GOAL_ REACHED when the required task is achieved successfully. Events are sent to the event manager object, which is in charge of notifying skills of the produced event. Only the skills that they have previously registered on it will receive notification. During the activation of the skill, some parameters can be sent to the activated skill. For instance, the skill called Go To Goal receives as parameters the goal's position, the robot's maximum velocity and if the skill can send velocity commands to actuators directly or not.
4.3 Complex Skills Generation

Skills can be combined to obtain complex skills and these, in turn, can be recursively combined to form more complex skills. Owing to the modular characteristic of the skills, they can be used to build skills' hierarchies with higher abstraction levels. Skills are not organized \textit{a priori}; they are, rather, used depending on the task being carrying out and on the state of the environment. The complex skill concept is similar to the emergent behavior concept of the behavior based systems [20].

The generation of complex skills from simpler ones presents the following main advantages:
1. Re-using of software. A skill can be used for different complex skills.
2. Reducing the programming complexity. The problem is divided into smaller and simpler problems.
3. Improving the learning rate. Each skill is learned in a subset of possible states, so that the search space is reduced.

In the literature, there exist different methods to generate new behaviors from simpler ones: direct, temporal and information flow based methods. In the first methods the emergent behavior's output is a combination of the simple behaviors' outputs. Within them, the competitive [12] and the cooperative methods [21] [22] can be found. In the temporal methods a sequencer is in charge of establishing the temporal dependencies among simple behaviors [23] [24]. In the information flow based methods the behaviors do not use the information perceived directly by the sensors. They receive information processed previously by other behaviors [25].

According to these ideas, we propose three different methods for generating complex skill from simple ones [17]:
1. \textit{Sequencing} method. In the sequencing method the complex skill is formed by a sequencer which is in charge of deciding what skills have to be activated in each moment avoiding the simultaneous activation of other skills which act upon the same actuator (see Fig. 4.2).
2. \textit{Output addition} method. In the output addition method the resulting movement commands are obtained by combining the movement commands of each skill (see Fig. 4.3). In this case, skills act upon the same actuator and are activated at the same time. Contrary to the previous method, simple skills do not connect to actuators directly. They have to store their results in the data objects in order to be used by the complex skill. When a skill is activated it does not know if it has to send the command to actuators or store its results in its data object. In order to solve this problem, one of the activation parameters sent to the skill determines if the skill has to connect to actuators or not.
3. *Data flow* method. In the data flow method, the complex skill is made up of skills which send information from one to the other as shown in Fig. 4.4. The difference from the above methods is that the complex skill does not have to be responsible for activating all skills. Simple skills activate skills from which they need their data.

![Fig. 4.2. Sequencing method](image1)

![Fig. 4.3. Output addition method](image2)
Unlike other authors who only use one of the methods for generating emergent behaviors, the three proposed methods are not exclusive; they can occur in the same skill. A generic complex skill must have a structure which allows its generation by one or more of the methods described above (see Fig. 4.5).

4.3.1 Visual Approach Skill

Approaching a target means moving towards a stationary object [17][26]. In the process, the human performs to execute this skill using visual feedback is, first of all, to move his eyes and head to center the object in the image and then to align the body with the head while he is moving towards the target. Humans are not able to perform complex skill when they are
born, they undergo a development process where they are able to perform more complex skills through the combination skills which have been learned.

According to these ideas, the robot has to learn independently to maintain the object in the image center and to turn towards the base to align the body with the vision system and finally to execute the approaching skill coordinating the learned skills. The complex skill is formed by a combination of the following skills Watching, Object Center and Robot Orientation, see Fig. 4.6. This skill is generated by the data flow method.

Fig. 4.6. Visual Approaching skill structure

Watching a target means keeping the eyes on it. The inputs, that the Watching skill receives are the object center coordinates in the image plane and the performed outputs are the pan tilt velocities. The information is not obtained from the camera sensor directly but it is obtained by the skill called Object Center. Object center means searching for an object on the image previously defined. The input is the image recorded with the
camera and the output is the object center position on the image in pixels. If the object is not found, this skill sends the event OBJECT_NOT_FOUND. Object Center skill is perceptive because it does not produce any action upon the actuators but it only interprets the information obtained from the sensors. When the object is centered on the image, the skill Watching sends notification of the event OBJECT_CENTERED.

Orientating the robot means turning the robot’s body to align it with the vision system. The turret is mounted on the robot so the angle formed by the robot body and the turret coincides with the turret angle. The input to the Orientation skill is the turret pan angle and the output is the robot angular velocity. The information about the angle is obtained from the encoder sensor placed on the pan tilt platform. When the turret is aligned with the robot body, this skill sends notification of the event TURRETAligned.

4.3.2 Go To Goal Avoiding Obstacles Skill

The skill called Go To Goal Avoiding Obstacles allows the robot to go towards a given goal without colliding with any obstacle [27]. It is formed by a sequencer which is in charge of sequencing different skills, see Fig. 4.7, such as Go To Goal and Left and Right Following Contour.

The Go To Goal skill estimates the velocity at which the robot has to move in order to go to the goal in a straight line without taking into account the obstacles in the environment. This skill generates the event GOAL_REACHED when the required task is achieved successfully. The input that the skill receives is the robot's position obtained from the base's server.

The Right and Left Following Contour skills estimate the velocity by which the robot has to move in order to follow the contour of an obstacle placed on the right and left side respectively. The input received by the skills is the sonar readings.
Reinforcement Learning

Reinforcement learning consists of mapping from situations to actions so as to maximize a scalar called reinforcement signal [11][28]. It is a learning technique based on trial and error. A good performance action provides a reward, increasing the probability of recurrence. A bad performance action provides punishment, decreasing the probability. Reinforcement learning is used when there is not detailed information about the desired output. The system learns the correct mapping from situations to actions without a
priori knowledge of its environment. Another advantage that the reinforcement learning presents is that the system is able to learn on-line, it does not require dedicated training and evaluation phases of learning, so that the system can dynamically adapt to changes produced in the environment.

A reinforcement learning system consists of an agent, the environment, a policy, a reward function, a value function, and, optionally, a model of the environment, see Fig. 4.8. The agent is a system that is embedded in an environment, and takes actions to change the state of the environment. The environment is the external system that an agent is embedded in, and can perceive and act on. The policy defines the learning agent's way of behaving at a given time. A policy is a mapping from perceived states of the environment to actions to be taken when in those states. In general, policies may be stochastic. The reward function defines the goal in a reinforcement learning problem. It maps perceived states (or state-action pairs) of the environment to a single number called reward or reinforcement signal, indicating the intrinsic desirability of the state. Whereas a reward function indicates what is good in an immediate sense, a value function specifies what is good in the long run. The value of a state is the total amount of reward an agent can expect to accumulate over the future starting from that state, and finally the model is used for planning, by which it means any way of deciding on a course of action by considering possible future situations before they are actually experienced.

Fig. 4.8. Interaction among the elements of a reinforcement learning system

A reinforcement learning agent must explore the environment in order to acquire knowledge and to make better action selections in the future. On the other hand, the agent has to select that action which provides the better reward among actions which have been performed previously. The agent must perform a variety of actions and favor those that produce better
rewards. This problem is called tradeoff between exploration and exploitation. To solve this problem different authors combine new experience with old value functions to produce new and statistically improved value functions in different ways [29].

Reinforcement learning algorithms implies two problems [30]: temporal credit assignment problem and structural credit assignment or generalization problem. The temporal assignment problem appears due to the received reward or reinforcement signal may be delayed in time. The reinforcement signal informs about the success or failure of the goal after some sequence of actions have been performed. To cope with this problem, some reinforcement learning algorithms are based on estimating an expected reward or predicting future evaluations such as Temporal Differences TD(\(\lambda\)) [31]. Adaptive Heuristic Critic (AHC) [32] and Q’Learning [33] are included in these algorithms. The structural credit assignment problem arises when the learning system is formed by more than one component and the performed actions depend on several of them. In these cases, the received reinforcement signal has to be correctly assigned between the participating components. To cope with this problem, different methods have been proposed such as gradient methods, methods based on a minimum-change principle an based on a measure of worth of a network component [34] [35].

The reinforcement learning has been applied in different areas such as computer networks [36], game theory [37], power system control [38], road vehicle [39], traffic control [40], etc. One of the applications of the reinforcement learning in robotics focuses on behaviors’ learning [41] [42] and behavior coordination’s learning [43] [44] [45] [46].

4.5 Continuous Reinforcement Learning Algorithm

In most of the reinforcement learning algorithms mentioned in previous section, the reinforcement signal only informs about if the system has crashed or if it has achieved the goal. In these cases, the external reinforcement signal is a binary scalar, typically (0, 1) (0 means bad performance and 1 means a good performance), and/or it is delayed in time. The success of a learning process depends on how the reinforcement signal is defined and when it is received by the control system. Later the system receives the reinforcement signal, the later it takes to learn. We propose a reinforcement learning algorithm which receives an external continuous reinforcement signal each time the system performs an action. This reinforcement is a continuous signal between 0 and 1. This value
shows how well the system has performed the action. In this case, the
system can compare the action result with the last action result performed
in the same state, so it is not necessary to estimate an expected reward and
this allows to increase the learning rate.

Most of these reinforcement learning algorithms work with discrete
output and input spaces. However, some robotic applications requires to
work with continuous spaces defined by continuous variables such as
position, velocity, etc. One of the problems that appears working with
continuous input spaces is how to cope the infinite number of the
perceived states. A generalized method is to discretize the input space into
bounded regions within each of which every input point is mapped to the
same output [47] [48] [49].

The drawbacks of working with discrete output spaces are: some
feasible solution could not take into account and the control is less smooth.
When the space is discrete, the reinforcement learning is easy because the
system has to choose an action among a finite set of actions, being this
action which provides the best reward. If the output space is continuous,
the problem is not so obvious because the number of possible actions is
infinite. To solve this problem several authors use perturbed actions
adding random noise to the proposed action [30] [50] [51].

In some cases, reinforcement learning algorithms use neural networks
for their implementation because of their flexibility, noise robustness and
adaptation capacity. Following, we describe the continuous reinforcement
learning algorithm proposed for the learning of skills in an autonomous
mobile robot. The implemented neural network architecture works with
continuous input and output spaces and with real continuous reinforcement
signal.

4.5.1 Neural Network Architecture

The neural network architecture proposed to implement the reinforcement
learning algorithm is formed by two layers as is shown in Fig. 4.9. The
input layer consists of radial basis function (RBF) nodes and is in charge
to discretize the input space. The activation value for each node depends
on the input vector proximity to the center of each node thus, if the
activation level is 0 it means that the perceived situation is outside its
receptive field. But it is 1, it means that the perceived situation
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Fig. 4.9. Structure of the neural network architecture. Shaded RBF nodes of the input layer represent the activated ones for a perceived situation. Only the activated nodes will update its weights and reinforcement values.

The output layer consists of linear stochastic units allowing the search for better responses in the action space. Each output unit represents an action. There exists a complete connectivity between the two layers.

4.5.1.1 Input Layer

The input space is divided into discrete, overlapping regions using RBF nodes. The activation value for each node is:

$$i_j = e^{-\frac{(\vec{t} - \vec{c}_j)^2}{\sigma_{\text{rbf}}^2}}$$

where $\vec{t}$ is the input vector, $\vec{c}_j$ is the center of each node and $\sigma_{\text{rbf}}$ the width of the activation function. Next, the obtained activation values are normalized:

$$i_j^n = \frac{i_j}{\sum_{k=1}^{n_n} i_k}$$

where $n_n$ is the number of created nodes.
Nodes are created dynamically where they are necessary maintaining the network structure as small as possible. Each time a situation is presented to the network, the activation value for each node is calculated. If all values are lower than a threshold, $a_{\text{min}}$, a new node is created. The center of this new node coincides with the input vector presented to the neural network, $\tilde{c}_i = \tilde{i}$. Connections weights, between the new node and the output layer, are initialised to randomly small values.

### 4.5.1.2 Output Layer

The output layer must find the best action for each situation. The recommended action is a weighted sum of the input layer given values:

$$o_k^r = \sum_{j=1}^{n_k} w_{jk} \cdot i_j^n$$

where $n_k$ is the number of output layer nodes. During the learning process, it is necessary to explore for the same situation all the possible actions to discover the best one. This is achieved adding noise to the recommended action. The real final action is obtained from a normal distribution centered in the recommended value and with variance:

$$o_k^f = N(o_k^r, \sigma)$$

As the system learns a suitable action for each situation, the value of $\sigma$ is decreased. We state that the system can perform the same action for the learned situation.

To improve the results, the weights of the output layer are adapted according to the following equations:

$$w_{jk}(t+1) = w_{jk}(t) + \Delta w_{jk}(t)$$

$$\Delta w_{jk}(t) = \beta \cdot (r_j(t) - r_j(t-1)) \cdot \frac{\mu_{jk}(t)}{\sum_j \mu_{jk}(t)} | j' = \arg \max_j i_{j'}^n$$

$$e_{jk}(t) = \frac{o_k^f - o_k^r}{\sigma} \cdot i_j^n$$
where $\beta$ is the learning rate, $\mu_{jk}$ is the eligibility trace and $e_{jk}$ is the eligibility of the weight $w_{jk}$, and $\nu$ is a value in the $[0, 1]$ range. The weight eligibility measures how this weight influences in the action, and the eligibility trace allows rewarding or punishing not only the last action but the previous ones. Values of $r_j$ associated with each weight are obtained from the expression:

$$r_j(t) = \begin{cases} r_{ext}(t) & \text{if } i_j^t \neq 0 \\ r_j(t-1) & \text{otherwise} \end{cases}$$

where $r_{ext}$ is the exterior reinforcement. Actions’ results depend on the activated states, so that only the reinforcement values associated with these states will update.

### 4.6 Experimental Results

The experimental results have been carried out on a RWI-B21 mobile robot (see Fig. 4.10). It is equipped with different sensors such as sonars placed around it, a color CCD camera, a laser telemeter PLS from SICK which allow the robot to get information from the environment. On the other hand, the robot is endowed with different actuators which allow it to explore the environment such as the robot's base and pan tilt platform on which the CCD camera is mounted.
The robot has to be capable of learning the simple skills such as Watching, Orientation, Go To Goal and Right and Left Contour Following and finally to execute the complex sensorimotor skills Visual Approaching and Go To Goal Avoiding Obstacles from the previously learnt skills. Skills are implemented in C++ Language using the CORBA interface definition language to communicate with other skills.

In the Watching skill, the robot must learn the mapping from the object center coordinates \((x, y)\) to the turret velocity \((\text{pan–tilt})\). In our experiment, a cycle starts with the target on the image plane at an initial position \((243, 82)\) pixels, and ends when the target comes out of the image or when the target reaches the image center \((0, 0)\) pixels and stays there. The turret pan tilt movements are coupled so that a x-axis movement implies a y-axis movement and vice versa.

This makes the learning task difficult. The reinforcement signal that the robot receives when it performs this skill is:

\[
    r_{\text{cut}} = e^{-\frac{\text{error}^2}{2}}
\]

\[
    \text{error} = \sqrt{(x_c - x_t)^2 + (y_c - y_t)^2}
\]
where \( x_{co} \) and \( y_{co} \) are the object center coordinates in the image plane, and \( x_{ci} \) and \( y_{ci} \) are the image center coordinates.

Fig. 4.11 shows the robot performance while learning the watching skill. The plots represent the X-Y object coordinates on the image plane. As seen in the figure, the robot is improving its performance while its learning. In the first cycles, the target comes out of the image in a few learning steps, while in cycle 6 robot is able to center the target on the image rapidly.

The learning parameters values are \( \beta = 0.01, \mu = 0.3, \sigma_{rbf} = 0.2 \) and \( a_{\text{min}} = 0.2 \). Fig. 4.12 shows how the robot is able to learn to center the object on the image from different initial positions. The turret does not describe a linear movement by the fact that the pan-tilt axis are coupled. The number of created nodes, taking into account all the possible situations which can be presented to the neural net, is 40.

---

Fig. 4.11. Learning results of the skill *Watching* (I)
Once the robot has achieved a good level of performance in the Watching skill, it learns the Orientation skill. In this case, the robot must learn the mapping from the turret pan angle to the robot angular velocity ($\dot{\theta}$). To align the robot’s body with the turret, maintaining the target in the center image, the robot has to turn an angle. Because the turret is mounted on the robot’s body, the target is displaced on the image. The learned Watching skill obliges the turret to turn to center the object so the robot’s body-turret angle decreases. The reinforcement signal that the robot receives when it performs this skill is:

$$r_{\text{ext}} = e^{-\frac{\text{error}^2}{2}}$$

$$\text{error} = \text{angle}_{\text{turret_robot}}$$

where $\text{angle}_{\text{turret_robot}}$ is the angle formed by the robot body and the turret.

The experimental results for this skill are shown in Fig. 4.13. The plots represent the robot’s angle as a function of the number of learning steps. In
this case, a cycle starts with the robot’s angle at –0.61 radians, and it ends when the body is aligned with the pan tilt platform. As Fig. 4.13, the number of learning steps is decreased.

Fig. 4.13. Learning results of the skill Orientation (I)

The learning parameters values are $\beta = 1.0$, $\mu = 0.3$, $\sigma_{\text{std}} = 0.1$ and $a_{\text{min}} = 0.2$. Fig. 4.14 shows how the robot is able to align its body with the turret from different initial positions. Its behavior is different depending on the orientation sign. This is due to two reasons: on one hand, during the learning, a noise is added so that the robot can explore different situations, and on the other hand, the turret axis are coupled. The number of created nodes, taking into account all the possible situations which can be presented to the neural net, is 22.

Fig. 4.14. Learning results of the skill Orientation (II)
Once the robot has learned the above skills, the robot is able to perform the *Approaching* skill by coordinating them. Fig. 4.15 shows the experimental results obtained from the performing of this complex skill. This experiment consists of the robot going towards a goal which is a visual target. First of all, the robot moves the turret to center the target on the image and then the robot moves towards the target.

In the *Go To Goal* skill, the robot must learn the mapping from the distance between the robot and the goal (*dist*) and the angle formed by them (*<z>_), see figure 16, to angular and linear velocities. The reinforcement signal that the robot receives when it performs this skill is:

\[
r_{ext} = e^{-k_1 \cdot \text{dist}} \cdot e^{-k_2 \cdot \alpha} e^{-k_3 \cdot (1 - \text{dist})}
\]

The shorter the distance between the robot and the goal the greater the reinforcement is. The reinforcement becomes maximum when the robot reaches the goal.

Fig. 4.15. Experimental results obtained from the performing of complex skill *Visual Approaching*
Fig. 4.16. Input variables for the learning of the skill *Go To Goal*

Fig. 4.17 shows the robot performance once it has learnt the skill. The robot is capable of going towards the goal placed 4.5 meters in front of it with different initial orientations and with a minimum of oscillations. The maximum translation velocity by which the robot can move is 30 cm/s. As the robot learns, the $\sigma$ value is decreased in order to reduce the noise and achieve the execution of the same actions for the same input. The parameters used for the learning of the skill called *Go To Goal* are $\beta = 0.1$, $\mu = 0.2$, $\sigma_{r_{bf}} = 0.1$ and $a_{\min} = 0.1$. The number of created nodes, taking into account all the possible situations which can be presented to the neural net, is 20.
In the Left and Right Contour Following skills, the robot must learn the mapping from the sensor which provides the minimum distance to the obstacle (\(\text{minSensor}\)) and the minimum distance (\(\text{minDist}\)), see Fig. 4.18, to angular and linear velocities.

![Fig. 4.18. Input variables for the learning of the skill Left Contour Following](image)

The reinforcement that the robot receives when it performs this skill is:

\[
R_{vd} = e^{-k_0 \frac{\text{distMin} - \text{distLim}}{\text{distLim}}} \cdot e^{-k_0 \text{angSensMin}}
\]

where \(\text{distLim}\) is the distance to which the robot has to follow the contour and \(\text{minSensAng}\) is the sonar sensor angle which provides the minimum distance. The \(\text{minSensAng}\) is calculated so that the value 0 corresponds to sensor number 6 when the skill is Left Following Contour and 18 when the skill is Right Following Contour. These values correspond when the robot is parallel to the wall. The reinforcement is maximum when the distance between the robot and the robot coincides with \(\text{distLim}\) and the robot is parallel to the wall.

Fig. 4.19 shows the robot performance once it has learnt the simple skill Left Contour Following. The robot is capable of following the contour of a wall at 0.65 meters. The last two graphics show the results obtained when the robot has to go around obstacles of 30 and 108.5 cm wide. The parameters used for learning the Left Contour Following skill are \(\beta = 0.1\), \(\mu = 0.2\), \(\sigma_{\text{init}} = 0.1\) and \(a_{\text{min}} = 0.1\). The number of created nodes, taking into account all the possible situations which can be presented to the neural net, is 11.
The learnt simple skills can be combined to obtain the complex skill called *Go To Goal Avoiding Obstacles*. Fig. 4.20 shows the experimental results obtained during complex skill execution. The robot has to go towards a goal situated at (8, 0.1) meters. When an obstacle is detected, the robot is able to avoid it and keep going to the goal once the obstacle is behind the robot.
4.7 Conclusions

We propose a reinforcement learning algorithm which allows a mobile robot to learn simple skills. The implemented neural network architecture works with continuous input and output spaces, has a good resistance to forget previously learned actions and learns quickly. Nodes of the input layer are allocated dynamically. Situations where the robot has explored are only taken into account so that the input space is reduced. Other advantages this algorithm presents are that on one hand, it is not necessary to estimate an expected reward because the robot receives a real continuous reinforcement each time it performs an action and, on the other hand, the robot learns on-line, so that the robot can adapt to changes produced in the environment.

This work also presents a generic structure definition to implement perceptive and sensorimotor skills. All skills have the same characteristics: they can be activated by other skills from the same level or from a higher level, the output data are stored in data objects in order to be used by other skills, and skills notify events to other skills about its performance. Skills can be combining to generate complex ones through three different methods called sequencing, output addition and data flow. Unlike other authors who only use one of the methods for generating emergent behaviors, the three proposed methods are not exclusive; they can occur in the same skill.

The proposed reinforcement learning algorithm has been tested in an autonomous mobile robot in order to learn simple skills showing a good results. Finally the learnt simple skills are combined to successfully perform a more complex skills called Visual Approaching and Go To Goal Avoiding Obstacles.
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5.1 Introduction

Recent developments in digital technology have increased acquisition of digital video data, which in turn have led to more applications in video processing. Video sequences provide additional information about how scenes and objects change over time when compared to still images. The problem of tracking moving objects remains of great research interest in computer vision on account of various applications in video surveillance, monitoring, robotics, and video coding. For instance, MPEG-4 video standard introduced video object plane concept, and a decomposition of sequences into object planes with different motion parameters [1]. Video surveillance systems are needed in traffic and highway monitoring, in law enforcement and security applications by banks, stores, and parking lots. Algorithms for extracting and tracking over time moving objects in a video sequence are hence of importance.

Tracking methods may be classified into two categories [2]: (i) Motion-based approaches, which use motion segmentation of temporal image sequences by grouping moving regions over time, and by estimating their motion models [3–6]. This region tracking, not being object-based is not well-adapted to the cases where prior shape knowledge of the moving object is provided. (ii) Model-based approaches exploit some model structure to combat generally noisy conditions in the scene. Objects are usually tracked using a template of the 3D object such as 3D models in [7–11].
Usage of this high level semantic information yields robust algorithms at a high computational cost.

Another classification of object tracking methods due to [2] is based on the type of information that the tracking algorithm uses. Along these lines, tracking methods which exploit either boundary-based information or region-based information have been proposed:

**Boundary-based methods** use the boundary information along the object’s contour, and are flexible because usually no object shape model and no motion model are required. Methods using snake models such as [12–14], employ parameterized snakes (such as B-splines), and constrain the motion by assuming certain motion models, e.g. rigid, or affine. In [12], a contour’s placement in a subsequent frame is predicted by an iterative registration process where rigid objects and rigid motion are assumed. In another tracking method with snakes [15], the motion estimation step is skipped, and the snake position from any given image frame is carried to the next frame. Other methods employ geodesic active contour models [16], which also assumes rigid motion and rigid objects, and [2] for tracking of object contours.

**Region-based methods** such as [3–5, 17, 18] segment a temporal image sequence into regions with different motions. Regions segmented from each frame by a motion segmentation technique are matched to estimate motion parameters [19]. They usually employ parametric motion models, and they are computationally more demanding than boundary-based tracking methods because of the cost of matching regions.

Another tracking method, referred to as Geodesic Active Regions [20], incorporates both boundary based and region-based approaches. An affine motion model is assumed in this technique, and successive different estimation steps involved increases its computational load. In feature-based trackers, one usually seeks similar features in subsequent frames. For instance in [21], the features in subsequent frames are matched by a deformation of a current feature image onto the next following feature image, and a level set methodology is used to carry out this approach. One of the advantages of our technique is that of avoiding to have to match features, e.g. boundary contours, in a given image frame to those on successive ones. There are also approaches to object tracking which use posterior density estimation techniques [22, 23]. These algorithms maintain high computational costs, which we mean to avoid in this study.

Our goal is to build on the existing achievements, and the corresponding insight to develop a simple and efficient boundary-based tracking algorithm well adapted to polygonal objects. This is in effect an extension of
our evolution models which use region-based data distributions to capture polygonal object boundaries.

5.1.1 Motion Estimation

Motion of objects in 3D real world scene are projected onto 2D image plane, and this projected motion is referred to as “apparent motion”, “2D image motion”, or sometimes as “optical flow”, which is to be estimated. In a time-varying image sequence, \( I(x,y,t) : [0,a] \times [0,b] \times [0,T] \rightarrow \mathbb{R} \), image motion may be described by a 2-D vector field \( V(x,y,t) \), which specifies the direction and speed of the moving target at each point \((x,y)\) and time \(t\). The measurement of visual motion is equivalent to computing \( V(x,y,t) \) from \( I(x,y,t) \) [24]. Estimating the velocity field remains an important research topic in light of its ubiquitous presence in many applications and as reflected by the wealth of previously proposed techniques.

The most popular group of motion estimation techniques are referred to as differential techniques, and solve an optical flow equation which states that intensity or brightness of an image remains constant with time. They use spatial and temporal derivatives of the image sequence in a gradient search, and sometimes referred to as gradient-based techniques. The basic assumption that a point in the 3D shape, when projected onto the 2D image plane, has a constant intensity over time, may be formulated as \((x = (x,y))\),

\[
I(x,t) \approx I(x + \delta x, t + \delta t)
\]

where \(\delta x\) is the displacement of the local image region at \((x,t)\) after time \(\delta t\). A first-order Taylor series expansion on the right-hand-side yields

\[
I(x,t) = I(x,t) + \nabla I \cdot \delta x + I, \delta t + O^2
\]

where \(O^2\) denotes second and higher order derivatives. Dividing both sides of the equation by \(\delta t\), and neglecting \(O^2\), the optical flow constraint equation is obtained as

\[
\frac{\partial I}{\partial t} + \nabla I \cdot V = 0
\]  

(1)

This constraint is, however, not sufficient to solve for both components of \(V(x,t) = (u(x,t),v(x,t))\), and additional constraints on the velocity field are required to address the ill-posed nature of the problem.
The direction of motion of an object boundary B monitored through a small aperture A (small with respect to the moving unit) (see Figure 5.1) cannot be determined uniquely (known as the **aperture problem**). Experimentally, it can be observed that when viewing the moving edge B through aperture A, it is not possible to determine whether the edge has moved towards the direction c or direction d. The observation of the moving edge only allows for the detection and hence computation of the velocity component normal to the edge (vector towards n in Figure 5.1), with the tangential component remaining undetectable. Uniquely determining the velocity field hence requires more than a single measurement, and it necessitates a combination stage using the local measurements [25]. This in turn means that computing the velocity field involves regularizing constraints such as its smoothness and other variants.

![Figure 5.1. The aperture problem: when viewing the moving edge B through aperture A, it is not possible to determine whether the edge has moved towards the direction c or direction d](image)

Horn and Schunck, in their pioneering work [26], combined the optical flow constraint with a global smoothness constraint on the velocity field to define an energy functional whose minimization

$$\arg \min_{u,v} \int_{\Omega} ((\nabla I \cdot \mathbf{V} + I_x)^2 + \lambda^2 (\| \nabla u \|^2 + \| \nabla v \|^2)) \, dx$$

can be carried out by solving its gradient descent equations. A variation on this theme, would adopt an L1 norm smoothness constraint, (in contrast to
Horn-Schunck’s L2 norm), on the velocity components, and was given in [27]. Lucas and Kanade, in contrast to Horn and Schunck’s regularization based on post-smoothing, minimized a pre-smoothed optical constraint

\[ \int_R W^2(x) \left( \nabla I(x,t) \cdot \mathbf{V} + I_t(x,t) \right)^2 dx \]

where \( W(x) \) denotes a window function that gives more weight to constraints near the center of the neighborhood \( R \).

Imposing the regularizing smoothness constraint on the velocity over the whole image leads to over-smoothed motion estimates at the discontinuity regions such as occlusion boundaries and edges. Attempts to reduce the smoothing effects along steep edge gradients included modifications such as incorporation of an oriented smoothness constraint by [29], or a directional smoothness constraint in a multi-resolution framework by [30]. Hildreth [24] proposed imposing the smoothness constraint on the velocity field only along contours extracted from time-varying images. One advantage of imposing smoothness constraint on the velocity field is that it allows for the analysis of general classes of motion, i.e., it can account for the projected motion of 3D objects that move freely in space, and deform over time [24].

**Spatio-temporal energy-based methods** make use of energy concentration in 3D spatio-temporal frequency domain. A translating 2D image pattern transformed to the Fourier domain shows that its velocity is a function of its spatio-temporal frequency [31]. A family of Gabor filters which simultaneously provide spatio-temporal and frequency localization, were used to estimate velocity components from the image sequences [32, 33].

**Correlation-based methods** estimate motion by correlating or by matching features such as edges, or blocks of pixels between two consecutive frames [34], either as block matching in spatial domain, or phase correlation in the frequency domain. Similarly, in another classification of motion estimation techniques, **token-matching schemes**, first identify features such as edges, lines, blobs or regions, and then measure motion by matching these features over time, and detecting their changing positions [25]. There are also **model-based approaches** to motion estimation, and they use certain motion models. Much work has been done in motion estimation, and the interested reader is referred to [31, 34–36] for a more compulsive literature.
5.1.2 Kalman Filtering Approach to Tracking

Another popular approach to tracking is based on Kalman filtering theory. The dynamical snake model of Terzopoulos and Szeliski [37] introduces a time-varying snake which moves until its kinetic energy is dissipated. The potential function of the snake on the other hand represents image forces, and a general framework for a sequential estimation of contour dynamics is presented. The state space framework is indeed well adapted to tracking not only for sequentially processing time varying data but also for increasing robustness against noise. The dynamic snake model of [37] along with a motion control term are expressed as the system equations whereas the optical flow constraint and the potential field are expressed as the measurement equations by Peterfreund [38]. The state estimation is performed by Kalman filtering. An analogy can be formed here since a state prediction step which uses the new information of the most current measurement is essential to our technique.

A generic dynamical system can be written as

\[
\dot{P}(t) = F(P(t)) + V(t) \\
Y = H(P(t)) + W(t),
\]

(2)

where \( P \) is the state vector (here the coordinates of a set of vertices of a polygon), \( F \) and \( H \) are the nonlinear vector functions describing the system dynamics and the output respectively, \( V \) and \( W \) are noise processes, and \( Y \) represents the output of the system. Since only the output \( Y \) of the system is accessible by measurement, one of the most fundamental steps in model based feedback control is to infer the complete state \( P \) of the system by observing its output \( Y \) over time. There is a rich literature dealing with the problem of state observation. The general idea [39] is to simulate the system (2) using a sufficiently close approximation of the dynamical system, and to account for noise effects, model uncertainties, and measurement errors by augmenting the system simulation by an output error term designed to push the states of the simulated system towards the states of the actual system. The observer equations can then be written as

\[
\dot{\hat{P}}(t) = F(\hat{P}(t)) + L(t)(Y(t) - \hat{H}(\hat{P}(t))),
\]

(3)

where \( L(t) \) is the error feedback gain, determining the error dynamics of the system. It is immediately clear, that the art in designing such an observer is in choosing the “right” gain matrix \( L(t) \). One of the most influential ways in designing this gain is the Kalman filter [40]. Here \( L(t) \)
is usually called the Kalman gain matrix $K$ and is designed so to minimize the mean square estimation error (the error between simulated and measured output) based on the known or estimated statistical properties of the noise processes $V(t)$ and $W(t)$ which are assumed to be Gaussian. Note, that for a general, nonlinear system as given by Equation (2) an extended Kalman filter is required. In visual tracking we deal with a sampled continuous reality, i.e. objects being tracked move continuously, but we are only able to observe the objects at specific times (e.g. depending on the frame rate of a camera). Thus, we will not have measurements $Y$ at every time instant $t$; they will be sampled. This requires a slightly different observer framework, which can deal with an underlying continuous dynamics and sampled measurements. For the Kalman filter this amounts to using the continuous-discrete extended Kalman filter given by the state estimate propagation equation

$$\hat{P}(t) = \hat{F}(\hat{P}(t))$$

(4)

and the state estimate update equation

$$\hat{P}_k (+) = \hat{P}_k (-) + K_k (Y_k - H_k (\hat{P}_k (-)))$$

(5)

where $+$ denotes values after the update step, $-$ values obtained from Equation (4) and $k$ is the sampling index. We assume that $P$ contains the $(x,y)$ coordinates of the vertices of the active polygon. We note that Equations (4) and (5) then correspond to a two step approach to tracking: (i) state propagation and (ii) state update.

In our approach, given a time-varying image sequence, and assuming boundary contours of an object are initially outlined, step (i) is a prediction step, which predicts the position of a polygon at time step $k$ based on its position and the optical flow field along the contour at time step $k-1$. This is like a state update step. Step (ii) refines the position obtained by step (i) through a spatial segmentation, referred to as a correction step, which is like a state propagation step. Past information is only conveyed by means of the location of the vertices and the motion is assumed to be piecewise constant from frame to frame.

5.1.3 Strategy

Given the vast literature on optical flow, we first give an explanation and implementation of previous work on its use on visual tracking, to acknowledge what has already been done, and to fairly compare our results and show the benefits of novelties of our contribution. Our contribution,
rather than the idea of adding a prediction step to active contour based visual tracking using optical flow with appropriate regularizers, is computation and utilization of an optical flow based prediction step directly through the parameters of an active polygon model for tracking. This automatically gives a regularization effect connected with the structure of the polygonal model itself due to the integration of measurements along polygon edges and avoiding the need for adding ad-hoc regularizing terms to the optical flow computations.

Our proposed tracking approach may somewhat be viewed as model-based because we will fully exploit a polygonal approximation model of objects to be tracked. The polygonal model is, however, inherently part of an ordinary differential equation model we developed in [41]. More specifically, and with minimal assumption on the shape or boundaries of the target object, an initialized generic active polygon on an image, yields a flexible approximation model of an object. The tracking algorithm is hence an adaptation of this model and is inspired by evolution models which use region-based data distributions to capture polygonal object boundaries [41]. A fast numerical approximation of an optimization of a newly introduced information measure first yields a set of coupled ODEs, which in turn, define a flow of polygon vertices to enclose a desired object.

To better contrast existing continuous contour tracking methods to those based on polygonal models, we will describe the two approaches in this sequel. As will be demonstrated, the polygonal approach presents several advantages over continuous contours in video tracking. The latter case consists of having each sample point on the contour be moved with a velocity which ensures the preservation of curve integrity. Under noisy conditions, however, the velocity field estimation usually requires regularization upon its typical initialization as the component normal to the direction of the moving target boundaries, as shown in Figure 5.2. The polygonal approximation of a target on the other hand, greatly simplifies the prediction step by only requiring a velocity field at the vertices as illustrated in Figure 5.2. The reduced number of vertices provided by the polygonal approximation is clearly well adapted to man-made objects and appealing in its simple and fast implementation and efficiency in its rejection of undesired regions.
5.2 Tracking with Active Contours

Evolution of curves is a widely used technique in various applications of image processing such as filtering, smoothing, segmentation, tracking, registration, to name a few. Curve evolutions consist of propagating a curve via partial differential equations (PDEs). Denote a family of curves by \( C(p, t') = (X(p, t'), Y(p, t')) \), a mapping from \( R \times [0, T'] \rightarrow R^2 \), where \( p \) is a parameter along the curve, and \( t \) parameterizes the family of curves. This curve may serve to optimize an energy functional over a region \( R \), and thereby serve to capture contours of given objects in an image with the following \([41, 42]\)

\[
\mathcal{E}(C) = \int_{R} \int_{C=R} \mathbf{f} \cdot d\mathbf{y} = \oint_{C=R} \mathbf{f} \cdot \mathbf{N} \, ds,
\]

where \( \mathbf{N} \) denotes the outward unit normal to \( C \) (the boundary of \( R \)), \( ds \) the Euclidean arclength element, and where \( \mathbf{F} = (\dot{F}, \ddot{F}) \) is chosen so that \( \nabla \cdot \mathbf{F} = \mathbf{f} \). Towards optimizing this functional, it may be shown \([42]\) that a gradient flow for \( C \) with respect to \( \mathcal{E} \) may be written as

\[
\frac{\partial C}{\partial t'} = \mathbf{f} \mathbf{N},
\]

where \( t' \) denotes the evolution time variable for the differential equation.
5.2.1 Tracker with Optical Flow Constraint

Image features such as edges or object boundaries are often used in tracking applications. In the following, we will similarly exploit such features in addition to an optical flow constraint which serves to predict a velocity field along object boundaries. This in turn is used to move the object contour in a given image frame $I(x,t)$ to the next frame $I(x,t+1)$. If a 2-D vector field $V(x,t)$ is computed along an active contour, the curve may be moved with a speed $V$ in time according to

$$\frac{\partial C(p,t)}{\partial t} = V(p,t),$$

This is effectively equivalent to

$$\frac{\partial C(p,p)}{\partial p} = (V(p,p) \cdot N(p,p))N(p,p),$$

as it is well known that a re-parameterization of a general curve evolution equation is always possible, and in this case yields an evolution along the normal direction to the curve [43]. The velocity field at each point on the contour at time $t$ by $V(x,t)$ may hence be represented in terms of parameter $p$ as $V(p)=\hat{v}^T(p)N(p)+\hat{v}_{\perp}(p)T(p)$, with $T(p)$ and $N(p)$ respectively denoting unit vectors in the tangential and normal directions to an edge (Figure 5.3).

Fig. 5.3. 2-D velocity field along a contour

Using Eq.(1), we may proceed to compute the estimate of the orthogonal component $v_{\perp}$. Using a set of local measurements derived from the time-varying image $I(x,t)$ and brightness constraints, would indeed yield
\begin{equation}
\mathbf{v}^\perp (x, y) = -\frac{I}{\| \nabla I \|}, \tag{8}
\end{equation}

This provides the magnitude of the velocity field in the direction orthogonal to the local edge structure which may in turn be used to write a curve evolution equation which preserves a consistency between two consecutive frames,
\begin{equation}
\frac{\partial \mathbf{C}(p, t)}{\partial t} = \mathbf{v}^\perp (p, t) \mathbf{N}(p, t), \quad 0 \leq t \leq 1, \tag{9}
\end{equation}

An efficient method for implementation of curve evolutions, due to Osher and Sethian [44], is the so-called, level set method. The parameterized curve \( \mathbf{C}(p, t) \) is embedded into a surface, which is called a level set function \( \Phi(x, y, t) : \mathbb{R}^2 \times [0, T] \rightarrow \mathbb{R} \), as one of its level sets. This leads to an evolution equation for \( \Phi \), which amounts to evolving \( \mathbf{C} \) in Eq. (7), and written as
\begin{equation}
\frac{\partial \Phi}{\partial t} = -f \| \nabla \Phi \|. \tag{10}
\end{equation}

The prediction of the new location of the active contour on the next image frame of the image sequence can hence be obtained as the solution of the following PDE
\begin{equation}
\frac{\partial \Phi}{\partial t} = -\mathbf{v}^\perp \| \nabla \Phi \|, \quad 0 \leq t \leq 1. \tag{11}
\end{equation}

In the implementation, a narrowband technique which solves the PDE only in a band around the zero level set is utilized [45]. Here, \( \mathbf{v}^\perp \) is computed on the zero level set and extended to other levels of the narrowband. Most active contour models require some regularization to preserve the integrity of the curve during evolution, and a widely used form of the regularization is the arc length penalty. Then the evolution for the prediction step takes the form,
\begin{equation}
\frac{\partial \Phi}{\partial t} = \alpha \kappa - \mathbf{v}^\perp \| \nabla \Phi \|, \quad 0 \leq t \leq 1, \tag{12}
\end{equation}

where \( \kappa(x, y, t) \) is the curvature of the level set function \( \Phi(x, y, t) \), and \( \alpha \geq 0 \in \mathbb{R} \) is a weight determining the desired amount of regularization.
Upon predicting the curve at the next image frame, a correction/propagation step is usually required in order to refine the position of the contour on the new image frame. One typically exploits region-based active contour models to update the contour or the level set function. These models assume that the image consists of a finite number of regions that are characterized by a pre-determined set of features or statistics such as means, and variances. These region characteristics are in turn used in the construction of an energy functional of the curve which aims at maximizing a divergence measure among the regions. One simple and convenient choice of a region based characteristic is the mean intensity of regions inside and outside a curve [46, 47], which leads the image force \( f \) in Eq. (10) to take the form

\[
\mathbf{f}(x, y) = 2(u - v)(I(x, y) - (u + v)/2),
\]

where \( u \) and \( v \) respectively represent the mean intensity inside and outside the curve. Region descriptors based on information-theoretic measures or higher order statistics of regions may also be employed for increasing the robustness against noise and textural variations in an image [41]. The correction step is hence carried out by

\[
\frac{\partial \Phi}{\partial t'} = \alpha' \kappa - f \| \nabla \Phi \|, \quad 0 \leq t' \leq T'
\]

on the next image frame \( I(x, y, t + 1) \). Here, \( \alpha' \geq 0 \in \mathbb{R} \) is included as a very small weight to help preserve the continuity of the curve evolution, and \( T' \) is an approximate steady-state reaching time for this PDE.

To clearly show the necessity of the prediction step in Eq. (12) in lieu of a correction step alone, we show in the next example a video sequence of two marine animals. In this clear scene, a curve evolution is carried out on the first frame so that the boundaries of the two animals are outlined at the outset. Several images from this sequence shown in Figure 5.4 demonstrate the tracking performance with and without prediction respectively in (rows 3 and 4) and (rows 1 and 2). This example clearly shows that the prediction step is crucial to a sustained tracking of the target, as a loss of target tracking results rather quickly without prediction. Note that the continuous model’s “losing track” is due to the fact that region based active contours are usually based on non-convex energies, with many local minima, which may sometimes drive a continuous curve into a single point, usually due to the regularizing smoothness terms.
Fig. 5.4. Two rays are swimming gently in the sea (Frames 1, 10, 15, 20, 22, 23, 24, 69 are shown left-right top-bottom). Rows 1 and 2: Tracking without prediction. Rows 3 and 4: Tracking with prediction using optical flow orthogonal component.

In the noisy scene of Figure 5.5 (e.g. corrupted with Gaussian noise), we show a sequence of frames for which a prediction step with an optical flow-based normal velocity, may lead to a failed tracking on account to the excessive noise. Unreliable estimates from the image at the prediction stage are the result of the noise. At the correction stage, on the other hand, the weight of the regularizer, i.e. the arc length penalty, requires a significant increase. This in turn leads to rounding and shrinkage effects around the target object boundaries. This is tantamount to saying that the joint application of prediction and correction cannot guarantee an assured tracking under noisy conditions as may be seen in Figure 5.5. One may indeed see that the active contour loses track of the rays after some time. This is a strong indication that additional steps have to be taken into account in reducing the effect of noise. This may be in the form of regularization of the velocity field used in the prediction step.
5.2.2 Continuous Tracker with Smoothness Constraint

Due to the well-known aperture problem, a local detector can only capture the velocity component in the direction perpendicular to the local orientation of an edge. Additional constraints are hence required to compute the correct velocity field. A smoothness constraint, introduced in [24] relies on the physical assumption that surfaces are generally smooth, and generate a smoothly varying velocity field when they move. Still, there are infinitely many solutions. A single solution may be obtained by finding a smooth velocity field that exhibits the least amount of variation among the set of velocity fields that satisfy the constraints derived from the changing image. The smoothness of the velocity field along a contour can be introduced by a familiar approach such as \( \int_C \left| \frac{\partial V}{\partial s} \right|^2 ds \). Image constraints may be satisfied by minimizing the difference between the measurements \( v \) and the projection of the velocity field \( V \) onto the normal direction to the contour, i.e. \( N \). The overall energy functional thus defined by Hildreth [24] is given by

\[
E(V) = \int_C \left| \frac{\partial V}{\partial s} \right|^2 ds + \beta \int_C \left[ V \cdot N - v^\perp \right]^2 ds
\]

where \( \beta \) is a weighting factor that expresses the confidence in the measured velocity constraints. The estimate of the velocity field \( V \) may be obtained by way of minimizing this energy. This is in turn carried out by seeking a steady state solution of a PDE corresponding to the Euler Lagrange
5 Efficient Incorporation of Optical Flow

In light of our implementation of the active contour model via a level set method, the target object’s contour is implicitly represented as the zero level set of the higher dimensional embedding function $\Phi$. The solution for the velocity field $V$, defined over an implicit contour embedded in $\Phi$, is obtained with additional constraints such as derivatives that depend on $V$ which are intrinsic to the curve (a different case where data defined on a surface embedded into a 3D level set function is given in [48]). Following the construction in [48], the smoothness constraint of the velocity field, i.e. the first term in Eq. (15), corresponds to the Dirichlet integral with the intrinsic gradient, and using the fact that the embedding function $\Phi$ is chosen as a signed distance function, the gradient descent of this energy can be obtained as

$$
\frac{\partial V}{\partial t'} = V_{ss} - \beta \left( V \cdot \frac{\nabla \Phi}{\|\nabla \Phi\|} - v^t \right) \frac{\nabla \Phi}{\|\nabla \Phi\|}, \quad 0 \leq t' \leq T'.
$$

(16)

Also by construction, the extension of the data defined on the curve $C$ over the narrowband satisfies $\nabla V \cdot \nabla \Phi = 0$, which helped lead to Eq. (16) (here the gradient operator $\nabla$ also acts on each component of $V$ separately). This PDE can be solved with an initial condition taken as the $v^t N$, to provide estimates for full velocity vector $V$ at each point on the contour, indeed at each point of the narrowband.

A blowup of a simple object subjected to a translational motion from a video sequence is shown in Figure 5.6 with a velocity vector at each sample point on the active contour moving from one frame to the next. The initial normal velocities are shown on the left, and the final velocity field is obtained as a steady state solution of the PDE in (16) and is shown on the right. It can be observed that the correct velocity on the boundary points, is closely approximated by the solution depicted on the right. Note that the zero initial normal speeds over the top and bottom edges of the object have been corrected to nonzero tangential speeds as expected.

The noisy video sequence of two-rays-swimming shown in the previous section, is also tested with the same evolution technique, replacing the direct normal speed measurements $v^t$ by the projected component of the estimated velocity field, which is $\nabla V \cdot N$ as explained earlier. It is observed in Figure 5.7 that the tracking performance is, unsurprisingly, improved upon utilizing Hildreth’s method, and the tracker kept a better lock on objects. This validates the adoption of a smoothness constraint on the velocity field. The noise presence, however, heavily penalizes the length of the
tracking contours has to be significantly high, which in turn, leads to severe roundedness in the last few frames. If we furthermore consider its heavy computational load, we realize that the continuous tracker with its Hildreth-based smoothness constraint is highly impractical.

![Fig. 5.6. Velocity normal to local direction of boundaries of an object which is translating horizontally as shown on the left, and the velocity field computed from (16) is given on the right (with $\beta=0.1$, a time step of 0.24 and number of iterations=400)](image)

![Fig. 5.7. Two rays swimming video noisy version (Frames 1, 8, 13, 20, 28, 36, 60, 63 are shown). Tracking with prediction using optical flow computed via Eq. (16)](image)

In an attempt to address these problems and to better consider issues related to speed, we next propose a polygonal tracker nearly an order of magnitude faster than the most effective continuous tracker introduced in the previous sections. The advantage of our proposed technique is made clear by the resulting tracking speeds of various approaches displayed in Figure 5.8. It is readily observed that the smoothness constraint on the velocity field of a continuous tracker significantly increases the computation time of the algorithm, and that a more robust performance is achievable.
5.3 Polygonal Tracker

The goal of this section is the development of a simple and efficient boundary-based tracking algorithm well adapted to polygonal objects. The idea is built on the insights gained from both the continuous tracker model and the polygon evolution model introduced in [41]. The latter provides sufficient structure to capture an object, resulting in a coarse yet a descriptive representation of a target. Its enhanced robustness in segmentation applications of noisy and/or textural regions, and its fast implementation secured by a reduced number of degrees of freedom, put this model at a great advantage. Its suitability to tracking problems and its amenability to Kalman Filter-inspired prediction and correction steps make it an all around good choice as we elaborate next.

5.3.1 Velocity Estimation at Vertices

We presented in [41] gradient flows which could move polygon vertices so that an image domain be parsed into meaningfully different regions.
Specifically, we considered a closed polygon $P$ as the contour $C$, with a fixed number of vertices, say $n \in \mathbb{N}$, $\{P_1, \ldots, P_n\} = \{(x_i, y_i), i = 1, \ldots, n\}$. The first variation of an energy functional $E(C)$ in Eq. (6) for such a closed polygon is detailed in [41]. Its minimization yields a gradient descent flow by a set of coupled ordinary differential equations (ODEs) for the whole polygon, and hence an ODE for each vertex $P_k$, and given by

$$\frac{\partial P_k}{\partial t} = N_{1,k} \int_0^1 p f(L(p, P_{k-1}, P_k)) \, dp$$

$$+ N_{2,k} \int_0^1 p f(L(p, P_k, P_{k+1})) \, dp,$$

where $N_{1,k}$ (resp. $N_{2,k}$) denotes the outward unit normal of edge $(P_k-1 - P_k)$ (resp. $(P_k - P_{k+1})$), and $L$ parameterizes a line between $P_{k-1}$ and $P_k$ or $P_k$ and $P_{k+1}$. We note the similarity between this polygonal evolution equation which may simply be written in the form

$$\frac{\partial P_k}{\partial t} = f_1 N_{k,k-1} + f_2 N_{k+1,k},$$

and the curve evolution model given in Eq. (7), and recall that each of $f_1$ and $f_2$ corresponds to an integrated $f$ on both neighboring edges of vertex $P_k$. Whereas each point of the curve in the continuous model moves as a single entity driven by a functional $f$ of local as well as global quantities, each polygon edge in the proposed approach moves as a single unit moved along by its end vertices. The latter motion is in turn driven by information gleaned from two neighboring edges via $f$. In addition to the pertinent information captured by the functional $f$, its integration along edges provides an enhanced and needed immunity to noise and textural variability. This clear advantage over the continuous tracker, highlights the added gain from a reduced number of well separated vertices and its distinction from snake-based models.

The integrated spatial image information along adjacent edges of a vertex $P_k$ may also be used to determine the speed and direction of a vertex on a single image, as well as to estimate its velocity field on an active polygon laid on a time-varying image sequence. The estimated velocity vector at each vertex $P_k$ using the two adjacent edges is schematically illustrated in Figure 5.9.
The velocity field $V(x, y)$ at each point of an edge may be represented as $V(p) = v^\perp(p)N(p) + v^\parallel(p)T(p)$, where $T(p)$ and $N(p)$ are unit vectors in the tangential and normal directions of edge $i$. Once an active polygon locks onto a target object, the unit direction vectors $N$ and $T$ may readily be determined. A set of local measurements $v^\perp$ (Eq. (8)) obtained from the optical flow constraint yield the magnitude of a velocity field in an shown to be critical for an improved point velocity estimation. To that end, we utilize a joint contribution from two edges of a vertex to infer its resultant motion. Specifically, we address the sensitivity of the normal velocity measurements to noise by their weighted integration along neighboring edges of a vertex of interest. This leads to our prediction equation of vertex velocity,

$$\frac{\partial^2 P_k}{\partial t^2} = V_k = u^\perp_{k=1} \int_0^1 p \ v^\perp(L(p, P_{k-1}, P_k)) \ dp$$

for $k=1, \ldots, n$. To introduce further robustness and to achieve more reliable estimates in the course of computing $v^\perp$, we may make use of smoother spatial derivatives (larger neighborhoods).

To fully exploit the vertices of the underlying polygon, our tracking procedure is initialized by delineating target boundaries by either region-based active polygon segmentation or manually. The prediction step of the velocity vector is carried out in Eq. (18), which in turn determines the locations of the polygon vertices at the next time instance on $I(x, y, t+1)$. In a discrete setting, the ODE simply corresponds to

$$P_k(t+1) = P_k(t) + V_k(t)$$

for $k=1, \ldots, n$. To introduce further robustness and to achieve more reliable estimates in the course of computing $v^\perp$, we may make use of smoother spatial derivatives (larger neighborhoods).

To fully exploit the vertices of the underlying polygon, our tracking procedure is initialized by delineating target boundaries by either region-based active polygon segmentation or manually. The prediction step of the velocity vector is carried out in Eq. (18), which in turn determines the locations of the polygon vertices at the next time instance on $I(x, y, t+1)$. In a discrete setting, the ODE simply corresponds to

$$P_k(t+1) = P_k(t) + V_k(t)$$

if the time step in the discretization is chosen as 1.
The correction step of the tracking seeks to minimize the deviation between current measurement/estimate of vertex location and predicted vertex location, by applying Eq. (17). Since both the prediction as well as the correction stages of our technique call for a polygonal delineation of a target contour, a global regularizing technique we introduced in great detail in [41] is required to provide stability. Specifically, it makes use of the notion of an electrostatic field among the polygon edges as a means of self-repulsion. This global regularizer technique provides an evolution without degeneracies and preserves the topology of the evolving polygon as a simple shape. The polygon-based segmentation/approximation of a target assumes an adequate choice of the initial number of vertices. Should this prior knowledge be lacking, we have developed in [41] a procedure which automatically adapts this number by periodic additions/deletions of new/redundant vertices as the case may be. In some of the examples given below, this adaptive varying number of vertices approach is lumped together with the correction step and will be pointed out in due course.

One may experimentally show that the velocity estimation step (prediction) of the polygonal tracker indeed improves performance. The following sequence in Figure 5.10 shows a black fish swimming among a school of other fish. Tracking which uses only the spatial polygonal segmentation with an adaptive number of vertices, (i.e., just carries the active polygon from one image frame onto the consecutive one after a number of spatial segmentation iterations), may lose track of the black fish. In particular, as one notes in Fig. 5.10 a partial occlusion of the black fish leads to a track loss (frame marked by LOST). The active polygon may be re-initialized after the occlusion scene (frame marked by RE-INITIALIZED), but to no avail as another track loss follows as soon as the fish turns around (second frame marked by LOST).

On the other hand and as may be observed in Figure 5.11, the polygonal tracker with the prediction step could follow the black fish under rougher visibility conditions such as partial occlusions and small visibility area when the fish is making a turn around itself. A successful tracking continues for all 350 frames of the sequence. This example demonstrates that the tracking performance is improved with the addition of the optical flow estimation step, which, as described earlier, merely entails the integration of the normal optical flow field along the polygon adjacent edges to yield a motion estimate of a vertex.
Fig. 5.10. A black fish swims among a school of other fish.Polygonal tracker with only the correction stage may lose track of the black fish when it is partly occluded by other fish, or turning backwards.
Fig. 5.11. A black fish swims among a school of other fish. Polygonal tracker with the prediction stage successfully tracks the black fish even when there is partly occlusion or limited visibility.
5.3.2 Polygonal Tracker With Smoothness Constraint

A smoothness constraint may also be directly incorporated into the polygonal framework, with in fact much less effort than required by the continuous framework in Section 2.2. In the prediction stage, an initial vector of normal optical flow could be computed all along the polygon over a sparse sampling on edges between vertices. A minimization of the continuous energy functional (15) is subsequently carried out by directly discretizing it, and taking its derivatives with respect to the x and y velocity field components. This leads to a linear system of equations which can be solved by a mathematical programming technique, e.g. the conjugate gradients as suggested in [24]. We have carried out this numerical minimization in order to obtain the complete velocity field $V$ along all polygon edges. For visualizing the effect of the smoothness constraint on the optical flow, a snapshot from a simple object in translational motion is shown in Figure 5.12 where the first picture in a row depicts the normal optical flow component $v^N$ initialized over the polygon. In this figure, the first row corresponds to a clean sequence whereas the second row corresponds to the noisy version of the former. The velocity at a vertex may be computed by integrating according to Eq. (18), and shown in the second picture in a row. The complete velocity $V$ obtained as a result of the minimization of the discrete energy functional is shown in the third picture. It is observed that the estimated velocity field is smooth, and satisfies the image constraints, and very closely approximates the true velocity. This result could be used in the active polygon framework by integrating the velocity field along the neighbor edge pair of each vertex $P_k$ for yet additional improvement on the estimate $V_k$

$$V_k = \int_0^1 p V(L(p, P_{k-1}, P_k)) \, dp$$

$$+ \int_0^1 p V(L(p, P_k, P_{k+1})) \, dp, \quad k = 1, ..., n$$

(20)

as demonstrated on the right in Fig. 5.12 for $n = 4$. The active polygon can now be moved directly with Eq. (19) onto the consecutive image frame. The correction step follows the prediction step to continue the process.
Fig. 5.12. An object is translating horizontally. Row 1: clean version. Row 2: noisy version. (left-right) Picture 1: Velocity normal to local direction of boundaries; 2: The overall integrated velocity at the vertices from picture 1; 3: Velocity field computed through minimization of (15) with conjugate gradients technique; 4: The overall integrated velocity field at the vertices

5.4 Discussions and Results

In this section, we substantiate our proposed approach by a detailed discussion contrasting it to existing approaches, followed by numerical experiments.

5.4.1 Comparison between the Continuous and the Polygonal Approaches

A comparison between the continuous and the polygonal approaches may be made on the basis of the following:

If the true velocity field $V$ were to be exactly computed, the polygonal model would move the vertices of the polygon directly with the full velocity onto the next frame by $\frac{\partial C}{\partial t} = V$ with no need for update. Such information could not, however, be so readily used by a continuous tracker, as its update would require a solution to a PDE $\frac{\partial \Phi}{\partial t} = (V \cdot N)N$ (by level set method). The zero-level set curve motion, as a solution to the PDE, only depends on the normal component of the velocity vector, and is hence unable to account for the complete direction of the velocity. Moreover, additive noise in continuous contours causes irregular displacements of
contour points, break-ups and others. The well-separated vertex locations of the polygonal model, on the other hand takes full advantage of the complete optical flow field to avoid such problems.

The polygonal approach owes its robustness to an averaging of information gathered at all pixels along edges adjacent to a moving vertex; in contrast to a pixelwise information in the continuous model. The noisy video sequence of two-rays-swimming constitutes a good case study to unveil the pros and cons of both approaches. The continuous tracker via the level set implementation autonomously handles topological changes, and conveniently takes care of multiply connected regions, here the two swimming animals. Adapting the polygonal model to allow topology changes may be done by observing the magnitudes of its self-repulsion forces (which kicks in when polygonal edges are about to cross each other). This term can communicate to us when and where a topological change should occur. For our intended applications we do not pursue this approach. Handling multiple targets is easier than handling topology changes though, because the models we developed can be extended to multiple polygons which evolve separately with coupled ODEs. Snapshots from the noisy two-rays-swimming sequence illustrate the polygonal tracker (here for sake of example, two animals could be separately tracked and the results are overlaid) in Figure 5.13. The ability of the continuous tracker to automatically handle topological changes, is overshadowed by its sensitivity to noise which is likely to cause breakdown making this property less pronounced. The prediction and correction steps with a statistical filtering perspective, improve the robustness of the polygonal approach. As already seen in Figures 5.5 and 5.7 shrinkage and rounding effects may be very severe in the presence of a significant amount of noise in the scene due to necessary large regularization in continuous tracking. This is in contrast to the electrostatic forces used in conjunction with the polygonal model as well as the latter’s resilience to external textural variability. We also note here that the region-based descriptor $f$ used in the update step is the same in both the continuous and polygonal tracker examples shown, and is as given in Eq. (13).

The lower number of degrees of freedom present in moving a polygon makes leaking through background regions more unlikely than for a continuous curve being easily attracted towards unwanted regions. The following example illustrates this in Figure 5.14, which shows a fish swimming in a rocky sea terrain. As the background bears similar region characteristics as the fish, the continuous tracker with its ease in split and merge encloses unrelated regions other than the target fish in the update step. The polygonal contour, in this case, follows the fish by preserving the
topology of its boundaries. This is also an illustration for handling topological changes automatically may be either an advantage or a disadvantage.

Fig. 5.13. Two-rays-swimming video noisy version (Frames 1, 8, 13, 20, 28, 36, 60, 63 are shown). Tracking via active polygons with prediction using optical flow normal component

Fig. 5.14. A swimming fish in a rocky terrain in the sea (Frames 1, 10, 20, 30, 40, 70, 110, 143 are shown left-right-top-bottom). Rows 1 and 2: Continuous tracker fails to track the fish. Rows 3 and 4: Polygonal tracker successfully tracks the fish. The speed performance of the polygonal tracker is superior to that of the continuous tracker. A comparison is given in Fig. 5.8, where the plots
depict the computation speed versus frames for both the polygonal and the continuous models. The polygonal tracker with or without the smoothness constraint is approximately 8 times faster than the continuous model with or without the smoothness constraint.

The proposed polygonal tracker is intrinsically more regular by a natural regularizer term which keeps polygonal edges from crossing each other, and only kicks in significantly when such a pathology is close to occurring.

### 5.4.2 Experimental Results

Figure 5.15 illustrates tracking in snapshots from a video sequence of a person walking in a parking lot. The insertion of a prediction step in the tracking methodology is to speed up the computations by helping the active polygon to glide onto a new image frame in the sequence and smoothly adapt to displaced object’s boundaries. The temporal resolution of the given sequence is quite high, and the scene changes from frame to frame are minimal. Nonetheless, when we plot the speeds of the polygonal tracker with and without the velocity prediction as depicted in Figure 5.16 (left), we observe that the former is faster, confirming the expected benefit of the prediction step. To verify this effect for a sequence with lower temporal resolution, we decimated the sequence by six in time, and plotted the speeds in Fig. 5.16 (right). When the temporal resolution of the sequence is decreased, the processing time for each frame increases as expected for both tracking methods. Even though our velocity prediction scheme gives rough estimates, however, the tracking polygon is mapped to a position which is closer to the new object position in the new scene or frame. This is reflected in the given speed plots where the polygonal tracker without the prediction step, takes longer to flow the polygon towards the desired object boundaries.
Fig. 5.15. A walking person (Frames shown L-R-top-bottom) is tracked by the polygonal tracker
The polygonal tracker with its ability to utilize various region-based descriptors could be used for tracking textured objects on textured backgrounds. A specific choice based on an information-theoretic measure [41]
Fig. 5.17. A flatworm in a textured sea terrain (15 frames are shown left-right top-bottom). Polygonal tracker successfully tracks the flatworm

whose approximation uses high order moments of the data distributions leads the image based integrand \( f \) in Eq.(17) to take the form

\[
    f = \sum_{j=1}^{m} (u_j - v_j) ((G_j(I) - u_j) + (G_j(I) - v_j))
\]

with functions \( G \) chosen for instance as \( G_1(\xi) = e^{-\xi^2/2} \) and \( G_2(\xi) = e^{-\xi^2/2} \). When the correction step of our method involves the descriptor \( f \) just given with a adaptive number of vertices, a flatworm swimming in the bottom of the sea could be captured through the highly textured sequence by the polygonal tracker in Fig. 5.17. The speed plots in Fig. 5.18 depict the speeds for the tracker with and without prediction. The figure on the right is for the original sequence (whose plot is given on the left) which is temporally subsampled by two. Varying the number of vertices to account for shape variations of the worm slows down the tracking in general. However, the tracker with prediction still performs faster than the tracker without prediction as expected. The difference in speeds becomes more pronounced in the subsampled sequence on the left. Similarly, a clownfish on a host anemone shown in Figure 5.19, could be tracked in a highly textured scene. The continuous trackers we have introduced in this study do not provide a continuous tracking in either of these examples, and they split, leak to background regions, and lose track of the target completely.
Fig. 5.18. Processing time (averaged over 7-window-frames) vs frames: for the original sequence (left), for the sequence subsampled by 2 in time (right)
Fig. 5.19. A clownfish with its textured body swims in its host anemone (Frames 1, 13, 39, 59, 64, 67, 71, 74, 78, 81, 85, 95, 105, 120, 150, 155 are shown left-right top-bottom). Polygonal tracker successfully tracks the fish.

5.5 Conclusions

In this chapter, we have presented a simple but efficient approach to object tracking combining active contours framework with the optical-flow based motion estimation. Both curve evolution and polygon evolution models are utilized to carry out the tracking. The ODE model obtained in the polygonal tracker, can act on vertices of a polygon for their intra-frame as well as inter-frame motion estimation according to region-based characteristics as well as the optical-flow field’s known properties. The latter is easily estimated from a well-known image brightness constraint. We have demonstrated by way of example and discussion that our proposed tracking approach effectively and efficiently moves vertices through integrated local information with a resulting superior performance.
We note moreover that no prior shape model assumptions on targets are made, since any shape may be approximated by a polygon. While the topology-change property provided by continuous contours in the level-set framework is not attained, this limitation may be an advantage if the target region stays simply connected. We also note that there are no assumptions, such as a static camera which is widely employed in the literature by other object tracking methods utilizing also a motion detection step. A motion detection step can also be added to this framework to make the algorithm more unsupervised in detecting motion in the scene, or the presence of multiple moving targets in the scene.
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6.1 Introduction

In the last few decades, constructing accurate three-dimensional models of real-world objects has drawn much attention from many industrial and research groups. Earlier, the 3D models were used primarily in robotics and computer vision applications such as bin picking and object recognition. The models for such applications only require salient geometric features of the objects so that the objects can be recognized and the pose determined. Therefore, it is unnecessary in these applications for the models to faithfully capture every detail on the object surface. More recently, however, there has been considerable interest in the construction of 3D models for applications where the focus is more on visualization of the object by humans. This interest is fueled by the recent technological advances in range sensors, and the rapid increase of computing power that now enables a computer to represent an object surface by millions of polygons which allows such representations to be visualized interactively in real-time. Obviously, to take advantage of these technological advances, the 3D models constructed must capture to the maximum extent possible of the shape and surface-texture information of real-world objects. By real-world objects, we mean objects that may present self-occlusion with respect to the sensory devices; objects with shiny surfaces that may create mirror-like (specular) effects; objects that may absorb light and therefore not be completely perceived by the vision system; and other types of optically uncooperative objects. Construction of such photorealistic 3D models of real-world objects is the main focus of this chapter. In general, the construction of such 3D models entails four main steps:

1. Acquisition of geometric data:
   First, a range sensor must be used to acquire the geometric shape of the exterior of the object. Objects of complex shape may require a large number of range images viewed from different directions so that all of
the surface detail is captured, although it is very difficult to capture the entire surface if the object contains significant protrusions.

2. **Registration:**
The second step in the construction is the registration of the multiple range images. Since each view of the object that is acquired is recorded in its own coordinate frame, we must register the multiple range images into a common coordinate system called the world frame.

3. **Integration:**
The registered range images taken from adjacent viewpoints will typically contain overlapping surfaces with common features in the areas of overlap. This third step consists of integrating the registered range images into a single connected surface model; this process first takes advantage of the overlapping portions to determine how the different range images fit together and then eliminates the redundancies in the overlap areas.

4. **Acquisition of reflection data:**
In order to provide a photo-realistic visualization, the final step acquires the reflectance properties of the object surface, and this information is added to the geometric model.

Each of these steps will be described in separate sections of this chapter.

### 6.2 Acquisition of Geometric Data

The first step in 3D object modeling is to acquire the geometric shape of the exterior of the object. Since acquiring geometric data of an object is a very common problem in computer vision, various techniques have been developed over the years for different applications.

#### 6.2.1 Techniques of Acquiring 3D Data

The techniques described in this section are not intended to be exhaustive; we will mention briefly only the prominent approaches. In general, methods of acquiring 3D data can be divided into passive sensing methods and active sensing methods.

**Passive Sensing Methods**

The passive sensing methods extract 3D positions of object points by using images with ambient light source. Two of the well-known passive sens-
ing methods are Shape-From-Shading (SFS) and stereo vision. The Shape-From-Shading method uses a single image of an object. The main idea of this method derives from the fact that one of the cues the human visual system uses to infer the shape of a 3D object is its shading information. Using the variation in brightness of an object, the SFS method recovers the 3D shape of an object. There are three major drawbacks of this method: First, the shadow areas of an object cannot be recovered reliably since they do not provide enough intensity information. Second, the method assumes that the entire surface of an object has uniform reflectance property, thus the method cannot be applied to general objects. Third, the method is very sensitive to noise since the computation of surface gradients is involved.

The stereo vision method uses two or more images of an object from different viewpoints. Given the image coordinates of the same object point in two or more images, the stereo vision method extracts the 3D coordinate of that object point. A fundamental limitation of this method is the fact that finding the correspondence between images is extremely difficult.

The passive sensing methods require very simple hardware, but usually these methods do not generate dense and accurate 3D data compare to the active sensing methods.

**Active Sensing Methods**

The active sensing methods can be divided into two categories: contact and non-contact methods. Coordinate Measuring Machine (CMM) is a prime example of the contact methods. CMMs consist of probe sensors which provide 3D measurements by touching the surface of an object. Although CMMs generate very accurate and fine measurements, they are very expensive and slow. Also, the types of objects that can be used by CMMs are limited since physical contact is required.

The non-contact methods project their own energy source to an object, then observe either the transmitted or the reflected energy. The computed tomography (CT), also known as the computed axial tomography (CAT), is one of the techniques that records the transmitted energy. It uses X-ray beams at various angles to create cross-sectional images of an object. Since the computed tomography provides the internal structure of an object, the method is widely used in medical applications.

The active stereo uses the same idea of the passive sensing stereo method, but a light pattern is projected onto an object to solve the difficulty of finding corresponding points between two (or more) camera images.

The laser radar system, also known as LADAR, LIDAR, or optical radar, uses the information of emitted and received laser beam to compute the depth. There are mainly two methods that are widely used: (1) using amplitude modulated continuous wave (AM-CW) laser, and (2) using laser pulses.
The first method emits AM-CW laser onto a scene, and receives the laser that was reflected by a point in the scene. The system computes the phase difference between the emitted and the received laser beam. Then, the depth of the point can be computed since the phase difference is directly proportional to depth. The second method emits a laser pulse, and computes the interval between the emitted and the received time of the pulse. The time interval, well known as time-of-flight, is then used to compute the depth given by \( t = \frac{2z}{c} \) where \( t \) is time-of-flight, \( z \) is depth, and \( c \) is speed of light. The laser radar systems are well suited for applications requiring medium-range sensing from 10 to 200 meters.

The structured-light methods project a light pattern onto a scene, then use a camera to observe how the pattern is illuminated on the object surface. Broadly speaking, the structured-light methods can be divided into scanning and non-scanning methods. The scanning methods consist of a moving stage and a laser plane, so either the laser plane scans the object or the object moves through the laser plane. A sequence of images is taken while scanning. Then, by detecting illuminated points in the images, 3D positions of corresponding object points are computed by the equations of camera calibration. The non-scanning methods project a spatially or temporally varying light pattern onto an object. An appropriate decoding of the reflected pattern is then used to compute the 3D coordinates of an object.

The system that acquired all the 3D data presented in this chapter falls into a category of a scanning structured-light method using a single laser plane. From now on, such a system will be referred to as a structured-light scanner.

6.2.2 Structured-Light Scanner

Structured-light scanners have been used in manifold applications since the technique was introduced about two decades ago. They are especially suitable for applications in 3D object modeling for two main reasons: First, they acquire dense and accurate 3D data compared to passive sensing methods. Second, they require relatively simple hardware compared to laser radar systems.

In what follows, we will describe the basic concept of structured-light scanner and all the data that can be typically acquired and derived from this kind of sensor.

**A Typical System**

A sketch of a typical structured-light scanner is shown in Figure 6.1. The system consists of four main parts: linear stage, rotary stage, laser projector, and camera. The linear stage moves along the X axis and the rotary stage mounted on top of the linear stage rotates about the Z axis where XYZ are
the three principle axes of the reference coordinate system. A laser plane parallel to the $YZ$ plane is projected onto the objects. The intersection of the laser plane and the objects creates a stripe of illuminated points on the surface of the objects. The camera captures the scene, and the illuminated points in that image are extracted. Given the image coordinates of the extracted illuminated points and the positions of the linear and rotary stages, the corresponding 3D coordinates with respect to the reference coordinate system can be computed by the equations of camera calibration; we will describe the process of camera calibration shortly. Such process only acquires a set of 3D coordinates of the points that are illuminated by the laser plane. In order to capture the entire scene, the system either translates or rotates the objects through the laser plane while the camera takes the sequence of images. Note that it is possible to have the objects stationary, and move the sensors (laser projector and camera) to sweep the entire scene.

**Acquiring Data: Range Image**

The sequence of images taken by the camera during a scan can be stored in a more compact data structure called *range image*, also known as *range map*, *range data*, *depth map*, or *depth image*. A range image is a set of distance measurements arranged in a $m \times n$ grid. Typically, for the case of structured-light scanner, $m$ is the number of horizontal scan lines (rows) of camera image, and $n$ is the total number of images (i.e., number of stripes) in the sequence. We can also represent a range image in a parametric form $r(i, j)$ where $r$ is the column coordinate of the illuminated point at the $i$th
row in the \( j \)th image. Sometimes, the computed 3D coordinate \((x, y, z)\) is stored instead of the column coordinate of the illuminated point. Typically, the column coordinates of the illuminated points are computed in a sub-pixel accuracy as will be described next. If an illuminated point cannot be detected, a special number (e.g., -1) can be assigned to the corresponding entry indicating that no data is available. An example of a range image is depicted in Figure 6.2.

Assuming a range image \( r(i, j) \) is acquired by the system shown in Figure 6.1, \( i \) is related mainly to the coordinates along the \( Z \) axis of the reference coordinate system, \( j \) the \( X \) axis, and \( r \) the \( Y \) axis. Since a range image is maintained in a grid, the neighborhood information is directly provided. That is, we can easily obtain the closest neighbors for each point, and even detect spatial discontinuity of the object surface. This is very useful especially for computing normal directions of each data point, or generating triangular mesh; the discussion of these topics will follow shortly.

**Computing Center of Illuminated Points**

In order to create the range images as described above, we must collect one (the center) of the illuminated points in each row as the representative of that row. Assuming the calibrations of both the camera and the positioning stages are perfect, the accuracy of computing 3D coordinates of object points primarily depends on locating the true center of these illuminated points. A typical intensity distribution around the illuminated points is shown in Figure 6.3.

Ideally only the light source (e.g., laser plane) should cause the illumination, and the intensity curve around the illuminated points should be Gaussian. However, we need to be aware that the illumination may be affected by many different factors such as: CCD camera error (e.g., noise and quantization error); laser speckle; blurring effect of laser; mutual-reflections of object surface; varying reflectance properties of object surface; high curvature on object surface; partial occlusions with respect to camera or laser plane; etc. Although eliminating all these sources of error is unlikely, it is important to use an algorithm that will best estimate the true center of the illuminated points.

Here we introduce three algorithms: (1) center of mass, (2) Blais and Rioux algorithm, and (3) Gaussian approximation. Let \( I(i) \) be the intensity value at \( i \) coordinate, and let \( p \) be the coordinate with peak intensity. Then, each algorithm computes the center \( c \) as follows:

1. **Center of mass**: This algorithm solves the location of the center by computing weighted average. The size of kernel \( n \) should be set such
Fig. 6.2: Converting a sequence of images into a range image
that all illuminated points are included.

\[ c = \frac{\sum_{i=p-n}^{p+n} iI(i)}{\sum_{i=p-n}^{p+n} I(i)} \]

2. **Blais and Rioux algorithm** [9]: This algorithm uses a finite impulse response filter to differentiate the signal and to eliminate the high frequency noise. The zero crossing of the derivative is linearly interpolated to solve the location of the center.

\[ c = p + \frac{h(p)}{h(p) - h(p + 1)} \]

where \( h(i) = I(i - 2) + I(i - 1) - I(i + 1) - I(i + 2) \).

3. **Gaussian approximation** [55]: This algorithm fits a Gaussian profile to three contiguous intensities around the peak.

\[ c = p - \frac{1}{2} \ln(I(p + 1)) - \ln(I(p - 1)) \]

After testing all three methods, one would notice that the center of mass method produces the most reliable results for different objects with varying reflection properties. Thus, all experimental results shown in this chapter were obtained using the center of mass method.
Once the range image is complete, we must now calculate the 3D structure of the scanned object. The measurement of the depth of an object using a structured-light scanner is based on optical triangulation. The basic principles of optical triangulation are depicted in Figure 6.4. $X_c$ and $Z_c$ are two of the three principle axes of the camera coordinate system, $f$ is the focal length of the camera, $p$ is the image coordinate of the illuminated point, and $b$ (baseline) is the distance between the focal point and the laser along the $X_c$ axis. Notice that the figure corresponds to the top view of the structured-light scanner in Figure 6.1.

Using the notations in Figure 6.4, the following equation can be obtained by the properties of similar triangles:

$$\frac{z}{f} = \frac{b}{p + f \tan \theta}$$  

Then, the $z$ coordinate of the illuminated point with respect to the camera coordinate system is directly given by

$$z = \frac{fb}{p + f \tan \theta}$$  

Given the $z$ coordinate, the $x$ coordinate can be computed as

$$x = b - z \tan \theta$$
Fig. 6.5: Tradeoff between the length of baseline and the occlusion. As the length of baseline increases, a better accuracy in the measurement can be achieved, but the occluded area due to shadow effect becomes larger, and vice versa.

The error of $z$ measurement can be obtained by differentiating Eq. (2):

$$\Delta z = \frac{fb}{(p + f \tan \theta)^2} \Delta p + \frac{fb (f \sec^2 \theta)}{(p + f \tan \theta)^2} \Delta \theta$$  \hspace{1cm} (4)

where $\Delta p$ and $\Delta \theta$ are the measurement errors of $p$ and $\theta$ respectively. Substituting the square of Eq. (2), we now have

$$\Delta z = \frac{z^2}{fb} \Delta p + \frac{z^2 \sec^2 \theta}{b} \Delta \theta$$  \hspace{1cm} (5)

This equation indicates that the error of the $z$ measurement is directly proportional to the square of $z$, but inversely proportional to the focal length $f$ and the baseline $b$. Therefore, increasing the baseline implies a better accuracy in the measurement. Unfortunately, the length of baseline is limited by the hardware structure of the system, and there is a tradeoff between the length of baseline and the sensor occlusions – as the length of baseline increases, a better accuracy in the measurement can be achieved, but the occluded area due to shadow effect becomes larger, and vice versa. A pictorial illustration of this tradeoff is shown in Figure 6.5.

**Computing 3D World Coordinates**

The coordinates of illuminated points computed by the equations of optical triangulation are with respect to the camera coordinate system. Thus, an additional transformation matrix containing the extrinsic parameters of the camera (i.e., a rotation matrix and a translation vector) that transforms the camera coordinate system to the reference coordinate system needs to be
Fig. 6.6: Calibration pattern

(a): A calibration pattern is placed in such a way that the pattern surface is parallel to the laser plane (i.e., \(YZ\) plane), and the middle column of the pattern (i.e., 7th column) coincides the \(Z\) axis of the reference coordinate system. (b): Image taken from the camera. Crosses indicate extracted centers of circle patterns

found. However, one can formulate a single transformation matrix that contains the optical triangulation parameters and the camera calibration parameters all together. In fact, the main reason we derived the optical triangulation equations is to show that the uncertainty of depth measurement is related to the square of the depth, focal length of the camera, and the baseline.

The transformation matrix for computing 3D coordinates with respect to the reference coordinate system can be obtained as follows. Suppose we have \(n\) data points with known reference coordinates and the corresponding image coordinates. Such points can be obtained by using a calibration pattern placed in a known location, for example, the pattern surface is parallel to the laser plane and the middle column of the pattern coincides the \(Z\) axis (See Figure 6.6).

Let the reference coordinate of the \(i\)th data point be denoted by \((x_i, y_i, z_i)\), and the corresponding image coordinate be denoted by \((u_i, v_i)\). We want to solve a matrix \(T\) that transforms the image coordinates to the reference coordinates. It is well known that the homogeneous coordinate system must be used for linearization of 2D to 3D transformation. Thus, we can formulate the transformation as

\[
\begin{bmatrix}
  u_i \\
  v_i \\
  1
\end{bmatrix}
= \begin{bmatrix}
  x_i \\
  y_i \\
  z_i \\
  \rho
\end{bmatrix}
\]
\[
\begin{bmatrix}
  t_{11} & t_{12} & t_{13} \\
  t_{21} & t_{22} & t_{23} \\
  t_{31} & t_{32} & t_{33} \\
  t_{41} & t_{42} & t_{43}
\end{bmatrix}
\begin{bmatrix}
  u_i \\
  v_i \\
  1
\end{bmatrix}
= 
\begin{bmatrix}
  x_i \\
  y_i \\
  \rho
\end{bmatrix}
\]

(7)

where

\[
\begin{bmatrix}
  x_i \\
  y_i \\
  z_i
\end{bmatrix}
= 
\begin{bmatrix}
  x_i / \rho \\
  y_i / \rho \\
  z_i / \rho
\end{bmatrix}
\]

(8)

We use the free variable \( \rho \) to account for the non-uniqueness of the homogeneous coordinate expressions (i.e., scale factor). Carrying our the first row and the fourth row of Eq. (7), we have

\[
\begin{align*}
  x_1 &= t_{11}u_1 + t_{12}v_1 + t_{13} \\
  x_2 &= t_{11}u_2 + t_{12}v_2 + t_{13} \\
  &\vdots \;
  &\vdots \;
  &\vdots \;
  \\
  x_n &= t_{11}u_n + t_{12}v_n + t_{13}
\end{align*}
\]

(9)

and

\[
\begin{align*}
  \rho &= t_{41}u_1 + t_{42}v_1 + t_{43} \\
  \rho &= t_{41}u_2 + t_{42}v_2 + t_{43} \\
  &\vdots \;
  &\vdots \;
  &\vdots \;
  \\
  \rho &= t_{41}u_n + t_{42}v_n + t_{43}
\end{align*}
\]

(10)

By combining these two sets of equations, and by setting \( x_i - \rho x_i = 0 \), we obtain

\[
\begin{align*}
  t_{11}u_1 + t_{12}v_1 + t_{13} - t_{41}u_1x_1 - t_{42}v_1x_1 - t_{43}x_1 &= 0 \\
  t_{11}u_2 + t_{12}v_2 + t_{13} - t_{41}u_2x_2 - t_{42}v_2x_2 - t_{43}x_2 &= 0 \\
  &\vdots \;
  &\vdots \;
  &\vdots \;
  \\
  t_{11}u_n + t_{12}v_n + t_{13} - t_{41}u_nx_n - t_{42}v_nx_n - t_{43}x_n &= 0
\end{align*}
\]

(11)

Since we have a free variable \( \rho \), we can set \( t_{43} = 1 \) which will appropriately scale the rest of the variables in the matrix \( M \). Carrying out the same procedure that produced Eq. (11) for \( y_i \) and \( z_i \), and rearranging all the equations into a matrix form, we obtain
If we rewrite Eq. (12) as $Ax = b$, then our problem is to solve for $x$. We can form the normal equations and find the linear least squares solution by solving $(ATA)x = ATb$. The resulting solution $x$ forms the transformation matrix $T$. Note that Eq. (12) contains $3n$ equations and 11 unknowns, therefore the minimum number of data points needed to solve this equation is 4.

Given the matrix $T$, we can now compute 3D coordinates for each entry of a range image. Let $p(i, j)$ represent the 3D coordinates $(x, y, z)$ of a range image entry $r(i, j)$ with respect to the reference coordinate system; recall that $r(i, j)$ is the column coordinate of the illuminated point at the $i$th row in the $j$th image. Using Eq. (6), we have

$$
\begin{bmatrix}
x \\
y \\
z \\
\rho 
\end{bmatrix} = T \begin{bmatrix} i \\
r(i, j) \\
1 \end{bmatrix}
$$

and the corresponding 3D coordinate is computed by

$$p(i, j) = \begin{bmatrix}
x/\rho \\
y/\rho \\
z/\rho
\end{bmatrix} + \begin{bmatrix} x_0 + (j - 1) \Delta x \\
x_0 \\
x_0
\end{bmatrix}
$$

where $x_0$ is the $x$ coordinate of the laser plane at the beginning of the scan, and $\Delta x$ is the distance that the linear slide moved along the $X$ axis between two consecutive images.

The transformation matrix $T$ computed by Eq. (12) is based on the assumption that the camera image plane is perfectly planar, and that all the data points are linearly projected onto the image plane through an infinitely small focal point. This assumption, often called as pin-hole camera model,
generally works well when using cameras with normal lenses and small calibration error is acceptable. However, when using cameras with wide-angle lenses or large aperture, and a very accurate calibration is required, this assumption may not be appropriate. In order to improve the accuracy of camera calibration, two types of camera lens distortions are commonly accounted for: radial distortion and decentering distortion. Radial distortion is due to flawed radial curvature curve of the lens elements, and it causes inward or outward perturbations of image points. Decentering distortion is caused by non-collinearity of the optical centers of lens elements. The effect of the radial distortion is generally much more severe than that of the decentering distortion.

In order to account for the lens distortions, a simple transformation matrix can no longer be used; we need to find both the intrinsic and extrinsic parameters of the camera as well as the distortion parameters. A widely accepted calibration method is Tsai’s method, and we refer the readers to [56, 34] for the description of the method.

**Computing Normal Vectors**

Surface normal vectors are important to the determination of the shape of an object, therefore it is necessary to estimate them reliably. Given the 3D coordinate \( p(i, j) \) of the range image entry \( r(i, j) \), its normal vector \( n(i, j) \) can be computed by

\[
 n(i, j) = \frac{\partial p}{\partial i} \times \frac{\partial p}{\partial j} \left\| \frac{\partial p}{\partial i} \times \frac{\partial p}{\partial j} \right\| \quad (15)
\]

where \( \times \) is a cross product. The partial derivatives can be computed by finite difference operators. This approach, however, is very sensitive to noise due to the differentiation operations. Some researchers have tried to overcome the noise problem by smoothing the data, but it causes distortions to the data especially near sharp edges or high curvature regions.

An alternative approach computes the normal direction of the plane that best fits some neighbors of the point in question. In general, a small window (e.g., \( 3 \times 3 \), or \( 5 \times 5 \)) centered at the point is used to obtain the neighboring points, and the PCA (Principal Component Analysis) for computing the normal of the best fitting plane.

Suppose we want to compute the normal vector \( n(i, j) \) of the point \( p(i, j) \) using a \( n \times n \) window. The center of mass \( m \) of the neighboring points is computed by
\[ m = \frac{1}{n^2} \sum_{i=a}^{i+a} \sum_{c=j-a}^{j+a} p(r, c) \]  
(16)

where \( a = \lfloor n/2 \rfloor \). Then, the covariance matrix \( C \) is computed by

\[ C = \sum_{r=i-a}^{i+a} \sum_{c=j-a}^{j+a} [p(r, c) - m][p(r, c) - m]^T \]  
(17)

The surface normal is estimated as the eigenvector with the smallest eigenvalue of the matrix \( C \).

Although using a fixed sized window provides a simple way of finding neighboring points, it may also cause the estimation of normal vectors to become unreliable. This is the case when the surface within the fixed window contains noise, a crease edge, a jump edge, or simply missing data. Also, when the vertical and horizontal sampling resolutions of the range image are significantly different, the estimated normal vectors will be less robust with respect to the direction along which the sampling resolution is lower. Therefore, a region growing approach can be used for finding the neighboring points. That is, for each point of interest, a continuous region is defined such that the distance between the point of interest to each point in the region is less than a given threshold. Taking the points in the region as neighboring points reduces the difficulties mentioned above, but obviously requires more computations. The threshold for the region growing can be set, for example, as \( 2(v + h) \) where \( v \) and \( h \) are the vertical and horizontal sampling resolutions respectively.

**Generating Triangular Mesh from Range Image**

Generating triangular mesh from a range image is quite simple since a range image is maintained in a regular grid. Each sample point (entry) of a \( m \times n \) range image is a potential vertex of a triangle. Four neighboring sample points are considered at a time, and two diagonal distances \( d_{14} \) and \( d_{23} \) as in Figure 6.7(a) are computed. If both distances are greater than a threshold, then no triangles are generated, and the next four points are considered. If one of the two distances is less than the threshold, say \( d_{14} \), we have potentially two triangles connecting the points 1-3-4 and 1-2-4. A triangle is created when the distances of all three edges are below the threshold. Therefore, either zero, one, or two triangles are created with four neighboring points. When both diagonal distances are less than the threshold, the diagonal edge with the smaller distance is chosen. Figure 6.7(b) shows an example of the triangular mesh using this method.

The distance threshold is, in general, set to a small multiple of the sam-
pling resolution. As illustrated in Figure 6.8, triangulation errors are likely to occur on object surfaces with high curvature, or on surfaces where the normal direction is close to the perpendicular to the viewing direction from the sensor. In practice, the threshold must be small enough to reject false edges even if it means that some of the edges that represent true surfaces can also be rejected. That is because we can always acquire another range image from a different viewing direction that can sample those missing surfaces more densely and accurately; however, it is not easy to remove false edges once they are created.

**Experimental Result**

To illustrate all the steps described above, we present the result images obtained in our lab. Figure 6.9 shows a photograph of our structured-light scanner. The camera is a Sony XC-7500 with pixel resolution of 659 by 494. The laser has 685nm wavelength with 50mW diode power. The rotary stage is Aerotech ART310, the linear stage is Aerotech ATS0260 with 1.25µm resolution and 1.0µm/25mm accuracy, and these stages are controlled by Aerotech Unidex 511.

Figure 6.10 shows the geometric data from a single linear scan acquired
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Fig. 6.8: Problems with triangulation
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Fig. 6.9: Photograph of our structured-light scanner
by our structured-light scanner. Figure 6.10(a) shows the photograph of the object that was scanned, (b) shows the range image displayed as intensity values, (c) shows the computed 3D coordinates as point cloud, (d) shows the shaded triangular mesh, and finally (e) shows the normal vectors displayed as \textit{RGB} colors where the \textit{X} component of the normal vector corresponds to the \textit{R} component, the \textit{Y} to the \textit{G}, and the \textit{Z} to the \textit{B}.

6.3 Registration

6.3.1 Overview

A single scan by a structured-light scanner typically provides a range image that covers only part of an object. Therefore, multiple scans from different viewpoints are necessary to capture the entire surface of the object. These multiple range images create a well-known problem called registration – aligning all the range images into a common coordinate system. Automatic registration is very difficult since we do not have any prior information about the overall object shape except what is given in each range image, and since finding the correspondence between two range images taken from arbitrary viewpoints is non-trivial.

The Iterative Closest Point (ICP) algorithm \cite{8, 13, 62} made a significant contribution on solving the registration problem. It is an iterative algorithm for registering two data sets. In each iteration, it selects the closest points between two data sets as corresponding points, and computes a rigid transformation that minimizes the distances between corresponding points. The data set is updated by applying the transformation, and the iterations continued until the error between corresponding points falls below a preset threshold. Since the algorithm involves the minimization of mean-square distances, it may converge to a local minimum instead of global minimum. This implies that a good initial registration must be given as a starting point, otherwise the algorithm may converge to a local minimum that is far from the best solution. Therefore, a technique that provides a good initial registration is necessary.

One example for solving the initial registration problem is to attach the scanning system to a robotic arm and keep track of the position and the orientation of the scanning system. Then, the transformation matrices corresponding to the different viewpoints are directly provided. However, such a system requires additional expensive hardware. Also, it requires the object to be stationary, which means that the object cannot be repositioned for the purpose of acquiring data from new viewpoints. Another alternative for solving the initial registration is to design a graphical user interface that allows a human to interact with the data, and perform the registration manually.

Since the ICP algorithm registers two sets of data, another issue that should be considered is registering a set of multiple range data that mini-
Fig. 6.10: Geometric data acquired by our structured-light scanner
(a): The photograph of the figure that was scanned. (b): The range image displayed as intensity values. (c): The computed 3D coordinates as point cloud. (d): The shaded triangular mesh. (e): The normal vectors displayed as RGB colors where the X component of the normal vector corresponds to the R component, the Y to the G, and the Z to the B.
mizes the registration error between all pairs. This problem is often referred to as multi-view registration, and we will discuss in more detail in Section 6.3.5.

6.3.2 Iterative Closest Point (ICP) Algorithm

The ICP algorithm was first introduced by Besl and McKay [8], and it has become the principle technique for registration of 3D data sets. The algorithm takes two 3D data sets as input. Let $P$ and $Q$ be two input data sets containing $N_p$ and $N_q$ points respectively. That is, $P = \{p_i\}, i = 1, ..., N_p,$ and $Q = \{q_i\}, i = 1, ..., N_q.$ The goal is to compute a rotation matrix $R$ and a translation vector $t$ such that the transformed set $P' = RP + t$ is best aligned with $Q.$ The following is a summary of the algorithm (See Figure 6.11 for a pictorial illustration of the ICP).

1. **Initialization:** $k = 0$ and $P_k = P.$

2. **Compute the closest point:** For each point in $P_k,$ compute its closest point in $Q.$ Consequently, it produces a set of closest points $C = \{c_i\}, i = 1, ..., N_p,$ where $C \subset Q,$ and $c_i$ is the closest point to $p_i.$

3. **Compute the registration:** Given the set of closest points $C,$ the mean square objective function to be minimized is:

$$f(R, t) = \frac{1}{N_p} \sum_{i=1}^{N_p} \|c_i - Rp_i - t\|^2$$  \hspace{1cm} (18)

Note that $p_i$ is a point from the original set $P,$ not $P_k.$ Therefore, the computed registration applies to the original data set $P$ whereas the closest points are computed using $P_k.$

4. **Apply the registration:** $P_{k+1} = RP + t.$

5. **If the desired precision of the registration is met:** Terminate the iteration.

**Else:** $k = k + 1$ and repeat steps 2-5.

Note that the 3D data sets $P$ and $Q$ do not necessarily need to be points. It can be a set of lines, triangles, or surfaces as long as closest entities can be computed and the transformation can be applied. It is also important to note that the algorithm assumes all the data in $P$ lies inside the boundary of $Q.$ We will later discuss about relaxing this assumption.
Fig. 6.11: Illustration of the ICP algorithm

(a): Initial P and Q to register. (b): For each point in P, find a corresponding point, which is the closest point in Q. (c): Apply R and t from Eq. (18) to P. (d): Find a new corresponding point for each P₁. (e): Apply new R and t that were computed using the new corresponding points. (f): Iterate the process until converges to a local minimum
Given the set of closest points \( C \), the ICP computes the rotation matrix \( R \) and the translation vector \( t \) that minimizes the mean square objective function of Eq. (18). Among other techniques, Besl and McKay in their paper chose the solution of Horn [25] using unit quaternions. In that solution, the mean of the closest point set \( C \) and the mean of the set \( P \) are respectively given by

\[
m_c = \frac{1}{N_p} \sum_{i=1}^{N_p} c_i, \quad m_p = \frac{1}{N_p} \sum_{i=1}^{N_p} p_i.
\]

The new coordinates, which have zero means are given by

\[
c'_i = c_i - m_c, \quad p'_i = p_i - m_p.
\]

Let a \( 3 \times 3 \) matrix \( M \) be given by

\[
M = \sum_{i=1}^{N_p} p'_i c'_i^T = \begin{bmatrix}
S_{xx} & S_{xy} & S_{xz} \\
S_{yx} & S_{yy} & S_{yz} \\
S_{zx} & S_{zy} & S_{zz}
\end{bmatrix},
\]

which contains all the information required to solve the least squares problem for rotation. Let us construct a \( 4 \times 4 \) symmetric matrix \( N \) given by

\[
N = \begin{bmatrix}
S_{xx} + S_{yy} + S_{zz} & S_{yx} - S_{xy} & S_{zx} - S_{xz} & S_{xy} - S_{yx} \\
S_{yx} - S_{xy} & S_{yy} + S_{yx} - S_{xz} & S_{xz} - S_{zx} & S_{yx} + S_{xy} \\
S_{zx} - S_{xz} & S_{xy} + S_{zx} - S_{yz} & S_{yz} - S_{zy} & S_{xy} + S_{yx} \\
S_{xy} - S_{yx} & S_{xz} + S_{zx} & S_{yz} + S_{zy} & S_{xx} - S_{yx} + S_{xy}
\end{bmatrix}
\]

Let the eigenvector corresponding to the largest eigenvalue of \( N \) be \( e = [e_0, e_1, e_2, e_3] \) where \( e_0 \geq 0 \) and \( e_0^2 + e_1^2 + e_2^2 + e_3^2 = 1 \). Then, the rotation matrix \( R \) is given by

\[
R = \begin{bmatrix}
e_0^2 + e_1^2 - e_2^2 - e_3^2 & 2(e_1e_2 - e_0e_3) & 2(e_1e_3 - e_0e_2) \\
2(e_1e_2 + e_0e_3) & e_0^2 + e_1^2 + e_2^2 - e_3^2 & e_2^2 - e_0^2 - e_1^2 + e_3^2 \\
2(e_1e_3 - e_0e_2) & 2(e_2e_3 + e_0e_1) & e_0^2 - e_1^2 - e_2^2 + e_3^2
\end{bmatrix}.
\]

Once we compute the optimal rotation matrix \( R \), the optimal translation vector \( t \) can be computed by

\[
t = m_c - Rm_p.
\]

A complete derivation and proofs can be found in [25]. A similar method is also presented in [17].
The convergence of ICP algorithm can be accelerated by extrapolating the registration space. Let \( \mathbf{r}_i \) be a vector that describes a registration (i.e., rotation and translation) at \( i \)th iteration. Then, its direction vector in the registration space is given by

\[
\Delta \mathbf{r}_i = \mathbf{r}_i - \mathbf{r}_{i-1},
\]

and the angle between the last two directions is given by

\[
\theta_i = \cos^{-1}\left( \frac{\Delta \mathbf{r}_i^T \Delta \mathbf{r}_{i-1}}{\|\Delta \mathbf{r}_i\| \|\Delta \mathbf{r}_{i-1}\|} \right).
\]

If both \( \theta_i \) and \( \theta_{i-1} \) are small, then there is a good direction alignment for the last three registration vectors \( \mathbf{r}_i, \mathbf{r}_{i-1}, \) and \( \mathbf{r}_{i-2} \). Extrapolating these three registration vectors using either linear or parabola update, the next registration vector \( \mathbf{r}_{i+1} \) can be computed. They showed 50 iterations of normal ICP was accelerated to about 15 to 20 iterations using such a technique.

### 6.3.3 Variants of ICP

Since the introduction of the ICP algorithm, various modifications have been developed in order to improve its performance.

Chen and Medioni [12, 13] developed a similar algorithm around the same time. The main difference is its strategy for point selection and for finding the correspondence between the two data sets. The algorithm first selects initial points on a regular grid, and computes the local curvature of these points. The algorithm only selects the points on smooth areas, which they call “control points”. Their point selection method is an effort to save computation time, and to have reliable normal directions on the control points. Given the control points on one data set, the algorithm finds the correspondence by computing the intersection between the line that passes through the control point in the direction of its normal and the surface of the other data set. Although the authors did not mention in their paper, the advantage of their method is that the correspondence is less sensitive to noise and to outliers. As illustrated in Fig. 6.12, the original ICP’s correspondence method may select outliers in the data set \( Q \) as corresponding points since the distance is the only constraint. However, Chen and Medioni’s method is less sensitive to noise since the normal directions of the control points in \( P \) are reliable, and the noise in \( Q \) have no effect in finding the correspondence. They also briefly discussed the issues in registering multiple range data (i.e., multi-view registration). When registering multiple range data, instead of registering with a single neighboring range data each time, they suggested to register with the previously registered data as a whole. In this way, the information from all the previously registered data can be used. We will elaborate
Fig. 6.12: Advantage of Chen and Medioni’s algorithm.
(a): Result of the original ICP’s correspondence method in the presence of noise and outliers. (b): Since Chen and Medioni’s algorithm uses control points on smooth area and its normal direction, it is less sensitive to noise and outliers.

the discussion in multi-view registration in a separate section later.

Zhang [62] introduced a dynamic thresholding based variant of ICP, which rejects some corresponding points if the distance between the pair is greater than a threshold $D_{\text{max}}$. The threshold is computed dynamically in each iteration by using statistics of distances between the corresponding points as follows:

$$
\text{if } \mu < D \quad \text{ /* registration is very good */ } \\
D_{\text{max}} = \mu + 3\sigma \\
\text{else if } \mu < 3D \quad \text{ /* registration is good */ } \\
D_{\text{max}} = \mu + 2\sigma \\
\text{else if } \mu < 6D \quad \text{ /* registration is not good */ } \\
D_{\text{max}} = \mu + \sigma \\
\text{else } \quad \text{ /* registration is bad */ } \\
D_{\text{max}} = \xi
$$

where $\mu$ and $\sigma$ are the mean and the standard deviation of distances between the corresponding points. $D$ is a constant that indicates the expected mean distance of the corresponding points when the registration is good. Finally, $\xi$ is a maximum tolerance distance value when the registration is bad. This modification relaxed the constraint of the original ICP, which required one data set to be a complete subset of the other data set. As illustrated in Figure 6.13, rejecting some corresponding pairs that are too far apart can lead to a better registration, and more importantly, the algorithm can be applied to partially overlapping data sets. The author also suggested that the points be stored in a k-D tree for efficient closest-point search.

Turk and Levoy [57] added a weight term (i.e., confidence measure) for each 3D point by taking a dot product of the point’s normal vector and the
(a): Since the original ICP assumes $P$ is a subset of $Q$, it finds corresponding points for all $P$. (b): Zhang’s dynamic thresholding allows $P$ and $Q$ to be partially overlapping.

vector pointing to the light source of the scanner. This was motivated by the fact that structured-light scanning acquires more reliable data when the object surface is perpendicular to the laser plane. Assigning lower weights to unreliable 3D points (i.e., points on the object surface nearly parallel with the laser plane) helps to achieve a more accurate registration. The weight of a corresponding pair is computed by multiplying the weights of the two corresponding points. Let the weights of corresponding pairs be $w = \{w_i\}$, then the objective function in Eq. (18) is now a weighted function:

$$f(R, t) = \frac{1}{N_p} \sum_{i=1}^{N_p} w_i \|c_i - Rp_i - t\|^2$$

For faster and efficient registration, they proposed to use increasingly more detailed data from a hierarchy during the registration process where less detailed data are constructed by sub-sampling range data. Their modified ICP starts with the lowest-level data, and uses the resulting transformation as the initial position for the next data in the hierarchy. The distance threshold is set as twice of sampling resolution of current data. They also discarded corresponding pairs in which either points is on a boundary in order to make reliable correspondences.

Masuda et al. [38, 37] proposed an interesting technique in an effort to add robustness to the original ICP. The motivation of their technique came from the fact that a local minimum obtained by the ICP algorithm is predicated by several factors such as initial registration, selected points and corresponding pairs in the ICP iterations, and that the outcome would be more unpredictable when noise and outliers exist in the data. Their algorithm consists of two main stages. In the first stage, the algorithm performs the ICP a number of times, but in each trial the points used for ICP calculations are selected differently based on random sampling. In the second stage, the algorithm selects the transformation that produced the minimum median distance between the corresponding pairs as the final resulting transformation. Since
the algorithm performs the ICP a number of times with differently selected points, and chooses the best transformation, it is more robust especially with noise and outliers.

Johnson and Kang [29] introduced “color ICP” technique in which the color information is incorporated along with the shape information in the closest-point (i.e., correspondence) computation. The distance metric $d$ between two points $p$ and $q$ with the 3D location and the color are denoted as $(x, y, z)$ and $(r, g, b)$ respectively can be computed as

$$d^2(p, q) = d_e^2(p, q) + d_c^2(p, q)$$

where

$$d_e(p, q) = \sqrt{(x_p - x_q)^2 + (y_p - y_q)^2 + (z_p - z_q)^2},$$

and $\lambda_1, \lambda_2, \lambda_3$ are constants that control the relative importance of the different color components and the importance of color overall vis-a-vis shape. The authors have not discussed how to assign values to the constants, nor the effect of the constants on the registration. A similar method was also presented in [21].

Other techniques employ using other attributes of a point such as normal direction [53], curvature sign classes [19], or combination of multiple attributes [50], and these attributes are combined with the Euclidean distance in searching for the closest point. Following these works, Godin et al. [20] recently proposed a method for the registration of attributed range data based on a random sampling scheme. Their random sampling scheme differs from that of [38, 37] in that it uses the distribution of attributes as a guide for point selection as opposed to uniform sampling used in [38, 37]. Also, they use attribute values to construct a compatibility measure for the closest point search. That is, the attributes serve as a boolean operator to either accept or reject a correspondence between two data points. This way, the difficulty of choosing constants in distance metric computation, for example $\lambda_1, \lambda_2, \lambda_3$ in Eq. (24), can be avoided. However, a threshold for accepting and rejecting correspondences is still required.

6.3.4 Initial Registration

Given two data sets to register, the ICP algorithm converges to different local minima depending on the initial positions of the data sets. Therefore, it is not guaranteed that the ICP algorithm will converge to the desired global minimum, and the only way to confirm the global minimum is to find the minimum of all the local minima. This is a fundamental limitation of the ICP that it requires a good initial registration as a starting point to maxi-
mize the probability of converging to a correct registration. Besl and McKay in their ICP paper [8] suggested to use a set of initial registrations chosen by sampling of quaternion states and translation vector. If some geometric properties such as principle components of the data sets provide distinctness, such information may be used to help reduce the search space.

As mentioned before, one can provide initial registrations by a tracking system that provides relative positions of each scanning viewpoint. One can also provide initial registrations manually through human interaction. Some researchers have proposed other techniques for providing initial registrations [11, 17, 22, 28], but it is reported in [46] that these methods do not work reliably for arbitrary data.

Recently, Huber [26] proposed an automatic registration method in which no knowledge of data sets is required. The method constructs a globally consistent model from a set of pairwise registration results. Although the experiments showed good results considering the fact that the method does not require any initial information, there was still some cases where incorrect registration was occurred.

6.3.5 Multi-view Registration

Although the techniques we have reviewed so far only deal with pairwise registration – registering two data sets, they can easily be extended to multi-view registration – registering multiple range images while minimizing the registration error between all possible pairs. One simple and obvious way is to perform a pairwise registration for each of two neighboring range images sequentially. This approach, however, accumulates the errors from each registration, and may likely have a large error between the first and the last range image.

Chen and Medioni [13] were the first to address the issues in multi-view registration. Their multi-view registration goes as follows: First, a pairwise registration between two neighboring range images is carried out. The resulting registered data is called a meta-view. Then, another registration between a new unregistered range image and the meta-view is performed, and the new data is added to the meta-view after the registration. This process is continued until all range images are registered. The main drawback of the meta-view approach is that the newly added images to the meta-view may contain information that could have improved the registrations performed previously.

Bergevin et al. [5, 18] noticed this problem, and proposed a new method that considers the network of views as a whole and minimizes the registration errors for all views simultaneously. Given $N$ range images from the viewpoints $V_1, V_2, ..., V_N$, they construct a network such that $N - 1$ viewpoints are linked to one central viewpoint in which the reference coordinate system
Fig. 6.14: Network of multiple range data was considered in the multi-view registration method by Bergevin et al. [5, 18]

is defined. For each link, an initial transformation matrix $M_{i,0}$ that brings the coordinate system of $V_i$ to the reference coordinate system is given. For example, consider the case of 5 range images shown in Fig. 6.14 where viewpoints $V_1$ through $V_4$ are linked to a central viewpoint $V_c$. During the algorithm, 4 incremental transformation matrices $M_{1,k}, \ldots, M_{4,k}$ are computed in each iteration $k$. In computing $M_{1,k}$, range images from $V_2$, $V_3$, and $V_4$ are transformed to the coordinate system of $V_1$ by first applying its associated matrix $M_{i,k-1}^{-1}$ followed by $M_{1,k-1}^{-1}$. Then, it computes the corresponding points between the range image from $V_1$ and the three transformed range images. $M_{1,k}$ is the transformation matrix that minimizes the distances of all the corresponding points for all the range images in the reference coordinate system. Similarly, $M_{2,k}, M_{3,k}$ and $M_{4,k}$ are computed, and all these matrices are applied to the associated range images simultaneously at the end of iteration $k$. The iteration continues until all the incremental matrices $M_{i,k}$ become close to identity matrices.

Benjemaa and Schmitt [4] accelerated the above method by applying each incremental transformation matrix $M_{i,k}$ immediately after it is computed instead of applying all simultaneously at the end of the iteration. In order to not favor any individual range image, they randomized the order of registration in each iteration.

Pulli [45, 46] argued that these methods cannot easily be applied to large data sets since they require large memory to store all the data, and since the methods are computationally expensive as $N - 1$ ICP registrations are performed. To get around these limitations, his method first performs pairwise registrations between all neighboring views that result in overlapping range images. The corresponding points discovered in this manner are used in
the next step that does multi-view registration. The multi-view registration process is similar to that of Chen and Medioni except for the fact that the corresponding points from the previous pairwise registration step are used as permanent corresponding points throughout the process. Thus, searching for corresponding points, which is computationally most demanding, is avoided, and the process does not require large memory to store all the data. The author claimed that his method, while being faster and less demanding on memory, results in similar or better registration accuracy compared to the previous methods.

6.3.6 Experimental Result

We have implemented a modified ICP algorithm for registration of our range images. Our algorithm uses Zhang’s dynamic thresholding for rejecting correspondences. In each iteration, a threshold $D_{max}$ is computed as

$$D_{max} = m + 3\sigma$$

where $m$ and $\sigma$ are the mean and the standard deviation of the distances of the corresponding points. If the Euclidean distance between two corresponding points exceeds this threshold, the correspondence is rejected. Our algorithm also uses the bucketing algorithm (i.e., Elias algorithm) for fast corresponding point search. Figure 6.15 shows an example of a pairwise registration. Even though the initial positions were relatively far from the correct registration, it successfully converged in 53 iterations. Notice in the final result (Figure 6.15(d)) that the overlapping surfaces are displayed with many small patches, which indicates that the two data sets are well registered.

We acquired 40 individual range images from different viewpoints to capture the entire surface of the bunny figure. Twenty range images covered about 90% of the entire surface. The remaining 10% of surface was harder to view on account of either self-occlusions or because the object would need to be propped so that those surfaces would become visible to the sensor. Additional 20 range images were gathered to get data on such surfaces.

Our registration process consists of two stages. In the first stage, it performs a pairwise registration between a new range image and all the previous range images that are already registered. When the new range image’s initial registration is not available, for example when the object is repositioned, it first goes through a human assisted registration process that allows a user to visualize the new range image in relation to the previously registered range images. The human is able to rotate one range image vis-a-vis the other and provide corresponding points. See Figure 6.16 for an illustration of the human assisted registration process. The corresponding points given by the human are used to compute an initial registration for the new range image. Subsequently, registration proceeds as before.
Fig. 6.15: Example of a pairwise registration using the ICP algorithm
Fig. 6.16: Human assisted registration process
(a),(b),(c): Initial Positions of two data sets to register. (d),(e): User can move around the data and click corresponding points. (f): The given corresponding points are used to compute an initial registration.
Registration of all the range images in the manner described above constitutes the first stage of the overall registration process. The second stage then fine-tunes the registration by performing a multi-view registration using the method presented in [4]. Figure 6.17 shows the 40 range images after the second stage.

6.4 Integration

Successful registration aligns all the range images into a common coordinate system. However, the registered range images taken from adjacent viewpoints will typically contain overlapping surfaces with common features in the areas of overlap. The integration process eliminates the redundancies, and generates a single connected surface model.

Integration methods can be divided into five different categories: volumetric method, mesh stitching method, region-growing method, projection method, and sculpting-based method. In the next sub-sections we will explain each of these categories.

6.4.1 Volumetric Methods

The volumetric method consists of two stages. In the first stage, an implicit function \( d(x) \) that represents the closest distance from an arbitrary point \( x \in \mathbb{R}^3 \) to the surface we want to reconstruct is computed. Then the object surface can be represented by the equation \( d(x) = 0 \). The sign of \( d(x) \) indicates whether \( x \) lies outside or inside the surface. In the second stage, the isosurface – the surface defined by \( d(x) = 0 \) – is extracted by triangulating the zero-crossing points of \( d(x) \) using the marching cubes algorithm [36, 39]. The most important task here is to reliably compute the function \( d(x) \) such that this function best approximates the true surface of the object. Once \( d(x) \) is approximated, other than the marching cubes algorithm, such as marching triangles algorithm, can be used to extract the isosurface.

The basic concept of the volumetric method is illustrated in Figure 6.18. First, a 3D volumetric grid that contains the entire surface is generated, and all the cubic cells (or voxels) are initialized as "empty". If the surface is found "near" the voxel (the notion of "near" will be defined later), the voxel is set to "non-empty" and \( d(x) \) for each of the 8 vertices of the voxel is computed by the signed distance between the vertex to the closest surface point. The sign of \( d(x) \) is positive if the vertex is outside the surface, and negative otherwise. After all the voxels in the grid are tested, the triangulation is performed as follows. For each non-empty voxel, zero crossing points of \( d(x) \), if any, are computed. The computed zero crossing points are then triangu-
Fig. 6.17: 40 range images after the second stage of the registration process
(a),(b): Two different views of the registered range images. All the range images are displayed as shaded triangular mesh. (c): Close-up view of the registered range images. (d): The same view as (c) displayed with triangular edges. Each color represents an individual range image.
lated by applying one of the 15 cases in the marching cubes look-up-table.\(^1\) For example, the upper-left voxel in Figure 6.18(d) corresponds to the case number 2 of the look-up-table, and the upper-right and the lower-left voxels both correspond to the case number 8. Triangulating zero crossing points of all the non-empty voxels results the approximated isosurface.

We will now review three volumetric methods. The main difference between these three methods lies in how the implicit function \(d(x)\) is computed.

Curless and Levoy \([14]\) proposed a technique tuned for range images generated by a structured-light scanner. Suppose we want to integrate \(n\) range images where all the range images are in the form of triangular mesh. For each range image \(i\), two functions \(d_i(x)\) and \(w_i(x)\) are computed where \(d_i(x)\) is the signed distance from \(x\) to the nearest surface along the viewing direction of the \(i\)th range image and \(w_i(x)\) is the weight computed by interpolating the three vertices of the intersecting triangle (See Figure 6.19). The weight of each vertex is computed as the dot product between the normal direction of the vertex and the viewing direction of the sensor. Additionally, lower weights are assigned to the vertices that are near a surface discontinuity. After processing all the range images, \(d(x)\) is constructed by combining \(d_i(x)\) and the associated weight function \(w_i(x)\) obtained from the \(i\)th range image. That is,

\[
d(x) = \frac{\sum_{i=1}^{n} w_i(x) d_i(x)}{\sum_{i=1}^{n} w_i(x)}
\]

We said earlier that \(d(x)\) is computed at the vertices of a voxel if the surface is “near”. In other words, \(d(x)\) is sampled only if the distance between the vertex to the nearest surface point is less than some threshold. Without imposing this threshold, computing and storing \(d(x)\) for all the voxels in each range image will be impractical, but more importantly, the surfaces on opposite sides will interfere with each other since the final \(d(x)\) is the weighted average of \(d_i(x)\) obtained from \(n\) range images. Therefore, the threshold must be small enough to avoid the interference between the surfaces on opposite sides, but large enough to acquire multiple samples of \(d_i(x)\) that will contribute to a reliable computation of \(d(x)\) and subsequent zero crossing points. Considering this tradeoff, a practical suggestion would be to set the threshold as half the maximum uncertainty of the range measurement.

Hoppe et al. \([24]\) were the first to propose the volumetric method. Their algorithm is significant in that it assumes the input data is unorganized. That is, neither the connectivity nor the normal direction of points is known in advance. Therefore, the method first estimates the oriented tangent plane for each data point. The tangent plane is computed by fitting the best plane in

\(^1\)Since there are 8 vertices in a voxel, there are 256 ways in which the surface can intersect the voxel. These 256 cases can be reduced to 15 general cases by applying the reversal symmetry and the rotational symmetry.
Fig. 6.18: Volumetric Method
(a): 3D volumetric grid. (b): Four neighboring cubes near the surface. The arrow points to the outside of the surface. (c): Signed distance function $d(x)$ is sampled at each vertex. (d): Zero-crossing points of $d(x)$ (red circles) are triangulated by the marching cubes algorithm. (e): 15 general cases of the marching cubes algorithm.
Fig. 6.19: Computing $d(x)$ in Curless and Levoy’s method [14]

the least squares sense on $k$ nearest neighbors. Then, $d(x)$ is the distance between $x$ and its closest point’s tangent plane.

Wheeler et al. [59] proposed a similar method called “consensus-surface algorithm”. Their algorithm emphasizes the selection of points used to compute the signed-distance in order to deal with noise and outliers.

6.4.2 Mesh Stitching Methods

The Mesh stitching method was first introduced by Soucy and Laurendeau [51, 52]. Their method consists of three main steps: (1) determining redundant surface regions, (2) reparameterizing those regions into non-redundant surface regions, and (3) connecting (or stitching) all the non-redundant surface regions.

Redundant surface regions represent common surface regions sampled by two or more range images. The content of each of the redundant surface regions can be determined by finding all possible pairs of range images and their redundant surface regions. For example, consider Figure 6.20 where 3 range images $V_1$, $V_2$ and $V_3$ have 4 different redundant surface regions. If we find the pairwise redundant surface regions of $V_1V_2$, $V_1V_3$, and $V_2V_3$, it is possible to determine for each point, which range images have sampled that point. Therefore, the contents of 4 redundant surface regions are implicitly available.

Now, we will describe how the redundant surface region between a pair of range images, say $V_1$ and $V_2$, can be found. Two conditions are imposed to determine if a point in $V_1$ is redundant with $V_2$: First, the point must be near
the surface of $V_2$, and second, the point must be visible from the viewing direction of $V_2$. The Spatial Neighborhood Test (SNT), which tests the first condition, checks whether the distance between the point and the surface of $V_2$ is within the uncertainty of the range sensor. The Surface Visibility Test (SVT), which tests the second condition, checks if the dot product between the normal direction of the point and the viewing direction (i.e., optical axis) of the $V_2$ is positive. All the points in $V_1$ that satisfy the two tests are assumed to be in the redundant surface with $V_2$. Unfortunately, the SNT and the SVT yield unreliable results in the regions where surface discontinuities occur or when noise is present. Therefore, a heuristic region-growing technique that fine-tunes the estimated redundant surfaces is used. By observing that the boundaries of the redundant surface correspond to the surface discontinuity at least in one of the range images, each of the estimated redundant regions is expanded until it reaches the surface discontinuity of one of the range images. In order to prevent small isolated regions to grow freely, an additional constraint that the expanded region must contain at least 50 percent of the original seed region is imposed.

After the redundant surface regions are determined, those regions are reparameterized into non-redundant surfaces. For each redundant surface region, a plane grid is defined; the plane grid has the same sampling resolution as that of a range image, and passes through the center of mass of the redundant surface region with the normal direction given by the average normal of all the points in the region. All the points in the region are then projected onto this plane grid. Associated with each vertex in the grid is the average of the perpendicular coordinate values for all the points that projected onto the cell represented by that vertex. The grid coordinates together with the computed perpendicular coordinates define new non-redundant surface points that are

**Fig. 6.20:** Redundant surfaces of three different range images
then triangulated. After reparameterizing all surface regions, a process that eliminates any remaining overlapping triangles in the boundary of surface regions is performed.

Finally, the non-redundant surface regions obtained in this manner are stitched together by interpolating empty space between the non-redundant surfaces. The interpolation of empty space is obtained by the constrained 2D Delaunay triangulation on the range image grid that sampled that particular empty space continuously. The result after interpolating all the empty spaces is the final connected surface model.

Turk and Levoy [57] proposed a similar method called “mesh zippering”. The main difference between the two algorithms is the order of determining the connectivity and the geometry. The previous algorithm first determines the geometry by reparameterizing the projected points on the grid, then determines the connectivity by interpolating into the empty spaces between the re-parameterized regions. By contrast, Turk and Levoy’s algorithm first determines the connectivity by removing the overlapping surfaces and stitching (or zippering) the borders. Then, it determines the geometry by adjusting surface points as weighted averages of all the overlapping surface points. The mesh zippering algorithm is claimed to be less sensitive to the artifacts of the stitching process since the algorithm first determines the connectivity followed by the geometry.

Let us describe the mesh zippering method in more detail with the illustrations in Figure 6.21. In (a), two partially overlapping surfaces are shown as red and blue triangles. From (b) to (d), the redundant triangles shown as green triangles are removed one by one from each surface until both surfaces remain unchanged. A triangle is redundant if all three distances between its vertices to the other surface are less than a predefined threshold where the threshold is typically set to a small multiple of the range image resolution. After removing the redundant triangles, it finds the boundary edges of one of the two surfaces; the boundary edges of the blue triangles are shown as green lines in (e). Then, the intersections between these boundary edges and the other surface are determined; the intersecting points are depicted as black circles in (f). Since it is unlikely that the boundary edges will exactly intersect the surface, a “thickened wall” is created for each boundary edge; a thickened wall is made of four triangles, and it is locally perpendicular to the boundary edge points of one of the surfaces. The problem now becomes finding intersecting points between the boundary edge wall and the surface. From this point, all the red triangle edges that are beyond the boundary edges are discarded as shown in (g). In (h), the intersecting points are added as new vertices, and triangulated through a constrained triangulation routine [6]. After zippering all the surfaces together, the final step fine-tunes the geometry by considering all the information of the surfaces including those that were discarded in the zippering process. The final position of each surface point
is computed as the weighted average of all the overlapping surfaces along the normal direction of the point. The weight of each point is computed as a dot product between the normal direction of the point and its corresponding range image’s viewing direction.

### 6.4.3 Region-Growing Methods

We introduce two region-growing based integration methods. The first method \cite{23}, called “marching triangles” consists of two stages. In the first stage, similar to the volumetric method, it defines an implicit surface representation as the zero crossings of a function $d(x)$, which defines the signed distance to the nearest point on the surface for any point $x$ in 3D space. In the second stage, instead of using the marching cubes algorithm, the marching triangles algorithm is used to triangulate the zero crossings of $d(x)$. The marching triangles algorithm starts with a seed triangle, adds a neighbor triangle based on the 3D Delaunay surface constraint, and continues the process until all the points have been considered.

The second method \cite{7}, which is more recently developed, is called “ball-pivoting algorithm (BPA)”. The basic principle of the algorithm is that three points form a triangle if a ball of a certain radius $\rho$ touches all of them without containing any other points. Starting with a seed triangle, the ball pivots around an edge until it touches another point, then forms a new triangle. The process continues until all points have been considered. The BPA is related to the $\alpha$-shape\footnote{The $\alpha$-shape of a finite point set $S$ is a polytope uniquely determined by $S$ and the parameter $\alpha$ that controls the level-of-detail. A subset $T \subseteq S$ of size $|T| = k + 1$ with $0 \leq k \leq 2$ belongs to a set $F_{k, \alpha}$ if a sphere of radius $\alpha$ contains $T$ without containing any other points in $S$. The $\alpha$-shape is described by the polytope whose boundary consists of the triangles connecting the points in $F_{2, \alpha}$, the edges in $F_{1, \alpha}$, and vertices in $F_{0, \alpha}$. If $\alpha = \infty$, the $\alpha$-shape is identical to the convex hull of $S$, and if $\alpha = 0$, the $\alpha$-shape is the point set $S$ itself.} \cite{16}, thus provides a theoretical guarantee to reconstruct a surface homeomorphic to the original surface within a bounded distance if sufficiently dense and uniform sampling points are given. It is also shown that the BPA can be applied to a large set of data proving that it is efficient in computation and memory usage. The main disadvantage of this method is that the size of radius $\rho$ must be given manually, and a combination of multiple processes with different \rho values may be necessary to generate a correct integrated model.
Fig. 6.21: Mesh Zippering algorithm
(a): Two overlapping surfaces. (b): A redundant triangle from the blue surface is removed.
(c): A redundant triangle from the red surface is removed. (d): Steps (b) and (c) are continued
until both surfaces remain unchanged. (e): After removing all the redundant triangles, the
boundary edges blue surface is found. (f): The intersections between the boundary edge and
the edges from the red surface are determined. (g): All the edges from the red surface that
are beyond the boundary edges are discarded. (h): The intersecting points are added as new
vertices and are triangulated. (i): The final position of each point is adjusted by considering
all the surfaces including those that were discarded during the zippering process.
6.4.4 Projection Methods

The Projection method [13, 44, 58], one of the earlier integration methods, simply projects the data onto a cylindrical or a spherical grid. Multiple data projections onto a same grid are averaged, and the resulting data is reparameterized. Although this method provides a simple way of integration, it suffers from the fundamental limitation that it can only handle convex objects.

6.4.5 Sculpting Based Methods

The Sculpting based method [1, 2, 10, 16] typically computes tetrahedra volumes from the data points by the 3D Delaunay triangulation. Then, it progressively eliminates tetrahedra until the original shape is extracted. Since the method is based on the Delaunay triangulation, it guarantees that the resulting surface is topologically correct as long as the data points are dense and uniformly distributed. Also, it can be applied to a set of unorganized points. However, the method has difficulty with constructing sharp edges, and it suffers from the expensive computations needed for calculating 3D Delaunay triangulations.

6.4.6 Experimental Result

In order to illustrate the results from integration, let’s take as example the Curless and Levoy’s volumetric integration method[14]. For that, we used 40 range images of a bunny figurine that were acquired by our structured-light scanning system. All the range images were registered as described in the previous chapter. The integration was performed at 0.5mm resolution (i.e., the size of a voxel of the grid is 0.5mm), which is an approximate sampling resolution of each range image.

Figure 6.22 shows four different views of the resulting model. The total number of points and triangles in the 40 range images were 1,601,563 and 3,053,907, respectively, and these were reduced to 148,311 and 296,211 in the integrated model. Figure 6.23(a) shows a close-up view around the bunny’s nose area before the integration where different colored triangles represent different range images. Figure 6.23(b) shows the same view after the integration.

6.5 Acquisition of Reflectance Data

Successful integration of all range images results in a complete geometric model of an object. This model itself can be the final output if only the shape of the object is desired. But since a photometrically correct visualization is
Fig. 6.22: Integrated model visualized from four different viewpoints
frequently required, we must also obtain the reflectance data of the object surface.

In general, there are two approaches for acquiring the reflectance data. The first approach employs one of the many parametric reflectance models and estimates the reflectance parameters for each data point by using multiple images taken from different viewpoints and under different lighting conditions [27, 30, 33, 48, 49]. Once the reflectance parameters are estimated, it is possible to visualize the object under any novel lighting condition from any novel viewpoint. We will describe this approach in greater depth in Section 6.5.2.

The second approach, instead of using a parametric reflectance model, utilizes only a set of color images of the object. Some methods [15, 47] exploit the use of view dependent texture maps. For each viewing direction of the 3D model, a synthetic image for texture mapping is generated by interpolating the input images that were taken from the directions close to the current viewing direction. The synthetic image simulates what would have been the image taken from the current viewing direction, thus it provides a correct texture to the 3D model. Other methods [42, 60] store a series of $N$ textures for each triangle where the textures are obtained from the color images taken from different viewpoints under known light source directions. The $N$ textures are compressed by applying the Principal Components Analysis, and a smaller number of textures that approximate basis functions of the viewing space are computed. These basis functions are then interpolated to represent the texture of each triangle from a novel viewpoint.

Although the second approach provides realistic visualization from an
arbitrary viewpoint without estimating reflectance parameters for each data point, one of the major drawbacks is the fact that it can only render the object under the same lighting condition in which the input images were taken. On the other hand, the first approach provides the underlying reflectance properties of the object surface, and thus makes it possible to visualize the object under a novel lighting condition. We will first describe some of the well known reflectance models that are commonly used followed by the methods for estimating reflectance parameters.

6.5.1 Reflectance Models

The true reflectance property of an object is based on many complex physical interactions of light with object materials. The Bidirectional Reflectance Distribution Function (BRDF) developed by Nicodemus et al. [41] provides a general mathematical function for describing the reflection property of a surface as a function of illumination direction, viewing direction, surface normal, and spectral composition of the illumination used. For our application, we can use the following definition for each of the primary color components:

\[
f_r(\theta_i, \phi_i; \theta_r, \phi_r) = \frac{dL_r(\theta_r, \phi_r)}{dE_i(\theta_i, \phi_i)}
\]

where \( L_r \) is reflected radiance, \( E_i \) is incident irradiance, \( \theta_i \) and \( \phi_i \) specify the incident light direction, and \( \theta_r \) and \( \phi_r \) specify the reflected direction.

Many researchers have proposed various parametric models to represent the BRDF, each having different strengths and weaknesses. Two of the well known models are those developed by Beckmann and Spizzichino [3], and Torrance and Sparrow [54]. The Beckmann-Spizzichino model was derived using basic concepts of electromagnetic wave theory, and is more general than the Torrance-Sparrow model in the sense that it describes the reflection from smooth to rough surfaces. The Torrance-Sparrow model was developed to approximate reflectance on rough surfaces by geometrically analyzing a path of light ray on rough surfaces. The Torrance-Sparrow model, in general, is more widely used than the Beckman-Spizzichino model because of its simpler mathematical formula.

**Torrance-Sparrow Model**

The Torrance-Sparrow model assumes that a surface is a collection of planar micro-facets as shown in Figure 6.24. An infinitesimal surface patch \( dA \) consists of a large set of micro-facets where each facet is assumed to be one side of a symmetric V-cavity. The set of micro-facets has a mean normal vector of \( \mathbf{n} \), and a random variable \( \alpha \) is used to represent the angle between each micro-facet’s normal vector and the mean normal vector. Assuming
the surface patch is isotropic (i.e., rotationally symmetric about surface normal), the distribution of $\alpha$ can be expressed as a one-dimensional Gaussian distribution with mean value of zero and standard deviation of $\sigma_\alpha$:

$$P(\alpha) = ce^{-\frac{\alpha^2}{2\sigma^2}}$$

where $c$ is a constant. The standard deviation $\sigma_\alpha$ represents the roughness of surface – the larger $\sigma_\alpha$, the rougher surface, and vice versa.

Figure 6.25 shows the coordinate system used in the Torrance-Sparrow model. A surface patch $dA$ is located at the origin of the coordinate system with its normal vector coinciding with the $Z$ axis. The surface is illuminated by the incident beam that lies on the $YZ$ plane with a polar angle of $\theta_i$, and a particular reflected beam which we are interested in travels along the direction $(\theta_r, \phi_r)$. Unit solid angles $d\omega_i$ and $d\omega_r$ are used to denote the directions of the incident beam and the reflected beam respectively. The bisector between the incident direction and the reflected direction is described by a unit solid angle $d\omega'$ which has a polar angle of $\alpha$.

Only the micro-facets in $dA$ with normal vectors within $d\omega'$ can reflect the incident light specularly to the direction $(\theta_r, \phi_r)$. Let $P(\alpha)d\omega'$ be the number of facets per unit surface area whose normal vectors are contained within $d\omega'$ where $P(\alpha)$ was defined in Eq. (26). Then, the number of facets in $dA$ with normal vectors lying within $d\omega'$ is

$$P(\alpha)d\omega'dA.$$

Let $a_f$ be the area of each micro-facet. Then, the total reflecting area of the facets is

$$a_fP(\alpha)d\omega'dA,$$

and the projected area in the incident direction is

$$a_fP(\alpha)d\omega'dA \cos \theta'_i.$$
Thus, the incident radiance of the specularly reflecting facets in $dA$ is

$$L_i = \frac{d^2 \Phi_i}{d \omega_i (\alpha_f P(\alpha) d \omega' dA) \cos \theta'_i}$$  \hspace{1cm} (27)$$

where $\Phi_i$ is the incident flux. Since a surface is not a perfect reflector, only a fraction of the incident flux is reflected. Therefore, Torrance and Sparrow considered two phenomena for relating the incident flux and the reflected flux. First, they considered the Fresnel reflection coefficient $F'(\theta'_i, \eta')$ [3], which determines the fraction of incident light that is reflected by a surface. $\theta'_i$ represents the incident angle and $\eta'$ represents the complex index of refraction of the surface. The Fresnel reflection coefficient is sufficient for relating the incident and reflected flux when facet shadowing and masking (See Figure 6.26) are neglected. For the second phenomenon, Torrance and Sparrow considered the effects of facet shadowing and masking, and introduced the geometrical attenuation factor $G(\theta_i, \theta_r, \phi_r)$\(^3\). On the basis of these two phenomena, the incident flux $\Phi_i$ and the reflected flux $\Phi_r$ can be related as

$$d^2 \Phi_r = F'(\theta'_i, \eta') G(\theta_i, \theta_r, \phi_r) d^2 \Phi_i.$$  \hspace{1cm} (28)

\(^3\)Readers are referred to Torrance and Sparrow’s paper [54] for the detailed description of geometrical attenuation factor.
Fig. 6.26: Facet shadowing and masking

Since the radiance reflected in the direction \((\theta_r, \phi_r)\) is given by

\[ L_r = \frac{d^2 \Phi_r}{d\omega_r dA \cos \theta_r}, \]

using Eq. (27) and Eq. (28), the above equation can be rewritten as

\[ L_r = \frac{F'_{\theta'i, \eta'i} G(\theta_i, \theta_r, \phi_r) L_i d\omega_i (a_f P(\alpha) \omega' dA) \cos \theta'_i}{d\omega_r dA \cos \theta_r}. \]  

(29)

The solid angles \(d\omega_r\) and \(d\omega'_i\) are related as

\[ d\omega'_i = \frac{d\omega_r}{4 \cos \theta'_i}, \]

thus by rewriting Eq. (29), we have

\[ L_r = K_{\text{spec}} \frac{L_i d\omega_i}{\cos \theta_r} e^{-\frac{\alpha^2}{2\sigma^2}} \]  

(30)

where

\[ K_{\text{spec}} = \frac{c a_f F'_{\theta'i, \eta'i} G(\theta_i, \theta_r, \phi_r)}{4} \]

In order to account for the diffusely reflecting light, Torrance and Sparrow added the Lambertian model to Eq. (30):

\[ L_r = K_{\text{diff}} L_i d\omega_i \cos \theta_i + K_{\text{spec}} \frac{L_i d\omega_i}{\cos \theta_r} e^{-\frac{\alpha^2}{2\sigma^2}}, \]  

(31)

This equation describes the general Torrance-Sparrow reflection model.
Nayar’s Unified Model

By comparing the Beckmann-Spizzichino model and the Torrance-Sparrow model, a unified reflectance framework that is suitable for machine vision applications was developed [40]. In particular, this model consists of three components: diffuse lobe; specular lobe; and specular spike. The diffuse lobe represents the internal scattering mechanism, and is distributed around the surface normal. The specular lobe represents the reflection of incident light, and is distributed around the specular direction. Finally, the specular spike represents mirror-like reflection on smooth surfaces, and is concentrated along the specular direction. In machine vision, we are interested in image irradiance (intensity) values. Assuming that the object distance is much larger than both the focal length and the diameter of lens of imaging sensor (e.g., CCD camera), then it is shown that image irradiance is proportional to surface radiance. Therefore, the image intensity is given as a linear combination of the three reflection components:

\[ I = I_{dl} + I_{sl} + I_{ss} \]  (32)

Two specific reflectance models were developed – one for the case of fixed light source with moving sensor and the other for the case of moving light source with fixed sensor. Figure 6.27 illustrates the reflectance model for the case of fixed light source and moving sensor. In this case, the image intensity observed by the sensor is given by

\[ I = C_{dl} \frac{1}{\cos \theta_r} e^{-\frac{\alpha^2}{2\sigma^2}} + C_{ssl} \delta(\theta_i - \theta_r) \delta(\phi_r) \]  (33)

where the constants \( C_{dl}, C_{sl} \) and \( C_{ss} \) represent the strengths of the diffuse lobe, specular lobe and specular spike respectively, and \( \delta \) is a delta function. Pictorially, the strength of each reflection component is the magnitude of intersection point between the component contour and the viewing ray from the sensor. Notice that the strength of diffuse lobe is the same for all directions. Notice also that the peak of specular lobe is located at the angle slightly greater than the specular direction. This phenomenon is called off-specular peak, and it is caused by \( \frac{1}{\cos \theta_r} \) in the specular lobe component term in Eq. (33). The off angle between the specular direction and the peak direction of specular lobe becomes larger for rougher surfaces.

Figure 6.28 illustrates the reflectance model for the case of moving source light and fixed sensor, and the image intensity observed by the sensor in this case is given by

\[ I = K_{dl} \cos \theta_i + K_{sl} e^{-\frac{\alpha^2}{2\sigma^2}} + K_{ss} \delta(\theta_i - \theta_r) \delta(\phi_r) \]  (34)
It is important to note that the pictorial illustration of the strength of diffuse lobe component is different from the previous case whereas the strengths of specular lobe and specular spike are the same. Specifically, the strength of the diffuse lobe component is the magnitude of the intersection point between the diffuse lobe contour and the incident light ray, not the viewing ray as in the previous case. Notice that $\theta_r$ is constant since the sensor is fixed. Therefore, $\frac{1}{\cos \theta_r}$ can be added to the constant term of the specular lobe component (i.e., $K_{sl}$). Consequently, the off-specular peak is no longer observed in this case. Eq. (34) is useful for acquiring reflectance property of an object using the photometric stereo method.

The specular lobe constants $C_{sl}$ in Eq. (33) and $K_{sl}$ in Eq. (34) represent $K_{spec}$ in Eq. (31). Clearly, $K_{spec}$ is not a constant since it is a function of the Fresnel reflection coefficient $F'(\theta'_i, \eta')$ and the geometrical attenuation factor $G(\theta_i, \theta_r, \phi_r)$. However, the Fresnel reflection coefficient is nearly constant until $\theta'_i$ becomes 90°, and the geometrical attenuation factor is 1 as long as both $\theta_i$ and $\theta_r$ are within 45°. Thus, assuming that $\theta'_i$ is less than 90° and $\theta_i$ and $\theta_r$ are less than 45°, $C_{sl}$ and $K_{sl}$ can be considered to be constants.

**Ambient-Diffuse-Specular Model**

The ambient-diffuse-specular model, despite its inaccuracy in representing reflectance properties of real object surfaces, is currently the most commonly used reflectance model in the computer graphics community. The main attraction of this model is its simplicity. It describes the reflected light on
the object point as a mixture of ambient, diffuse (or body), and specular (or surface) reflection. Roughly speaking, the ambient reflection represents the global reflection property that is constant for entire scene, the diffuse reflection represents the property that plays the most important role in determining what is perceived as the “true” color, and the specular reflection represents bright spots, or highlights caused by the light source. Most commonly used computer graphics applications (e.g., OpenGL) formulate the ambient-diffuse-specular model as

\[ I = I_a K_a + I_l K_d \cos \theta + I_l K_s \cos^n \alpha \]  

where \( I_a \) and \( I_l \) are the intensities of ambient light and light source respectively, and \( K_a, K_d \) and \( K_s \) are constants that represent the strengths of ambient, diffuse and specular components respectively. \( \theta \) is the angle between the light source direction and the surface normal direction of the object point, \( \alpha \) is the angle between the surface normal and the bisector of the light source and the viewing direction, and \( n \) is a constant that represents the “shininess” of the surface.

Let \( \mathbf{L} \) be the light source direction, \( \mathbf{N} \) the surface normal, \( \mathbf{E} \) the viewing direction, and \( \mathbf{H} \) the bisector of \( \mathbf{L} \) and \( \mathbf{E} \) (see Figure 6.29), then assuming all vectors are unit vectors, we can rewrite Eq. (35) as

\[ I = I_a K_a + I_l K_d (\mathbf{L} \cdot \mathbf{N}) + I_l K_s (\mathbf{H} \cdot \mathbf{N})^n \]  

where \( \cdot \) is a dot product.

**Fig. 6.28:** Reflectance model for the case of moving light source and fixed sensor.
6.5.2 Reflection Model Parameter Estimation

Ikeuchi and Sato [27] presented a system for determining reflectance properties of an object using a single pair of range and intensity images. The range and intensity images are acquired by the same sensor, thus the correspondence between the two images are directly provided. That is, 3D position, normal direction, and intensity value for each data point are available. The reflectance model they used is similar to that of Nayar’s unified model [40], but only considered the diffuse lobe and the specular lobe:

\[
I = K_d \cos \theta_i + K_s \frac{1}{\cos \theta_r} e^{-\frac{a^2}{2\sigma_i^2}}
\]  

(37)

Assuming the object’s reflectance property is uniform over the surface, their system estimates four variables: light source direction \( \mathbf{L} = [L_x \ L_y \ L_z]^T \), diffuse component constant \( K_d \), specular component constant \( K_s \) and surface roughness \( \sigma_i \). Let \( I(i,j) \) be the intensity value at \( i \)th row and \( j \)th column of the intensity image. The corresponding data point’s normal is denoted as \( \mathbf{N}(i,j) = [N_x(i,j) \ N_y(i,j) \ N_z(i,j)]^T \). Assuming the intensity image has no specular components, we have

\[
I(i,j) = K_d (\mathbf{L} \cdot \mathbf{N}(i,j)) \\
= aN_x(i,j) + bN_y(i,j) + cN_z(i,j) \\
= \mathbf{A} \cdot \mathbf{N}(i,j)
\]

where \( a = K_dL_x, b = K_dL_y, c = K_dL_z \) and \( \mathbf{A} = [a \ b \ c]^T \). Then, \( \mathbf{A} \) is initially estimated using a least square fitting by minimizing the following
equation:

\[ e_1 = \sum_{i,j} [I(i,j) - aN_x(i,j) - bN_y(i,j) - cN_z(i,j)]^2. \]

The estimated vector \( \mathbf{A}^* = [a^* b^* c^*]^T \) is used to determine the ideal diffuse brightness \( I' \) for each data point:

\[ I'(i,j) = a^* N_x(i,j) + b^* N_y(i,j) + c^* N_z(i,j). \]

Based on the computed ideal diffuse brightness values, the pixels are categorized into three groups using a threshold: if the observed intensity is much greater than the ideal diffuse intensity, it is considered to be a highlight pixel; if the observed intensity is much less than the ideal diffuse intensity, it is considered to be a shadow pixel; and all other pixels are categorized as diffuse pixels. Using only the diffuse pixels, the vector \( \mathbf{A} \) and the ideal diffuse intensity values \( I'(i,j) \) are recomputed, and the process is repeated until \( \mathbf{A}^* \) converges. At the end, the diffuse component constant \( K_d \) and the direction of light source \( \mathbf{L} \) are given by

\[
K_d = \sqrt{a^{*2} + b^{*2} + c^{*2}} \\
\mathbf{L} = \begin{bmatrix} a^* & b^* & c^* \\ K_d & K_d & K_d \end{bmatrix}^T
\]

The next step consists of estimating the specular parameters \( K_s \) and \( \sigma_\alpha \). In order to estimate the specular parameters, the highlight pixels determined in the previous process are additionally divided into two subgroups, specular and interreflection pixels, based on the angle \( \alpha \) (Recall that \( \alpha \) is the angle between surface normal and the bisector of source light and viewing direction). If \( \alpha(i,j) \) is less than a threshold, the pixel is categorized as a specular pixel, and otherwise, it is considered to be a interreflection pixel. Intuitively, this criterion is due to the fact that mirror-like or close to mirror-like reflecting data points must have small \( \alpha \) values. If a point contains high intensity value with relatively large \( \alpha \), we may assume that the main cause of the high intensity is not from the source light, but from interreflected lights. Let \( d(i,j) \) be a portion of intensity \( I(i,j) \) contributed by the specular component, and it is given by

\[
d(i,j) = K_s \frac{1}{\cos \theta_r(i,j)} e^{-\frac{\alpha^2(i,j)}{2\sigma^2}} \\
= I(i,j) - \mathbf{A} \cdot \mathbf{N}(i,j)
\]

The specular parameters \( K_s \) and \( \sigma_\alpha \) are estimated by employing a two-step
fitting method. The first step assumes that \( K_s \) is known, and estimates \( \sigma_\alpha \) by minimizing

\[
e_2 = \sum_{i,j} \left[ \ln d'(i, j) - \ln K_s + \ln(\cos \theta_r(i, j)) + \frac{\alpha^2(i, j)}{2\sigma_\alpha^2} \right]^2
\]

where \( d'(i, j) = I(i, j) - A^* \cdot N(i, j) \). Given \( \sigma_\alpha \), the second step estimates \( K_s \) by minimizing

\[
e_3 = \sum_{i,j} \left[ d'(i, j) - K_s \frac{1}{\cos \theta_r(i, j)} e^{-\frac{\alpha^2(i, j)}{2\sigma_\alpha^2}} \right]^2
\]

By repeating the two steps, the specular parameters \( K_s \) and \( \sigma_\alpha \) are estimated.

Sato and Ikeuchi [48] extended the above system for multiple color images of a geometric model generated from multiple range images. They first acquire a small number of range images by rotating the object on a rotary stage, and generate a 3D model. Then, they acquire color images of the object, but this time they acquire more color images than the range images by rotating the object with a smaller interval between images.\(^4\) The correspondence between the 3D model and the color images are known since the same sensor is used for both range and color image acquisition, and since each image was taken at a known rotation angle without moving the object. Specifically, the 3D model can be projected onto a color image using the 4 by 3 camera projection matrix rotated by the angle in which the image was taken. The light source is located near the sensor, thus they assume that the light source direction is the same as the viewing direction. Consequently, the angles \( \theta_r \), \( \theta_i \) and \( \alpha \) are all the same, and the reflectance model is given by

\[
I = K_d \cos \theta + K_s \frac{1}{\cos \theta} e^{-\frac{\alpha^2}{2\sigma_\alpha^2}}
\]

(38)

In order to estimate the reflectance parameters, they first separate the diffuse components from the specular components. Let \( \mathbf{M} \) be a series of intensity values of a data point observed from \( n \) different color images:

\[
\mathbf{M} = \left[ \begin{array}{c}
I_1 \\
I_2 \\
\vdots \\
I_n
\end{array} \right] = \left[ \begin{array}{ccc}
I_{1,R} & I_{1,G} & I_{1,B} \\
I_{2,R} & I_{2,G} & I_{2,B} \\
\vdots & \vdots & \vdots \\
I_{n,R} & I_{n,G} & I_{n,B}
\end{array} \right]
\]

---

\(^4\)8 range images (45\(^\circ\) interval) and 120 color images (3\(^\circ\) interval) were acquired in the example presented in their paper
where the subscripts \( R \), \( G \) and \( B \) represent three primary colors. Using Eq. (38), \( M \) can be expressed as

\[
M = \begin{bmatrix}
\cos \theta_1 & E(\theta_1) \\
\cos \theta_2 & E(\theta_2) \\
\vdots & \vdots \\
\cos \theta_n & E(\theta_n)
\end{bmatrix}
\begin{bmatrix}
K_{d,R} & K_{d,G} & K_{d,B} \\
K_{s,R} & K_{s,G} & K_{s,B}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
G_d & G_s
\end{bmatrix}
\begin{bmatrix}
K_T^d \\
K_T^s
\end{bmatrix}
\]

\[
= GK
\]

where \( E(\theta_i) = \frac{1}{\cos \theta_i} e^{-\frac{s^2}{2\sigma^2}} \). By assuming \( K_s \) is pure white (i.e. \( K_s = [1 1 1]^T \)) and \( K_d \) is the color value with the largest \( \theta \) (i.e., \( K_d = [I_i,R I_i,G I_i,B]^T \)), \( G \) can be computed by

\[
G = MK^+
\]

where \( K^+ \) is a \( 3 \times 2 \) pseudo-inverse of \( K \). With the computed \( G \), we can separate the diffuse components \( M_d \) and the specular components \( M_s \) by

\[
M_d = G_d K_T^d \\
M_s = G_s K_T^s
\]

Then, the diffuse reflectance parameter \( K_d \) and the specular reflectance parameters \( K_s \) and \( \sigma_\alpha \) can be estimated by applying two separate fitting processes on \( M_d \) and \( M_s \). However, the authors pointed out that the diffuse reflectance parameter was reliably estimated for each data point while the estimation of specular reflectance parameters, on the other hand, was unreliable because the specular component is usually observed from a limited range of viewing directions, and even if the specular component is observed, the parameter estimation can become unreliable if it is not observed strongly. Therefore, the specular reflectance parameters are estimated for each segmented region based on the hue value assuming that all the data points in each region are characterized by common specular reflectance parameters.\(^5\)

In Sato et al. [49], instead of estimating common specular reflectance parameters for each segmented region, the authors simply select data points where specular component is observed sufficiently, and estimate parameters only on those points. The estimated parameters are then linearly interpolated over the entire object surface.

\(^5\)The specular reflectance parameters were estimated in 4 different regions in the example in the paper.
Kay and Caelli [30] follow the idea of photometric stereo [61] and take multiple intensity images of a simple object from a single viewpoint but each time with a different light source position. The acquired intensity images along with a range image acquired from the same viewpoint are used to estimate reflectance parameters for each data point. Since all the intensity images and the range image are acquired from the same viewpoint, the problem of registration is avoided. Like [27], they also categorize each data point by the amount of information needed for the parameter estimation. If a data point contains sufficient information, the reflectance parameters are computed by fitting the data to the reflectance model similar to Eq (37), otherwise the parameters are interpolated.

Lensch et al. [33] first generate a 3D model of an object, and acquire several color images of the object from different viewpoints and light source positions. In order to register the 3D model and the color images, a silhouette based registration method described in their earlier paper [32] is used. Given the 3D model, and multiple radiance samples of each data point obtained from color images, reflectance parameters are estimated by fitting the data into the reflectance model proposed by Lafortune et al. [31]. For reliable estimation, the reflectance parameters are computed for each cluster of similar material. The clustering process initially begins by computing a set of reflectance parameters, $a$, that best fits the entire data. The covariance matrix of the parameters obtained from the fitting, which provides the distribution of fitting error, is used to generate two new clusters. Specifically, two sets of reflectance parameters, $a_1$ and $a_2$, are computed by shifting $a$ in the parameter space along the eigenvector corresponding to the largest eigenvalue of the covariance matrix. That is,

$$a_1 = a + \tau e \quad a_2 = a - \tau e$$

where $e$ is the largest eigenvector and $\tau$ is a constant. The data are then redistributed into two clusters based on the magnitude of fitting residuals to $a_1$ and $a_2$. However, due to the data noise and improper scaling of $\tau$, the split will not be optimal, and the two new clusters may not be clearly separated. Thus, the splitting process includes an iteration of redistributing the data based on $a_1$ and $a_2$, and recomputing $a_1$ and $a_2$ by fitting the data of the corresponding cluster. The iteration terminates when the members of both clusters do not change any more. The splitting process is repeatedly performed on a new cluster until the number of clusters reaches a prespecified number. The clustering process results reflectance parameters for each cluster of similar material. Although applying a single set of reflectance parameters for each cluster would yield a plausible result, the authors provided a method for generating point by point variations within a cluster. The idea is to represent each point by a linear combination of the elements of the basis set of reflectance parameters. The basis set include the original reflectance
parameters computed for the cluster, the reflectance parameters of neighboring clusters, the reflectance parameters of similar clusters, and reflectance parameters generated by slightly increasing or decreasing the original values. The authors pointed out that the use of a linear basis set in most cases does not improve upon the results achieved with the original reflectance parameter set.

Levoy et al. [35], in their Digital Michelangelo Project, also employ two different passes for the acquisition of geometric data and color images. The registration problem between the color images and the geometric model is solved by maintaining the position and the orientation of the camera with respect to the range sensor at all times. Since the acquisition process had to be performed inside the museum, the lighting condition could not be controlled. This implies that the ambient light had be considered as well. To get around this problem, they took two images from identical camera position, but one image only under the ambient light, and the other under the ambient light together with the calibrated light source. Then, subtracting the first image from the second results an image that represents what the camera would have seen only with the calibrated light source. After acquiring color images covering the entire surface, the systematic camera distortions of the images such as geometric distortion and chromatic aberration are corrected. Next, pixels that were occluded with respect to the camera or the light source are discarded. Finally, the remaining pixels are projected onto the merged geometric data for estimating the reflection parameters. They followed an approach similar to that described in [49], except that they only extracted diffuse reflection parameters. To eliminate specular contributions, they additionally discarded pixels that were observed with small $\alpha$ (i.e., close to mirror reflection direction).

### 6.6 Conclusion

In this report, we have presented the state-of-the-art methods for constructing geometrically and photometrically correct 3D models of real-world objects using range and intensity images. We have described four general steps involved in 3D modeling where each respective step continues to be an active research area on its own in the computer vision and computer graphics communities.

Although recent research efforts established the feasibility of constructing photo-realistic 3D models of physical objects, the current techniques are capable of modeling only a limited range of objects. One source of this limitation is severe self-occlusions, which make certain areas of object very difficult to be reached by the sensors. Another source of difficulty is the fact that many real-world objects have complex surface materials that cause problems particularly in range data acquisition and in reflectance property
estimation. Various surface properties that cause difficulties in range data acquisition include specular surfaces, highly absorptive surfaces, translucent surfaces and transparent surfaces. In order to ensure that the object surface is ideal for range imaging, some researchers have simply painted the object or coated the object with removable powder. Obviously, such approaches may not be desirable or even possible outside laboratories. Park and Kak [43] recently developed a new range imaging method that accounts for the effects of mutual reflections, thus providing a way to construct accurate 3D models even of specular objects.

Complex surface materials also cause problems in reflectance property estimation. As we mentioned earlier, a large number of samples is needed in order to make a reliable estimation of reflectance property, and acquiring sufficient samples for each point of the object is very difficult. Therefore, some methods assume the object to have uniform reflectance property while other methods estimate reflectance properties only for the points with sufficient samples and linearly interpolate the parameters throughout the entire surface. Or yet, some methods segment the object surface into groups of similar materials and estimate reflectance property for each group. As one can expect, complex surface materials with high spatial variations can cause unreliable estimation of reflectance property.

The demand for constructing 3D models of various objects has been steadily growing and we can naturally predict that it will continue to grow in the future. Considering all innovations in 3D modeling we have seen in recent years, we believe the time when machines take a random object and automatically generate its replica is not too far away.
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The fact that people are embodied places powerful constraints on their motion. By leveraging these constraints, we can build systems to perceive human motion that are fast and robust. More importantly, by understanding how these constraint systems relate to one another, and to the perceptual process itself, we can make progress toward building systems that interpret, not just capture, human motion.

7.1 Overview

The laws of physics, the construction of the human skeleton, the layout of the musculature, the various levels of organization within the nervous system, the context of a task, and even forces of habits and culture all conspire to limit the possible configurations and trajectories of the human form. The kinematic constraints of the skeleton are instantaneous. They are always true, and serve to bound the domain of feasible estimates. The rest of these constraints exist to some degree in the temporal domain: given past observations, they tell us something about future observations.

These phenomena cover a wide range of the time scales. The laws of physics apply in a continuous, instantaneous fashion. The subtle limits of muscle action may play out on time scales of milliseconds. Temporal structure due to the nervous system may range from tenths of seconds to minutes. Depending on the definition of a task, the task context may change over fractions of a minute or fractions of an hour. The subtle influence of affect might change over hours or even days. Habits and cultural norms develop over a lifetime.

A truly complete model of human embodiment would encompass all of these things. Unfortunately most of these phenomena are beyond the scope of current modeling techniques. Neuroscience is only beginning to explain the impact of the structures of the peripheral nervous system on motion. Models of higher-level processes such as affect, task and culture are even farther away.

The things that we can model explicitly include the instantaneous geometric constraints (blobs, perspective, and kinematics) and the dynamic constraints of Newton’s Laws. Blobs represent a visual constraint. We are composed of parts, and those parts appear in images as connected, visually
coherent regions. Perspective constraints model the relationship between multiple views of the human body caused by our 3-D nature and the perspective projection of the world onto a CCD by a lens inside a camera. Kinematic constraints are the skeletal or connective constraints between the parts of the body: the length of a limb, the mechanics of a joint, and so on. The instantaneous configuration of the body is the pose. The kinematic constraints define the space of valid poses.

Newton’s Laws represent a set of dynamic constraints: constraints in time. The assumption of bounded forces in the system implies bounded accelerations. Bounded accelerations in turn imply smoothness of the pose trajectory in time. Since the articulated frame of the body is complex and involves revolute joints, this isn’t simply a smoothness constraint. It is a shaping function that is related to the global mass matrix which is a non-linear, time-varying function of the pose.

The rest of the constraint layers (neuromuscular, contextual, and psychological) can currently only be modeled statistically through observation. Fortunately the recursive estimation framework discussed below offers a natural way to factor out these influences and treat them separately from the geometry and physics. Unfortunately, further factorization of the signal is a poorly understood problem. As a result, we will treat these separate influences as a single, unified influence. This is obviously a simplification, but it is currently a necessary simplification.

7.1.1 Recursive Filters

The geometric constraints discussed above are useful for regularizing pose estimation, but the dynamic constraints provide something even more important: since they represent constraints in time, they allow prediction into the future. This is important because for human motion observed at video rates, physics is a powerful predictor.

With a model of the observation process, predictions of 3-D body pose in the near future can be turned into predictions of observations. These predictions can be compared to actual observations when they are made. Measuring the discrepancy between prediction and observation provides useful information for updating the estimates of the pose. These differences are called innovations because they represent the aspects of the observations that were unpredicted by the model.

This link between model and observation is the powerful idea behind all recursive filters, including the well known Kalman filters. Kalman filters are the optimal recursive filter formulation for the class of problems with linear dynamics, linear mappings between state and observation, and white, Gaussian process noise. Extended Kalman filters generalize the basic formula-
Recursive filters are able to cope with data in real time thanks to a Markovian assumption that the state of the system contains all the information needed to predict its behavior. For example, the state of a rigid physical object would include both the position and velocity. There is no need for the filter to simultaneously consider all the observations ever made of the subject to determine its state. The update of the state estimate only requires combining the innovation with the dynamic, observation, and noise models.

The complete recursive loop includes measurement, comparison of predicted observation to actual observation, corresponding update of state estimate, prediction of future state estimate, and rendering of the next predicted observation. This is the basic flow of information in a Kalman filter, and applies equally well to recursive filters in general.

For the case of observing the human body, this general framework is complicated by the fact that the human body is a 3-D articulated system and the observation process is significantly non-trivial. Video images of the human body are high-dimensional signals and the mapping between body pose and image observation involves perspective projection. These unique challenges go beyond the original design goals of the Kalman and extended Kalman filters and they make the task of building systems to observe human motion quite difficult.

**7.1.2 Feedback for Early Vision**

Most computer vision systems are modularized to help reduce software complexity, manage bandwidth, and improve performance. Often, low-level modules, comprised of filter-based pattern recognition pipelines, provide features to mid-level modules that then use statistical or logical techniques to infer meaning. The mid-level processes are made tractable by the dimensionality reduction accomplished by the low-level modules, but these improvements can incur a cost in robustness. These systems are often brittle: they fail when the assumptions in a low-level filter are violated. Once a low-level module fails, the information is lost. Even in the case where the mid-level module can employ complex models to detect the failure, there is no way to recover the lost information if there is no downward flow of information that can be used to avert the failure. The system is forced to rely on complex heuristics to attempt approximate repair [43].

Dynamic constraints enable the prediction of observations in the near future. These predictions, with the proper representation, can be employed by low-level perceptual processes to resolve ambiguities. This results in a more robust system, by enabling complex, high-level models to inform the earliest stages of processing. It is possible to retain the advantages of modularity in a closed-loop system through carefully designed interfaces.
For example, theDYNA system[51]measures the 2-D locations of body parts in the image plane using an image-region tracker. The system then estimates 3-D body part locations from stereo pairs of 2-D observations. Finally the full body pose is estimated from these 3-D observations using a 3-D, non-linear model of the kinematics and dynamics of the human body. This system is well modularized and fast, but would be very brittle if it relied on information only flowing from low-level processes to high-level interpretation. Instead, predictions from the dynamic model are incorporated as prior information into the probabilistic blob tracker. The tracker is the first process to be applied to the pixels, so given this feedback, there is no part of the system that is bottom-up. Even this lowest-level pixel classification process incorporates high-level model influence in the form of state predictions represented as prior probabilities for pixel classification.

This influence is more significant than simply modifying or bounding a search routine. Our classifier actually produces different results in the presence of feedback: results that reflect global classification decisions instead of locally optimal decisions that may be misleading or incomplete in the global context. This modification is made possible due to the statistical nature of our blob tracker. Prior information generated by the body model transforms the bottom-up, maximum likelihood blob tracker into a maximum \textit{a posteriori} classifier. Thanks to the probabilistic nature of the blob tracker, it is possible to hide the details of the high-level processes from the low-level processes, and thereby retain the speed and simplicity of the pixel classification.

### 7.1.3 Expression

An appropriate model of embodiment allows a perceptual system to separate the necessary aspects of motion from the purposeful aspects of motion. The necessary aspects are a result of physics and are predictable. The purposeful aspects are the direct result of a person attempting to express themselves through the motion of their bodies. Understanding embodiment is the key to perceiving expressive motion.

Human-computer interfaces make measurements of a human and use those measurements to give them control over some abstract domain. The sophistication of these measurements range from the trivial keyclick to the most advanced perceptual interface system. Once the measurements are acquired the system usually attempts to extract some set of features as the first step in a pattern recognition system that will convert those measurements into whatever domain of control the application provides. Those features are usually chosen for mathematical convenience or to satisfy an \textit{ad hoc} notion of invariance.

The innovations process discussed above is a fertile source of features that are directly related to the embodiment of the human.
cular, contextual or psychological influences affect the motion of the body, these effects will appear in the innovations process if they are not explicitly modeled. This provides direct access for learning mechanisms to these influences without compounding them with the effects of physics, kinematics, imaging, or any other process that can be explicitly modeled by the system. This tight coupling between appearance, motion and behavior is a powerful implication of this framework.

### 7.2 Theoretic Foundations

This section will expand on the ideas presented in Section 7.1, while linking them to their roots in stochastic estimation theory. We begin with a grounding in the basic theories, which can be explored in more details in Gelb[2]. Then we proceed to expand on those ideas to find inspiration.

The fundamental idea presented in Section 7.1 is that perception is improved when it is coupled with expectations about the process being observed: specifically a model with the ability to make qualified predictions into the future given past observations. A logical framework for creating and employing this kind of model in a perceptual system can be found in the control and estimation literature. Since the human body is a physical system, it shares many properties with the general class of dynamic systems. It is instructive to approach the task of understanding human motion in the same way that an engineer might approach the task of observing any dynamic system.

One possible simplified block diagram of a human is illustrated in Figure 7.1. The passive, physical reality of the human body is represented by the Plant. The propagation of the system forward in time is governed by the laws of physics and is influenced by signals, \( u \), from Control. On the right, noisy observations, \( y \), can be made of the Plant. On the left, high level goals, \( v \), are supplied to the Controller.

![Fig. 7.1: A systems view of the human body](image)

The observations are a function of the system state according to some measurement process, \( h(\cdot) \). In our case this measurement process corresponds to the imaging process of a camera. As such, it is a non-linear, incomplete transform: cameras do not directly measure velocity, they are subject
to occlusion, and they project 3-D information into 2-D observations:

\[ y_{t+1} = h(x_{t+1}) + \theta_t \]  

(1)

The measurement process is also noisy. \( \theta_t \) represents additive noise in the observation. The \( \theta_t \) are assumed to be samples from a white, Gaussian, zero-mean process with covariance \( \Theta \):

\[ \theta_t \sim \mathcal{N}(0, \Theta) \]  

(2)

The state vector, \( x \), completely defines the configuration of the system in phase-space. The Plant propagates the state forward in time according to the system constraints. In the case of the human body this includes the non-linear constraints of kinematics as well as the constraints of dynamics. The Plant also reacts to the influences of the control signal. For the human body these influences come as muscle forces. It is assumed that the Plant can be represented by an unknown, non-linear function \( f(\cdot, \cdot) \):

\[ x_{t+1} = f(x_t, u_t) \]  

(3)

The control signals are physical signals, for example, muscle activations that result in forces being applied to the body. The Controller obviously represents a significant amount of complexity: muscle activity, the properties of motor nerves, and all the complex motor control structures from the spinal cord up into the cerebellum. The Controller has access to the state of the Plant, by the process of proprioception:

\[ u_t = c(v_t, x_t) \]  

(4)

The high-level goals, \( v \), are very high-level processes. These signals represent the place where intentionality enters into the system. If we are building a system to interact with a human, then we get the observations, \( y \), and what we’re really interested in is the intentionality encoded in \( v \). Everything else is just in the way.

### 7.2.1 A Classic Observer

A classic observer for such a system takes the form illustrated in Figure 7.2. This is the underlying structure of recursive estimators, including the well known Kalman and extended Kalman filters.

The Observer is an analytical model of the physical Plant:

\[ x_{t+1} = \Phi_t x_t + B_t u_t + L_t \xi_t \]  

(5)

The unknown, non-linear update equation, \( f(\cdot, \cdot) \) from Equation 3, is mod-
eled as the sum of two non-linear functions: $\Phi(\cdot)$ and $B(\cdot)$. $\Phi(\cdot)$ propagates the current state forward in time, and $B(\cdot)$ maps control signals into state influences. $\Phi_t$ and $B_t$ from Equation 5 are linearizations of $\Phi(\cdot)$ and $B(\cdot)$ respectively, at the current operating point. The right-hand term, $(L_t \xi_t)$, represents the effect of noise introduced by modeling errors on the state update. The $\xi_t$ are assumed to be samples from a white, Gaussian, zero-mean process with covariance $\Xi$ that is independent of the observation noise from Equation 2:

$$\xi_t \sim N(0, \Xi)$$  \hspace{1cm} (6)$$

The model of the measurement process is also linearized. $H_t$ is a linearization of the non-linear measurement function $h(\cdot)$:

$$y_{t+1} = H_t x_{t+1} + \theta_t$$  \hspace{1cm} (7)$$

The matrices $\Phi_t$ and $H_t$, are performed by computing the Jacobian matrix. The Jacobian of a multivariate function of $x$ such as $\Phi(\cdot)$ is computed as the matrix of partial derivatives at the operating point $x_t$ with respect to the components of $x$:

$$\Phi_t = \nabla_x \Phi|_{x=x_t} = $$

This operation is often non-trivial.
Estimation begins from a prior estimate of state: \( \hat{x}_{0|0} \), that is the estimate of the state at time zero given observations up to time zero. Given the current estimate of system state, \( \hat{x}_{t|t} \), and the update Equation 5, it is possible to compute a prediction for the state at \( t + 1 \):

\[
\hat{x}_{t+1|t} = \Phi_t \hat{x}_{t|t} + B_t u_t \tag{8}
\]

Notice that \( \xi_t \) is not part of that equation since:

\[
E[\xi_t] = E[N(0, \Xi)] = 0 \tag{9}
\]

Combining this state prediction with the measurement model provides a prediction of the next measurement:

\[
\hat{y}_{t+1|t} = H_t \hat{x}_{t+1|t} \tag{10}
\]

Again, \( \theta_t \) drops out since:

\[
E[\theta_t] = E[N(0, \Theta)] = 0 \tag{11}
\]

Given this prediction it is possible to compute the residual error between the prediction and the actual new observation \( y_{t+1} \):

\[
\tilde{y}_{t+1} = \nu_{t+1} = y_{t+1} - \hat{y}_{t+1|t} \tag{12}
\]

This residual, called the innovation, is the information about the actual state of the system that the filter was unable to predict, plus noise. A weighted version of this residual is used to revise the new state estimate for time \( t + 1 \) to reflect the new information in the most recent observation:

\[
\hat{x}_{t+1|t+1} = \hat{x}_{t+1|t} + K_{t+1} \tilde{y}_{t+1} \tag{13}
\]

In the Kalman filter, the weighting matrix is the well-known Kalman gain matrix. It is computed from the estimated error covariance of the state prediction, the measurement models, and the measurement noise covariance, \( \Theta \):

\[
K_{t+1} = \Sigma_{t+1|t} H_t^T \left[ H_t \Sigma_{t+1|t} H_t^T + \Theta_{t+1} \right]^{-1} \tag{14}
\]

The estimated error covariance of the state prediction is initialized with the estimated error covariance of the prior state estimate, \( \Sigma_{0|0} \). As part of the state prediction process, the error covariance of the state prediction can be computed from the error covariance of the previous state estimate using the dynamic update rule from Equation 5:

\[
\Sigma_{t+1|t} = \Phi_t \Sigma_{t|t} \Phi_t^T + L_t \Xi L_t^T \tag{15}
\]
Notice that, since $u_t$ is assumed to be deterministic, it does not contribute to this equation.

Incorporating new information from measurements into the system reduces the error covariance of the state estimate: after a new observation, the state estimate should be closer to the true state:

$$\Sigma_{t+1|t+1} = [I - K_{t+1}H_t] \Sigma_{t+1|t}$$ (16)

Notice, in Equation 5, that that classic Observer assumes access to the control signal $u$. For people, remember that the control signals represent muscle activations that are unavailable to a non-invasive Observer. That means that an observer of the human body is in the slightly different situation illustrated in Figure 7.3.

![Fig. 7.3: An Observer of the human body can’t access $u$](image)

### 7.2.2 A Lack of Control

Simply ignoring the $(B_tu)$ term in Equation 5 results in poor estimation performance. Specifically, the update Equation 13 expands to:

$$\hat{x}_{t+1|t+1} = \hat{x}_{t+1|t} + K_{t+1}(y_{t+1} - H_t(\Phi_t\hat{x}_{t|t} + B_tu_t))$$ (17)

In the absence of access to the control signal $u$, the update equation becomes:

$$\tilde{x}_{t+1|t+1} = \tilde{x}_{t+1|t} + K_{t+1}(y_{t+1} - H_t(\Phi_t\hat{x}_{t|t} + B_t0))$$ (18)
The error $\varepsilon$ between the ideal update and the update without access to the control signal is then:

$$\varepsilon = \left| \hat{x}_{t+1|t+1} - \tilde{x}_{t+1|t+1} \right|$$  \hspace{1cm} (19)

$$= K_{t+1} H_t B_t u_t$$  \hspace{1cm} (20)

Treating the control signal, $u_t$, as a random variable, we compute the control mean and covariance matrix:

$$\bar{u} = E[u_t]$$  \hspace{1cm} (21)

$$U = E[(u_t - \bar{u})(u_t - \bar{u})^T]$$  \hspace{1cm} (22)

If the control covariance matrix is small relative to the model and observation noise, by which we mean:

$$\|U\| << \|\Xi_t\|$$  \hspace{1cm} (23)

$$\|U\| << \|\Theta_t\|$$  \hspace{1cm} (24)

then the standard recursive filtering algorithms should be robust enough to generate good state and covariance estimates. However, as $U$ grows, so will the error $\varepsilon$. For large enough $U$ it will not be possible to hide these errors within the assumptions of white, Gaussian process noise, and filter performance will significantly degrade [3].

It should be obvious that we expect $U$ to be large: if $u$ had only negligible impact on the evolution of $x$, then the human body wouldn’t be very effective. The motion of the human body is influenced to a large degree by the actions of muscles and the control structures driving those muscles. This situation will be illustrated in Section 7.3.

### 7.2.3 Estimation of Control

It is not possible to measure $u_t$ directly. It is inadvisable to ignore the effects of active control, as shown above. An alternative is to estimate $u_{t+1|t}$. This alternative is illustrated in Figure 7.4: assuming that there is some amount of structure in $u$, the function $g(\cdot, \cdot)$ uses $\hat{x}$ and $\tilde{y}$ to estimate $u$.

The measurement residual, $\tilde{y}_{t+1}$, is a good place to find information about $u_t$ for several reasons. Normally, in a steady-state observer, the measurement residual is expected to be zero-mean, white noise, so $E[\tilde{y}_t] = 0$. From Equation 20 we see that without knowledge of $u_t$, $\tilde{y}_{t+1}$ will be biased:

$$E[\tilde{y}_{t+1}] = H_t B_t u_t$$  \hspace{1cm} (25)

This bias is caused by the faulty state prediction resulting in a biased measurement prediction. Not only will $\tilde{y}_{t+1}$ not be zero-mean, it will also not be
Learning the bias and temporal structure of the measurement residuals provides a mechanism for learning models of $u$. Good estimates of $u$ will lead to better estimates of $x$ which are useful for a wide variety of applications including motion capture for animation, direct manipulation of virtual environments, video compositing, diagnosis of motor disorders, and others. However, if we remain focused on the intentionality represented by $v$ on the far left of Figure 7.1, then this improved tracking data is only of tangential interest as a means to compute $\hat{v}$.

The neuroscience literature\cite{42} is our only source of good information about the control structures of the human body, and therefore the structure of $v$. This literature seems to indicate that the body is controlled by the setting of goal states. The muscles change activation in response to these goals, and the limb passively evolves to the new equilibrium point. The time scale of these mechanisms seem to be on the scale of hundreds of milliseconds.

Given this apparent structure of $v$, we expect that the internal structure of $g(x, y)$ should contain states that represent switches between control paradigms, and thus switches in the high-level intentionality encoded in $v$. Section 7.3 discusses possible representations for $g(x, y)$ and Section 7.4 discusses results obtained in controlled contexts (where the richness of $v$ is kept manageable by the introduction of a constrained context).
7.2.4 Images as Observations

There is one final theoretic complication with this formulation of an observer for human motion. Recursive filtering matured under the assumption that the measurement process produced low-dimensional signals under a measurement model that could be readily linearized: such as the case of a radar tracking a ballistic missile. Images of the human body taken from a video stream do not fit this assumption: they are high dimensional signals and the imaging process is complex.

One solution, borrowed from the pattern recognition literature, is to place a deterministic filter between the raw images and the Observer. The measurements available to the Observer are then low-dimensional features generated by this filter [46]. This situation is illustrated in Figure 7.5.

Fig. 7.5: Feature Extraction between image observations and the Observer

One fatal flaw in this framework is the assumption that it is possible to create a stationary filter process that is robust and able to provide all the relevant information from the image as a low dimensional signal for the Observer. This assumption essentially presumes a pre-existing solution to the perception problem. A sub-optimal filter will succumb to the problem of perceptual aliasing under a certain set of circumstances specific to that filter. In these situations the measurements supplied to the Observer will be flawed. The filter will have failed to capture critical information in the low-dimensional measurements. It is unlikely that catastrophic failures in feature extraction will produce errors that fit within the assumed white, Gaussian,
zero-mean measurement noise model. Worse, the situation in Figure 7.5 provides no way for the predictions available in the Observer to avert these failures. This problem will be demonstrated in more detail in Section 7.5.

![Diagram](image)

**Fig. 7.6:** The Observer driving a steerable feature extractor

A more robust solution is illustrated in Figure 7.6. A steerable feature extraction process takes advantage of observation predictions to resolve ambiguities. It is even possible to compute an estimate of the observation prediction error covariance, \( (H_t \Sigma_{t+1|t} H_t^T) \) and weight the influence of these predictions according to their certainty. Since this process takes advantage of the available predictions it does not suffer from the problems described above, because prior knowledge of ambiguities enables the filter to anticipate catastrophic failures. This allows the filter to more accurately identify failures and correctly propagate uncertainty, or even change modes to better handle the ambiguity. A fast, robust implementation of such a system is described in detail in Section 7.3.

### 7.2.5 Summary

So we see that exploring the task of observing the human from the vantage of classical control theory provides interesting insights. The powerful recursive link between model and observation will allow us to build robust and fast systems. Lack of access to control signals represent a major difference between observing built systems and observing biological systems. Finally that there is a possibility of leveraging the framework to help in the estimation of these unavailable but important signals.

For the case of observing the human body, this general framework is complicated by the fact that the human body is a 3-D articulated system and
the observation process is significantly non-trivial. Video images of the human body are extremely high-dimensional signals and the mapping between body pose and image observation involves perspective projection. These unique challenges go beyond the original design goals of the Kalman and extended Kalman filters and they make the task of building systems to observe human motion quite difficult. The details involved in extending the basic framework to this more complex domain are the subject of the next section.

7.3 An Implementation

This section attempts to make the theoretical findings of the previous section more concrete by describing a real implementation. The DYNA architecture is a real-time, recursive, 3-D person tracking system. The system is driven by 2-D blob features observed in two or more cameras [4, 52]. These features are then probabilistically integrated into a dynamic 3-D skeletal model, which in turn drives the 2-D feature tracking process by setting appropriate prior probabilities.

The feedback between 3-D model and 2-D image features is in the form of a recursive filter, as described in the previous section. One important aspect of the DYNA architecture is that the filter directly couples raw pixel measurements with an articulated dynamic model of the human skeleton. In this aspect the system is similar to that of Dickmanns in automobile control [15], and results show that the system realizes similar efficiency and stability advantages in the human motion perception domain.

This framework can be applied beyond passive physics by incorporating various patterns of control (which we call ‘behaviors’) that are learned from observing humans while they perform various tasks. Behaviors are defined as those aspects of the motion that cannot be explained solely by passive physics or the process of image production. In the untrained tracker these manifest as significant structures in the innovations process (the sequence of prediction errors). Learned models of this structure can be used to recognize and predict this purposeful aspect of human motion.

The human body is a complex dynamic system, whose visual features are time-varying, noisy signals. Accurately tracking the state of such a system requires use of a recursive estimation framework, as illustrated in figure 7.7. The framework consists of several modules. Section 7.3.1 details the module labeled “2-D Vision”. The module labeled “Projective Model” is described in [4] and is summarized. The formulation of our 3-D skeletal physics model, “Dynamics” in the diagram, is explained in Section 7.3.2, including an explanation of how to drive that model from the observed measurements. The generation of prior information for the “2-D Vision” module from the model state estimated in the “Dynamics” module is covered in Section 7.3.3. Sec-
Fig. 7.7: The Recursive Filtering framework. Predictive feedback from the 3-D dynamic model becomes prior knowledge for the 2-D observations process. Predicted control allows for more accurate predictive feedback.

7.3.1 The Observation Model

Our system tracks regions that are visually similar appearance, and spatially coherent: we call these blobs. We can represent these 2-D regions by their low-order statistics. This compact model allows fast, robust classification of image regions.

Given a pair of calibrated cameras, pairs of 2-D blob parameters are used to estimate the parameters of 3-D blobs that exist behind these observations. Since the stereo estimation is occurring at the blob level instead of the pixel level, it is fast and robust.

This section describes these low-level observation and estimation processes in detail.

7.3.1.1 Blob Observations

If we describe pixels with spatial coordinates, \((i, j)\), within an image, then we can describe clusters of pixels with 2-D spatial means and covariance matrices, which we shall denote \(\mu_s\) and \(\Sigma_s\). The blob spatial statistics are described in terms of these second-order properties. For computational convenience we will interpret this as a Gaussian model.

The visual appearance of the pixels, \((y, u, v)\), that comprise a blob can also be modeled by second order statistics in color space: the 3-D mean, \(\mu_c\) and covariance, \(\Sigma_c\). As with the spatial statistics, these chromatic statistics...
are interpreted as the parameters of a Gaussian distribution in color space. We chose the YUV representation of color due to its ready availability from video digitization hardware and the fact that in the presence of white luminants it confines much of the effect of shadows to the single coordinate $y$ [50].

Given these two sets of statistics describing the blob, the overall blob description becomes the concatenation $(ijyuv)$, where the overall mean is:

$$
\mu = \begin{bmatrix} 
\mu_s \\
\mu_c 
\end{bmatrix}
$$

and the overall covariance is:

$$
\Sigma = \begin{bmatrix}
\Sigma_s & \Lambda_{sc} \\
\Lambda_{cs} & \Sigma_c 
\end{bmatrix}
$$

This framework allows for the concatenation of additional statistics that may be available from image analysis, such as texture or motion components. Figure 7.8 shows a person represented as a set of blobs. Spatial mean and covariance is represented by the iso-probability contour ellipse shape. The color mean is represented by the color of the blob. The color covariance is not represented in this illustration.

7.3.1.2 Frame Interpretation

To compute $p(O|\mu_k, \Sigma_k)$, the likelihood that a given pixel observation, $O$, is a member of a given blob, $k$, we employ the Gaussian assumption to arrive
at the likelihood function:

\[ p(O|\mu_k, \Sigma_k) = \frac{\exp\left(-\frac{1}{2}(O - \mu_k)^T \Sigma_k^{-1}(O - \mu_k)\right)}{(2\pi)^{m/2} |\Sigma_k|^{1/2}} \]  

(26)

where \( O \) is the concatenation of the pixel spatial and chromatic characteristics.

\[ O = \begin{bmatrix} i \\ j \\ y \\ u \\ v \end{bmatrix} \]  

(27)

Since the color and spatial statistics are assumed to be independent, the cross-covariance \( \Lambda_{sc} \) goes to zero, and the computation of the above value can proceed in a separable fashion [50].

For a frame of video data, the pixel at \((i, j)\) can be classified with the Likelihood Ratio Test[46] by selecting, from the \( k \) blobs being tracked, that blob which best predicts the observed pixel:

\[ \Gamma_{ij} = \arg \max_k [\Pr(O_{ij}|\mu_k, \Sigma_k)] \]  

(28)

where \( \Gamma_{ij} \) is the labeling of pixel \((i, j)\). Due to the connected nature of people, it is possible to increase efficiency by growing out from initial position estimates to the outer edge of the figure. This allows the algorithm to only touch the pixels that represent the person and those nearby [50].

### 7.3.1.3 Model Update

Once the pixels are labeled by \( \Gamma \), blob statistics can be re-estimated from the image data. For each class \( k \), the pixels marked as members of the class are used to estimate the new model mean \( \hat{\mu}_k \):

\[ \hat{\mu}_k = E[O] \]  

(29)

and the second-order statistics become the estimate of the model’s covariance matrix \( \hat{\Sigma}_k \),

\[ \hat{\Sigma}_k = E[(O - \hat{\mu}_k)(O - \hat{\mu}_k)^T] \]  

(30)

### 7.3.1.4 A Compact Model

These updated blob statistics represent a low-dimensional, object-based description of the video frame. The position of the blob is specified by the two parameters of the distribution mean vector \( \mu_s \): \( i \) and \( j \). The spatial extent of each blob is represented by the three free parameters in the covariance
Fig. 7.9: Left: The hand as an iso-probability ellipse. Right: The hand as a 3-D blobject.

matrix $\Sigma_s$. A natural interpretation of these parameters can be obtained by performing the eigenvalue decomposition of $\Sigma_s$:

$$
\Sigma_s \begin{bmatrix} L_1 & L_2 \end{bmatrix} = \begin{bmatrix} L_1 & L_2 \end{bmatrix} \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix}
$$

Without loss of generality, $\lambda_1 \geq \lambda_2$, and $\|L_1\| = \|L_2\| = 1$. With those constraints, $\lambda_1$ and $\lambda_2$ represent the squared length of the semi-major and semi-minor axes of the iso-probability contour ellipse defined by $\Sigma_s$. The vectors $L_1$ and $L_2$ specify the direction of these axes. Since they are perpendicular, they can be specified by a single parameter, say $\omega$, the rotation of the semi-major axis away from the $x$ axis. Thus we can represent the model $\{\mu_s, \Sigma_s\}$ with the five parameters:

$$\{i, j, \lambda_1, \lambda_2, \omega\}$$

These parameters have the convenient physical interpretation of being related to the center, length, width, and orientation of an ellipse in the image plane, as shown in Figure 7.9.

Since the typical blob is supported by tens to hundreds of pixels, it is possible to robustly estimate these five parameters from the available data. The result is a stable, compact, object-level representation of the image region explained by the blob.

7.3.1.5 Recovery of a Three Dimensional Model

These 2-D features are the input to the 3-D blob estimation framework used by Azarbayejani and Pentland [4]. This framework relates the 2-D distribu-
tion of pixel values to a tracked object’s 3-D position and orientation.

Inside the larger recursive framework, this estimation is carried out by an embedded extended Kalman filter. It is the structure from motion estimation framework developed by Azarbayejani to estimate 3-D geometry from images. As an extended Kalman filter, it is itself a recursive, non-linear, probabilistic estimation framework. Estimation of 3-D parameters from calibrated sets of 2-D parameters is computationally very efficient, requiring only a small fraction of computational power as compared to the low-level segmentation algorithms[5]. The reader should not be confused by the embedding of one recursive framework inside another: for the larger context this module may be considered an opaque filter.

The same estimation machinery used to recover these 3-D blobs can also be used to quickly and automatically calibrate pairs of cameras from blob observation data[4].

After this estimation process, the 3-D blob has nine parameters:

\[ \{x, y, z, l_1, l_2, l_3, w_1, w_2, w_3\} \]

As above, these parameters represent the position of the center of the blob, the length of the fundamental axes defined by an iso-probability contour, and the rotation of these axes away from some reference frame. Figure 7.9 shows the result of this estimation process.

### 7.3.2 Modeling Dynamics

There is a wide variety of ways to model physical systems. The model needs to include parameters that describe the links that compose the system, as well as information about the hard constraints that connect these links to one another. A model that only includes this information is called a kinematic model, and can only describe the static states of a system. The state vector of a kinematic model consists of the model state, \( x \), and the model parameters, \( p \), where The parameters, \( p \) are the unchanging qualities of the system. For example, the kinematics of a pendulum are described by the variable orientation of the hinge at the base, along with the parameters describing the mass of the weight and the length of the shaft.

A system in motion is more completely modeled when the dynamics of the system are modeled as well. A dynamic model describes the state evolution of the system over time. In a dynamic model the state vector includes velocity as well as position: \( \dot{x}, x \), and the model parameters, \( p \). The state evolves according to Newton’s First Law:

\[ \ddot{x} = W \cdot X \]  \hspace{1cm} (32)

where \( X \) is the vector of external forces applied to the system, and \( W \) is the
Fig. 7.10: The 2-D object is constrained to move on the indicated line. An external force, $X$, is applied to the object. The constraint force, $C$, keeps the object from accelerating away from the constraint.

inverse of the system mass matrix. The mass matrix describes the distribution of mass in the system. In the pendulum example, the state vector would need to include not only the position of the hinge, but the rate of change as well. That information combined with the mass matrix, $W$, captures the momentum of the system. The presence of gravity acting on the system would be found in $X$.

7.3.2.1 Hard Constraints

Hard constraints represent absolute limitations imposed on the system. One example is the kinematic constraint of a skeletal joint. The model follows the virtual work formulation of Witkin[49]. The Witkin formulation has several advantages over reduced dimensionality solutions such as that described by Featherstone[16]: the constraints can be modified at run-time, and the modularity inherent in the mathematics drastically simplifies the implementation. The one significant disadvantage, which will be addressed below, is computational efficiency.

In a virtual work constraint formulation, all the links in a model have full range of unconstrained motion. Hard kinematic constraints on the system
are enforced by a special set of forces $C$:

$$\ddot{x} = W \cdot (X + C)$$  \hspace{1cm} (33)

The constraints are specified as mathematical relationships between objects that are defined to be zero when the constraint is satisfied. The constraint forces $C$, are chosen to ensure that the constraints stay satisfied. In Figure 7.10 the constraint would be expressed as the distance between the line and the center of the object.

Using this formulation, an elbow would be represented by a two links with six degrees of freedom between them. Then a constraint would be written to project the motion of the joint down onto a one-dimensional manifold: no motion allowed in position, and only one degree of freedom allowed in orientation.

The constraints are functions of model state and time: $c(x, t)$. Constraints are defined as being satisfied when $c = 0$. If a constraint is to remain satisfied, then the constraint velocity must remain zero, $\dot{c} = 0$, and the constraint must not accelerate away from a valid state: $\ddot{c} = 0$ or the system would soon be in an invalid state. The constraint forces from Equation 33 and Figure 7.10 keep the system from accelerating away from constraint satisfaction. The road to understanding these forces begins by differentiating $c$:

$$\dot{c} = \frac{\partial}{\partial x} c(x, t) = \frac{\partial c}{\partial x} \dot{x} + \frac{\partial c}{\partial t}$$  \hspace{1cm} (34)

and again:

$$\ddot{c} = \frac{\partial}{\partial x} \dot{x} + \frac{\partial \dot{c}}{\partial x} \dot{x} + \frac{\partial^2 c}{\partial t^2}$$  \hspace{1cm} (35)

Combining with Equation 33 and setting $\ddot{c} = 0$ yields a relationship between the model state, the applied external forces, and the constraint Jacobian, where the constraint restitution force $C$ is the only unknown:

$$\frac{\partial c}{\partial x} W \cdot (X + C) + \frac{\partial \dot{c}}{\partial x} \dot{x} + \frac{\partial^2 c}{\partial t^2} = 0$$  \hspace{1cm} (36)

The force in Figure 7.10 satisfies the relationship in Equation 36, as do many other possible vectors. Equation 36 is an under-determined system since the dimensionality of $c$ will always be less than the dimensionality of $x$, or the system would be fully constrained and wouldn’t move at all. For example, in Figure 7.10, $c$ is the distance between the center of the object and the line, a one dimensional value, while $x$ is two dimensional, three if the object is allowed rotational freedom in the plane.

One problem with that choice of $C$ in Figure 7.10 is that it will add energy to the system. Equation 36 only specifies that the force exactly counteract the component of $X$ that is in violation of the constraints. Since con-
Fig. 7.11: No work is performed if the constraint force lies in the null space compliment of the constraint Jacobian

Constraints that add energy to the models will lead to instability, an additional requirement that the force $C$ do no work on the system is employed, where work would be $Cx$. If $C$ is always applied perpendicular to any direction of motion allowed by the constraint then this will be satisfied. In the example case of the object on the line, this means that $C$ must be perpendicular to the line of constraint, as shown in Figure 7.11.

More generally, the valid displacements for the system are described by the null space of the constraint Jacobian:

$$\frac{\partial c}{\partial x} dx = 0$$

(37)

since valid displacements are required to leave $c = 0$. The disallowed displacements are ones that do change $c$:

$$dx = \lambda \frac{\partial c}{\partial x}$$

(38)

So, to do no work, the constraint force $C$ is required to lie in the same subspace:

$$C = \lambda \frac{\partial c}{\partial x}$$

(39)
Combining that equation with Equation 36 results in a linear system of equations with only the one unknown, $\lambda$:

$$- \left[ \frac{\partial c}{\partial x} W \frac{\partial c}{\partial x}^T \right] \lambda = \frac{\partial c}{\partial x} WX + \frac{\partial \dot{c}}{\partial x} \dot{x} + \frac{\partial^2 c}{\partial t^2}$$  \hspace{1cm} (40)

This equation can be rewritten to emphasize its linear nature. $J$ is the constraint Jacobian, $\rho$ is a known constant vector, and $\lambda$ is the vector of unknown Lagrange multipliers:

$$- JWJ^T \lambda = \rho$$  \hspace{1cm} (41)

To obtain $C$, $\lambda$ is substituted back into Equation 39. Many fast, stable methods exist for solving equations of this form.

All the components of Equation 40 that relate directly to the constraints are linearizations, so they must be recomputed at each integration step. This provides the opportunity to create and delete constraints at run-time simply by modifying the calculation of the constraint Jacobian.

**Modularization** Constraints are written as mathematical relationships between points in space. Often these points are located at some arbitrary points in space.
location in the local coordinate space of some object. Implementing con-
straints to understand each type of object, possibly having different inter-
nal representations for state, would make the constraints unnecessarily com-
plex. Witkin suggests inserting an abstraction layer between objects and con-
straints, called connectors [49]. Thus \( c \) for a constraint between two objects becomes:

\[
c(x) = f(a(x_1), b(x_2))
\]

(42)

The constraint Jacobian can then be decomposed by the chain rule:

\[
\frac{\partial c}{\partial x} = \frac{\partial c}{\partial a} \frac{\partial a}{\partial x_1} + \frac{\partial c}{\partial b} \frac{\partial b}{\partial x_2}
\]

(43)

The constraint module can then compute \( \frac{\partial c}{\partial a} \) and \( \frac{\partial c}{\partial b} \) without regard to the un-
derlying implementation while the connectors are responsible for calculating \( \frac{\partial a}{\partial x} \). The constraint velocity Jacobian can be computed in the same way;

\[
\frac{\partial \dot{c}}{\partial x} = \frac{\partial \dot{c}}{\partial a} \frac{\partial a}{\partial x_1} + \frac{\partial \dot{c}}{\partial \dot{a}} \frac{\partial \dot{a}}{\partial x_1} + \frac{\partial \dot{c}}{\partial b} \frac{\partial b}{\partial x_2} + \frac{\partial \dot{c}}{\partial \dot{b}} \frac{\partial \dot{b}}{\partial x_2}
\]

(44)

Figure 7.12 shows how this information moves through the system. Each
block represents a different software module. This abstraction is very pow-
erful: in the system the same constraint code implements pin joints in 2-D
models and ball joints in 3-D models. Because constraints involving rota-
tional motion are somewhat more complex, the system differentiates between
connectors without orientation, called Points, and connectors with orienta-
tion, called Handles.

**Multiple Objects and Constraints** Systems with only a single con-
straint are rather limiting. Multiple objects and constraints fit easily into the
framework. For multiple objects, the state vector \( x \) becomes the concatena-
tion of all the individual object state vectors. So in a 3-D model where every
object has 6 degrees of freedom, with 5 objects the state vector would have
dimensionality 30.

The mass matrix is similarly the concatenation of the individual mass
matrices. Assuming static geometry for each object, the individual mass
matrix is constant in the object local coordinate system. This mass matrix is
transformed to global coordinates and added as a block to the global mass
matrix. Since the global mass matrix is block diagonal, the inverse mass
matrix is simply the concatenation of the individually inverted mass matrices,
and so doesn’t take an inordinate amount of time to compute.

Objects are enumerated with the order that they contribute to the global
state vector. Constraints are similarly enumerated. A constraint between two
objects contributes two blocks to the constraint Jacobian. The constraints ap-
Fig. 7.13: Top: the individual constraint Jacobians each contribute one block per object that they affect to the global constraint Jacobian. Middle: each object also contributes to the block-diagonal inverse mass matrix from Equation 41. Bottom: Sparsely connected systems result in a block-sparse linear system.
pear on the row according to the constraint’s enumeration and the columns
associated with the constrained objects. The structure of the constraint Ja-
cobian is illustrated in Figure 7.13 for a model of the upper body with five
links: torso, left upper arm, left lower arm, right upper arm, and right lower
arm. The other values in Equation 40 are constructed in a similar fashion.

The global inverse mass matrix is block diagonal and the global con-
straint Jacobian is block sparse. Both are large. Solving Equation 40 for \( \lambda \)
requires sparse matrix methods to be accomplished efficiently. Sparse matrix
methods were used to construct \( JWJ^T \). An implementation of Linear Bi-
conjugate Gradient Descent for sparse matrices was used to solve the result-
ning linear system. The algorithms were taken from Numerical Recipes[38].
These improvements made the constraint system tractable on contemporary
hardware. The rest of the matrix manipulations are handled with a basic C++
matrix library.

**Discretization Error** The constraints of Equation 40 are only true instan-
taneously. When the equations are solved at discrete time steps then errors
are introduced and the system drifts away from the manifold of valid states.
A restoring force is used to keep the system from accumulating errors over
time:

\[
\ddot{x} = W \cdot (X + C + F)
\]

(45)

Where \( F \) is determined by the relationship:

\[
F = \alpha c \frac{\partial c}{\partial x} + \beta \dot{c} \frac{\partial c}{\partial x}
\]

(46)

This applies a restoring force in the constrained direction that brings the
system back toward the nearest valid state and a damping force that reduces
illegal velocity. The parameters \( \alpha \) and \( \beta \) are fixed. In practice the selection
of these parameters has very little impact on model stability since deviations
from constraints remain small. A typical value for \( \alpha \) is \( 1000 \frac{N}{m} \) and a typical
value for \( \beta \) is \( 4 \frac{Ns}{m} \).

**Distributed Integration** Once the global forces are projected back into
the allowable subspace and corrected for discretization error, all further com-
putation is partitioned among the individual objects. This avoids computing
the very large global version of Equation 33. This is possible since the in-
verse mass matrix \( W \) is block diagonal, so once the global value for \( C \) is
determined, Equation 33 breaks down into a set of independent systems.
This distributed force application and integration also provides the oppor-
tunity for objects to transform the applied forces to the local frame and to
deal with forces and torques separately. This simplifies the implementation
of the dynamics subsystem significantly, since each link is treated as a free six degree of freedom body.

### 7.3.2.2 Soft Constraints

Some constraints are probabilistic in nature. Noisy image measurements are a constraint of this sort, they influence the dynamic model but do not impose hard constraints on its behavior. As a result, the absolute constraint satisfaction described in the previous section is not appropriate.

Soft constraints are more appropriately expressed as a potential field acting on the dynamic system. The addition of a potential field function to model a probability density function pushes the model toward the most likely value. In general a soft constraint might be any function:

\[ X_{\text{soft}} = f_{\text{soft}}(S, \dot{x}, p) \]  

(47)

where \( S \) is some parameterization over the family of potential fields specified by \( f(\cdot) \).

The simplest function is the constant potential. Gravity is well-modeled by a constant field over the scales of the model. So the potential field is simply:

\[ X_{\text{soft}} = mg \]  

(48)

where \( g \) is acceleration due to gravity, and \( m \) is the mass of the link affected by \( X_{\text{soft}} \).

A soft constraint that attracts a body part to a specific location is somewhat more complex:

\[ X_{\text{soft}} = k(x_0 - x) \]  

(49)

where \( x_0 \) is the desired position and \( k \) is a constant multiplier that affect the “softness” of the constraint. Care must be taken when choosing \( k \) to avoid introducing instabilities into the model. Values of \( k \) that are too large start to turn the soft constraint into something more like a hard constraint. In this case the constraint would be better modeled by the techniques described above.

It is also possible to construct anisotropic constraints

\[ X_{\text{soft}} = \frac{(x - x_0)}{\|(x - x_0)\|} (x - x_0) \frac{1}{K} (x - x_0) \]  

(50)

where \( K \) is a shaping matrix that determines the weighting of various directions. This allows soft constraints to have stronger influence in a particular direction. This is useful for modelling the influence of the blob observations discussed above, or any other regular, non-isotropic force field.

Note that functions may be arbitrarily complex. A good example is a
controller of the form described in Section 7.3.4. Despite their complexity, the dynamics engine may represent them as a time-varying potential field. The forces applied by the controller simply become another force affecting the dynamic evolution of the model. The neuroscience literature supports this model[42].

7.3.2.3 Observation Influence

The 3-D observations described in Section 7.3.1 supply constraints on the underlying 3-D human model. Due to their statistical nature, observations are easily modeled as soft constraints. Observations are integrated into the dynamic evolution of the system by describing them with potential fields, as discussed in Section 7.3.2.2. These potential fields apply forces to the body model, causing it evolve over time toward the observations. The strength of these fields is related to the Kalman gain in a classic Kalman filter.

7.3.3 The Inverse Observation Model

In the open-loop system, the vision system uses a Maximum Likelihood framework to label individual pixels in the scene (Equation 28). To close the loop, we need to incorporate information from the 3-D model. This means generating 2-D statistical models from the 3-D body model that can be utilized by the vision system to improve its decisions.

The current state of the model \((x_t, \dot{x}_t)\) specifies the best estimate of the configuration of the body in model space given past observations. The first step in predicting future observations is to propagate the state forward according to the dynamic constraints described above. The external forces acting on the system can be assumed to be constant for the period of forward prediction (33ms in the case of video rate observations), or can be predicted forward in time by behavior models as described below in Section 7.3.4.

Once a best estimate of the future configuration of the system, \(x_{t+\Delta}\), has been computed, the next step is to generate a set of hypothetical 3-D observations that we would expect to see given that configuration. This involves generating distributions that represent 3-D ellipsoids that fit the observable portions of the model links. These distributions are transformed into the camera reference frame as described in Section 7.3.1.5. In this frame they are described as in Section 7.3.1 by either their second order statistics:

\[
\{\mu_k^\circ, \Sigma_k^\circ\}
\]

or, by their free parameters:

\[
\{x, y, z, l_1, l_2, l_3, w_1, w_2, w_3\}
\]
The process of identifying the observable portions of these links is discussed in Section 7.3.2.3.

To be used as a prior for the classification decision in Equation 28, these 3-D distributions must be rendered into 2-D image coordinates using perspective projection. These projected distribution will be described by their second order statistics:

\[
\{ \mu^*_k, \Sigma^*_k \}
\]

or alternatively by the free parameters:

\[
\{ i, j, \lambda_1, \lambda_2, \omega \}
\]

The computation of \( \mu^*_k \) from \( \mu^0_k \) is a straightforward application of the forward projective camera model. The parameters \( x, y, z \) map into the parameters \( i, j \) by perspective projection:

\[
\mu^*_k = \begin{bmatrix} i \\ j \end{bmatrix} = \begin{bmatrix} x \\ y \end{bmatrix} \frac{1}{1 + z} \tag{51}
\]

The true perspective projection of a 3-D Gaussian distribution over \( \mathbb{R}^3 \) is not a Gaussian distribution over the image coordinates \( \mathbb{R}^2 \). It is necessary to employ an approximation to perspective projection that will yield a Gaussian distribution in image coordinates to obtain a value for \( \Sigma^*_k \).

Orthographic projection of a Gaussian distribution does result in a Gaussian distribution. This process involves integrating over the Gaussian in the direction of projection. Orthographic projection of the 3-D prior onto a \( XY \) plane passing through the mean is thus equivalent to taking the marginal of
Fig. 7.15: Scaled-Orthographic projection approximation for 3-D Gaussian distribution onto a 2-D Gaussian distribution

a zero-mean Gaussian distribution:

\[
\mathcal{N}\left(0, \begin{bmatrix} \sigma_x & \lambda_{xy} \\ \lambda_{yx} & \sigma_y \end{bmatrix}\right) = \int_{-\infty}^{\infty} \mathcal{N}\left(0, \begin{bmatrix} \sigma_x & \lambda_{xy} & \lambda_{xz} \\ \lambda_{yx} & \sigma_y & \lambda_{yz} \\ \lambda_{xz} & \lambda_{yz} & \sigma_z \end{bmatrix}\right) \, \partial z \tag{52}
\]

Orthographic projection does not account for the scaling effect of perspective projection, so simply using orthographic projection would result in priors with significantly exaggerated covariances. A solution is to use the scaled orthographic approximation to perspective projection. Scaled orthographic projection uses perspective projection to map an intermediate 2-D orthographic projection into the virtual image plane. Since the plane of orthographic projection is parallel to the virtual image plane, this operation is equivalent to a scale. Scaling a Gaussian distribution retains the Gaussian nature, so we have the approximation we need. As illustrated in Figure 7.15, by placing the plane of orthographic projection at \( z \), we can compute the 2-D blob covariance prior, \( \Sigma_k^* \), from the 3-D covariance \( \Sigma_k^\circ \):

\[
\Sigma_k^* = \begin{bmatrix} \sigma_i & \lambda_{ij} \\ \lambda_{ji} & \sigma_j \end{bmatrix} = \begin{bmatrix} \frac{1}{1+z} & 0 \\ 0 & \frac{1}{1+z} \end{bmatrix} \begin{bmatrix} \sigma_x & \lambda_{xy} \\ \lambda_{yx} & \sigma_y \end{bmatrix} \begin{bmatrix} \frac{1}{1+z} & 0 \\ 0 & \frac{1}{1+z} \end{bmatrix} \tag{53}
\]

The result of this process is a prior distribution on image observations in the next frame:

\[
p(O_{ij} | \mu^*_k, \Sigma^*_k) \tag{54}
\]

Integrating this information into the 2-D statistical decision framework of Equation 28 results in a Maximum A Posteriori decision rule for pixel clas-
Fig. 7.16: Modeling tracking data of circular hand motion. Passive physics alone leaves significant structure in the innovations process. **Top Left:** Smoothing the innovations reveals unexplained structure. **Top Right:** Plotting the Innovations along the path makes the purposeful aspect of the action clear. **Bottom:** In this example, using a learned control model to improve predictions leaves only white process noise in the innovations process. The smoothed innovations stay near zero.

\[ \Gamma_{ij} = \arg \max_k \left[ p(O_{ij} | \mu_k, \Sigma_k)^\alpha \cdot p(O_{ij} | \mu_k^*, \Sigma_k^*)^{1-\alpha} \right] \] (55)

where \( \alpha \) is the weighting parameter that indicates the importance of the prior information:

\[ 0 \leq \alpha \leq 1 \] (56)

### 7.3.4 A Model for Control

Observations of the human body reveal an interplay between the passive evolution of a physical system (the human body) and the influences of an active, complex controller (the nervous system). Section 7.3.2 explains how, with a bit of work, it is possible to model the physical aspects of the system. However, it is very difficult to explicitly model the human nervous and muscular systems, so the approach of using observed data to estimate probability distributions over control space is very appealing.
7.3.4.1 Innovations as the Fingerprint of Control

Kalman filtering includes the concept of an innovations process. The innovation is the difference between the actual observation and the predicted observation transformed by the Kalman gain:

\[ \nu_t = K_t(y_t - H_t \Phi_t \hat{x}_{t-1}) \]  

(57)

The innovations process \( \nu \) is the sequence of information in the observations that was not adequately predicted by the model. If we have a sufficient model of the observed dynamic process, and white, zero-mean Gaussian noise is added to the system, either in observation or in the real dynamic system itself, then the innovations process will be white. Inadequate models will cause correlations in the innovations process.

Since purposeful human motion is not well modeled by passive physics, we should expect significant structure in the innovations process.

A simple example is helpful for illustrating this idea. If we track the hand moving in a circular motion, then we have a sequence of observations of hand position. This sequence is the result of a physical thing being measured by a noisy observation process. For this simple example we are making the assumption that the hand moves according to a linear, constant velocity dynamic model. Given that assumption, it is possible to estimate the true state of the hand, and predict future states and observations. If this model is sufficient, then the errors in the predictions should be solely due to the noise in the system.

The upper plots in Figure 7.16 show that model is not sufficient. Smoothing \( \nu \) reveals this significant structure (top left). Plotting the innovations along the path of observations makes the relationship between the observations and the innovations clear: there is some process acting to keep the hand moving in a circular motion that is not accounted for by the model (top right). This unanticipated process is the purposeful control signal that being applied to the hand by the muscles.

In this example, there is one active, cyclo-stationary control behavior, and its relationship to the state of the physical system is straightforward. There is a one-to-one mapping between the state and the phase offset into the cyclic control, and a one-to-one mapping between the offset and the control to be applied. If we use the smoothed innovations as our model and assume a linear control model of identity, then the linear prediction becomes:

\[ \hat{x}_t = \Phi_t \hat{x}_{t-1} + I u_{t-1} \]  

(58)

where \( u_{t-1} \) is the control signal applied to the system. The lower plots in Figure 7.16 show the result of modeling the hand motion with a model of passive physics and a model of the active control. The smoothed innovations
are basically zero: there is no part of the signal that deviates from our model except for the observation noise.

In this simple, linear example the system state, and thus the innovations, are represented the same coordinate system as the observations. With more complex dynamic and observations models, such as described in Section 7.3.2, they could be represented in any arbitrary system, including spaces related to observation space in non-linear ways, for example as joint angles.

The next section examines a more powerful form of model for control.

7.3.4.2 Multiple Behavior Models

Human behavior, in all but the simplest tasks, is not as simple as a single dynamic model. The next most complex model of human behavior is to have several alternative models of the person’s dynamics, one for each class of response. Then at each instant we can make observations of the person’s state, decide which model applies, and then use that model for estimation. This is known as the multiple model or generalized likelihood approach, and produces a generalized maximum likelihood estimate of the current and future values of the state variables [48]. Moreover, the cost of the Kalman filter calculations is sufficiently small to make the approach quite practical.

Intuitively, this solution breaks the person’s overall behavior down into several “prototypical” behaviors. For instance, we might have dynamic models corresponding to a relaxed state, a very stiff state, and so forth. We then classify the behavior by determining which model best fits the observations. This is similar to the multiple model approach of Friedmann, and Isard[17, 23].

Since the innovations process is the part of the observation data that is unexplained by the dynamic model, the behavior model that explains the largest portion of the observations is, of course, the model most likely to be correct. Thus, at each time step, we calculate the probability $P_{r(i)}$ of the $m$-dimensional observations $Y_k$ given the $i^{th}$ model and choose the model with the largest probability. This model is then used to estimate the current value of the state variables, to predict their future values, and to choose among alternative responses.

7.3.4.3 Hidden Markov Models of Control

Since human motion evolves over time, in a complex way, it is advantageous to explicitly model temporal dependence and internal states in the control process. A Hidden Markov Model (HMM) is one way to do this, and has been shown to perform quite well recognizing human motion[45].

The probability that the model is in a certain state, $S_j$, given a sequence of observations, $O_1, O_2, \ldots, O_N$, is defined recursively. For two observations, the density associated with the state after the second observation, $q_2$,
being $S_j$ is:

$$\text{Pr}(O_1, O_2, q_2 = S_j) = \left[ \sum_{i=1}^{N} \pi_i b_i(O_1) a_{ij} \right] b_j(O_2)$$  \hspace{1cm} (59)

where $\pi_i$ is the prior probability of being in state $i$, and $b_i(O)$ is the probability of making the observation $O$ while in state $i$. This is the Forward algorithm for HMM models.

Estimation of the control signal proceeds by identifying the most likely state given the current observation and the last state, and then using the observation density of that state as described above. If the models are trained relative to a passive-physics model, then likely it will be necessary to run a passive-physics tracker to supply the innovations that will be used by the models to select the control paradigm for a second tracker. We restrict the observation densities to be either a Gaussian or a mixture of Gaussians. For behaviors that are labeled there are well understood techniques for estimating the parameters of the HMM from data[39].

### 7.3.4.4 Behavior Alphabet Auto-Selection

Classic HMM techniques require the training data to be labeled prior to parameter estimation. Since we don’t necessarily know how to choose a gesture alphabet a priori, we cannot perform this pre-segmentation. We would prefer to automatically discover the optimal alphabet for gestures from gesture data. The COGNO architecture performs this automatic clustering[12].

Unfortunately, the phrase “optimal” is ill-defined for this task. In the absence of a task to evaluate the performance of the model, there is an arbitrary trade-off between model complexity and generalization of the model to other data sets[47]. By choosing a task, such as discriminating styles of motion, we gain a well-defined metric for performance.

One of our goals is to observe a user who is interacting with a system and be able to automatically find patterns in their behavior. Interesting questions include:

- Is this (a)typical behavior for the user?
- Is this (a)typical behavior for anyone?
- When is the user transitioning from one behavior/strategy to another behavior/strategy?
- Can we do filtering or prediction using models of the user’s behavior?

We must find the behavior alphabets that pick out the salient movements relevant to the above questions. There probably will not be one canonical
alphabet for all tasks but rather many alphabets each suited to a group of tasks. Therefore we need an algorithm for automatically generating and selecting effective behavior alphabets. The goal of finding an alphabet that is suitable for a machine learning task can be mapped to the concept of feature selection.

The examples in Section 7.4 employ the Cogno algorithm[12] to perform unsupervised clustering of the passive-physics innovations sequences. Unsupervised clustering of temporal sequences generated by human behavior is a very active topic in the literature[44, 1, 31, 37].

7.3.5 Summary
This section presents a framework for human motion understanding, defined as estimation of the physical state of the body combined with interpretation of that part of the motion that cannot be predicted by passive physics alone. The behavior system operates in conjunction with a real-time, fully-dynamic, 3-D person tracking system that provides a mathematically concise formulation for incorporating a wide variety of physical constraints and probabilistic influences. The framework takes the form of a non-linear recursive filter that enables pixel-level processes to take advantage of the contextual knowledge encoded in the higher-level models.

The intimate integration of the behavior system and the dynamic model also provides the opportunity for a richer sort of motion understanding. The innovations are one step closer to the original intent, so the statistical models don’t have to disentangle the message from the means of expression.

Some of the benefits of this approach including increase in 3-D tracking accuracy, insensitivity to temporary occlusion, and the ability to handle multiple people will be demonstrated in the next section.

7.4 Results
This section will provide data to illustrate the benefits of the Dyna framework. The first part will report on the state of the model within Dyna and the quantitative effects of tracking improvements. The rest will detail qualitative improvements in human-computer interface performance in the context of several benchmark applications.

7.4.1 Tracking Results
The dynamic skeleton model currently includes the upper body and arms. The full dynamic system loop, including forward integration and constraint satisfaction, iterates on a 500MHz Alpha 21264 at 600Hz. Observations come in from the vision system at video rate, 30Hz, so this is sufficiently fast
Fig. 7.17: Left: video and 2-D blobs from one camera in the stereo pair. Right: corresponding configurations of the dynamic model

for real-time operation. Figure 7.17 shows the real-time response to various target postures. The model interpolates those portions of the body state that are not measured directly, such as the upper body and elbow orientation, by use of the model’s intrinsic dynamics, the kinematic constraints of the skeleton, and the behavior (control) model.

The model also rejects noise that is inconsistent with the dynamic model. This process isn’t equivalent to a simple isometric smoothing, since the mass matrix of the body is anisotropic and time-varying. When combined with an active control model, tracking error can be further reduced through the elimination of overshoot and other effects. Table 7.18 compares noise in the physics+behavior tracker with the physics-only tracker noise. It can be seen that there is a significant increase in performance.

The plot in Figure 7.19 shows the observed and predicted X position of the hand and the corresponding innovation trace before, during and after the motion is altered by a constraint that is modeled by the system: arm kinematics. When the arm reaches full-extension, the motion is arrested. The system is able to predict this event and the near-zero innovations after the event reflect this. Non-zero innovations before the event represent the controlled acceleration of the arm in the negative X direction. Compare to the case of a collision between a hand and the table illustrated in Figure 7.20. The table is not included in the system’s model, so the collision goes unpredicted. This
Fig. 7.18: Sum Square Error of a Physics-only tracker (triangles) vs. error from a Physics+Behavior Tracker

Fig. 7.19: Observed and predicted X position of the hand and the corresponding innovation trace before, during and after expression of a modeled constraint: arm kinematics
Fig. 7.20: Observed and predicted Y position of the hand and the corresponding innovation trace before, during and after expression of a un-modeled constraint: collision with a table

results in overshoot, and a corresponding signal in the innovations process after the event.

Figure 7.21 illustrates one of the most significant advantages to tracking of feedback from higher-level models to the low-level vision system. The illustrated sequence is difficult to track due to the presence of periodic, binocular, flesh-flesh occlusions. That is, one hand is occluded by the other from both camera viewpoints in a periodic fashion: in this example at approximately 1Hz. The binocular nature of the occlusion events doesn’t allow for view selection to aid tracking: there is no unambiguous viewpoint available to the system. Flesh-flesh occlusions are particularly difficult for tracking systems since it’s easier to get distracted by an object with similar appearance (like another hand) than it is to be distracted by an object with a very different appearance (like a green shirt sleeve). The periodic nature of the occlusions means that the system only has a limited number of unambiguous observations to gather data before another occlusion again disrupts tracker stability.

Without feedback, the 2-D tracker fails if there is even partial self-occlusion, or occlusion of an object with similar appearance (such as another person), from a single camera’s perspective. In the even more demanding situation of periodic, binocular, flesh-flesh occlusions, the tracker fails horribly. The middle pair of plots in Figure 7.21 show the results. The plots from a cross-eyed stereo pair. The low-level trackers fail at every occlusion causing the instantaneous jumps in apparent hand position reported by the system. Time is along the X axis, from left to right. The other two axes represent Y and Z position of the two hands. The circular motion was performed in the Y-Z plane, so X motion was negligible. It is not shown in the plot.
Fig. 7.21: Tracking performance on a sequence with significant occlusion. **Top:** A diagram of the sequence and a single camera’s view of **Middle:** A graph of tracking results without feedback (cross-eyed stereo pair). **Bottom:** Correct tracking when feedback is enabled (cross-eyed stereo pair).
The T’ai Chi sensei gives verbal instruction and uses its virtual body to show the student the T’ai Chi moves.

The situation with feedback, as illustrated in the lower pair of plots in Figure 7.21, is much better. Predictions from the dynamic model are used to resolve ambiguity during 2-D tracking. The trackers survive all the occlusions and the 3-D estimates of hand position reveal a clean helix through time (left to right), forming rough circles in the Y-Z plane. With models of behavior, longer occlusions could be tolerated.

7.4.2 Applications

Section 7.4.1 provided quantitative measures of improvement in tracking performance. This section will demonstrate improvements in human-computer interaction by providing case studies of several complete systems that use the perceptual machinery described in Section 7.3.

The three cases are the T’ai Chi instructional system, the Whack-a-Wuggle virtual manipulation game, and the strategy game Netrek.

7.4.2.1 T’ai Chi

The T’ai Chi sensei is an example of an application that is significantly enhanced by the recursive framework for motion understanding simply by benefiting from the improved tracking stability. The sensei is an interactive instructional system that teaches the human a selection of upper-body T’ai Chi gestures[7].

The sensei is embodied in a virtual character. That character is used to demonstrate gestures, to provide instant feedback by mirroring the student actions, and to replay the student motions with annotation. Figure 7.4.2.1 shows some frames from the interaction: the sensei welcoming the student on the left, and demonstrating one of the gestures on the right. The interaction is accompanied by an audio track that introduces the interaction verbally and marks salient events with musical cues.

There are several kinds of feedback that the sensei can provide to the student. The first is the instant gratification associated with seeing the sen-
Fig. 7.23: Visual and Auditory cues are used to give the student feedback. The sensei mimics the student motions and indicates problems to be worked on

sei mirror their motions. This allows the student to know that the sensei is attending to their motions and gives immediate feedback regarding their perceived posture relative to the ideal gestures they were just shown. When the sensei decides that feedback is appropriate this mirroring stops: indicating to the student that the interaction paradigm has changed. In this feedback mode the sensei can either critique individual gestures or remind the user of the global order of the sequence. The left and center images in Figure 7.23 show an example of a critique of a specific gesture. Visual and musical cues indicate the temporal location of the error and the sensei’s gaze direction indicates the errant hand. The right image in Figure 7.23 is an example of feedback regarding the overall structure of the T’ai Chi sequence.

There are several technologies at work making these interactions possible. The mirroring is accomplished simply by piping the tracking data through the inverse-kinematics engine inside the sensei’s body. This is technically simple, but it is imperative that it be robust. It is a meaningful event when the sensei stops mirroring: it signals to the student that they should stop and prepare to receive feedback. Tracking failures can cause the sensei to pause for an indeterminate length of time. Even worse, tracking failures can cause the sensei to spontaneously contort into one of many unpleasant configurations. Either event will obviously detract from the student’s learning experience.

The technology behind the identification and interpretation of T’ai Chi gestures is somewhat more complex. To summarize: the sensei learns T’ai Chi gestures by watching a human perform the motions. The system builds Hidden Markov Model (HMM) of each gesture. The HMMs are comprised of a sequence of states with Markov temporal dynamics and Gaussian output probabilities. In effect they are capturing a mean path through parameter space that represents the gesture, and a covariance that specifies an envelope around the mean path that represents the observed variability. The gestures are recognized in the usual way [10]. Once a gesture is recognized, the lattice is examined to find the point at which the observed gesture differ the most
Fig. 7.24: This example is performed carefully to avoid self-occlusions from the learned ideal, weighted by the allowable variation [7]. Tracking errors can have a large impact on this process. If a critical chunk of a gesture is missed due to tracking error then it may be unrecognizable, or worse, the system may attempt to correct illusory motion errors and confuse the student.

The individual T’ai Chi gestures are relatively complex. Each gesture takes several second to perform. Critiques often involve playback of observed and ideal gestures, and as a result a single critique may last several tens of seconds. The result is that the frequency of interaction is relatively low. Tracking errors that result in misclassified gestures or illusory motion errors can thus lead to a significant break in the experience. Failures thus lead to frustration. Frustration is antithetical to the underlying goal of T’ai Chi: relaxation and focus.

The plot in Figure 7.24 shows a flawless execution of a five gesture sequence as tracked by a bottom-up 3-D blob tracker. The individual gestures are hand-labeled at the top of the plot. The plots show, from top to bottom, the X, Y and Z position of the left hand, right hand, and head. Y is positive up. X is positive to the student’s right. Z is positive away from the user. The following discussion will focus on two salient features. The first feature is the initial bump in the Y axis of both hands. This corresponds to the up and down motion of “Opening Form”. The second feature is the double bump in the right hand X position at the end of the sequence. This corresponds to the right hand motion in “Single Whip” and the motion of both hands to the
Fig. 7.25: A pessimal example that demonstrates all possible failure modes

Fig. 7.26: The recursive tracker is able to resolve the ambiguities
right in “Brush Knee”.

The plot in Figure 7.25 shows the tracking output from the bottom-up 3-D blob tracker for a slightly different execution of the sequence. To a human observer the motions are very similar except that the motions in the failure case are slightly more exaggerated. The tracking data looks significantly different due to the tracking failures associated with occlusions. The first salient feature shows significant clipping as the top of the gesture is lost when one or both of the hands occlude the face in one or both of the cameras. This is caused by the hands being raised higher than ideal (or, alternatively if the student is shorter than the master who taught the sensei). The second feature is lost because the hands are held too close together. This causes the 2-D blob trackers to fail in one or both cameras. Almost no tracking data is acquired after 14s due to this error.

The plot in Figure 7.26 is the result of tracking motion very similar to that represented by the failure modes on the left. The difference is that in this case the motion is tracked by the recursive system described in Section 7.3. Both features are present and well-formed. This is true despite the fact that the hands were up high enough in opening form to cause occlusion with the face and close enough together to cause 2-D tracking failures at the end of the sequence. The recursive structure of the tracker allows the system to integrate information at all levels of modeling to produce good tracks in these ambiguous cases, and sensei is better able to evaluate the student’s true departures from the ideal and provide more appropriate feedback.

### 7.4.2.2 Whack-a-Wuggle

Whacka is a virtual manipulation game. A virtual actor mirrors the motions of the human’s upper body. The goal is for the human to touch objects in the virtual world vicariously through the virtual actor. The world contains static objects (Wuggles) and moving objects (Bubbles). Wuggles can always be whacked by returning to the same physical location since they do not move in the virtual environment, and the mapping between the physical and virtual worlds is fixed. Bubbles move through the virtual space, so they require hand-eye coordination to pop. In addition each Bubble is at a different depth away from the player in the virtual world. Due to poor depth perception in the virtual display, popping a Bubble requires the human to reach up to the approximate location of the bubble and then perform a limited search in depth.

There are a very small number of things that people do with their hands when playing Wacka. Hands are usually either resting, whacking, or popping. Whacking quickly becomes a ballistic action once the human learns where the Wuggles map into the physical world. Popping always involves performing the more complex visual-motor feedback loop required to find
the Bubbles because they have random and only partially observable depth. The pace of the game is fast enough to discourage motivated players from wasting time performing extraneous gesticulations.

This context was used to test the method of alphabet selection described in Section 7.3.4.4. The player’s motions were tracked and hand labeled for three types of behavior: Whacking, Popping, or Tracker Failure. Task 1 was to recognize these three classes of behavior. Task 2 was to distinguish the playing styles of different people.

The best alphabet for distinguishing the three players consisted of 3 elements, with 10 states each. Figure 7.28 shows alphabet traces for the three players over approximately one minute of play. These traces are the features used for player identification. Player identification performance was 75% for three players. Gesture recognition performance was also over 70%.

These results demonstrate the feasibility of recognizing gestures from model innovations. Recent work on temporal sequence clustering [44, 1, 31, 37] provides the clustering tools required for similarly attacking more complex domains.

7.5 Background

The implementation described above combines a rich 3-D model of the human body with probabilistic image features and a recursive formulation to realize robust tracking of the human form. DYNA also explicitly incorporates learned patterns of control into the body model. This level of modeling
detail and careful feedback design greatly improves robustness and opens the
door to very subtle analysis of human motion. However, not all applications
require this level of detail. There is now a rich literature on human motion
perception, and it is full of alternative formulations. This section will intro-
duce you to some of the key papers and place them within the context of the
DYNA framework.

Perhaps the first efforts at body tracking were by Badler and O’Rourke
in 1980[33], followed by Hogg in 1988 [32]. These early efforts used edge
information to drive a kinematic model of the human body. These systems
require precise hand initialization, and can not handle the full range of com-
mon body motion.

Following this early work using kinematic models, some researchers
began using dynamic constraints to track the human body. Pentland and
Horowitz employed non-rigid finite element models driven by optical flow
in 1991[35], and Metaxas and Terzopolous’ 1993 system used deformable
superquadrics [26, 30] driven by 3-D point and 2-D edge measurements.

Authors have applied variations on the basic kinematic analysis-synthesis
approach to the body tracking problem[41, 6, 20]. Gavrila and Davis[18] and
Rehg and Kanade[40] have demonstrated that this approach has the potential
to deal with limited occlusions, and thus to handle a greater range of body
motions.

The DYNA framework is most closely related to the behavior modeling
work of Pentland and Liu in 1995[36], Blake[23] and Bregler[8]. Those
papers introduce the idea of modeling human behavior as the interaction be-
tween low-level observations and dynamic models in a recursive framework.
7.5.1 Particle Filtering

It is useful to compare the approach advocated here with that taken by particle filtering approaches such as the CONDENSATION algorithm proposed by Isard and Blake[24]. Both approaches have their roots in recursive filtering and control theory as described in Section 7.2.

The fundamental difference between recursive methods and particle filtering is in the representation of the probability density from which the state estimate is drawn. Recursive filtering methods, of which the Kalman filter is an example, represent the density parametrically. The CONDENSATION algorithm is a framework for representing the density as a set of samples drawn from the underlying distribution and is therefore not parametric. The Multiple Hypothesis Testing (MHT) framework from the control and estimation community[3] provides an extension to unimodal recursive filtering frameworks that allows multi-modal, parametric representations. Work by Rehg[11] shows how unimodal trackers such as the one described here may be embedded in the MHT framework.

All recursive filtering frameworks require a mechanism for propagation forward in time of the estimated density. In Kalman filtering this is accomplished in parameter space using a unimodal model of state dynamics to update both the mean, \( \hat{x}_t \), and variance, \( \Sigma_t \), of the density. Kalman filters assume a linear model of the state dynamics, \( \Phi \). The mean and variance updates are accomplished with the well known closed-form equations[2].

In the CONDENSATION algorithm, the distribution is represented non-parametrically, so it must employ a different mechanism for state update. Specifically the distribution is represented as a set of samples, \( S_t \), in model state space with an associated set of weights \( \Pi_t \). The system dynamics are represented as a density conditional on the current model state: \( p(X_{t+1}|X_t) \).

Model update begins by selecting a sample, \( s_t^{(i)} \), from the set \( S_t \) with probability determined by the set of weights \( \Pi_t \). A new sample is then drawn from the corresponding density \( p(X_{t+1}|X_t) = s_t^{(i)} \), and becomes the sample \( s_{t+1}^{(i)} \) in the updated representation. The new weight \( \pi_{t+1}^{(i)} \) is determined by comparing the sample \( s_{t+1}^{(i)} \) to the image evidence.

A tracker using CONDENSATION must maintain a large number of samples to adequately represent the underlying distribution. The literature calls for approximately 1500 samples to track a bouncing ball with a single degree of freedom, and as many as 15,000 samples to track the hand during a drawing task [25]. The advantage is that the distribution is not required to match a pre-defined parametric form. Since the Kalman filter chooses a parametric representation that is unimodal, it is possible for ambiguous observations to move that single mode away from the truth. Dynamic state updates will likely cause the location of the mode to diverge further from the truth over time. The sampled representation of the density in CONDENSATION means...
that it is possible for a portion of the probability mass to be allocated to divergent hypotheses. As long as there are a sufficient number of samples available to adequately represent the distribution, alternate hypotheses may be propagated forward as long as there are observations to support them.

One issue with Kalman-derived filtering techniques is that it is difficult to formulate closed-form update equations for arbitrary parametric density representations as is done for the unimodal Gaussian case. MHT is a method for maintaining a set of $N$ unimodal Gaussian hypotheses in the Kalman filtering framework without the need to reformulate the update equations. The MHT method is essentially a bank of Kalman filters. Each Kalman filter makes predictions according to its own, possibly unique, state estimate and dynamic model. The resulting innovations sequence is a measure of how well each filter is explaining the observed data. Filters with large innovations are poor predictors and are candidates for reinitialization [3]. Due to the fact that each filter accounts parametrically for some component of the underlying density, only a handful of hypotheses are required, as compared to the thousands of point hypotheses required by CONDENSATION. The literature shows that MHT can track a human figure, even with relatively weak underlying unimodal trackers, with as few as 10 hypotheses[11].

These methods therefore represent extremes of a continuum where computational cost can be traded off against modeling cost. For systems where the cost of model-building is very high compared to the cost of computation, CONDENSATION is a good, general method for tracking. For situations where the dynamics is reasonably well understood and the cost of computation is very high (as in the case of real-time human motion understanding), then parametric recursive filtering, possibly in conjunction with an MHT framework, is a better choice.

7.5.1.1 Recent Work on CONDENSATION

In the time since the first description of CONDENSATION in 1996 [23] there have been several documenting modifications to CONDENSATION that help avoid the curse of dimensionality involved in tracking systems with many degrees of freedom or with complex dynamic models. Mostly the improvements in computational efficiency of the algorithm are achieved by incorporating more sophisticated domain models. The pure form of CONDENSATION was the general tracker that discovered the dynamics from the observation at high computational cost. These extensions involve replacing flocks of hypotheses with domain-specific models that are better at capturing the true dynamics of the systems. These extensions essentially fill in the spectrum of trackers defined by pure CONDENSATION on one end, and the MHT framework on the other.
MacCormick and Blake \cite{29} propose an extension that culls samples that represent inconsistent model states. This requires the CONDENSATION implementation to have more domain knowledge. For the task of tracking single degree of freedom motion of human bodies, this improvement allows tracking 2-D movement of head and shoulders of two people with 2000 samples. That is compared with tracking three people, two stationary and one moving with a single degree of freedom with 1000 samples.

Duetscher, North, Bascle, and Blake \cite{14} adds the notion of kinematic singularities and end-stops. By adding significant domain knowledge they bring CONDENSATION much closer to MHT, requiring 50 samples to track arm motion with two degrees of freedom (elbow flexion and shoulder rotation). They also track walking motion that is similar to, but less energetic than the dancing motions tracked by the MHT system in \cite{11} with only 10 hypotheses.

7.5.2 Analysis-Synthesis

The analysis-synthesis approach is a widely used approximation to the general framework of recursive filtering. There are two major differences between the recursive framework advocated here and the analysis-synthesis (AS) framework: AS includes a significant feed-forward component, and lacks a model of system dynamics. Each of these issues are discussed in detail below.

7.5.2.1 Overview of Analysis-Synthesis

An AS tracker is composed of an Analysis module, a Synthesis module and a model of the system to be tracked. The Analysis module is composed of a set of image processing routines that extracts features from image observations. The Synthesis module renders the model state as a synthetic image composed of features congruent to those extracted by the image processing routines. The overall goal is to directly compare the model state to the observed image. An iterative process updates the model state until the best match between image and model is found.

Due to the complexity of real world image production, direct comparison is very difficult. The Synthesis module would have to generate photorealistic images of each hypothesized configuration. Further, direct image comparison would likely be dominated by aspects of the scene that may be uninteresting: the direction of illumination for example. As a result, the comparison is done in an abstract feature space. Image processing routines are used to extract these features from the image. In practice these features are often edge features, but in principle could be any low-level feature. The
model state is rendered into this feature space by the Synthesis model. The set of features produced by the Synthesis module is then compared to the set of features extracted by the Analysis module. Discrepancies between analysis features and synthesis features represent a residual to be minimized by the system. The minimization of this residual is solved using iterative gradient descent in model space. This requires a model of how variation in feature space maps into variation in model space. Since Synthesis likely involves complex non-linear components from revolute model variables, perspective projection, and other processes, this model is usually a local, linear approximation. This places constraints on the gradient descent step size and leads to the search having a high computational cost.

In the case of tracking articulated bodies or body-parts, the model usually consists of a kinematic linkage. This model can be linearized around the current estimated operating point to yield a set of Jacobian matrices relating variation in feature space to model state perturbation. These Jacobians are used to transform the measured residuals into model adjustments. The iteration process may be weighted by temperature coefficients, or filtered by other, more sophisticated, gradient decent approaches.

### 7.5.2.2 The Feed-Forward Nature of Analysis

The analysis module is feed-forward, meaning that the image processing routines (often deterministic filters) operate without access to any context that may be available in the rest of the system. This one failing has a serious impact on the stability of the system. The Analysis module does not have access to the high-level constraints coded in the system model or Synthesis module that might help resolve low-level ambiguities. There is no one place where images and high-level knowledge are brought together. The two domains are separated by the feature abstraction. This barrier makes AS systems more modular. The benefits of breaking this barrier are discussed in detail in Section 7.4.1.

It is important to note that merely providing prior information to an Analysis module is not enough. The implementation must have enough mathematical flexibility to incorporate the information in a meaningful way. As an example, convolution trackers often use simple Kalman predictors to improve tracking performance, but is this a truly recursive system?

Consider the normal operation of a convolution tracker: an image patch is copied from an image, possibly matted, and then convolved with an image (or a region of an image). The maximum resulting value is accepted as the new location of the feature represented by the image patch. The easiest, and most common, way to incorporate this prior knowledge into the tracker is to constrain the search to the likely area. This does not result in a better answer. It merely results in a more efficient answer since less area needs
to be searched[22]. If the “right” answer is within the oval it will be found faster, but there will be no difference between the result of this search and the result of the slower search. A truly recursive system would yield a different maximum.

This raises the question of feature selection. Probabilistic features such as the blobs presented in Section 7.3 provide a mathematically natural method of integrating high-level knowledge. Features such as convolution patches, edges, and other deterministic, filter-based features, do not provide easy integration of context.

7.5.2.3 Lack of System Dynamics

The second major difference between the two techniques is the form of the model update. In AS, a distance metric is induced in the chosen feature space. These gradients are then transformed into model space to determine the appropriate system update. The system update is completely driven by observations. The Recursive Filter update is shaped not only by observation models, but also the system dynamics, as described in Section 7.3. This enables the Recursive Filter to take advantage of the constraints of system dynamics when determining the appropriate system update. Since real dynamic systems are heavily constrained by the laws of physics and the structure of their control mechanisms, the system dynamics is an important source of context for the observer.

The lack of these constraints on the update mechanism in AS means that past model configurations do not inform the current choice of state estimate. Ambiguities or errors in feature extraction may result in the iteration process finding an explanation that, while plausible in isolation, is impossible due to the physical and practical limitations on the actual system being observed. One example of this sort of failure is the instantaneous flip between two solutions that are ambiguous in the absence of dynamic constraints.

7.5.2.4 How Real Systems Address These Shortcomings

When building an AS system, it is necessary to find ways to overcome these shortcomings in the framework. This section will discuss several systems, their contribution to AS work, and how they relate to true recursive filtering.

**Gavrilla and Davis** [18, 19] employ a kinematic model of the human body in their AS framework. The kinematic skeleton is augmented with a skin composed of tapered superquadrics. The subjects wear tight clothing, so the chains of tapered superquadrics are a good approximation to the external silhouette of the body. Edge energy is used as the common feature space: it is extracted from the image by a filter and rendered from the model. This,
combined with the model parameter search for each image, makes the system computationally very expensive. This is an example of classic AS applied to the tracking of the human body. Later improvements included avoiding the inversion of Jacobian matrices to improve the performance of the search algorithm.

**Kakadiaris and Metaxas** [27] also use contour information combined with a detailed volumetric model of the human body. Unlike the above system, this system uses 3-D deformable models to track features in the image sequence. These low-level trackers represent a further dimensionality reduction, and thus undoubtedly improve the computational performance of the system. However, the trackers do not receive assistance from the body model and are subject to failures. The system partially deals with these failures by predicting occlusions. These predictions are used to select fortuitous views from the collection of available cameras in an attempt to avoid using data from ambiguous 2-D tracking results. Dynamics are used to make observation predictions, but these predictions are only used to initialize the feature search, as discussed above.

**Delamarre and Faugeras** [13] use the AS framework to track the human body. The silhouette is the common feature space. Silhouettes are tracked using active contours that are sensitive to optic flow and image intensity. The 3-D body model is a kinematic chain composed of spheres, parallelepipeds, and truncated cones. This model is projected into the image plane and the model is adjusted to match the observed silhouette. Since active contours are used, it is possible that prior information could help drive the contour tracker. This is a distinct advantage over AS implementations that use edge energy, or other deterministic features.

### 7.5.3 Recursive Systems

Some recursive systems have relied on optical flow for tracking. Similar to regularization work, they attempt to induce a low dimensional model as a minimum mean squared error explanation of noisy flow data. They modify the regularization by utilizing the benefits of Kalman filtering: prediction of observations and corresponding revision of the state estimate given new observations. This ideally eliminates the search inherent in the regularization framework.

**Pentland and Horowitz** [35] demonstrate the power of this framework for tracking 3-D and $2\frac{1}{2}$-D motions on deformable and articulated objects in video. They use modal analysis to project the flow field into relatively low-dimensional translation and deformation components. In this way they
take advantage of the regularization approach to reduce the dimensionality of the optic flow data, but avoid the usual search in model parameter space. These low-dimensional signals are then used by an extended Kalman filter framework to estimate the new best estimate of pose.

The mapping of optic flow data to model influence requires the ability to predict model state and project that state into the image plane to determine proximity. This requires careful initialization. Although the framework should support prediction and resolution of ambiguities such as occlusion, those issues are not addressed in the literature.

Bregler and Malik [8] present a very interesting recursive framework for tracking of the human body similar to DYNA that includes probabilistic feature extraction influenced by dynamic models, and the possibility for tightly coupled behavioral models. The system relies on optic flow data, but tracks blobs in that data. Unfortunately the early work on tracking focused entirely on 2-D features and 2-D models. As a result the motions tracked were all 2-D motions parallel to the camera. The dynamic models were all learned from observation. This is interesting, but also limits the system because it learns models in 2-D that are not good approximations of the real system dynamics due to the unobservability of truly 3-D motions in projective 2-D imagery.

In later work [9], the system was extended to 3-D but the extension came at the expense of the interesting recursive aspects of the earlier system. The 3-D system involved a return to more classical regularization work with the addition of clever representations for rotation that made the system tractable. Like most of work covered in this chapter the focus was on off-line motion capture, not real-time interface.

### 7.5.4 Bayesian Networks

Several systems have attempted to substitute explicit models at various levels of the tracking process with Bayesian networks.

Sherrah and Gong [43] use mean-shift trackers and face detectors in 2-D imagery to recover low-level features. In a process called tracking by inference, the tracked features are then labeled by a hand-crafted Bayesian Network. The simple trackers will fail during periods of ambiguity, but the network repairs the resulting mislabeling. This is accomplished by computing the most likely labeling given the observations and the network, which encodes a combination of distilled knowledge about dynamics and human habit.
Kwatra, Bobick and Johnson [28] present a similar system except that the low-level features are generated by a sophisticated static analysis method called GHOST [21] and the temporal integration modeling is concentrated into a Bayesian network. The probabilities in the network are maintained using a particle filtering method. This division is advantageous because the framework can accommodate any sort of static feature estimation. The statistical model of dynamics is weak compared to explicit kinematics and dynamics, but has the advantage of being light-weight.

Pavlović, Rehg, Cham and Murphy [34] present a system that tracks walking motion parallel to the image plane. This system dispenses with precise volumetric and kinematic models. Image correlation is used to track parts of the body. The trackers are initialized by a generalized form of MHT that consists of many Kalman filters embedded in a Bayes network. The Kalman filters employ learned dynamic models to make predictions, and the innovations process is used to drive model switching.

These systems have the advantage that the probabilistic models of dynamics and habit can be estimated from data and therefore can more easily accommodate idiosyncrasies of those datasets, but the models are soft compared to explicit kinematic and dynamic models, so that convenience can come at the cost of system fidelity.

7.5.5 Summary

Systems that visually track human motion fall into three basic categories: analysis-synthesis, recursive systems, and the more recent wave of fully statistical methods including particle filtering and Bayesian networks. Each of these methods has its uses. Due to their modularity, analysis-synthesis systems are simple to build and can employ a wide range of features, but they rely on expensive searches for the synthesis component and allow features failures to propagate though the entire system. Particle filtering are an easy way to get many of the advantages of a truly recursive system with minimal modeling effort, but their lack of strong models requires massive Monte-Carlo simulations to adequately represent the underlying probability density. Fully recursive systems, such as the D Y N A implementation presented above, require significant modeling effort, but this effort is rewarded with robustness, efficiency, and subtlety of analysis. Other recursive systems can allow the implementor to realize some of these benefits with less modeling effort when the application is less demanding.
7.6 Conclusion

Sophisticated perceptual mechanisms allow the development of rich, full-body human-computer interface systems. These systems are applicable to desk- and room-scaled systems, theatrical devices, physical therapy and diagnosis, as well as robotic systems: any interface that needs to interpret the human form in its entirety. In this chapter you have seen the details of a computer vision system called DYNA that employs a three-dimensional, physics-based model of the human body and a completely recursive architecture with no bottom-up processes. This system is complex, but illustrated how careful modeling can improve robustness and open the door to very subtle analysis of human motion. Not all interface systems require this level of subtlety, but the key elements of the DYNA architecture can be tuned to the application.

Every level of processing in the DYNA framework takes advantage of the constraints implied by the embodiment of the observed human. Higher level processes take advantage of these constraints explicitly while lower level processes gain the advantage of the distilled body knowledge in the form of predicted probability densities. These predictions enable more robust classification decisions. Systems which omit a model of embodiment entirely, or try to hallucinate physical constraints in the image plane will fail to capture important aspects of human motion and the overall system performance will suffer. Understanding embodiment is crucial to perceiving human motion.

Systems that rely on any completely bottom-up processing will incur performance penalties to recover from inevitable low-level errors, if it is possible to recover at all. Recursive frameworks are also crucial to perceiving human motion.

As perceptual technologies continue to improve, they will enable an environment rich with interactivity. Computers will cease to be boxes that necessitate unnatural, and sometimes painful or damaging interaction. Computers disappear into the environment, and the things we do naturally will become the primary interface. Our most important experiences are interactions with other people, and as machine perception advances, computation will finally begin to engage in that conversation.
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Abstract

This paper advocates the concept of user modeling (UM), which involves dialogue strategies. We focus on human-machine collaboration, which is endowed with human-like capabilities and in this regard, UM could be related to cognitive modeling, which deals with issues of perception, behavioral decision and selective attention by humans. In our UM, approximating a pay-off matrix or function will be the method employed in order to estimate user's pay-offs, which is basically calculated by user's action. Our proposed computation method allows dialogue strategies to be determined by maximizing mutual expectations of the pay-off matrix. We validated the proposed computation using a social game called "Iterative Prisoner's Dilemma (IPD)" that is usually used for modeling social relationships based on reciprocal altruism. Furthermore, we also allowed the pay-off matrix to be used with a probability distribution function. That is, we assumed that a person's pay-off could fluctuate over time, but that the fluctuation could be utilized in order to avoid dead reckoning in a true pay-off matrix. Accordingly, the computational structure is reminiscent of the regularization implicated by the machine learning theory. In a way, we are convinced that the crucial role of dialogue strategies is to enable user models to be smoother by approximating probabilistic pay-off functions. That is, their user models can be more accurate or more precise since the
dialogue strategies induce the on-line maintenance of models. Consequently, our improved computation allowing the pay-off matrix to be treated as a probabilistic density function has led to better performance. Because the probabilistic pay-off function can be shifted in order to minimize error between approximated and true pay-offs in others. Moreover, our results suggest that in principle the proposed dialogue strategy should be implemented to achieve maximum mutual expectation and uncertainty reduction regarding pay-offs for others. Our work also involves analogous correspondences on the study of pattern regression and user modeling in accordance with machine learning theory.

Key words: User modeling, Dialogue strategy, Inductive Game theory, Pay-off function, Mutual cooperation

8.1 Introduction

In recent years effective studies of User Modeling (UM) have attracted a renewed interest from researchers in the field of machine learning, cognitive science, and robotics. One of the fundamental objective of human-machine (including robot) interaction research is to design systems to be more usable, more useful, and to provide users with experiences fitting their specific background knowledge and objective. UM tackles the new essential challenges that have arisen to improve the cognitive way in which people interact with computational machines to do work, think, communicate, learn, observe, decide and so on. In a way, we are convinced that UM can cope with these challenges. The major characteristic of UM is its focus on the human emulation approach, which is based on the metaphor that to improve human-computer collaboration is to endow computers with human-like capabilities. Therefore, recently, UM seemed to be more related to cognitive modeling (CM) research which deals with issues of perception, how input is processed and understood, how output is produced, developed theories of the cognitive process related to human brain components that have been dedicated to brain science (Newell, 1983). However, it is still too complicated to model human cognition using knowledge from brain science, e.g., Human Information Processor (HIP). Using psychological studies would be appropriate since they basically refer to human behaviors, and they have been used to analyze and model, in order to represent pay-offs of humans. In these studies, pay-offs can be treated as a sort of hidden or tangible or latent variable. In practice, UM aims at building a manifestation of humans based on their behavioral analyses, which is
usually supported by psychological evidence. In fact, the UM study has already been engaged in deductive approaches in which psychology labeled each pay-offs of humans.

Strictly speaking, it is obvious that UM and CM have different perspectives and different purposes though these perspectives and purposes somehow overlap. Therefore, in our context, we take into account UM by integrating CM effectively with respect to user’s pay-offs and characteristics, though the basic idea seems to be originated from the HIP (Newell, 1983).

Some of user modeling were derived from the need and desire to provide better support for human-computer collaboration (Fischer, 2001). User modeling, a ‘collaborative’ learning approach was used whenever one could assume that a user behaves in a similar way to other users (Basu, 1998 and Gervasio, 1998). In this approach, a model is built using data from a group of users, and it is then used to make predictions about an individual user. Practically, it reduces the data collection burden for individual users, though this prevents modeling the behavior of different types of users. In contrast, human emulation or content-based learning approach is built based on the metaphor that improves human-computer collaboration by endowing computers with human-like capabilities, as already described above. That is, human-like capabilities are expected to ensure long-lasting interaction by increasing the population of collaborative behaviors. After all, machines can recognize characteristics of a sole user. Basically, the content-based learning approach is inductive when a user’s past behavior is a reliable indicator of his/her future behavior. In this way, user’s data from his/her past experience is taken into account when building a predictive model. The predictive model is alternatively defined as a statistical model because statistical analysis is employed to generate predictive user models, simply called probabilistic generative models. However, this approach requires a system to collect fairly large amounts of data from each user, in order to enable the formulation of the statistical model.

In this paper, we attempt to deal with user modeling, mediated by our dialogic behavioral strategy. The proposed dialogue strategy can also be derived from a game theory (Nash, 1951). However, we utilize a particularly inductive game theory (Kaneko, 1999) where the individual player does not have any prior knowledge of the structure of the game. Instead, he/she accumulates experiences induced by occasional random trials in repeated play. This theory implies, in the end, maximizing each player’s pay-off matrix or function by determining his/her behaviors. Our dialogic behavioral planning scheme is inspired by this inductive game theory. Players must consider each pay-off induced by their behaviors depending on the surrounding situation. The inductive game theory aims at the formulation
and emergence of individual views about society from experiences. Indeed, it allows game players to let only each payoff's expectations be maximized, and the relationship can eventually be cooperation rather than anti-cooperation. This is because such a game theory, proposed by (Kaneko, 1999) can be assumed to mediate the implications on relevant sociological, economical and even psychological literature. Generally, it is expected that a person should develop mutual strategies of dialogic behavior during the development of his or her life, in order to be able to communicate with others. As a consequence, our dialogic behavioral planning will allow players to generate models based on experiences, which are obtained from playing the social game in a recurrent situation. In the first paragraph, we pointed out the importance of user modeling. That is, we assumed that such a repeated social cooperative game could let players continually communicate by approximating other payoffs, according to the probabilistic generative models. To sustain such a communication, they must believe that longer will eventually be more profitable (e.g., pay-off to each other) than only maximizing a their individual player's pay-off in the short-term. As a result, we expect that the pay-off expectation of both players will be maximized in the long-term. Thus, this kind of social cooperative game can be regarded as human studies with psychological and neuroscience literatures. For example, there is a well-known repeated game, called iterative prisoner's dilemma (IPD). The IPD game has been used by investigators from a wide range of disciplines to model social relationships based on reciprocal altruism (Axelrod and Hamilton, 1981; Axelrod, 1984; Boyd, 1988; Nesse, 1990; Trivers, 1971). Interestingly, a result of the game can be to opt for immediate gratification attaining the maximum pay-off for that round. It may overlook or fail to consider the future consequences of defection. That means that players who resist the temptation to defect for short-term gain and instead persist in mutual cooperation may be better guided by the future consequences of their decisions.

The proposed computation will be implemented and validated using the IPD game. That is, we allow the IPD to cope with the approximation of a true pay-off matrix by estimating each type of players, pay-off estimation as well as by providing a dialogue strategy. The updated version of the proposed computation will be described by introducing a probability distribution function in the pay-off matrix, to deal with a dead reckoning problem regarding the true pay-off in others. The probabilistic form of our algorithm will improve our original computation with respect to the pay-off approximation. Overall, the dialogue strategy portion of the proposed computation could play the role of smoothing (probabilistic) generative models, which are used for estimating each player's pay-off. Since the dialogue strategy allows players to pose self-control, the reciprocal expectation of their payoffs will be maximized.
Additionally, the parametric form of probabilistic generative models could be more suitable to come up with the pay-off approximation. In a conclusive manner, our UM suggests to utilize the dialogue strategy that is obtained by approximating a probabilistic pay-off function. The proposed dialogue strategy must also take into account the following points:

- Maximum mutual expectation
- Uncertainty reduction

This paper will describe a new scheme of UM, which is combined with CM. In Section 8.2, we will show how the UM has been explored so far using machine learning theory. In Section 8.3, we will explain the link between social psychology and game theory. The major concept of our proposition - user modeling by a long-lasting dialogue strategy is described in Section 8.4. In Section 8.5, the proposed algorithm, and computation results will be presented with respect to the UM utilizing a long-lasting dialogue strategy, a concept is derived from the social game theory. Finally, we will conclude the presentation of our proposed computation and comment on future work.

8.2 Machine Learning and User Modeling

User modeling presents a number of challenges for machine learning that has hindered its application in user modeling, including: the need for large data sets; the need for labeled data; conflict drift; and computational complexity (Webb, 2001). Many applications of machine learning in user modeling focused on developing models of cognitive processes, usually called cognitive modeling (CM). The true purpose of integrating UM and CM includes discovering users’ characteristics, which are on the cognitive process that underlie users’ behavior. However, user modeling presents a number of very significant challenges for machine learning applications. In most problems, it is natural that learning algorithms require many training examples to be accurate (Valiant, 1984). In predictive statistical models for user modeling, this parameter represents an aspect of a user's future behavior based on the outcomes of possible behavior analysis. This often provides a major drawback as updating the user models based on the historical behavioral outputs is difficult, since the learning scheme is entirely off-line, and it requires significantly large amounts of training data to parameterize the aspect of users. As a consequence, their learning problems fail to its ill-posed problem of training outcome many times. As a result, the burden of collecting data in many cases must be seriously considered to allow the learning problem to catch up in real world competence.
Additionally, off-line learning prevents updating user models, when new types of information, are incorporated in the user models. We expect that our dialogue strategy will bring the learning of user modeling into be smoother (i.e., more precise). This brings on-line maintenance of user modeling in order to more accurately estimate pay-offs in others. This also brings the question of the dialogue strategy allowing a machine’s action to be done in collaboration with humans. In order to attain those objectives, the dialogue strategy ought to take into account a long-lasting interaction between machines and humans. In order to evaluate such a smoothing operation the long-lasting dialogue strategy will ensure satisfaction levels of humans to machine’s actions. Nevertheless, machine-learning theory has only provided a mathematical criterion to evaluate trained models (usually called generative models) with respect to its generalization. Thus, the issue is to estimate a user’s pay-off, and the dialogue strategy can be undertaken by having machines to generate self-control actions. Computationally, a mutual expectation between man and machine will lead to a maximum mutual expectation, which could approximately correspond to a user’s satisfaction. In short, our proposed dialogue strategy suggests not only to consider the traditional computational effect but also to regard the psychological effect because the computation has to deal with pay-offs of humans. Additionally, the probabilistic pay-off’s function given by the computation can be suitable to manifest uncertainty of the psychological aspect involved in man-machine interactions.

This point will be discussed later.

### 8.3 Social Psychology and Game Theory

In the previous section, we described the importance of social psychology, which is incorporated in the computational aspect of our dialogue strategy. Therefore, we present the relationship between social psychology and game theory that is the base of our proposed computation.

The scientific discipline attempts to understand and explain how the thought, feeling, and behavior of individuals are influenced by the actual, imagined, or implied presence of others. A fundamental perspective in social psychology emphasizes the combined effects of both the individual and the situation on human behavior. Interestingly, recent studies report researcher attempts to quantitatively model phenomena, which have occurred in social psychology using game theory.
What economists call game theory, psychologists call theory of social situation. Although game theory is related to 'parlor' games, most of the studies in game theory focus on how groups of people interact. In principle, there are two main branches of the game theory, cooperative and non-cooperative (defection). In classical game theory, Nash is also initiated a kind of noncooperative game theory (Nash, 1951). In principle, it is assumed that players are rational in the sense that they have high abilities of logical reasoning and knowledge of the structure of the game. Based on their abilities and prior knowledge, the individual player could make a decision precisely. We also call this theory *deductive game theory* because deduction is appropriate for the study of societies where players are well informed, such as small games played by experts. On the other hand, the inductive game theory assumes that players' may learn some parameters of the game and strategies of others as well as the payoffs from their own behavior. In a sense, the payoffs will need to be approximated by the parameters that model their own behavior.

One way to describe a game is the players (or individuals) participating in this game, and for each player, listing the alternative choices (called actions or strategies) available to that player. Usually, alternative choices can be taken depend on expected utility whose concept enters economic analysis of an individual’s preferences over alternative bundles of consumption goods (Debreu, 1964). In the case of a two-player game, the actions of the first player form the rows of a pay-off matrix, and the actions of the second player the columns. In the game theory, the entries in the matrix are two numbers representing the utility to the first and second player respectively. In our context, the utility is approximately identified with the pay-off in others. The most representative game is *prisoner's dilemma* (PD). The game allows players to choose *confess* or *non-confess* to the crime. The game can be represented by the pay-off matrix or function. It is noted that the pay-off matrix can be taken into account if the matrix is changed over time.

In short, the PD game has several characteristics. For example, no matter what value the matrix has, the partner is always best to confess (same action). In contrast, the other feature of the game is that it changes in a significant way if the game is repeated, or if the players interact with each other again in the future. In this case in the first round the suspects may reason that they should not confess because if they do not their partner will not confess in the second round of the game. The IPD game illustrates the theoretical question of analyzing the possibility of being rewarded or punished in the future for current behavior. The conclusion is that players ought to choose a cooperative behavior rather than a non-cooperative one.
In order to do that, players must approximate the pay-off matrix by estimating pay-offs in others.

The Iterated PD (IPD), sometimes called repeated PD (RPD), is simply an extension of the PD. The point of IPD is that when the game is played repeatedly, the probability of reciprocation determines whether defection or cooperation will maximize reinforcement in the long-term (Baker and Rachlin, 2001). The IPD implies that the pay-off’s expectations of players ought to satisfy the two conditions:

– Players must interact repeatedly with social partners over the course of a lifetime
– Players must be able to discriminate against those who do not reciprocate altruism (Axelrod and Hamilton, 1981; Trivers, 1971).

Therefore, cooperation allows players to reflect self-control in order to maximize the high expectation of each pay-off by knowing the others as well as knowing themselves.

In fact, the IPD with self-control has been considered by Baker (Baker and Rachlin, 2001). They used the IPD game calculating the probability of reciprocation between two players to determine whether defection or cooperation would maximize reinforcement in the long-term. In a sense, cooperation reflects the fact that man uses self-control, which allows players to attain a probability of reciprocation of 1.0 in the long-term.

### 8.4 User Modeling by a Long-Lasting Dialogue Strategy

As mentioned above, user modeling may be built using an approach that consolidates both features of collaborative learning and content-based learning. We want our long-lasting dialogue strategy to follow this approach. There are previous studies related to user modeling, which take dialogue strategy into account (Litman, 2000). In practice, they use a spoken dialogue system, though multimodal dialogue has been, to date, combined with the spoken dialogue system (Andre, 1998)(Noma, 2000). Essentially, the most serious problem is poor speech recognition so they propose multimodal information that is dedicated from psychological experiences between infant and adult. Legerstee et al., has studied about the social expectancies between infants and adults (Legerstee, 2001). The social expectancies are defined as infants’ expectancy for affective sharing. They investigated the role of maternal affect mirroring on the development of prosocial behaviors and social expectancies in 3-month-old infants. Prosocial behavior was characterized as infants’ positive behavior and
increased attention toward their mothers. These findings indicate that there is a relation between affects mirroring and social expectation of infants.

Psychologically, our dialogue strategy aims constitute the relationship between infant and adult (mother). That is, a machine is a sort of learner who needs to train the maternal affect mirroring with respect to the development of prosocial behavior and social expectancies. In a sense, the mother corresponds to users, and the machine attempts to share affection by estimating the pay-off of users. Our dialogue strategy permits the machinery development for attaining prosocial behaviors and social expectancies in accordance with user models. It allows machines to acquire user models, which may be difficult to learn in a short-term interaction with users only. Hence, the dialogue strategy must ensure a long-lasting interaction, which is able to gain a maximum user pay-off. In order to do so, we will provide a dialogue strategy, which maintains co-operative (friendly) behavior rather than increasing the population of unfriendly behavior by repeated interaction between players. Each player then will need to know the pay-off in others. Our proposed dialogue strategy aims at using multi-modal information for specifying user models by maximizing user pay-offs in long-lasting interactions between machine and user. In real-world competence, the dialogue is psychologically expected to gain user's satisfaction by machines allowing users to induce behavioral plans related to social cooperative behaviors. The past user modeling research has assumed persistence of interest (Lieberman, 1995), whereby users maintain their behavior or interests over time. Interests are one of the fundamental pay-off of a user. That is, the induction of maintaining or modulating user's interests, endowed by the dialogue strategy, could lead to reduce the amount of training data. Therefore, this also can bring about a significant reduction of computational complexity across user modeling.

Furthermore, such user modeling cascaded with dialogue can be considered as psychologically effective so that reciprocal communication between machine and human is most likely feasible. For instance, the dialogue is expected to increase user's satisfaction by eliminating - behaviors that can be most suitable for a specific user's according to his or her pay-off's estimation. Gaining the satisfaction of users is really crucial for realizing a long-lasting interaction between a user and a machine. User modeling will still be able to estimate the interests, which vary with time.
8.5 Our Dialogue Strategy and Computations

In this section, we first provide a proposed algorithm with respect to our dialogue strategy. In order to show the computation of the proposed algorithm, we use the finite non zero-sum two-person game called IPD. We will first provide a brief description of IPD. In the game, two players independently choose to either cooperate with each other, or not, and each action is rewarded based on the maximization of the pay-off. Giving the reward, during the game, entirely depends on the interaction of both players' choices in that round. In the game (theory), players presumably play a role of decision makers, who makes the final choice among the alternatives.

The pay-off matrix represents known pay-offs to players (individuals) in a strategic situation given choices made by other players in the same situation. In practice, there are 'four' outcomes resulting from the two possible actions: cooperation (C) and defection (D); player A and player B cooperate (CC), player A cooperates and player B defects (CD), player A defects and player B cooperates (DC), or player A and player B defect (DD). The payoff of player A for the outcomes are arranged as follows: DC ≥ CC ≥ DD ≥ CD, and CC ≥ (CD+DC) ≥ 2. Each value of the pay-off matrix corresponds to a different outcome of social interaction.

Fig.1 describes the proposed algorithm with our dialogue strategy, which can be aimed to estimate the pay-off in others. In this way, many interactions between the two players must be undertaken. It is assumed that players initially do not know about each pay-off. Thus, probabilistic (generative) models to estimate the pay-off in others are set to uniform. The probabilistic models can be more accurate after repeated interactions are taken by our dialogue strategy, which considers both maximum mutual expectation and uncertainty reduction. The algorithm also calculates a probabilistic error of true and approximating pay-off matrix. After all, we can expect to obtain a desired probabilistic model.
The primary objective of the proposed algorithm is to allow each player to find out the elements of each pay-off matrix, which is used for estimating pay-offs in others. To simplify the simulation, several conditions were assumed as follows,

- A true pay-off matrix is unchangeable.
- The pay-off matrix is unknown between two players.
- Each player's behavior can be used for modeling to estimate the pay-off state of players. The model generated by learning is called 'a (probabilistic) generative model'. The (probabilistic) generative models are used for approximating the pay-off matrix.
- An effective dialogue strategy could precisely approximate the pay-off matrix, (particularly when players interact with each others).
- During the dialogue interaction between the two players, they attempt to follow collaborative behavioral patterns, which lead to a maximum expectation with respect to the pay-off matrix.
The computation of the proposed algorithm allows each player explicitly to inquire about his/her pay-off. As a result, each player is able to compare the true value and the estimated value of his/her pay-off, though the estimated values were previously predicted by the pay-off's approximation. That is, the probabilistic model, alternatively called the user model, which was obtained by machine learning, can calculate the estimated value of the pay-off. Importantly, a mutual expected error can be partially calculated from the estimated and true value of the pay-off. If the mutual error is greater than the given threshold, the interaction between the two players is reiterated. In practice, the IPD game constrains allowing players to be reciprocated by minimizing the error of the mutual expectation.

Figure 8.2 describes a prospective computation of our proposed algorithm. In the figure, the three main steps are represented by the initialization of the probabilistic models, the middle stage of our dialogue strategy for estimating pay-offs in others and the final stage to minimize the distance between an approximated and a true pay-off given by δ-function.

Next, we will elaborate two computations of our proposed algorithm because our dialogue strategy assumes that generative models could be suitable to approximate pay-off functions in others. Moreover, we assume that another major role of the dialogue strategy is to make the models precise.
and thus the probabilistic property would also be compatible with this assumption.

**Fig. 8.3.** Computational schema of proposed algorithm. An optimal hyperplane is used to distinguish possible dialogue actions in terms of maximizing mutual expectation. The hyperplane, which is built by its normal vector, is used for specifying possible (dialogue) actions at the end. ○ denotes irrelevant dialogue actions, whereas • denotes relevant dialogue actions to maximize mutual expectation.
Fig. 8.4. A simulation result based on our proposed dialogue scheme. All plotted data was normalized.

Fig. 8.5. A simulation result based on our proposed dialogue scheme with type 1. All plotted data was normalized. The initial variance is relatively smaller that of Fig.4, before the dialogue strategy (type1) is undertaken.
Fig. 8.6. A simulation result based on our proposed dialogue scheme with type 2.

Fig. 8.7. A simulation result based on our proposed dialogue scheme with type 2. All plotted data was normalized. The initial variance is relatively smaller that of Fig.6, before the dialogue strategy (type2) is undertaken.
Fig. 8.8. The total squared errors (TSEs) for pay-off’s approximation are calculated with dialogue actions type1-2. The results were calculated by Eq.16
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Fig. 8.9. The total squared errors (TSEs) for pay-off’s approximation are calculated with dialogue actions type1-2. The results were calculated by Eq.17
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### 8.5.1 Proposed Dialogue Strategy (Type 1)

Assuming that each action set \( \Pi_1, \Pi_2 \) of players is described as follows,

\[
\Pi_1 = \{k \ | \ k = 1,2,\cdots,m\} \\
\Pi_2 = \{l \ | \ l = 1,2,\cdots,n\}
\]  

(1)
Now, let \( p \) and \( q \) are the frequency of dialogue actions taken by player1 and player2 respectively. That is, \( p_i \) and \( q_j \) denotes the frequency at which player 1 chooses \( i \)-th dialogue action, whereas player 2 chooses \( j \)-th dialogue action.

\[
p = (p_1 \cdots p_i \cdots p_m) \quad i \in \prod_1
\]

\[
q = (q_1 \cdots q_j \cdots q_n) \quad j \in \prod_2
\]

(2)

In addition, \( m \) and \( n \) denote the number of dialogue actions. Thus, the pay-off matrix is defined as follows:

\[
M = \begin{pmatrix}
a_{1,1} & \cdots & a_{1,n} \\
\vdots & \ddots & \vdots \\
a_{m,1} & \cdots & a_{m,n}
\end{pmatrix}
\]

(3)

where \( a_{i,j} \) corresponds to the pay-off’s value of both players. By approximating the pay-off matrix (Eq.(3)), a player will be able to predict future dialogue strategies of the other player. If player1 and player2 select the \( i \)-th and \( j \)-th actions, respectively, player1 obtains the profit of \( a_{i,j} \).

So far, we have described the conceptual computation of our proposed algorithm. However, the algorithm must be simplified, in order to implement it.

The expected value of the pay-off is given by the following equation,

\[
E(p,q) = pMq^T
\]

(4)

The player’s strategy is also obtained based on the statistical ‘frequency’ of possible dialogue actions, in which players have their dialogue interactions during the IPD game.

\[
\hat{E}_{\text{mutual}}(p,q) = p\hat{A}q^T + q\hat{B}p^T
\]

(5)

where \( \hat{E}_{\text{mutual}} \) corresponds to the summation between the actual pay-off matrix of player1 \( \hat{A} \) and the estimated pay-off matrix of player2 \( \hat{B} \). Note that the symbol ‘\( \hat{\cdot} \)’ means simply that certain variables or vectors are estimated.

Let \( \hat{b}_1, \hat{b}_2, \hat{b}_3, \hat{b}_4 \) be the estimated components of player2’s pay-off matrix \( \hat{B} \). Then, this matrix is written as follow:
\[
\hat{B}^i = \begin{pmatrix}
\hat{b}_1^i \\
\hat{b}_2^i \\
\hat{b}_3^i \\
\hat{b}_4^i
\end{pmatrix}
\]

(6)

\[
E^\hat{B}(q, p) = q\hat{B}p^T = \frac{1}{N} \sum_{i=1}^{N} q\hat{B}^i p^T
\]

(7)

where, \(E^\hat{B}\) is identical to the right term of the expectation shown in Eq.(7). \(N\) denotes the number of possible dialogue strategies, which are undertaken in the pay-off matrix. The symbol \(\bar{\cdot}\) represents the mean of the pay-off matrix \(\hat{B}^i\).

It is assumed that the dialogue undertaken by player 1 want to satisfy the mathematical relationship, defined by player 2’s expected payoff matrix \(\hat{B}\). In a sense, the estimated player 2’s payoff matrix can be the criterion set before player 1’s dialogue is undertaken.

Behavioral selection is made by our dialogue strategy based on the criterion given by Eq.(8).

In principle, the dialogue strategies that are taken by player 1 are selectively obtained based on the criterion in Eq.(8).

Obviously, each player chooses the two dialogue types (namely, type 1 and type 2) of the pay-off matrix \(\hat{B}\) for player 2. Importantly, the dialogue strategy must also be undertaken in terms of maximizing each pay-off. In order to compute the proposed dialogue strategy, we provide the following equation that player 1 uses to determine specific strategies. These strategies can be selected with respect to maximizing the mutual expectation in Eq. (5).

Now, we assume that the estimated pay-off matrix \(\hat{B}\) is represented by \(\hat{B}^{\dagger}\), when \(\dagger\) denotes \(\hat{B}\) with a maximized mutual expectation in Eq.(5).

By being given a dialogue strategy, the possible consequence of mutual expectation can result in either \(\hat{E}\)\(_{\text{mutual}}^{\dagger}\)\((q, p) \geq \hat{E}\)\(_{\text{mutual}}(q, p)\) or \(\hat{E}\)\(_{\text{mutual}}^{\dagger}(q, p) \leq \hat{E}\)\(_{\text{mutual}}(q, p)\).

In other words, player 2’s estimated pay-off matrix \(\hat{B}\) can be updated by selecting a new possible dialogue action, which will be able to satisfy the equation’s condition shown in Eq.(8).
Figure. 8.3 shows that an optimal hyperplane was used to distinguish possible actions either relevant or irrelevant in terms of maximizing mutual expectation in Eq.(5).

We defined the hyperplane that was built by its normal vector \( \hat{\mathbf{v}} = \frac{1}{2} \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 2 \\ 2 \\ 2 \\ 2 \end{bmatrix} \). Applying the hyperplane is to determine a specific dialogue strategy approximating pay-offs in others. The figure describes a number of interactions between players that can be effective to obtain an appropriate action to estimate pay-offs of player2. It must be noticed that dialogue strategies take place by inferring the hyperplane.

More specifically, we will now explain the computational aspect corresponding to the issue described in Fig. 8.3.

Our computation enables a predictive hyperplane to be manifested by an inequality. The proposed dialogue strategy forces possible actions to satisfy the following inequality,

\[
E^B(q, p) > E^{\hat{\beta}}(q, p)
\]

Therefore, Eq.(8) can be described as follows:

\[
qBP^T > q\hat{\beta}P^T
\]

and, Eq.(9) can be written as follows:

\[
x_1b_1 + x_2b_2 + x_3b_3 + x_4b_4 > E^{\hat{\beta}}(q, p)
\]

where, \( x_1, x_2, x_3 \) and \( x_4 \) denotes possible dialogue strategies of each player.

Here, we assume the following mathematical relationships:

\[
qp = x_1, q(1-p) = x_2, (1-q)p = x_3, (1-q)(1-p) = x_4
\]

Hence, Eq.(10) becomes

\[
x_1\hat{b}_1 + x_2\hat{b}_2 + x_3\hat{b}_3 + x_4\hat{b}_4 > x_1\hat{b}_1' + x_2\hat{b}_2' + x_3\hat{b}_3' + x_4\hat{b}_4'
\]

\[
E^B(q, p) \text{ is written as follow:}
\]

\[
E^B(q, p) = (q, 1-q) \begin{bmatrix} b_1 & b_2 \\ b_3 & b_4 \end{bmatrix} \begin{bmatrix} p \\ 1-p \end{bmatrix}
\]
Thus, we obtain the following mathematical relationships.

\[
\begin{align*}
q\hat{b}_1 + (1-q)\hat{b}_3 &> q\hat{b}_2 + (1-q)\hat{b}_4 & \text{then } p = 1 \\
q\hat{b}_2 + (1-q)\hat{b}_3 &> q\hat{b}_1 + (1-q)\hat{b}_4 & \text{then } p = 0
\end{align*}
\]

The predictive dialogue action taken by player1, which maximizes the expectation of player2's pay-off, can be obtained by Eq.(14).

In this way, the expectation \( E^A(p,q) \), determines the predictive dialogue action taken by player2.

Fig. 4-5 describes the computational aspect, resulting from several simulations considering the proposed dialogue strategy. In those figures, each graph particularly represents \((1,1)\) and \((1,2)\) component in the matrix, which projects to a Cartesian coordinated space. More precisely, a true pay-off matrix \( B \) was constituted by \((0.2,0.45,0,0.35)\). Initially, each possible dialogue action belonging to an estimated pay-off matrix \( \hat{B} \) was generated by a normal distribution function, with a mean (gravitation) vector of \((0.25,0.25,0.25,0.25)\). Determining possible dialogue actions, capable of giving well defined estimations of the true pay-off matrix \( B \), was done with our proposed computation schematically given by Figures 8.4-8.7. By increasing the number of dialogue interactions, as shown upper left to lower right, the variance of estimated components can be gradually shrank. + also denotes the true value of the \((1,1)\) and \((1,2)\) component.

In addition, 'type 1' implicates when players choose their dialogue actions determinately, subject to the approximation of true pay-off matrix.

### 8.5.2 The Improved Dialogue Strategy (Type 2)

However, when we have dialogue actions in daily life it is hard to perceive the other's pay-off without uncertainty. The uncertainty causes 'dead reckoning', which makes it difficult to approximate a true pay-off matrix in others. This is a major drawback of the proposed dialogue strategy described above. Thus, the proposed dialogue strategy considers a pay-off matrix, which is modeled by a probability distribution (density) function, in order to deal with the uncertainty of a true pay-off in others.

The following equation allows our dialogue strategy to take into account the uncertainty, which could be modeled by a gaussian noise \( N(0, \sigma) \). The noise \( N(0,\sigma) \) represents a zero mean with a variance \( \sigma \).
Therefore, the prospective dialogue strategy taken by player1 is computed by taking into account the following probabilistic noise as follows:

\[
\hat{b}^i = \hat{b}^k + N(0, \delta)
\]  

(15)

where, \(\hat{b}^i\) can be obtained by shifting the original pay-off matrix in Eq.(6). We suggest that the addictive noise effect to the pay-off may play a crucial role in the stability of dialogue strategies, and prevents in particular from having to use dead reckoning. This could also be reminiscent of a regularization effect in machine learning theory. In practice, the regularization has been applied in wide range of sensory technology. In our case, the proposed dialogue strategy incorporating Eq.(15) in our dialogue strategy is capable of having real world competence. This may be true for intelligent sensory technology, for instance, proposed by (Koshizen, 2002). Such a technology learns cross-correlation among different sensors - selecting sensors that can be the best ones for minimizing a predictive localization error of a robot, by modeling the uncertainty (Koshizen, 2001). That means probabilistic models, computed by sonar and infrared sensors, were employed to estimate each robot's location.

Figures 8.6–8.7 describes the computational aspect, resulting from several simulations considering the proposed dialogue strategy 'type 2' implicates when player choose their dialogue actions statistically, subject to the approximation of true pay-off matrix.

Altogether, the players interacted 5000 times. Interactions were made of 100 sets, and each set consisted of 50 steps. The initial value of possible numbers of the pay-off matrix was 1000 points. All components of the pay-off matrix were normalized. The plotted points represent dialogue actions, which were taken by player1 during their interactions. The rule of their interactions was assumed to follow the context of the modified IPD game. As a result, the actual pay-off matrix of player2 was cooperative, so a pay-off matrix was approximated by inhibiting anticooperative actions during the interactions.

Figures 8.8–8.9 illustrates the Total Squared Error (TSE), which corresponds to the Euclid distance between a true pay-off matrix and an approximated pay-off matrix. The TSE was calculated during the IPD game between the two players. In our computation, the TSE is given by the following equation.

\[
TSE = \sum_{i=1}^{4} (b^i - \hat{b}^i)^2
\]  

(16)
Furthermore, let us penalize the TSE shown in Eq.(16). That is,

\[ TSE^* = \sum_{i=1}^{4} (b_i' - \hat{\mu}_{i'})^2 + \lambda\Omega(f) \]  

(17)

where, \( \Omega(f) \) denotes the smoothness function, normally called regularization term or regularizer (Tikono, 1963). In machine learning theory, it is known that the regularizer \( \Omega(f) \) represents the complexity term. It can also express either the smoothness of the approximated function \( f \) given by \( \bullet \). The regularizer has been applied into real world application (Vauhkonen, 1998)(Koshizen and Rosseel, 2001).

A crucial difference when Fig.8 compares Fig.9 is, the size of variance before the dialogue strategies (type1 or/and type2) are undertaken. Furthermore, the second term of Eq.(17) corresponds to the smoothness of (probabilistic) generative models, which are obtained by a learning scheme. The models can be used for selective purposes in order to acquire the unique model that fits the 'true' density function best. Therefore, the result from the learning scheme can be further minimized. Generally, the process is called model selection. Theoretically, results brought by Eq.(17) are closely related to Eq.(16)(ex., Hamza, 2002). In our case, \( TSE^* \) is not calculated by the regularizer \( \Omega(f) \) explicitly, though it is implicitly brought by the actual calculation according to Eq.(17).

We attempt to enhance our proposed computation by taking into account Eq.(17). That is, the dialogue strategy must be able to reduce the uncertainty of other's pay-offs. In practice, players inquire about their own pay-offs explicitly. The inquiry reducing the uncertainty of player2's pay-off \( \hat{\hat{B}} \) corresponds to \( \Omega(f) \), which considers the past experiences of their inquiries. Additionally, \( \lambda \) may provide self-control of interactive dialogue to the inquiries. In fact, many inquiries would sometimes be regarded as troublesome to others. Therefore, self-control will be needed.

During dialogue interaction, the inquiry by each player is performed in our dialogue strategy, in order to reduce the uncertainty of a true pay-off of player2. The uncertainty is also modeled by probabilistic density functions. Thus, we expect that our proposed computation shown in Eq.(17) is capable of providing a minimization better than TSE in Eq.(15), i.e., \( TSE^* < TSE \). Fig. 4 to 9 represents several computational results, which were obtained by the original model and the improved model. The biggest difference between the original and the improved models was that the approximated pay-off function involved a probabilistic property. It certainly
affects the dialogue strategy, which is capable of making generative models smooth by reducing the uncertainty. In order to be effective, a long-lasting interaction between the two players must be ensured, as described before. The probabilistic property can cope with fluctuations of a pay-off in others. This can often resolve a problem where there is no longer a unique best strategy such as in the IPD game. The initial variances created by each action, are relatively large (Figs. 8.4 and 8.6) whereas in Fig. 8.5 and 8.7 they are smaller. In these figures, + denotes a true pay-off's value and (•) denotes an approximated value calculated by a pay-off function. Since Figs. 8.6 and 8.7 were obtained by computational results from the probabilistic pay-off function, the approximated values could be close to the true value. The inverse can also be true as shown in Fig.8.4 and 8.5. Additionally, Figs 8.8 and 8.9 illustrate TSE for each case represented in Figs 8.4, 8.5 and Figs 8.6, 8.7. The final TSE is 0.650999 (Fig.8.8: left), 0.011754 (Fig. 8.8: right), 0.0000161 (Fig. 8.9: left) and 0.000141 (Fig. 8.9: right) respectively. From all the results, one can see that the computation involving a probabilistic pay-off function showed better performances with respect to TSE because it avoided the dead-reckoning problem across the pay-off in others.

<table>
<thead>
<tr>
<th>Pattern Regression</th>
<th>User Modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern Classification</td>
<td>User Classification</td>
</tr>
<tr>
<td>Discriminant Function</td>
<td>Pay-off Function</td>
</tr>
<tr>
<td>Mean Squared Error for Discriminant Function Approximation (Standard Expectation Maximization)</td>
<td>Total Squared Error for Pay-off Function Approximation (Mutual Expectation Maximization)</td>
</tr>
<tr>
<td>Regularization to parameterize Degree of generalization</td>
<td>Regularization to parameterize Degree of Satisfaction</td>
</tr>
</tbody>
</table>

Fig. 8.10. Analogous correspondences between pattern regression and user modeling

Figure. 8.10 shows analogous correspondences between pattern regression and user modeling. From the figure, we can clearly see a lot of structural similarities for each element such as classification, functional ap-
proximation, and regularization. We can also see cross-correlations between pattern regression and user modeling.

8.6 Conclusion and Future Work

In this paper, we theoretically presented a computational method for user modeling (UM) that can be used for estimating pay-offs of a user. Our proposed system allows a pay-off matrix in others to be approximated based on inductive game theory. This means that behavioral examples in others need to be employed with the pay-off approximation. The inductive game theory involves social cooperative issues, which take into account a dialogue strategy in terms of maximizing the pay-off function. We reminded that the dialogue strategy had to bring into play long-lasting interactions with each other, so the approximating pay-off matrix could be used for estimating pay-offs in others. This makes a substructure of inducing social cooperative behavior, which leads to the maximum reciprocal expectation thereof.

In our work, we provided a computation model of the social cooperation mechanism, using inductive game theory. In the theory, predictive dialogue strategies were assumed by implementation based on behavioral decisions taken by others. Additionally, induction is taken as a general principle for the cognitive process of each individual.

The first simulation was carried out using the IPD game to minimize a total squared error (TSE), which was calculated by both a true and an approximated pay-off matrix. It is noted that minimizing the TSE can essentially be identical to maximizing expectation of a pay-off matrix. In the simulation, inquiring about pay-offs in others was considered as a computational aspect of the dialogue strategy. Then, the second simulation, in which a pay-off matrix can be approximated by a probability distribution function (PDF), was undertaken. Since we assumed that the pay-off matrix could fluctuate over time, a probabilistic form of pay-off matrix would be suitable to deal with the uncertainty. Consequently, the result, obtained by the second simulation (Section 8.5.2) provided better performances because of escaping from the dead-reckoning problem of a pay-off matrix.

Moreover, we also pointed out the significance to introduce how the probabilistic pay-off function could cope with a real world competence when the behavioral analysis was used to model pay-offs in others. In principle, the behavioral analysis can be calculated by sensory technology based on vision and audition. Additionally, there would be no sense the pay-off matrix to change in daily communication. This means that sensing
technology has to come up with a way to reduce the uncertainty of someone's pay-offs. Consequently, this could lead to approximating pay-off distribution function accurately. Furthermore, in the second simulation, we pointed out that the proposed dialogue strategy could play a role in refining the estimated pay-off function. This is reminiscent of model selection problem in machine learning theory. In the theory, (probabilistic) generative models are selectively eliminated in terms of generalization performance. Our dialogue strategy brings into play the on-line maintenance of user models. That is, the dialogue strategy, leads to a long-lasting interaction, which allowed user models to be selected, in terms of approximating a true pay-off's density function. More specifically, the dialogue strategy would allow inquiry to reduce the uncertainty of pay-offs in others. The timing and content quality when inquiring to others, should also be noted as being a human-like dialogue strategy involving cognitive capabilities. Our study has shown that inductive game theory effectively provides a theoretical motivation to elicit the proposed dialogue strategy, which is feasible with maximum mutual expectation and uncertainty reduction. Nevertheless, substantial studies will still require establishing our algorithm by considering with the inductive game theory.

Another future extension of this work could be applied to our proposed computation with humanoid robot applications, allowing humanoid robots to be able to carry out reciprocal interactions with humans. Our computation of UM suggests that users who resist the temptation to defect for short-term gain and instead persist in mutual cooperation between robots and humans. A long-lasting interaction will thus require other's pay-off's estimations. Importantly, the long-lasting interaction could also be used to evaluate how much the robots gain the satisfaction of humans. We are convinced that this could be one of the most faithful aspects particularly when humanoid robots are considered with man-machine interactions. Consequently, our work provides a new scheme of man-machine interaction, which is computed by maximizing a mutual expectation of pay-off functions in others.
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