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Foreword 

It is rather evident that if we are to address successfully the control needs 
of our society in the 21st century, we need to develop new methods to meet 
the new challenges, as these needs; are imposing ever increasing demands for 
better, faster, cheaper and more reliable control systems. There are challeng- 
ing control needs all around us, in manufacturing and process industries, in 
transportation and in communications, to mention but a few of the appli- 
cation areas. Advanced sensors, actuators, computers, and communication 
networks offer unprecedented opportunities to implement highly ambitious 
control and decision strategies. There are many interesting control problems 
out there which urgently need good solutions. These are exciting times for 
control, full of opportunities. We should identify these new problems and 
challenges and help the development and publication of fundamental results 
in new areas, areas that  show early promise that will be able to help address 
the control needs of industry and society well into the next century. We need 
to enhance our traditional control :methods, we need new ideas, new concepts, 
new methodologies and new results to address the new problems. Can we do 
this? This is the challenge and the opportunity. 

Among the technology areas which demand new and creative approaches 
are complex control problems in robotics and automation. As automation 
becomes more prevalent in industry and traditional slow robot manipulators 
are replaced by new systems which are smaller, faster, more flexible, and more 
intelligent, it is also evident that 'the traditional PID controller is no longer 
a satisfactory method of control in many situations. Optimum performance 
of industrial automation systems, especially if they include robots, will de- 
mand the use of such approaches as adaptive control methods, intelligent con- 
trol, "soft computing" methods (involving neural networks, fuzzy logic and 
evolutionary algorithms). New control systems will also ~ require the ability 
to handle uncertainty in models and parameters and to control lightweight, 
highly flexible structures. We believe complex problems such as these, which 
are facing us today, can only be solved by cooperation among groups across 
traditional disciplines and over international borders, exchanging ideas and 
sharing their particular points of view. 

In order to address some of the needs outlined above, the IEEE Con- 
trol Systems Society (CSS) and the IEEE Robotics and Automation Society 
(RAS) sponsored an International Workshop on Control Problems in Robotics 
and Automation: Future Directions to help identify problems and promising 
solutions in that  area. The CSS and the RAS are leading the effort to iden- 
tify future and challenging control problems that must be addressed to meet 
future needs and demands, as well as the effort to provide solutions to these 
problems. The Workshop marks ten years of fruitful collaboration between 
the sponsoring Societies. 
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On behalf of the CSS and RAS, we would like to express our sincere thanks 
to Kimon Valavanis and Bruno Siciliano, the General and Program Chairs of 
the Workshop for their dedication, ideas and hard work. They have brought 
together a truly distinguished group of robotics, automation, and control 
experts and have made this meeting certMnly memorable and we hope also 
useflll, with the ideas that  have been brought forward being influential and 
direction setting for years to come. Thank you. 

We would like also to thank the past CSS President Mike Masten and the 
past RAS President T.-J .Tarn for actively supporting this Workshop in the 
spirit of cooperation among the societies. It all started as an idea at an IEEE 
meeting, also in San Diego, in early 1996. We hope that it will lead to future 
workshops and other forms of cooperation between our societies. 

Panos J. Antsaklis 
President, IEEE Control Systems Society 

George A. Bekey 
President, IEEE Robotics and Automation Society 



P r e f a c e  

The purpose of the book is to focus on the state-of-the-art of control prob- 
lems in robotics and automation. Beyond its tutorial value, the book aims 
at identifying challenging control problems that must be addressed to meet 
future needs and demands, as well as at providing solutions to the identified 
problems. 

The book contains a selection of invited and submitted papers presented 
at the International Workshop on Control Problems in Robotics and Automa- 
tion: Future Directions, held in San Diego, California, on December 9, 1997, 
in conjunction with the 36th IEEE Conference on Decision and Control. The 
Workshop has been jointly sponsored by the IEEE Control Systems Society 
and the IEEE Robotics and Automation Society. 

The key feature of the book is its wide coverage of relevant problems 
in the field, discussed by world-recognized leading experts, who contributed 
chapters for the book. From the vast majority of~control aspects related to 
robotics and automation, the Editors have tried to opt for those "hot" topics 
which are expected to lead to significant achievements and breakthroughs in 
the years to come. 

The sequence of the topics (corresponding to the chapters in the book) has 
been arranged in a progressive way, starting from the closest issues related to 
industrial robotics, such as force control, multirobots and dexterous hands, 
to the farthest advanced issues related to underactuated and nonholonomic 
systems, as well as to sensors and fusion. An important part of the book has 
been dedicated to automation by focusing on interesting issues ranging from 
the classical area of flexible manufacturing systems to the emerging area of 
distributed multi-agent control systems. 

A reading track along the various contributions of the sixteen chapters of 
the book is outlined in the following. 

Robotic systems have captured the attention of control researchers since 
the early 70's. In this respect, it can be said that the motion control prob- 
lem for rigid robot manipulators is now completely understood and solved. 
Nonetheless, practical robotic tasks often require interaction between the ma- 
nipulator and the environment, and thus a force control problem arises. The 
chapter by De Schutter et al. provides a comprehensive classification of dif- 
ferent approaches where force control is broadened to a differential-geometric 
context. 

Whenever a manipulation task exceeds the capability of a single robot, a 
multirobot cooperative system is needed. A number of issues concerning the 
modelling and control of such a kind of system are surveyed in the chapter by 
Uchiyama, where the problem of robust holding of the manipulated object is 
emDhasized. 
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Multifingered robot hands can be regarded as a special class of multirobot 
systems. The chapter by Bicchi et al. supports a minimalist approach to 
design of dexterous end effectors, where nonholonomy plays a key role. 

Force feedback becomes an essential requirement for teleoperation of robot 
manipulators, and haptic interfaces have been devised to alleviate the task 
of remote system operation by a computer user. The chapter by Salcudean 
points out those control features that need to be addressed for the manipu- 
lation of virtual environments. 

A radically different approach to the design control problem for complex 
systems is offered by fuzzy control. The potential of such approach is discussed 
in the chapter by Hsu and Fu, in the light of a performance enhancement 
obtained by either a learning or a suitable approximation procedure. The ap- 
plication to mechanical systems, including robot manipulators, is developed. 

Modelling robot manipulators as rigid mechanical systems is an idealiza- 
tion that  becomes unrealistic when higher performance is sought. Flexible 
manipulators are covered in the chapter by De Luca, where both joint elas- 
ticity and link flexibility are considered with special regard to the demanding 
problem of t rajectory control. 

Another interesting type of mechanical systems is represented by walking 
machines. The chapter by Hurmuzlu concentrates on the locomotion of bipedal 
robots. Active vs. passive control strategies are discussed where the goal is to 
generate stable gait patterns. 

Unlike the typical applications on ground, free-floating robotic systems do 
not have a fixed base, e.g. in the space or undersea environment. The deriva- 
tion of effective models becomes more involved, as treated in the chapter by 
Egeland and Pettersen. Control aspects related to motion coordination of 
vehicle and manipulator, or else to system underactuation, are brought up. 

The more general class of underactuated mechanical systems is surveyed 
in the chapter by Spong. These include flexible manipulators, walking robots, 
space and undersea robots. The dynamics of such systems place them at the 
forefront of research in advanced control. Geometric nonlinear control and 
passivity-based control methods are invoked for stabilization and tracking 
control purposes. 

The chapter by Canudas de Wit concerns the problem of controlling mo- 
bile robots and multibody vehicles. An application-oriented overview of some 
actual trends in control design for these systems is presented which also 
touches on the realization of transportat ion systems and intelligent highways. 

Control techniques for mechanical systems such as robots typically rely 
on the feedback information provided by proprioceptive sensors, e.g. position, 
velocity, force. On the other hand, heteroceptive sensors, e.g. tactile, proxim- 
ity, range, provide a useful tool to enrich the knowledge about the operational 
environment. In this respect, vision-based robotic systems have represented 
a source of active research in the field. The fundamentals of the various pro- 
posed approaches are described in the chapter by Corke and Hager, where 
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the interdependence of vision and control is emphasized and the closure of a 
visual-feedback control loop (visual servoing) is shown as a powerful means 
to ensure better  accuracy. 

The employment of multiple sensors in a control system calls for effective 
techniques to handle disparate and redundant sensory data. In this respect, 
sensor fusion plays a crucial role as evidenced in the chapter by Henderson 
et al., where architectural techniques for developing wide area sensor network 
systems are described. 

Articulated robot control tasks, e.g. assembly, navigation, perception, 
human-robot shared control, can be effectively abstracted by resorting to 
the theory of discrete event systems. This is the subject of the chapter by 
McCarragher, where constrained motion systems are examined to demon- 
strate the advantages of discrete event theory in regarding robots as part of 
a complete automation system. Process monitoring techniques based on the 
detection and identification of dis~crete events are also dealt with. 

Flexible manufacturing systems have traditionally constituted the ulti- 
mate challenge for automation in industry. The chapter by Luh is aimed at 
presenting the basic job scheduling problem formulation and a relevant so- 
lution methodology. A practical case study is taken to discuss the resolution 
and the implications of the scheduling problem. 

Integration of sensing, planning and control in a manufacturing work-cell 
represents an attractive problem in intelligent control. A unified fi'amework 
for task synchronization based on a Max-Plus algebra model is proposed 
in the chapter by Tam et al. where the interaction between discrete and 
continuous events is treated in a systematic fashion. 

The final chapter by Sastry et al. is devoted to a different type of automa- 
tion other than the industrial scenario; namely, air traffic management. This 
is an important example of control of distributed multi-agent systems. Ow- 
ing to technological advances, new levels of system efficiency and safety can 
be reached. A decentralized architecture is proposed where air traffic con- 
trol functionality is moved on board aircraft. Conflict resolution strategies 
are illustrated along with verification methods based on Hamilton-Jacobi, 
automata, and game theories. 

The book is intended for graduate students, researchers, scientists and 
scholars who wish to broaden and strengthen their knowledge in robotics and 
automation and prepare themselves to address and solve control problems in 
the next century. 

We hope that this Workshop may serve as a milestone for closer collabora- 
tion between the IEEE Control Systems Society and the IEEE Robotics and 
Automation Society, and that many more will follow in the years to come. 

We wish to thank the Presidents Panos Antsaklis and George Bekey, 
the Executive and Administrative Committees of the Control Systems So- 
ciety and Robotics and Automation Society for their support and encour- 
agement, the Members of the International Steering Committee for their 
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suggestions, as well as the Contributors to this book for their thorough and 
timely preparation of the book chapters. The Editors would also like to thank 
Maja Matija~evid and Cathy Pomier for helping them throughout the Work- 
shop, and a special note of mention goes to Denis Gra~anin for his assistance 
during the critical stage of the editorial process. A final word of thanks is 
for Nicholas Pinfield, Engineering Editor, and his assistant Michael Jones of 
Springer-Verlag, London, for their collaboration and patience. 

September 1997 Bruno Siciliano 
Kimon P. Valavanis 
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This chapter summarizes the major  conclusions of twenty years of research 
in robot force control, points out remaining problems, and introduces issues 
that  need more attention. By looking at force control from a distance, a lot of 
common features among different control approaches are revealed; this allows 
us to put force control into a broader (e.g. differential-geometric) context. 
The chapter starts with the basics of force control at an introductory level, 
by focusing at one or two degrees of freedom. Then the problems associated 
with the extension to the multidimensional case are described in a differential- 
geometric context. Finally, robustness and adaptive control are discussed. 

1. I n t r o d u c t i o n  

The purpose of force control could be quite diverse, such as applying a con- 
trolled force needed for a manufacturing process (e.g. deburring or grinding), 
pushing an external object using a controlled force, or dealing with geometric 
uncertainty by establishing controlled contacts (e.g. in assembly). This chap- 
ter summarizes the major  conclusions of twenty years of research in robot 
force control, points out remaining problems, and introduces issues that,  in 
the authors '  opinions, need more attention. 

Rather  than discussing details of individual force control implementa- 
tions, the idea is to step back a little bit, and look at force control from a 
distance. This reveals a lot of simi][arities among different control approaches, 
and allows us to put force control into a broader (e.g. differential-geometric) 
context. In order to achieve a hig:h information density this text works with 
short, explicit s ta tements  which are briefly commented, but not proven. Some 
of these s tatements  are well known and sometimes even trivial, some others 
reflect the personal opinion and experience of the authors; they may not be 
generally accepted, or at least require further investigation. Nevertheless we 
believe this collection of s tatements represents a useful background for future 
research in force control. 

This chapter is organized as follows: Section 2. presents the basics of 
force control at an introductory level, by focusing at one or two degrees 
of freedom. Section 3. describes in a general differential-geometric context 
the problems associated with the, extension to the multi-dimensional case. 
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Section 4. discusses robustness and adaptive control. Finally, Section 5. points 
at future research directions. 

2.  B a s i c s  o f  F o r c e  C o n t r o l  

2.1 Bas ic  A p p r o a c h e s  

The two most common basic approaches to force control are Hybrid force/pos- 
ition control (hereafter called Hybrid control), and Impedance control. Both 
approaches can be implemented in many different ways, as discussed later 
in this section. Hybrid control [16, 12] is based on the decomposition of the 
workspace into purely motion controlled directions and purely force controlled 
directions. Many tasks, such as inserting a peg into a hole, are naturally 
described in the ideal case by such task decomposition. Impedance control 
[11], on the other hand, does not regulate motion or force directly, but instead 
regulates the ratio of force to motion, which is the mechanical impedance. 

Both Hybrid control and Impedance control are highly idealized control 
architectures. To start  with, the decomposition into purely motion controlled 
and purely force controlled directions is based on the assumption of ideal con- 
straints, i.e. rigid and frictionless contacts with perfectly known geometry. In 
practice, however, the environment is characterized by its impedance, which 
could be inertial (as in pushing), resistive (as in sliding, polishing, drilling, 
etc.) or capacitive (spring-like, e.g. compliant wall). In general the environ- 
ment dynamics are less known than the robot dynamics. In addition there 
could be errors in the modeled contact geometry (or contact kinematics) 1, e.g. 
the precise location of a constraint, or a bad orientation of a tangent plane. 
Both environment dynamics and geometric errors result in motion in the force 
controlled directions, and contact forces in the position controlled directions. 2 
Hence, the impedance behavior of the robot in response to these imperfec- 
tions, which is usually neglected in Hybrid control designs, is of paramount 
importance. Impedance control provides only a partial answer, since, in or- 
der to obtain an acceptable task execution, the robot impedance should be 
tuned to the environment dynamics and contact geometry. In addition, both 
Hybrid control and Impedance control have to cope with other imperfections, 
such as unknown robot dynamics (e.g. joint friction, joint and link flexibility, 
backlash, inaccurately known inertia parameters, etc.), measurement noise, 
and other external disturbances. 

In order to overcome some of the fundamental limitations of the basic 
approaches, the following improvements have been proposed. The combina- 

t As stated in the introduction dealing with geometric uncertainty is an important 
motivation for the use of force control! 

2 In some cases there is even an explicit need to combine force and motion in a 
single direction, e.g. when applying a contact force on an object which lies on 
a moving conveyor belt. 
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tion of force and motion control in a single direction has been introduced in 
the Hybrid control approach, first in [10, 8], where it is termed feedforward 
motion in a force controlled direct, ion, and more recently in [5, 18], where it 
is termed parallel force/position control (hereafter called Parallel control). In 
each case force control dominates over motion control, i.e. in case of conflict 
the force setpoint is regulated at the expense of a position error. On the other 
hand, Hybrid control and hnpedance control can be combined into Hybrid 
impedance control [1], which allows us to simultaneously regulate impedance 
and either force or motion. 

F,v 

/: 

. . . . . . . . . . .  s 

Fig. 2.1. Left: One-dimensional drilling. Right: Following a planar contour 

2.2 Examples 

In the first example, Fig. 2.1 (left), one needs to control the position of a 
tool (drill) along a straight line in order to drill a hole. This is an example 
of a (highly) resistive environment. The speed of the motion depends on the 
environment (hardness of the material), the properties of the tool (maximum 
allowable force), as well as the robot dynamics (actuator limits, friction, etc.). 
Hence it is natural to regulate both force and motion in the same direction. 

Several strategies might be considered: 

1. P u r e  force  con t ro l :  A constant force is commanded. The tool moves as 
material is removed so that  position control is not required. The desired 
force level is determined by the maximum allowable force (so as not to 
break the drill) and by the ma:,~imum allowable speed (so as not to dam- 
age the material being drilled). Successful task execution then requires 
knowledge of the environment dynamics. 

2. P u r e  p o s i t i o n  con t ro l :  A desired velocity t rajectory is commanded. 
This strategy would work in a highly compliant environment where ex- 
cessive forces are unlikely to build up and damage the tool. In a stiff or 
highly resistive environment, the properties of the tool and environment 
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must be known with a high degree of precision. Even then, a pure po- 
sition control strategy would be unlikely to work well since even small 
position errors result in excessively large forces. 

3. P u r e  i m p e d a n c e  con t ro l :  This approach is similar to the pure position 
control strategy, except that the impedance of the robot is regulated 
to avoid excessive force buildup. However, in this approach there is no 
guarantee of performance and successful task execution would require 
that the dynamics of the robot and environment be known with a high 
accuracy in order to determine the commanded reference velocity and 
the desired closed loop impedance parameters. 

4. Fo rce  c o n t r o l  w i t h  f e e d f o r w a r d  m o t i o n ,  or  para l l e l  con t ro l :  In 
this approach both a motion controller and a force controller would 
be implemented (by superposition). The force controller would be given 
precedence over the motion controller so that an error in velocity would 
be tolerated in order to regulate the force level. Again, this approach 
would require accurate knowledge of the environment dynamics in or- 
der to determine the reference velocity and the desired force level. In a 
more advanced approach the required reference velocity is estimated and 
adapted on-line [8]. 

5. H y b r i d  i m p e d a n c e  con t ro l :  In this approach the nature of the envi- 
ronment would dictate that a force controller be applied as in 1. This 
guarantees force tracking while simultaneously regulating the manipu- 
lator impedance. Impedance regulation, in addition to force control, is 
important  if there are external disturbances (a knot in wood, for exam- 
ple) which could cause the force to become excessive. 

In the second example, Fig. 2.1 (right), the purpose is to follow a planar sur- 
face with a constant contact force and a constant tangential velocity. In the 
Hybrid control approach it is natural to apply pure force control in the nor- 
mal direction and pure position control in the tangential direction. However, 
if the surface is misaligned, the task execution results in motion in the force 
controlled direction, and contact forces (other than friction) in the position 
controlled direction. In terms of impedance, the environment is resistive (in 
case of surface friction) in tangential direction, and capacitive in normal di- 
rection. Hence it is natural in the Hybrid impedance control to regulate the 
robot impedance to be noncapacitive in the normal direction, and capacitive 
in the tangential directions, in combination with force control in normal di- 
rection and position control in tangential direction [1]. Hence, a successful 
task execution would require accurate knowledge of both the environment 
dynamics and the contact geometry. 

2.3 Bas ic  I m p l e m e n t a t i o n s  

There are numerous implementations of both Hybrid control and Impedance 
control. We only present a brief typology here. For more detailed reviews the 
reader is referred to [22, 15, 9]. 
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Fig. 2.2. Direct force control 
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Fig. 2.3. Force control witlh inner position/velocity control loop 

In Hybrid control we focus on the implementation of pure force control. 
As a first option, measured force errors are directly converted to actuator  
forces or torques to be applied at the robot joints. This is called direct force 
control hereafter. Fig. 2.2 depicts this for the 1 d.o.f, case. The robot has 
mass m, and is in contact with a compliant environment with stiffness ke. Fd 
is the desired contact force; F is the actual contact force which is measured 
using a force sensor at the robot wrist; kf is a proportional force control 
gain; damping is provided by adding velocity feedback 3, using feedback con- 
stant kd; F~et is the actuator  force; Fdt~t is an external disturbance force; 
x and v represent the position and the velocity of the robot; x~ represents 
the position of the environment. Notice that  an estimate of the robot mass, 
~h, is included in the controller in order to account for the robot dynamics. 
In the multiple d.o.f, case this i~,; replaced by a full dynamic model of the 
robot. As a second option, measured force errors are converted to desired 
motion, either desired position, or desired velocity, which is executed by a 
position or velocity control loop. This implementat ion is called inner posi- 
tion (or veloci ty) /outer  force control. Fig. 2.3 depicts this for the case of 
an inner velocity loop. The velocity controller includes a feedback gain, kv, 
and again a dynamic model of the robot. In many practical implementations,  
however, the velocity controller merely consists of a PI  feedback controller, 
without dynamic model. Feedforward motion can be introduced by adding 
an extra  desired velocity (not shown in figure) to the velocity resulting from 
the force feedback control. Comparison of Figs. 2.2 and 2.3 reveals that  both  

3 Instead of taking the derivative of measured force signals, which are usually too 
noisy. 



6 J. De Schutter et al. 

implementations are very similar. However, the advantage of the inner/outer 
implementation is that  the bandwidth of the inner motion control loop can 
be made faster than the bandwidth of the outer force control loop. 4 Hence, 
if the inner and outer loops are tuned consecutively, force disturbances are 
rejected more efficiently in the inner/outer implementation. 5 Since errors in 
the dynamic model can be modeled as force disturbances, this explains why 
the inner/outer  implementation is more robust with respect to errors in the 
robot dynamic model (or even absence of such model). 

As for Impedance control, the relationship between motion and force can 
be imposed in two ways, either as an impedance or as an admittance. In 
impedance 5ontrol the robot reacts to deviations from its planned position 
and velocity trajectory by generating forces. Special cases are a stiffness or 
damping controller. In essence they consist of a PD position controller, with 
position and velocity feedback gains adjusted in order to obtain the desired 
compliance. 6 No force sensor is needed. In admittance control, the measured 
contact force is used to modify the robot trajectory. This trajectory can be 
imposed as a desired acceleration or a desired velocity, which is executed by 
a motion controller which may involve a dynamic model of the robot. 

2.4 P r o p e r t i e s  a n d  P e r f o r m a n c e  of  Force  C o n t r o l  

Properties of force control have been analysed in a systematic way in [7] for 
the Hybrid control approach, and in [1] for the Impedance control approach. 
The statements presented below are inspired by a detailed study and compar- 
ison of both papers, and by our long experimental experience. Due to space 
limitations detailed discussions are omitted. 

Statement 2.1. An equivalence exists between pure force control, as applied 
in Hybrid control, and Impedance control. Both types of controllers can be 
converted to each other. 

Statement 2.2. All force control implementations, when optimized, are ex- 
pected to have similar bandwidths. 

4 Force control involves noncollocation between actuator and sensor, while this is 
not the case for motion control. In case of noncollocation the control bandwidth 
should be 5 to 10 times lower than the first mechanical resonance frequency of 
the robot in order to preserve stability; otherwise bandwidths up to the first 
mechanical resonance frequency are possible, see e.g. [17] for a detailed analysis. 

5 Of course, the same effect can be achieved by choosing highly overdamped 
closed-loop dynamics in the direct force control case, i.e. by taking a large kd. 
However, this requires a high sampling rate for the direct force controller. (Note 
that velocity controllers are usually implemented as analog controllers.) 

6 In the multiple d.o.f, case the position and velocity feedback gain matrices are 
position dependent in order to achieve constant stiffness and damping matrices 
in the operational space. 



Force Control: A Bird's Eye View 7 

This is because the bandwidth is mainly limited due to system imperfec- 
tions such as backlash, flexibility, actuator saturation, nonlinear friction, etc., 
which are independent of the control law. As a result: 

Statement  2.3. The apparent adw~ntage of impedance control over pure force 
is its freedom to regulate impedance. However, this freedom can only be 
exercised within a limited bandwidth. 

In order to evaluate the robustness of a force controller, one should study: 
(i) its capability to reject force disturbances, e.g. due to imperfect cancella- 
tion of the robot dynamics (cfr..Sect. 2.3); (ii) its capability to reject too- 
tion disturbances, e.g. due to motion or misalignment of the environment 
(cfl'. Sect. 2.1); (iii) its behaviour out of contact and at impact (this is ira- 
portant  for the transition phase, or approach phase, between motion in free 
space and motion in contact). 

Statement  2.4. The capability to reject force disturbances is proportional to 
the contact compliance. 

Statement  2.5. The capability to reject motion disturbances is proportional 
to the contact compliance. 

Statement 2.6. The force overshoot at impact is proportional to the contact 
stiffness. 

A larger approach speed can be allowed if the environment is more compliant. 
Then, combining Statements 2.5 and 2.6: 

Statement  2.7. For a given uncertainty in the task geometry a larger task 
execution speed can be allowed if the environment is more compliant. 

Statement  2.8. The capability to reject force disturbances is larger in the 
inner/outer  implementations. 

This is explained in Sect. 2.3 
When controlling motion in free space, the use of a dynamic model of the 

robot is especially useful when moving at high speeds. At very low speeds, 
traditional joint PID controllers perform better, because they can better  deal 
with nonlinear friction. Now, the ,speed of motion in contact is often limited 
due to the nature of the task. Hence: 

Statement  2.9. In case of a compliant environment, the performance of in- 
ner /outer  control is better than or equal to direct force control. 

However, due to the small signal to noise ratios and resolution problems 
of position and velocity sensors at very low speeds: 

Statement  2.i0. The capability to establish stable contact with a hard en- 
vironment is better  for direct force control than for inner/outer  control. (A 
low-pass filter should be used in the loop.) 
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3.  M u l t i - D e g r e e - o f - F r e e d o m  F o r c e  C o n t r o l  

All concepts discussed in the previous section generalize to the multi-degree- 
of-freedom case. However, this generalization is not always straightforward. 
This section describes the fundamental physical differences between the one- 
dimensional and multi-dimensional cases, which every force control algorithm 
should take into account. As before, most facts are stated without proofs. 

3.1 G e o m e t r i c  P r o p e r t i e s  

(The necessary background for this section can be found in [14] and references 
therein.) The first major distinctions are between joint space and Cartesian 
space (or "operational space"): 

Statement 3.1. Joint space and Cartesian space models are equivalent coor- 
dinate representations of the same physical reality. However, the equivalence 
breaks down at the robot 's singularities. 

(This text uses the term "configuration space" if joint space or Cartesian 
space is meant.) 

Statement 3.2 (Kinematic coupling). Changing position, velocity, force, 
torque, . . .  in one degree of freedom in joint space induces changes in all 
degrees of freedom in Cartesian space, and vice versa. 

The majori ty of publications use linear algebra (vectors and matrices) to 
model a constrained robot, as well as to describe controllers and prove their 
properties. This often results in neglecting that: 

Statement 3.3. The geometry of operational space is not that  of a vector 
space. 

The fundamental reason is that  rotations do not commute, either with other 
rotations or with translations. Also, there is not a set of globally valid coor- 
dinates to represent orientation of a rigid body whose time derivative gives 
the body's  instantaneous angular velocity. 

Statement 3.4. Differences and magnitudes of rigid body positions, velocities 
and forces are not uniquely defined; neither are the "shortest paths" between 
two configurations. Hence, position, velocity and force errors are not uniquely 
determined by subtracting the coordinate vectors of desired and measured 
position, velocity and force. 

Statement 3.3 is well-known, in the sense that  the literature (often implic- 
itly) uses two different Jacobian matrices for a general robot: the first is the 
matr ix of partial derivatives (with respect to the joint angles) of the forward 
position kinematics of the robot; in the second, every column represents the 
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instantaneous velocity of the end-effector due to a unit velocity at the corre- 
sponding joint and zero velocities at the other joints. Both Jacobians differ. 
But force control papers almost always choose one of both, without explicitly 
mentioning which one, and using the same notation "J."  

Statement 3.4 is much less known. It implies that the basic concepts of 
velocity and/or  force errors are not as trivial as one might think at first sight: 
if the desired and actual position of the robot differ, velocity and force errors 
involve the comparison of quantities at different configurations of the sys- 
tem. Since the system model is nol; a vector space, this comparison requires a 
definition of how to "transport" quantities defined at different configurations 
to the same configuration in order to be compared. This is called identifica- 
tion of the force and velocity spaces at different configurations. A practical 
consequence of Statement 3.4 is that these errors are different if different co- 
ordinate representations are chosen. However, this usually has no significant 
influence in practice, since a good controller succeeds in making these errors 
small, and hence also the mentioned differences among different coordinate 
representations. 

3.2 C o n s t r a i n e d  R o b o t  M o t i o n  

The difference between controlling a robot in free space and a robot in contact 
with the environment is due to the constraints that  the environment imposes 
on the robot. Hence, the large body of theories and results in constrained 
systems in principle applies to force-controlled robots. Roughly speaking, 
the difference among the major force control approaches is their (implicit, 
default) constraint model: 

Statement 3. 5. Hybrid/Paral lel  control works with geometric constraints. 
Impedance control works with dynamic constraints. 

Geometric ("holonomic") constraints are constraints on the configuration of 
the robot. In principle, they allow us to eliminate a number of degrees of 
fl'eedom from the system, and hence to work with a lower-dimensional con- 
troller. ("In principle" is usually not exactly the same as "in prac t ice" . . . )  
Geometric constraints are the conceptual model of infinitely stiff constraints. 

Dynamic constraints are relationships among the configuration variables, 
their time derivatives and the constraint forces. Dynamic constraints repre- 
sent compliant/damped/inertial interactions. They do not allow us to work 
in a lower-dimensional configuration space. An exact dynamic model of the 
robot /environment  interaction is dii~icult to obtain in practice, especially if 
the contact between robot and environment changes continuously. 

Most theoretical papers on modeling (and control) of constrained robots 
use a Lagrangian approach: the constrained system's dynamics are described 
by a Lagrangian function (combining kinetic and potential energy) with ex- 
ternal inputs (joint torques, contact forces, friction, . . .  ). The contact forces 
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can theoretically be found via d'Alembert's principle, using Lagrangian mul- 
tipliers. In this context it is good to know that: 

Statement 3.6. Lagrange multipliers are well-defined for all systems with con- 
straints that are linear in the velocities; constraints that are non-linear in the 
velocities give problems [4]; 

and 

Statement 3.7. (Geometric) contact constraints are linear in the velocities. 

The above-mentioned Lagrange-d'Alembert models have practical problems 
when the geometry and/or  dynamics of the interaction robot-environment 
are not accurately known. 

3.3 M u l t i - D i m e n s i o n a l  Fo rce  C o n t r o l  C o n c e p t s  

The major implication of Statement 3.4 for robot force control is that there 
is no natural way to identify the spaces of positions (and orientations), veloc- 
ities, and forces. It seems mere common sense that quantities of completely 
different nature cannot simply be added, but nevertheless: 

Statement 3.8. Every force control law adds position, velocity and/or  force 
errors together in some way or another, and uses the result to generate set- 
points for the joint actuators. 

The way errors of different physical nature are combined forms the basic 
distinction among the three major force control approaches: 

1. H y b r i d  con t ro l .  This approach [13, 16] idealizes any interaction with 
the environment as geometric constraints. Hence, a number of motion 
degrees of freedom ("velocity-controlled directions") are eliminated, and 
replaced by "force-controlled directions." This means that a hybrid force 
controller selects n position or velocity components and 6 - n force com- 
ponents, subtracts the measured values from the desired values in the 
lower-dimensional motion and force subspaces, multiplies with a weight- 
ing factor ("dynamic control gains") and finally adds the results from 
the two subspaces. Hence, hybrid control makes a conceptual difference 
between (i) taking into account the geometry of the constraint, and (ii) 
determining the dynamics of the controls in the motion and force sub- 
spaces. 

2. I m p e d a n c e / A d m i t t a n c e  con t ro l .  This approach does not distinguish 
between constraint geometry and control dynamics: it weighs the (com- 
plete) contributions from contact force errors or positions and velocities 
errors, respectively, with user-defined (hence arbitrary) weighting matri- 
ces. These (shall) have the physical dimensions of impedance or admit- 
tance: stiffness, damping, inertia, or their inverses. 
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3. Pa r a l l e l  con t ro l .  This approach combines some advantages of both 
other methods: it keeps the geometric constraint approach as model 
paradigm to think about environment interaction (and to specify the 
desired behavior of the constrained system), but it weighs the complete 
contributions from position, velocity and/or  force errors in a user-defined 
(hence arbitrary) way, giving priority to force errors. The motivation be- 
hind this approach is to increase the robustness; Section 4. gives more 
details. 

In summary, all three methods do exactly the same thing (as they should 
do). They only differ in (i) the motion constraint paradigm, (ii) the place in 
the control loop where the gains are applied, and (iii) which (partial) control 
gains are by default set to one or zero. "Partial control gains" refers to the 
fact that  control errors are multiplied by control gains in different stages, 
e.g. at the sensing stage, the stage of combining errors from different sources, 
or the transformation from joint position/velocity/force set-points into joint 
torques/currents/voltages.  

Invariance under coordinate changes is a desirable property of any con- 
troller. It means that the dynamic behavior of the controlled system (i.e. a 
robot in contact with its environment) is not changed if one changes (i) the 
reference frame(s) in which the control law is expressed, and (ii) the physical 
units (e.g. changing centimeters in inches changes the moment component 
of a generalized force differently than the linear force component). Making a 
force control law invariant is not very difficult: 

Statement 3.9. The weighting matrices used in all three force control ap- 
proaches represent the geometric concept of a metric on the configuration 
space. A metric allows to measure distances, to transport  vectors over con- 
figuration spaces that are not vector spaces, and to determine shortest paths 
in configuration space. A metric is the standard geometric way to identify 
different spaces, i.e. motions, velocities, forces. The coordinate expressions of 
a metric transform according to well-known formulas. Applying these trans- 
formation formulas is sufficient to make a force control law invariant. 

3.4 Task  Spec i f i ca t i on  a n d  C o n t r o l  Des ign  

As in any control application, a force controller has many complementary 
faces. The following paragraphs describe only those aspects which are par- 
ticular to force control: 

1. M o d e l  p a r a d i g m .  The major paradigms (Hybrid, Impedance, Parallel) 
all make several (implicit) assumptions, and hence it is not advisable to 
t ransport  a force control law blindly from one robot system to another. 
Force controllers are more sensitive than motion controllers to the system 
they work with, because the interaction with a changing environment is 
much more difficult to model and identify correctly than the dynamic and 
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kinematic model of the robot itself, especially in the multiple degree-of- 
freedom case. 

2. C h o i c e  o f  c o o r d i n a t e s .  This is not much of a problem for free-space 
motion, but it does become an important topic if the robot has to con- 
trol several contacts in parallel on the same manipulated object. For 
multiple degree-of-freedom systems, it is not straightforward to describe 
the contact kinematics and/or  dynamics at each separate contact on the 
one hand, and the resulting kinematics and dynamics of the robot 's end- 
point on the other hand. Again, this problem increases when the contacts 
are time-varying and the environment is (partially) unknown. See [3] for 
kinematic models of multiple contacts in parallel. 

3. Task  spec i f i ca t ion .  In addition to the physical constraints imposed by 
the interaction with the environment, the user must specify his own extra 
constraints on the robot 's behavior. In the Hybrid/Parailel  paradigms, 
the task specification is "geometric": the user must define the natural 
constraints (which degrees of freedom are "force-controlled" and which 
are "velocity controlled") and the artificial constraints (the control set- 
points in all degrees of freedom). The Impedance/Admit tance paradigm 
requires a "dynamic" specification, i.e. a set of impedances/admittances.  
This is a more indirect specification method, since the real behavior of 
the robot depends on how these specified impedances interact with the 
environment. In practice, there is little difference between the task speci- 
fication in both paradigms: where the user expects motion constraints, he 
specifies a more compliant behavior; where no constraints are expected, 
the robot can react stiffer. 

4. F e e d f o r w a r d  ca lcu la t ion .  The ideal case of perfect knowledge is the 
only way to make all errors zero: the models with which the force con- 
troller works provide perfect knowledge of the future, and hence perfect 
feedforward signals can be calculated. Of course, a general contact sit- 
uation is far from completely predictable, not only quantitatively, but, 
which is worse, also qualitatively: the contact configuration can change 
abruptly, or be of a different type than expected. This case is again not 
exceptional, but by definition rather standard for force-controlled systems 
with multiple degrees of freedom. 

5. On- l lne  a d a p t a t i o n .  Coping with the above-mentioned quantitative 
and qualitative changes is a major and actual challenge for force control 
research. Section 4. discusses this topic in some more detail. 

6. F e e d b a c k  ca l cu la t ion .  Every force controller wants to make (a com- 
bination of) motion, velocity and/or  force errors "as small as possible." 
The different control paradigms differ in what combinations they empha- 
size. Anyway, the goal of feedback control is to dissipate the "energy" in 
the error flmction. Force control is more sensitive than free-space mo- 
tion control since, due to the contacts, this energy can change drastically 
under small motions of the robot. 
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The design of a force controller involves the choice of the arbitrary weights 
among all input variables, and the arbitrary gains to the output variables, 
in such a way that  the following (conflicting) control design goals are met: 
stability, bandwidth, accuracy, robustness. The performance of a controller 
is difficult to prove, and as should be clear from the previous sections, any 
such proof depends heavily on the model paradigm. 

4.  R o b u s t  a n d  A d a p t i v e  F o r c e  C o n t r o l  

Robustness of a controller is its capability to keep controlling the system 
(albeit with degraded performance), even when confronted with quantitative 
and qualitative model errors. Model errors can be geometric or dynamic, as 
described in the following subsections. 

4.1 G e o m e t r i c  E r r o r s  

As explained in Sect. 2.1 geometric errors in the contact model result in 
motion in the force controlled directions, and contact forces in the position 
controlled directions. Statements 2.4-2.8 in Sect. 2.4 already dealt with ro- 
bustness issues in this respect. 

The Impedance/Admit tance paradigm starts with this robustness issue as 
primary motivation; Hybrid controllers should be made robust explicitly. If 
this is the case Hybrid controllers perform better  than Impedance controllers. 
For example: 

1. M a k i n g  c o n t a c t  w i t h  an  u n k n o w n  sur face .  Impedance control is 
designed to be robust against this uncertainty, i.e. the impact force will 
remain limited. A Hybrid controller could work with two different con- 
straint models, one for free space motion and one for impact transition. 
Alternatively, one could use only the model describing the robot in con- 
tact, and make sure the controller is robust against the fact that initially 
the expected contact force does not yet exist. In this case the advan- 
tage of the Hybrid controller over the hnpedance controller is that,  after 
impact, the contact force can be regulated accurately. 

2. M o v i n g  a long  a su r f ace  w i t h  u n k n o w n  o r i e n t a t i o n .  Again, Im- 
pedance control is designed to be robust against this uncertainty in tile 
contact model; Hybrid control uses a more explicit contact model (higher 
in the above-mentioned hierarchy) to describe the geometry of the con- 
straint, but the controller should be able to cope with forces in "velocity- 
controlled directions" and motions in the "force-controlled directions." If 
so, contact force regulation will be more accurate in the Hybrid control 
case. 

Hence, Hybrid control and Impedance control are complementary, and: 
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Statement  4.1. The purpose of combining Hybrid Control and Impedance 
Control, such as in Hybrid impedance control or Parallel control, is to improve 
robustness. 

Another way to improve robustness is to adapt on-line the geometric models 
that determine the paradigm in which the controller works. Compared to the 
"pure" force control research, on-line adaptation has received little attention 
in the literature, despite its importance. 

The goal is to make a local model of the contact geometry, i.e. roughly 
speaking, to estimate (i) the tangent planes at each of the individual contacts, 
and (ii) the type of each contact (vertex-face, edge-edge, etc.). Most papers 
limit their presentation to the simplest cases of single, vertex-face contacts; 
the on-line adaptation then simplifies to nothing more than the estimation 
of the axis of the measured contact force. The most general case (multi- 
ple time-varying contact configurations) is treated in [3]. The theory covers 
all possible cases (with contacts that fall within the "geometric constraints" 
class of the Hybrid paradigm!). In practice the estimation or identification 
of uncertainties in the geometric contact models often requires "active sens- 
ing": the motion of the manipulated object resulting from the nominal task 
specification does not persistently excite all uncertainties and hence extra 
identification subtasks have to be superimposed on the nominal task. Adap- 
tive control based on an explicit contact model has a potential danger in the 
sense that  interpreting the measurements in the wrong model type leads to 
undesired behavior; it only increases the robustness if the controller is able 
to (i) recognize (robustly!) transitions between different contact types, and 
(ii) reason about the probability of different contact hypotheses. Especially 
this last type of "intelligence" is currently beyond the state of the art, as well 
as completely automatic active sensing procedures. 

4.2 D y n a m i c s  E r r o r s  

Most force control approaches assume that the robot dynamics are perfectly 
known and can be conquered exactly by servo control. In practice, however, 
uncertainties exist. This motivates the use of either robust control or model 
based control to improve force control accuracy. 

Robust control [6] involves a simple control law, which treats the robot 
dynamics as a disturbance. However, right now robust control can only ensure 
stability in the sense of uniformly ultimate boundedness, not asymptotic 
stability. 

On the other hand, model-based control is used to achieve asymptotic 
stability. Briefly speaking, model-based control can be classified into two cat- 
egories: linearization via nonlinear feedback [20, 21] and passivity-based con- 
trol [2, 19, 23]. Linearization approaches usually have two calculation steps. 
In the first step, a nonlinear mapping is designed so that  an equivalent linear 
system is formed by connecting this mapping to the robot dynamics. In the 
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second step, linear control theory is applied to the overall system. Most lin- 
earization approaches assume that the robot dynamics are perfectly known so 
that nonlinear feedback can be applied to cancel the robot dynamics. Nonlin- 
ear feedback linearization approaches can be used to carry out a robustness 
analysis against parameter uncertainty, as in [20], but they cannot deal with 
parameter adaptation. 

Parameter adaptation can be addressed by passivity-based approaches. 
These are developed using the inherent passivity between robot joint veloc- 
ities and joint torques [2]. Most model-based control approaches are using a 
Lagrangian robot model, which is computationally inefficient. This has moti- 
rated the virtual decomposition approach [23], an adaptive Hybrid approach 
based on passivity. In this approach the original system is virtually decom- 
posed into subsystems (rigid links and joints) so that the control problem of 
the complete system is converted into the control problem of each subsystem 
independently, plus the issue of dealing with the dynamic interactions among 
the subsystems. In the control design, only the dynamics of the subsystems 
instead of the dynamics of the complete system are required. Each subsystem 
can be treated independently in view of control design, parameter adapta- 
tion and stability analysis. The approach can accomplish a variety of control 
objectives (position control, internal force control, constraints, and optimiza- 
tions) for generalized high-dimensional robotic systems. Also, it can include 
actuator dynamics, joint flexibility, and has potential to be extended to en- 
vironment dynamics. Each dynamic parameter can be adjusted within il:s 
lower and upper bounds independently. Asymptotic stability of the complete 
system is guaranteed in the sense of Lyapunov. 

5. F u t u r e  R e s e a r c h  

Most of the "low-level" (i.e. set-point) force control performance goals are 
met in a satisfactory way: many people have succeeded in making stable and 
accurate force controllers, with acceptable bandwidth. However, force control 
remains a challenging research area. 

A unified theoretical framework is still lacking, describing the different 
control paradigms as special limit cases of a general theory. This area is slowly 
but steadily progressing, by looking at force control as a specific example of 
a nonlinear mechanical system to which differential-geometric concepts and 
tools can be applied. Singular perturbation is another nonlinear control con- 
cept that might be useful to bridge the gap between geometric and dynamic 
constraints. 

Robustness means different things to different people. Hence, refinement 
of the robustness concept (similar to what happened with the stability con- 
cept) is another worthwhile theoretical challenge. 
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From a more practical point of view, future research should produce 
systems with improved intermediate and high-level performance and user- 
friendliness: 

1. I n t e r m e d i a t e - l e v e l  p e r f o r m a n c e .  This is the control level at which 
system models are given, which however have to be adapted on line in 
order to compensate for quantitative errors. Further progress is needed on 
how to identify the errors both in the geometric and dynamic robot and 
environment models (and how to compensate for them), and especially 
on how to integrate geometric and dynamic adaptation. 

2. High-level performance. This level is (too) slowly getting more atten- 
tion. It should make a force-controlled system robust against unmodeled 
events, using "intelligent" force/motion signal processing and reasoning 
tools to decide (semi)autonomously and robustly when to perform control 
model switches, when to re-plan (parts of) the user-specified task, when 
to add active sensing, etc. The required intelligence could be model-based 
or not (e.g. neural networks, etc.). 

3. User-friendliness. Current task specification tools are not really worth 
that name since they are rather control-oriented and not application- 
oriented. Force control systems should be able to use domain-specific 
knowledge bases, allowing the user to concentrate on the semantics of his 
tasks and not on how they are to be executed by the control system: the 
model and sensor information needed to execute the task is extracted 
automatically from knowledge and data bases, and vice versa. How to 
optimize the human interaction with an intelligent high-level force con- 
troller is another open question. 

All these developments have strong parallels in other robotic systems under, 
for example, ultrasonic and/or visual guidance. Whether force-controlled sys- 
tems (or sensor-based systems in general) will ever be used outside of aca- 
demic or strictly controlled industrial environments will be determined in the 
first place by the progress achieved in these higher-level control challenges, 
more than by simply continuing the last two decades' research on low-level 
control aspects. 
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Multirobots and Cooperative Systems 
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Multiple robots executing a task on an object form a complex mechanical 
system that  has been a target of enthusiastic research in the field of robotics 
and control for a decade. The chapter presents the state of the art of mul- 
t irobots and cooperative systems and discusses control issues related to the 
topic. Kinematics and dynamics of the system is to clarify a framework for 
control and will give an answer to the question: what is the cooperation of 
the multiple robots? Different control schemes such as hybrid position/force 
control, load-sharing control, etc., may be designed in the framework. The 
chapter presents and discusses those control schemes, and briefs examples of 
real systems that  are being studied in the author's laboratory. The examples 
include a couple of advanced systems such as a robot with two flexible-arms 
and a system consisting of many simple cooperative robots. 

1. I n t r o d u c t i o n  

In the early 1970's, not late after the emergence of robotics technologies, mul- 
t irobots and cooperative systems began to be interested in by some robotics 
researchers. Examples of their research include that by Pujii and Kurono [4], 
Nakano et al. [12], and Takase et al. [16]. Those pieces of work discussed 
important  key issues in the control of multirobots and cooperative systems, 
such as master/slave control, force/compliance control, and task space con- 
trol. Nakano et al. [12] proposed master/slave force control for the coordina- 
tion of the two robots to carry an object cooperatively. They pointed out the 
necessity of force control for the cooperation. Fujii and Kurono's proposal 
in [4], on the other hand, is compliance control for the coordination; they 
defined a task vector with respect to the object frame and controlled the 
compliance expressed in the frame. Interesting features in the work by Fujii 
and Kurono [4] and also by Takase et al. [16], by the way, are that both of the 
work implemented force/compliance control without using any force/torque 
sensors; they exploited the back-drivability of the actuators. The importance 
of this technique in practical applications, however, was not recognized at 
that time. More complicated techniques to use precise force/torque sensors 
lured people in robotics. 

In the 1980's, with growing research in robotics, research on the multi- 
robots and cooperative systems attracted more researchers [7]. Definition of 
task vectors with respect to the object to be handled [3], dynamics and con- 
trol of the closed-loop system formed by the multiple robots and the object 
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[10, 17], and force control issues such as hybrid position/force control [5, 22] 
were explored. Through the research work, strong theoretical background for 
the control of the multirobots and cooperative systems is being formed, as is 
described below, and giving basis for research on more advanced topics. 

How to parameterize the constraint forces/moments on the object, based 
on the dynamic model for the closed-loop system, is an important issue to 
be studied; the parameterization gives a task vector for the control and, 
hence, an answer to one of the most frequently asked questions in the field of 
multirobots and cooperative systems, that is, how to control simultaneously 
the trajectory of the object, the contact forces/moments on the object, the 
load sharing among the robots, and even the external forces/moments on the 
object. 

Many researchers have challenged solving the problem; force/moment de- 
composition may be a key to solving the problem and has been studied by 
Uchiyama and Dauchez [19, 20], Walker et al. [29], and Bonitz and Hsia 
[1]. Parameterization of the internal forces/moments on the object to be 
intuitively understood is important. Williams and Khatib have given a solu- 
tion to this [31]. Cooperative control schemes based on the parameterization 
are then designed; they include hybrid control of position/motion and forces 
[19, 20], [30, 13], and impedance control [8]. 

Load sharing among the robots is also an interesting issue on which many 
papers have been published [18, 26, 23, 21, 27, 28]. The load sharing is for 
optimal distribution of the load among the robots. Also, it may be exploited 
for robust holding of the object when the object is held by the robots without 
being grasped rigidly. In both cases, anyhow, it becomes a problem of opti- 
mization and can be solved by either heuristic methods [26] or mathematical 
methods [23, 21]. 

Recent research is focused on more advanced topics such as handling of 
flexible objects [34, 15, 33, 14] and cooperative control of flexible robots 
[6, 32]. Once modeling and control problem is solved, the flexible robot is a 
robot with many merits [25]: it is light-weight, compliant, and hence safe, etc. 
The topics of recent days also include slip detection and compensation in non- 
grasped manipulation [11], elaboration of kinematics for more sophisticated 
tasks [2], and decentralized control [9]. 

Another important issue that should be studied, by the way, is practical 
implementation of the proposed schemes. Prom practical points of view, so- 
phisticated equipments such as force/torque sensors had better be avoided 
because they make the system complicated and, hence, unreliable and more 
expensive. Rebirth of the early method by ~51jii and Kurono [4] should be 
attractive for people in industry. Hybrid position/force control without using 
any force/torque sensors but using the motor currents only is being success- 
fully implemented in [24]. 

The rest of this chapter is organized as follows: In Sect. 2. dynamics for- 
mulation of closed-loop systems consisting of multiple robots and an object 
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is presented. In Sect. 3. the constraint forces/moments on the object derived 
in Sect. 2. are elaborated; they are parameterized by external and internal 
forces/moments. In Sect. 4. a hybrid position/force control scheme that  is 
based on the results in the previous section, is presented, before load-sharing 
control being discussed. Advanced topics in Sect. 5. are mainly those of re- 
search in the author's laboratory. This chapter is concluded in Sect. 6. 

2. D y n a m i c s  o f  M u l t i r o b o t s  a n d  C o o p e r a t i v e  S y s t e m s  

Consider the situation depicted in Fig. 2.1 where two robots hold a single 
object. The robots and the object form a closed kinematic chain and, there- 
fore, equations of motion for the system is easily obtained. A point here is 
that  the system is an over-actual;ed system where the number of actuators 
to drive the system is more than the number of degrees of freedom of the 
system. Therefore, how to deal with the constraint forces/moments acting on 
the system becomes crucial. Here, we formulate those as the forces/moments 
that the robots impart to the object. 

F~ Fh2 % 

x , _ , ~ . ~  Ym ~ " / ~ ' " ~ -  ,, xh+/_.,</f'~J" 

Zhl h J / Zh2 
Nhl ~r J. . 

l~a gh 2 

Fig. 2.1. Two robots holding an object 

A model for the analysis that we introduce here is a lumped-mass model 
and a concept of virtual stick. Tile virtual stick concept was originally pre- 
sented in kinematics formulation [19, 20]. The object is modeled as a point 
with mass and moment of inertia, and the two robots holds the point through 
the virtual sticks. The point has tlhe same mass and moment of inertia as the 
object and is located on the center of mass. The model is illustrated in Fig. 2.2 
with definitions of the fi'ames Z~ and Z~ (i = 1, 2) that will be used later in 
this chapter. With this modeling the formulation becomes straightforward. 
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Fig. 2.2. A lumped-mass model with virtual sticks 

Let denote the forces and moments at the point acting on the object 
through the robot i as f~, then, the forces and moments reacting on the 
robot through the object is -fi, and the equations of motion of the robot i 
is given by 

Mi (Oi) Oi + Gi(Oi, Oi) = Ti + jT (Oi) (--f i) (2.1) 

where Oi is a vector of the joint variables, T~ is a vector of the joint torques or 
forces, ii(O~) is an inertia matrix, Gi(Oi, Oi) represents the joint torques or 
forces due to the centrifugal, Coriolis, gravity, and friction torques or forces 
at the joints. J./(Oi) is the Jacobian matrix to transform the velocity of the 
joint variables 0i into the velocity of the frame ~i at the tip of the virtual 
stick. 

Another factor to influence the dynamics of the system is that of the 
object which in this case is obtained as one for a rigid body. Supposing the 
position and orientation of the object be represented by a vector p~, we have 
the following equation of motion: 

Mo ((b)~5~ + Go(C~,~)) = f l  + f2 (2.2) 

where 4, is a vector to represent orientation angles of the object, Mo(¢)  is an 
inertia matrix of the object, and Go(qb, ~b) represents nonlinear components 
of the inertial forces such as gravity, centrifugal, and Coriolis forces. 

The geonletrical constraints imposed on the system come from the fact 
that the two robots hold the object. Denote the position and orientation of 
the object calculated from the joint variables of the robot i as Pi, and suppose 
that the vector is given by 

Pi = H i  (0i). (2.3) 

Since the object is rigid, the constraints are represented by 

Pa = H1 (81) : H2 (82). (2.4) 
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Now, we have a set of fundamental equations to describe the dynamics of 
the closed-loop system, that consists of the differential equations (2.1) and 
(2.2) to describe the dynamics of the robots and the object, respectively, and 
the algebraic equation (2.4) to represent the constraint condition. 

The system of equations forms a singular system and the solution is ob- 
tained as follows [10]: The differential equations (2.1) and (2.2) are written 
by one equation as 

M (q) gl + G (q,/ /)  = v + j T  (q) X (2.5) 

where M(q) is the inertia matrix of the whole system, G(q,//) represents 
the nonlinear components of the whole system, q is a vector of generalized 
coordinates that consist of the joint variables of the robots and the position 
and orientation of the object, "1" represents the generalized forces, and J(q) is 
a Jacobian matrix. X represents constraint forces/moments. The constraint 
condition (2.4) is written in a compact form as 

H (q) = 0. (2.6) 

Combining Eqs. (2.5) and (2.6), we have 

It is noted that the matrix in the left-hand side of the equation is singular 
and hence direct integration of F',q. (2.7) is impossible, of course. 

The solution of Eq. (2.7) is obtained after the reduction transformation 
as follows [10]: Differentiating the constraint condition twice w.r.t, time, we 
have 

(q) = jr (q)/1 + ) ( q ) / / =  0. (2.8) 

Since M(q) in Eq. (2.5) is positive definite, its inverse exists and we have 

/~ = M (q) - i  {7- + jT  (q) X-G(q , / / ) } .  (2.9) 

Substituting Eq. (2.9) into Eq. (2.8), we have 

J (q) M (q)- I  jT  (q))t = g (q) [M (q) - i  {G (q,//) - 7"}] - ,jr (q)//. 

(2.10) 

Therefore, 

)~ = { J (q) M (q)-i ,IT (q) }-1 { J ( q ) [ M  (q) - i  {G ( q , / / ) - 7 " } ] - )  (q ) / /} .  

(2.11) 
From Eqs. (2.9) and (2.11), we obtain q and X, that is the solution for a 
given 7". 
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3. D e r i v a t i o n  of  Task  V e c t o r s  

The task vector consists of a set of variables that  is convenient for describing 
a given task. A set of Cartesian coordinates in the workspace forms a task 
vector for a task of carrying an object in the workspace, for example. For 
more complicated tasks that  include constrained motion, it has to be defined 
not only as posit ion/orientat ion of the object but also as forces/moments  
acting on the object. In this section, we derive task vectors to describe a task 
to be executed by multirobots and cooperative systems. 

The constraint forces/moments  f~ are those applied to the object by the 
robot i and are obtained from Eq. (2.11) when the joint torques or forces 
~-~ are given. Since f i  is 6-dimensional, the forces/moments  applied to the 
object by the two robots are altogether 12-dimensional, six of which are for 
driving the object,  and the rest of which do not contribute to the motion 
of the object but yield internal forces/moments  on the object. Noting this 
intuition, we derive the task vector for the cooperating two robots [19, 20, 18]. 

3.1 E x t e r n a l  and I n t e r n a l  F o r c e s / M o m e n t s  

First, the external forces/moments  on the object are defined as those to drive 
the object.  Tha t  is, 

fa = ~1 + f 2  

= [ x0 i6 ] [  sT 
= W A  (3.1) 

where W is a 6 x 12 matr ix  with range of 6-dimension and null space of 
6-dimension. I~  is the unit matr ix  of n-dimension. This relation is shown in 
Fig. 3.1 (a). A solution ,k for a given fa is 

,k = W + f a  + (112 - W + W )  z 

= w ÷ f o + [  I6 -I~ l~f~ 
= W+f ,~  + Y f r  (3.2) 

where W + is the Moore-Penrose inverse of W given by 

16 ' 

and z is an arbi t rary vector of 12-dimension. The second te rm of the 
right hand side of Eq. (3.2) represents the null space of W ,  and V rep- 
resents its bases by which the vector f r  is represented. The relation is 
shown in Fig. 3.1 (b). It is apparent  when viewing V that  f~ represents 
forces/moments  being applied by the two robots in opposite directions. We 
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call the forces/moments represented by f~ internal forces/moments. Solving 
Eq. (3.2) for f~  and f~, we have 

f~ = f l  + f2 (3.4) 

1 
f r  = ~ ( f l  - f ~ ) .  (3.5) 

Constraint forces/moments 
vector space 

W 
External forces/moments 

R 12 

(a) Extemal forces/moments 

Constraint forces/moments 
vector space 

~6 
~ t  

e s / m o m e n t s  

z e  

h R 6 

(b) Internal forces/moments 

Fig. 3.1. External and internal forces/moments 

3.2 E x t e r n a l  a n d  I n t e r n a l  Veloc i t i es  

The velocities corresponding to t!he external and internal forces/moments are 
derived using the principle of virtual work, as follows: 

1 
s~ = ~ (sl + s2) (3.6) 

A s r  = s l  -- s2  (3.7) 
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where Sa, Asr,  81 and s2 are velocity vectors corresponding to f a ,  f~, f l  
and f2 ,  respectively. The velocities sa, sl and s2 are those of Sa, S~ and S2 
in Fig. 2.2, respectively. 

3.3 E x t e r n a l  and  I n t e r n a l  P o s i t i o n s / O r i e n t a t i o n s  

The positions/orientations corresponding to the external and internal forces/ 
moments are derived by integrating the relation in Eqs. (3.6) and (3.7), as 
follows: 

1 
Pa = ~ (Pl -[-P2) (3.8) 

Ap~ = p~ -- P2 (3.9) 

where p,~, Ap~., Pl and P2 are position/orientation vectors corresponding to 
sa, s~, sl and s2, respectively. The positions/orientations Pa, Pl and p~ are 
those of Sa, $1 and S~ in Fig. 2.2, respectively. 

An alternative way of representing the positions/orientations is to use the 
homogeneous transformation matrix [18]: The positions and orientations of 
the frames S~ S~ in Fig. 2.2 is represented by 

1 H i  = 0 0 0 1 " 

Corresponding to the positions/orientations Pa and Ap~, the homogeneous 
transformation matrix to represent the position/orientation of the frame Ea: 

H a  = 0 0 0 1 

and the vectors Axe, Al2r to represent the small (virtual) deformation of 
the object are derived as follows: 

1 
na = ~ (nl  + n2) (3.12) 

1 
o~ = ~ (Ol + 02) (3.13) 

1 
aa = ~ (al  + a2) (3.14) 

1 
xa = ~ (xx + x2) (3.15) 

Axr  = x l  - x~ (3.16) 

AI-2T = ~ (n2 x n l  + o~ x ol + a2 x a l ) .  (3.17) 
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4. C o o p e r a t i v e  C o n t r o l  
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In the previous section we have seen that the task vectors for the cooperat- 
ing two robots are the external and internal forces/moments, velocities, and 
positions/orientations. The internM positions/orientations are constrained in 
the task of carrying a rigidly held object. Therefore, a certain force-related 
control scheme should be applied to the cooperative control. 

There have been proposed various schemes regarding the force-related 
control. They include compliance control [4], hybrid control of position/mo- 
tion and force [5, 22, 19, 20, 30, 13], and impedance control [8]. Any of those 
control schemes will be successfully applied to the cooperative control if the 
task vector is properly chosen. For those systems that this chapter deals with 
and in which constraint conditions are clearly stated, however, hybrid posi- 
tion/force control will be most suitably used. Section 4.1, therefore, describes 
the hybrid position/force control [19, 20]. 

Load sharing is also an important issue to be addressed in the cooperative 
control. The problem is how to distribute the load to each robot; a strong 
robot may share the load more than a weak one, for instance. This is possible 
because the cooperative system has redundant actuators; if the system has 
only sufficient number of actuators for supporting the load, no optimization 
of load distribution is possible. Section 4.2 elaborates this problem according 
to our previous work [18, 26, 23, 21]. Also, it should be noted that the work 
by Unseren [27, 28] is more comprehensive. 

4.1 Hybrid Position/Force C o n t r o l  

Using the equations derived in Sect. 3. the task vectors for the hybrid posi- 
tion/force control are defined as 

z = ]7 (4.1) 

T AsZ ]T (4.2) U = [ 8  a 

h =  [ K K (4.3) 
where z, u, and h are the task position, velocity, and force vectors, respec- 
tively. The organization of the control scheme is shown in Fig. 4.1, diagram- 
matically. The suffixes r, c and m ]represent the reference value, current value 
and control command, respectively. The command vector e~ to the actuators 
of the two robots is calculated by 

er = e~ + e~ (4.4) 

where ez is the command vector for the position control and is calculated by 

ez = K z  J{i Gz (s)  S B ~  ( z r  - Zc) (4.5) 
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and eh is the command vector for the force control and is calculated by 

eh = K h  yTo a h  (S) ( I - -  S)  (h ,  - he) .  (4.6) 

Ba  in Eq. (4.5) is a matrix to transform the errors of orientation angles 
into a rotation vector. Jo is the Jacobian matrix to transform the vector 

= [/)~ /9~]T into the task vector of velocity u. G~(s) and Gh(s)  are oper- 
ator  matrices representing position and force control laws, respectively. The 
matrices K z  and K h  are assumed to be diagonal. Their diagonal elements 
convert velocity and force commands into actuator commands, respectively. 
S is a matr ix to switch the control modes from position to force or vice versa. 
S is diagonal and its diagonal elements take the values of 1 or 0. The ith 
workspace coordinate is position-controlled if the ith diagonal element of S 
is 1, and force-controlled if 0. I is the unit matrix with the same dimension 
as S. 0c and ,kc are vectors of the measured joint-variables and the measured 
forces/moments,  respectively. 

0C 
Zc, I 

h r ~ [ ' 7 ~ - - ~ ~ ~ ~  a I sy s t e rn~ - "  
+ i z x h , - -  , . . . .  , h m t ' U ,  e h 

t c " ~ c l  - ) ~ c  

Fig. 4.1. A hybrid position/force control scheme 

In the above control scheme, without distinguishing a master nor a 
slave, the two robots are controlled cooperatively. It is not necessary to as- 
sign master nor slave modes to each robot. Also, in the control of internal 
forces/moments,  since the references to the external positions/orientations 
are sent to the both robots, the disturbance from the position-control loop to 
the force-control loop is decreased. This enables the above scheme to attain 
more precise force control than the master/slave scheme [22]. 

4.2 L o a d  S h a r i n g  

We can introduce a load-sharing matrix in the framework presented in Sect. 3. 
By replacing the Moore-Penrose inverse in Eq. (3.2) by a generalized inverse, 
we obtain: 

A = W - f a  + Vf'~. (4.7) 
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where 

W -  = [ K T ( I s - K )  T (4.8) 

The matrix K is the load-sharing matrix. We can prove easily that  the non- 
diagonal elements of K only yield vectors in the null space of W ,  that  is, the 
space of internal forces/moments. Therefore, without losing generality, let us 
choose K such that: 

g :: diag [ a~ ] (4.9) 

where we call c~ a load-sharing coefficient. 
Now, the problem we have to deal with is that of how to tune the load 

sharing coefficient a~ to ensure correct manipulation of the object by the 
two robots. To answer this question, we have to notice first that by mixing 
Eqs. (3.2) and (4.7), we obtain: 

L = Y -1 ( w -  - w +) yo + (4.10) 

which, keeping in mind that  only ]'a and A are really existing forces/moments, 
notifies that: 

- f~, f l  r and ai are "artificial" parameters introduced for better understand- 
ing of the manipulation process, and 

- f/~ and ai  are not independent; the concept of internal forces/moments and 
the concept of load sharing are mathematically mixed with each other. 

Therefore, we can conclude that to tune the load sharing coefficients or to 
choose suitable internal forces/moments is strictly equivalent from the math- 
ematical and also from the performance point of view. One of f~, ff~ and ai  
constitute the independent parameters, that are redundant parameters to be 
optimized for load sharing. This is more generally stated in [27, 28]. We have 
proposed to tune the internal forces/moments f~ for simplicity of equations 
and also for consistency with control [23, 21]. 

One interesting problem regarding the load sharing is that of robust hold- 
ing: a problem to determine the forces/moments ~, which the two robots 
apply to the object, in order not to drop it even when disturbing external 
forces/moments are applied. Tasks to illustrate the problem are shown in 
Fig. 4.2. This problem can be solved by tuning the internal forces/moments 
(or the load-sharing coefficients, of course). 

This problem is addressed in i[26], where conditions to keep holding are 
expressed by the forces/moments at the end-effectors, and Eq. (4.7) being 
substituted into the conditions, a set of linear inequalities for both f~ and 
a~ are obtained as: 

Af'~ + Bc~ < c (4.11) 

where A and B are 6 × 6 matrices, c a 6-dimensional vector, and 

Og : [ O~1, Of 2, " ' ' ,  OL 6 ] T  (4.12) 
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Robot 1 Robot 2 

~ ~ Obstacle 

(a) 

Robot 1 Block Robot 2 

(b) 

Fig. 4.2. Tasks of robust holding 

In [26], a solution of c~ for the inequality is obtained, heuristically. The above 
inequality can be transformed into that with respect to f r ,  of course, but 
the parameter  ai  is fitter to such heuristic algorithm because a~ can be 
understood intuitively. 

The same problem may be solved mathematically: introducing an objec- 
tive function to be optimized, we can formulate the problem as that of math- 
ematical programming. For that  purpose, we choose a quadratic function of 
f r  as 

min f T Q f  T (4.13) 

where Q is a 6 × 6 positive definite matrix. The objective function represents 
a kind of energy to be consumed by the joint actuators; the robots consume 
electric energy at the actuators in order to yield the internal forces/moments 
f~. The problem to minimize the objective function under the constraints is 
a quadratic programming problem. A solution can be found in [23, 21]. 

5. R e c e n t  R e s e a r c h  a n d  F u t u r e  D i r e c t i o n s  

Recent research regarding the multirobots and cooperative systems is focused 
on more advanced topics such as handling of flexible objects [34, 15, 33, 
14] and control of multiple flexible-robots [6, 32]. The former enhances the 
capability of manipulation and the latter the robot itself. Both have the same 
dynamic model in the sense that elastic bodies are included in both of the 
closed-loop structures of the cooperative systems. 

The flexible robot is a robot with light weight and structural compliance 
[25]. Due to the compliance, demerits such as positioning errors and struc- 
tural vibrations take place. Nevertheless, merits with it such as light weight, 
compliance, and safety, are worth being paid for by the disadvantages. The 
flexible robot is certainly a robot of future; powerful computational means in 
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the future will make it possible to implement even sophisticated control al- 
gorithms. Kinematics, dynamics and compliance of the flexible robot should 
be studied systematically before the implementation, and exploitation of the 
compliance should be a key to successful implementation. 

The advanced topics of recent days also include slip detection and compen- 
sation in non-grasped manipulation. Cooperating multiple robots experience 
slip when grasps on the object are materialized only by the internal forces 
developed due to each robot. Such manipulations without physical grasps 
have got many constraints like h'iction between a robot's finger-tip and the 
object, and the friction cone defined due to it. A contact-point slip is evident 
if any of the constraints is overlooked. This slip causes not only manipulation 
errors but also a failure of system control. However, if this slip or its effects 
are compensated just after its occurrence, then successful manipulation is 
possible even in an enhanced workspace. The research in the author's labo- 
ratory [11] is regarding on this topic and concentrates on slip detection and 
its compensation for robust holding with using position information of each 
robot only. This kind of control with massive sensory-information will make 
the cooperation robuster and will be a research target in the future. 

Other advanced topics for future research will include elaboration of kine- 
matics for more sophisticated tasks [2] and decentralized control [9]. 

Another important issue that should be studied, by the way, is practical 
implementation of the proposed control schemes. The results regarding the 
cooperative control that the researchers have yielded so far are of value, of 
course, but not being used in indu,~try. Why are they not being used? A reason 
will be that the schemes require ,iophisticated force/torque sensors and spe- 
cial control software that is incompatible to current industrial robots. From 
practical points of view, sophisticated equipments such as force/torque sen- 
sors had better be avoided; they make the system complicated and, hence, 
unreliable and more expensive. Rebirth of the early method by Fujii and 
Kurouo [4] should be attractive for people in industry. To see if this solution 
is feasible, we are implementing the hybrid position/force control scheme in 
Sect. 4.1 by a two-arm robot developed for experimental research on appli- 
cation to shipbuilding work and are yielding successful results [24]. We have 
found a key to this implementation is compensation of the friction at the 
robot joints. 

6. C o n c l u s i o n s  

This chapter has presented a general perspective of the state of the art of mul- 
tirobots and cooperative systems. First, it presented a historical perspective 
and, then, gave fundamentals of the kinematics, statics, and dynamics of such 
systems. Definition of task vectors highlighted the results and gave a basis 
on which cooperative control schemes such as hybrid position/force control, 
load-sharing control, etc. were designed systematically. Then, it presented 
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application of the load-sharing control to robust holding. It also presented a 
couple of advanced topics of recent days and future directions of research; the 
topics include cooperative control of multiple flexible-robots, robust holding 
with slip detection, and practical implementation of the hybrid position/force 
control without using any force/torque sensors but with exploiting the motor 
currents. In concluding this chapter, we should note that application of the- 
oretical results to real robot systems is of prime importance, and that efforts 
in future research will be directed in this direction to yield stronger results. 
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In this paper we consider some new avenues that the design and control of 
versatile robotic end-effectors, or "hands", are taking to tackle the stringent 
requirements of both industrial and servicing applications. A point is made 
in favour of the so-called minimalist approach to design, consisting in the 
reduction of the hardware complexity to the bare minimum necessary to 
fulfill the specifications. It will be shown that to serve this purpose best, 
more advanced understanding of the mechanics and control of the hand- 
object system is necessary. Some advancements in this direction are reported, 
while few of the many problems still open are pointed out. 

1. I n t r o d u c t i o n  

The development of mechanical hands for grasping and fine manipulation 
of objects has been an important part of robotics research since its begin- 
nings. Comparison of the amazing dexterity of the human hand with the 
extremely elementary functions performed by industrial grippers, compelled 
many robotics researchers to try and bring some of the versatility of the an- 
thropomorphic model in robotic devices. From the relatively large effort spent 
by the research community towards this goal, several robot hands sprung out 
in laboratories all over the world. The reader is referred to detailed surveys 
such as e.g. [15, 34, 13, 27, 2]. 

Multifingered, "dextrous" robot hands often featured very advanced me- 
chanical design, sensing and actuating systems, and also proposed interesting 
analysis and control problems, concerning e.g. the distribution of control ac- 
tion among several agents (fingers) subject to complex nonlinear bounds. 
Notwithstanding the fact that hands designed in that phase of research were 
often superb engineering projects, the community had to face a very poor 
penetration to the factory floor, or to any other scale application. Among the 
various reasons for this, there is undoubtedly the fact that dextrous robot 
hands were too mechanically complex to be industrially viable in terms of 
cost, weight, and reliability. 

Reacting to this observation, several researchers started to reconsider the 
problem of obtaining good grasping and manipulation performance by using 
mechanically simpler devices. This approach can be seen as an embodiment 
of a more general, "minimalist" attitude at robotics design (see e.g. works 
reported in [3]). It often turns out that this is indeed possible, provided that 
more sophisticated analysis, programming and control tools are employed. 
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The challenge is to make available theoretical tools which allow to reduce the 
hardware cost at little incremental cost of basic research. 

One instance of this process of hardware reduction without sacrificing 
performance can be seen in devices for "power grasping", or "whole-arm 
manipulation",  i.e. devices that exploit all their parts to contact and constrain 
the manipulated part, and not just their end-effectors (or fingertips, in the 
case of hands). From the example of human grasp, it is evident that power 
grasps using also the palm and inner phalanges are more robust than fingertip 
grasping, for a given level of actuator strength. However, using inner parts 
of the kinematic chain, which have reduced mobility in their operational 
space, introduces important  limitations in terms of controllability of forces 
and motions of the manipulated part, and ensue non-trivial complications 
in control. Such considerations are dealt with at some length in references 
[37, 36], and will not be reported here. 

In this paper, we will focus on the achievement of dexterity with simpli- 
fied hardware. By dexterity we mean here (in a somewhat restrictive sense) 
the ability of a hand to relocate and reorient an object being manipulated 
among its fingers, without loosing the grasp on it. Salisbury [23] showed first 
that the minimum theoretical number of d.o.f.'s to achieve dexterity in a 
hand with rigid, hard-finger, non-rolling and non-sliding contacts, is 9. As a 
simple explanation of this fact, consider that at least three hard-fingers are 
necessary to completely restrain an object. On the other hand, as no rolling 
nor sliding is allowed, fingers must move so as to track with the contact point 
on their fingertip the trajectory generated by the corresponding contact point 
on the object, while this moves in 3D space. Hence, 3 d.o.f.'s per finger are 
strictly necessary. If the non-rolling assumption is lifted, however, the situa- 
tion changes dramatically, as nonholonomy enters the picture. The analysis 
of manipulation in the presence of rolling has been pioneered by Montana 
[25], Cai and Roth [9], Cole, Hauser, and Sastry [11], Li and Canny [20]. 

In this paper we report on some results that have been obtained in the 
study of rolling objects, in view of the realization of a robot gripper that 
exploits rolling to achieve dexterity. A first prototype of such device, achieving 
dexterity with only four actuators, was presented by Bicehi and Sorrentino 
[5]. Further developments have been described in [4, 22]. 

Although nonholonomy seems to be a promising approach to reducing the 
complexity, cost, weight, and unreliability of the hardware used in robotic 
hands, it is true in general that planning and controlling nonholonomic sys- 
tems is more difficult than holonomic ones. Indeed, notwithstanding the ef- 
forts spent by applied mathematicians, control engineers, and roboticists on 
the subject, many open problems remain unsolved at the theoretical level, as 
well as at the computational and implementation level. 

The rest of the paper is organized as follows. In Sect. 2. we overview 
applications of nonholonomic mechanical systems to robotics, and provide 
a rather broad definition of nonholonomv that allows to treat in a uniform 
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way phenomena with a rather different appearance. In Sect. 3. we make the 
point on the state-of-the-art in manipulation by rolling, with regard to both 
regular and irregular surfaces. We conclude the paper in Sect. 4. with a 
discussion of the open problems in planning and controlling such devices. 

2. N o n h o l o n o m y  o n  P u r p o s e  

A knife-edge cutting a sheet of paper and a cat failing onto its feet are 
common examples of natural  nonholonomic systems. On the other hand, bi- 
cycles and cars (possibly with trailers) are familiar examples of artificially 
designed nonholonomic devices. While nonholonomy in a system is often re- 
garded as an annoying side-effect of other design considerations (this is how 
most people consider e.g. maneuvering their car for parking in parallel), it 
is possible that  nonholonomy is introduced on purpose in the design in or- 
der to achieve specific goals. The Abdank-Abakanowicz 's  integraph and the 
Henrici-Corradi  harmonic analyzer reported by Neimark and Fufaev [30] are 
nineteenth-century,  very ingenuous examples in this sense, where the non- 

holonomy of rolling of wheels and spheres are exploited to mechanically con- 
struct the primitive and the Fourier series expansion of a plotted function, 
respectively. 

Another positive aspect of nonholonomy, and actually the one that  mo- 
tivates the perspective on robotic design considered in this paper,  is the 
reduction in the number  of actuators it may allow. In order to make the idea 
evident, consider the standard definition of a nonholonomic system as given 
in most mechanics textbooks: 

D e f i n i t i o n  2.1. A mechanical system described by its generalized coordi- 
nates q = (ql, q2,. • •, q~)T is called nonholonomic if it is subject to constraints 

of the type 
c(q(t) , / l ( t ) )  = O, (2.1) 

and if there is no equation of the form ~(q(t)) = 0 such that de(q(t)) _ d t  

c(q( t ) ,q ( t ) ) .  I f  linear in it, i.e. if it can be written as 

c(q, cl) = A(q)/ t  = 0, 

a constraint is called P f a ~ a n .  

A Pfaffian set of constraints can be rewritten in terms of a basis G(q) of 
the kernel of A(q), as 1 

1 in more precise geometrical terms, the rows of A(q) are the covector fields of 
the active constraints forming a codistribution, and the columns of G(q) are 
a set of vector fields spanning the annihilator of the constraint codistribution. 
If the constraints are smooth and independent, both the codistribution and 
distribution are nonsingular. 
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~1 = G ( q ) u  (2.2) 

This is the standard form of a nonlinear, driftless control system. In the 
related vocabulary, components of u are "inputs". The non-integrability of 
the original constraint has its control-theoretic counterpart  in Frobenius The- 
orem, stating that  a nonsingular distribution is integrable if and only if it is 
involutive. In other words, if the distribution spanned by G(q) is not involu- 
tive, motions along directions that are not in the span of the original vector 
fields are possible for the system. 

From this fact follows the most notable characteristic of nonholonomic 
systems with respect to minimalist robotic design, i.e. that they can be driven 
to a desired equilibrium configuration in a d-dimensional configuration man- 
ifold using less than d inputs. In a kinematic bicycle, for instance, two inputs 
(the forward velocity and the steering rate) are enough to steer the system to 
any desired configuration in its 4-dimensional state space. Notice that these 
"savings" are unique to nonlinear systems, as a linear system always requires 
as many inputs as states to be steered to arbitrary equilibrium states (this 
property being in fact equivalent to functional controllability of outputs for 
linear systems). 

Since "inputs" in engineering terms translates into "actuators", devices 
designed by intentionally introducing nonholonomic mechanisms can spare 
hardware costs without sacrificing dexterity. Few recent works in mechanism 
design and robotics reported on the possibility of exploiting nonholonomic 
mechanical phenomena in order to design devices that achieve complex tasks 
with a reduced number of actuators (see e.g. [39, 5, 12, 35]). 

It is worthwhile mentioning at this point that nonholonomy occurs not 
only because of rolling, but also in systems of different types, such as for 
instance: 

- Systems subject to conservation of angular momentum, as is the case of 
the falling cat. This type of nonholonomy can be exploited for instance for 
orienting a satellite with only two torque actuators [26], or reconfiguring a 
satellite-manipulator system [29, 17]. 

- Underactuated mechanical systems, such as robot arms with some free 
joints, usually result in dynamic, second-order nonintegrable, nonholo- 
nomic constraints [32]. This may allow reconfiguration of the whole system 
by controlling only actuated joints, as e.g. in [i, 12]. 

- Nonholonomy may be exhibited by piecewise holonomic systems, such as 
switching electrical systems [19], or mechanical systems with discontinuous 
phenomena due to intermittent contacts, Coulomb friction, etc.. Brock- 
ett [8] discussed some deep mathematical aspects of the rectification of 
vibratory motion in connection with the problem of realizing miniature 
piezoelectric motors (see Fig. 2.1). He stated in that context that "from 
the point of view of classical mechanics, rectifiers are necessarily non-  
holonomic systems". Lynch and Mason [21] used controlled slippage to 
build a 1-joint "manipulator" that can reorient and displace arbitrarily 
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F i g .  2 .1 .  I l l u s t r a t ing  t he  pr inciple  of a mechan ica l  rectifier af ter  Brocke t t .  T h e  
t ip  of t he  v i b r a t i n g  e lement  oscillates in the  x direct ion,  while a var iable  pressure  
aga ins t  t he  rod  is control led  in t he  y direct ion.  W h e n  the  con tac t  pressure  is larger 
t h a n  a t h r e s h o l d  y0, d ry  fr ic t ion forces the  rod  to t r ans l a t e  in t h e  z d i rec t ion  

most planar mechanical parts on a a conveyor belt, thus achieving control 
on a 3 dimensional configuration space by using one controlled input (the 
manipulator 's actuator) and one constant drift vector (the belt velocity). 
Ostrowski and Burdick [33] gave a rather general mathematical model of 
locomotion in natural and artificial systems, showing how basically any 
locomotion system is a nonholonomic system. In these examples, however, 
a more general definition of nonholonomy has to be considered to account 
for the discontinuous nature of the phenomena occurring. 

- Nonholonomy can be exhibited by inherently discrete systems. The simple 
experiment of rolling a die onto a plane without slipping, and bringing it 
back after any sufficiently rich path, shows that its orientation has changed 
in general (see Fig. 2.2). The fact that almost all polyhedra can be brought 
close to a desired position and orientation by rolling on a plate, to be 
discussed shortly, can be used to build dextrous hands for manipulation of 
general (non-smooth) mechanical parts. Once again, these nonholonomic 
phenomena can not be described and studied based on classical differential 
geometric tools. 
A more general definition than (2.1) is given below for time-invariant sys- 
tems: 

D e f i n i t i o n  2.2. Consider a system evolving in a configuration space Q, 
a time set (continuous or discrete) T ,  and a bundle of input sets A ,  such, 
that for each input set A(q, t) defined at q E Q, t E T ,  it holds a : (% t) 
q~, q~ E Q, Va E A(q , t ) .  I f  it is possible to decompose Q in a projection 
or base space B = I I (Q)  and a fiber bundle 9 c, such that B x jz  = Q 
and there exists a sequence of inputs in .4 starting at q0 and steering the', 
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system to q* = a ~ ( q ~ - l ,  tn -1 )  o . . . o  a l(qo,  to), such that H(qo)  = H(q*)  
but qo ~ q*, then the system is nonholonomic at qo- 

Fig. 2.2. A die being rolled between two parallel plates. After four tumbles over its 
edges, the center of the die comes back to its initial position, while its orientation 
has changed 

According to this definition, a system is nonholonomic if there exist con- 
trols tha t  make some configurations go through closed cycles, while the rest 
of configurations undergo net changes per cycle (see Fig. 2.3). 

For instance, in the continuous, nonholonomic Heisenberg system [1] [0] 
x2 = 0 ul + 1 , (2.3) 
~3 - x 2  xl 

it is well known (see e.g. [8]) that  "Lie-bracket motions" in the direction of 

are generated by any pair of simultaneous periodic zero-average functions 
ul(-),  u2(-). Definition 1 specializes in this case with Q = IR a, ~r = IR+, and 
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Fig. 2.3. Illustruting the definition of nonholonomic systems 

A(x, t) = {exp (t(GlUl + G2u2)) x,V piecewise continuous ui(.) : [0, t] ---* 
lR, i = 1,2.}. The base space is simply the x l , x2  plane, and the fibers are 
in the x3 direction. Periodic inputs generate closed paths in the base space, 
corresponding to a fiber motion of twice the (signed) area enclosed on the 
base by the path. 

As an instance of embodiment of the above definition in a piecewise holo- 
nomic system, consider the simplified version of one of Broekett 's rectifiers 
in Fig. 2.1. The two regimes of motion, without and with friction, are 

E [11 [° 1 9 = u2 = 0 u l +  1 u2, Y<Y0; 
0 0 0 

and [ 11 [1] [0] ~) = u2 = 0 u l +  1 u2, Y_>Y0, 
ul 1 0 

respectively. In this case, base variables can be identified as x and y, while the 
fiber variable is z. Time is continuous, but the input bundle is discontinuous: 
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= 

Y < Y 0 :  

x -~ x + f ~ u l ( a ) d ~ ;  

y ---, y + f ~ u 2 ( ~ ) d ~ ;  
Z ~ Z; 

t 
x ~ x + f~ ul(cr)da; 

t 
Y>Y0 : Y ~ Y+f0u2(cr )d~;  

z z+foul( )d . 

By changing frequency and phase of the two inputs, different directions and 
velocities of the rod motion can be achieved. Note in particular that  input ul 
need not actually to be tuned finely, as long as it is periodic, and can be fixed 
e.g. as a resonant mode of the vibrating actuator.  Fixing a periodic Ul(-) and 
tuning only u2 still guarantees in this case the (non-local) controllability of 
the nonholonomic system: notice here the interesting connection with results 
on controllability of systems with drift reported by Brockett ([6], Theorem 4 
and Hirschorn's Theorem 5). 

Finally, consider how the above definition of nonholonomic system spe- 
cializes to the case of rolling a polyhedron. Considering only configurations 
with one face of the polyhedron sitting on the plate, these can be described 
by fixing a point and a line on the polyhedron (excluding lines that  are per- 
pendicular to any face), taking their normal projections to the plate, and 
affixing coordinates x, y to the projected point, and 0 to the angle of the pro- 
jected line, with respect to some reference frame fixed to the plate. Therefore, 
Q = ]R 2 x S 1 x F,  where F is the finite set of m face of the polyhedron. As 
the only actions that  can be taken on the polyhedron are assumed to be 
"tumbles",  i.e. rigid rotations about  one of edges of the face currently lying 
on the plate that  take the corresponding adjacent faces down to the plate, 
we take T = IN+ and A the bundle of m different, finite sets of neighbouring 
configurations just described. Figure 2.2 shows how a closed path  in the base 
variables (x ,y)  generates a 7r/2 counterclockwise rotation and a change of 
contact face. 

3. Sys tems  of Rol l ing Bodies  

For the reader 's  convenience, we report here some preliminaries that  help in 
fixing the notation and resume the background. For more details, see e.g. 
[28, 5, 4, 10]. 

3.1 R e g u l a r  S u r f a c e s  

The kinematic equations of motion of the contact points between two bod- 
ies with regular surface (i.e. with no edges or cusps) rolling on top of each 
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other describe the evolution of the (local) coordinates of the contact point 
on the finger surface, c~f E IR 2, and on the object surface, C~o E IR 2, along 
with the holonomy angle ~ between the x-axes of two gauss frames fixed 
on the surfaces at the contact points, as they change according to the rigid 
relative motion of the finger and the object described by the relative velocity 
v and angular velocity a~. According to the derivation of Montana [25], in the 
presence of friction one has 

= T f M f & f  +ToMo&o; 

where KT = K f  + R c K o R ¢  is the relative curvature form, Mo, M j,  To, T f  
are the object and finger metric and torsion forms, respectively, and 

[ cos~ - s i n ~  ] 
R e =  - s i n ~  -cos~b ' 

The rolling kinematics (3.1) can readily be written, upon specialization of 
the object surfaces, in the standard control form 

= g1(~)vl + g2(~)v2, (3.2) 

where the state vector ~ C IR s represents a local parameterization of the 
configuration manifold, and the system inputs are taken as the relative an- 
gular velocities vl = w~ and v~ = wy. Applying known results from nonlinear 
system theory, some interesting properties of rolling pairs have been shown. 
The first two concern controllability of the system: 

T h e o r e m  a.1. (from [2O]) A kinematic system comprised of a sphere rolling 
on a plane is completely controllable. The same holds for a sphere rolling on 
another sphere, provided that the radii are different and neither is zero. 

T h e o r e m  3.2. (from [4]) A kinematic system comprised of any smooth, 
strictly convex surface of revolution rolling on a plane is completely con- 
trollable. 

Remark 3.1. Motivated by the above results, it seems reasonable to conjec- 
turn that  a kinematic system comprised of almost any pair of surfaces is 
controllable. Such fact is indeed important in order to guarantee the possi- 
bility of building a dextrous hand manipulating arbitrary (up to practical 
constraints) objects. 

The following propositions concern the possibility of finding coordinate 
transforms and static state feedback laws which put the plate-ball system 
in special forms, which are of interest for designing planning and control 
algorithms: 
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P r o p o s i t i o n  3.1. The plate-ball system can not be put in chained form [27]; 
it is not differentially flat [38]; it is not nilpotent [14]. 

These results prevent the few powerful planning and control algorithms 
known in the literature to be applied to kinematic rolling systems (of which 
the plate-ball system is a prototype). The following positive result however 
holds: 

T h e o r e m  3.3. (from [5]). Assuming that either surface in contact is (lo- 
cally) a plane, there exist a state diffeomorphism and a regular static state 
feedback law such that the kinematic equations of contact (3.1) assume a 
strictly triangular structure. 

The relevance of the strictly triangular form to planning stems from the fact 
that  the flow of the describing ODE can be integrated directly by quadratures. 
Whenever it is possible to compute the integrals symbolically, the planning 
problem is reduced to the solution of a set of nonlinear algebraic equations, 
to which problem many well-known numerical methods apply. 

3.2 P o l y h e d r a l  Ob jec t s  

The above mentioned simple experiment of rolling a die onto a plane without 
slipping hints to the fact that manipulation of parts with non-smooth (e.g. 
polyhedral) surface can be advantageously performed by rolling. However, 
while for analysing rolling of regular surfaces the powerful tools of differen- 
tial geometry and nonlinear control theory are readily available, the surface 
regularity assumption is rarely verified with industrial parts, which often have 
edges and vertices. 

Although some aspects of graspless manipulation of polyhedral objects 
by rolling have been already considered in the robotics literature, a complete 
study on the analysis, planning, and control of rolling manipulation for poly- 
hedral parts is far from being available, and indeed it comprehends many 
aspects, some of which appear to be non-trivial. In particular, the lack of 
a differentiable structure on the configuration space of a rolling polyhedron 
deprives us of most techniques used with regular surfaces. Moreover, pecu- 
liar phenomena may happen with polyhedra, which have no direct counter- 
part with regular objects. For instance, in the examples reported in Figs. 3.1 
and 3.2, it is shown that two apparently similar objects can reach config- 
urations belonging to a very fine and to a coarse grid, respectively. In the 
second case, the mesh of the grid can actually be made arbitrarily small by 
manipulating the object long enough; in such case, the reachable set is said 
to be dense. 

In fact, considering the description of the configuration set of a rolling 
polyhedron provided in Sect. 2. it can be observed that the state space Q is 
the union of I copies of ]R 2 x S 1. The subset of reachable configurations from 
some initial configuration T¢ is given by the set of points reached by applying 
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Fig. 3.1. A polyhedron whose reachable set is nowhere dense 

Fig. 3.2. A polyhedron whose reachable set is everywhere dense 

all admissible sequences of tumbles to the initial configuration. Notice that  
the set of all sequences is an infinite but countable set while the configuration 
space is a finite disjoint union of copies of a 3-dimensional variety. Thus, the 
set of reachable points is itself countable. Therefore, instead of the more 
familiar concept of "complete reachability" (corresponding to 7~ = Q), it 
will only make sense to investigate a property of "dense teachability" defined 
as closure(7~) = Q. In other words, rolling a polyhedron on a plane has 
the dense reachability property if, for any configuration of the polyhedron 
and every e E l=~+, there exists a finite sequence of tumbles that brings the 
polyhedron closer to the desired configuration than ~. We refer in particular 
to a distance on Q defined a s  

I](xl ,yl ,01,Fi) - (x2,y~,O2,Fj)ll -- 

m a x { x / ( x l  - x2) 2 + (Yl -Y2)  2, 101 -021, 1 - e ( F i , F j ) } .  

Tile term discrete will be used for the negation of dense. On this regard, the 
following results were reported in [22] (we recall that the defect angle is 2Ir 
minus the sum of the planar angles of all faces concurring at that vertex, and 
equals the gaussian curvature that can be thought to be concentrated at the 
vertex): 

T h e o r e m  3.4. The set of configurations reachable by a polyhedron is dense 
in Q if and only if there exists a vertex Vi whose defect angle is irrational 
with 7r. 

T h e o r e m  3.5. The reachable set is discrete in both positions and orienta- 
tions if and only if either of these conditions hold: 

i) all angles of all faces (hence all defect angles) are integer multiples of 7c/3, 
and all lengths of the edges are rational w.r.t, each other; 
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ii) all angles of all faces (hence all defect angles) are 7c/2, and all lengths o/ 
the edges are rational w.r.t, each other; 

iii) all defect angles are 7r. 

T h e o r e m  3.6. The reachable set is dense in positions and discrete in ori- 
entations if and only if the defect angles are all rational w.r.t. % and neither 
conditions i), ii), or iii) of Theorem 3.5 apply. 

Remark 3.2. Parts with a discrete reachable set are very special. Polyhedra 
satisfying condition i) of Theorem 3.2 are rectangular parallelepipeds, as e.g. 
a cube or a sum of cubes which is convex. Polyhedra as in condition ii) are 
those whose surface can be covered by a tessellation of equilateral triangles, 
as e.g. any Platonic solid except the dodecahedron. Condition iii) is only 
verified by te t rahedra with all faces equal. 

Remark 3.3. Observe that in the above reachability theorems the conditions 
upon which the density or discreteness of the reachable set depends are in 
terms of rationality of certain parameters and their ratios. This entails that 
two very similar polyhedra may have qualitatively different reachable sets. 
This is for instance the case of the cube and truncated pyramid reported 
above in Figs. 3.1 and 3.2, respectively, where the latter can be regarded 
as obtained from the cube by slightly shrinking its upper face. In fact, for 
any polyhedron whose reachable set has a discrete structure, there exists 
an arbitrarily small perturbation of some of its geometric parameters that 
achieves density. 

In view of these remarks, and considering that in applications the geomet- 
ric parameters of the parts will only be known to within some tolerance, i.e. a 
bounded neighborhood of their nominal value, a formulation of the planning 
problems ignoring robustness of results w.r.t, modeling errors will make little 
sense in applications. 

4 .  D i s c u s s i o n  a n d  O p e n  P r o b l e m s  

One way of reducing what is probably the single highest cost source in robotic 
devices, i.e. their actuators, is offered by nonholonomy. It has been shown in 
this paper how nonholonomic phenomena are actually much more pervasive 
in practical applications than usually recognized. However, the real challenge 
posed by nonholonomic systems is their effective control, including analysis 
of their structural properties, planning, and stabilization. The situation of 
research in these fields is briefly reviewed below. 

Controllability. A nonholonomic system according to the above definition 
may not be completely nonholonomic, i.e. not completely controllable in 
some or all of the various senses that are defined in the nonlinear control 
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literature. Detecting controllability is a much easier task for continuous 
driftless systems, such as e.g. the case of two bodies rolling on top of 
each other (see Eq. 3.1), because of the tools made available by nonlinear 
geometric control theory [16, 31]. Even in this case, though, there remains 
an open question to prove the conjecture that almost any pair of rolling 
bodies are controllable, or in other words, to characterize precisely the 
class of bodies which are not controllable, and to show that this subset is 
meager. Another question, practically a most important one, is to define 
a viable (i.e. computable and accurate) definition of a "controllability 
function" for nonholonomic systems, capable of conveying a sense of how 
intense the control activity has to be to achieve the manipulation goals, 
in a similar way as "manipulability" indices are defined in holonomic 
robots. 
The controllability question is much harder for discontinuous systems or 
for systems with discrete input sets. As discussed above, relatively novel 
problems appear in the study of the reachable set, such as density or 
lattice structures. Very few tools are available from systems and automata 
theory to deal with such systems: consider to this regard that even the 
apparently simple problem of deciding the density of the reachable set of 
a l-dimensional, linear problem 

Xk+l --/~xk ~-uk, uk E U, afiniteset 

is unsolved to the best of our knowledge, and apparently not trivia] in 
general. It is often useful in these problems to notice a possible group 
structure in the fiber motions induced by closed base space motions (see 
Fig. 2.3): such group analysis was actually instrumental to the results 
obtained for the polyhedron rolling problem. 

Planning. The planning problem (i.e. the open-loop control) for some par- 
ticular classes of nonholonomic systems is rather well understood. For 
instance, two-inputs nilpotentiable systems that can be put, by feedback 
transformation, in the so-called "chained" form, can be steered using si- 
nusoids [28]; systems that are "differentially fiat" can be planned looking 
at their (flat) outputs only [38]; systems that admit an exact sampled 
model (and maintain controllability under sampling) can be steered us- 
ing "multirate control" [24]; nilpotent systems can be steered using the 
"constructive method" of [18]. However, as already pointed out, systems 
of rolling bodies do not fall into any of these classes. At present, planning 
motions of a spherical object onto a planar finger can be done in closed 
form, while for general objects only iterative solutions are available (e.g. 
the one proposed in [40]). 

Stabilization. The control problem is particularly challenging for nonholo- 
nomic systems, due to a theorem of Brockett [7] that bars the possibility 
of stabilizing a nonholonomic vehicle about a nonsingular configuration 
by any continuous time-invariant static feedback. Non-smooth, time- 
varying, and dynamic extension algorithms have been proposed to face 
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the point -s tabi l iza t ion  problem for some classes of systems (e.g. cha ined-  
form). A stabil ization method  for a system of rolling bodies, or even for 
a sphere rolling on a planar  finger, is not known to the authors.  
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The concept of teleoperation has evolved to accommodate not only manip- 
ulation at a distance but manipulation across barriers of scale and in vir- 
tual environments, with applications in many areas. Furthermore, the design 
of high-performance force-feedback teleoperation masters has been a signifi- 
cant driving force in the development of novel electromechanical or "haptic" 
computer-user interfaces that provide kinesthetic and tactile feedback to the 
computer user. Since haptic interfaces/teleoperator masters must interact 
with an operator  and a real or virtual dynamic slave that exhibits signifi- 
cant dynamic uncertainty, including sometimes large and unknown delays, 
the control of such devices poses significant challenges. This chapter presents 
a survey of teleoperation control work and discusses issues of simulation and 
control that  arise in the manipulation of virtual environments. 

1. Teleoperation and Haptic I n t e r f a c e s  

Since its introduction in the 1940s, the field of teleoperation has expanded 
its scope to include manipulation at different scales and in virtual worlds. 
Teleoperation has been used in the handling of radioactive materials, in sub- 
sea exploration and servicing. Its use has been demonstrated in space [20], in 
the control of construction/forestry machines of the excavator type [36], in 
microsurgery and micro-manipulation experiments [33, 39] and other areas. 

The goal of teleoperation is to achieve "transparency" by mimicking hu- 
man motor and sensory functions. Within the relatively narrow scope of ma- 
nipulating a tool, transparency is achieved if the operator cannot distinguish 
between maneuvering the master controller and maneuvering the actual tool. 
The ability of a teleoperation system to provide transparency depends largely 
upon the performance of the master and the performance of its bilateral 
controller. Ideally, the master should be able to emulate any environment 
encountered by the tool, from free-space to infinitely stiff obstacles. 

The need for force-feedback in general purpose computer-user interfaces 
has been pointed out in the 1970s [5]. The demand is even higher today, 
as performance improvements in computer systems have enabled complex 
applications requiring significant interaction between the user and the com- 
puter. Examples include continuous and discrete simulation and optimization, 
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searching through large databases, mechanical and electrical design, educa- 
tion and training. 

Thus actuated devices with several degrees of freedom can serve as so- 
phisticated input devices that also provide kinesthetic and tactile feedback 
to the user. Such devices, called "haptic interfaces", have been demonstrated 
in a number of applications such as molecular docking [35], surgical training 
[42], and graphical and force-feedback user interfaces [25]. 

The design of haptic interfaces is quite challenging, as the outstanding 
motion and sensing capabilities of the human arm are difficult to match. The 
performance specifications that  haptic interfaces must meet are still being 
developed, based on a number of psychophysical studies and constraints such 
as manageable size and cost [19]. Peak acceleration, isotropy and dynamic 
range of achievable impedances are considered to be very important.  A design 
approach that  considers the haptic interface controller has been presented in 
[29]. 

This chapter is concerned with the design of controllers for teleoperation 
and haptic interfaces. A survey of control approaches is presented in Sect. 2. 
Interesting teleoperation control research topics, at least from this author's 
perspective, are being discussed in Sect. 3. Issues of haptic interface control 
for manipulation in virtual environments are discussed in a limited manner 
in Sect.4. mainly stressing aspects common to teleoperation. 

2. Teleoperator Controller D e s i g n  

The teleoperation controller should be designed with the goal of ensuring 
stability for an appropriate class of operator and environment models and 
satisfying an appropriately defined measure of performance, usually termed 
as transparency. 

2.1 Modeling Teleoperation Systems 

A commonly used teleoperation system model, e.g. [3, 17], is one with five 
interacting subsystems as shown in Fig. 2.1. The master manipulator, con- 
troller, and slave manipulator can be grouped into a single block representing 
the teleoperator as shown by the dashed line. For n-degree-of-freedom manip- 
ulation, the teleoperator can be viewed as a 2n-port master-controller-slave 
(MCS) network terminated at one side by an n-port  operator block and at 
the other by an n-port  environment network, as shown in Fig. 2.2. The 
force-voltage analogy is more often used than its dual to describe such sys- 
tems [3, 17]. It assigns equivalent voltages to forces and currents to velocities. 
With this analogy, masses, dampers and stiffness correspond to inductances, 
resistances and capacitances, respectively. 
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Fig. 2.1. Teleoperation system model 
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Fig. 2.2. 2n-port network model of teleoperation system 

A realistic assumption about  the environment is that  it is passive or 
strictly passive as defined in [12]. Following research showing that  the op- 
erator  hand behaves very much like a passive system [21], the operator  block 
is usually also assumed to be passive. 

For simplicity, the above network equivalents are almost always modeled 
as linear, t ime-invariant systems in which the dynamics of the force trans- 
mission and position responses can be mathematical ly characterized by a set 
of network flmctions. Even though this limits the type of environment and 
operator  interaction that  can be characterized, it allows the control system 
designer to draw upon well-developed network theory for synthesis and anal- 
ysis of the controller. 

The MCS block can be described in terms of hybrid network parameters  
as follows: 

vs = a ~  1 Ys0 fc ' 

where Z,~0 is the master  impedance and Gp is the position gain with the 
slave in free motion, and Y,0 is the slave admit tance and G :  is the force gain 
with the master  constrained. 

Alternative MCS block descriptions that  are useful can be written in terms 
of the admit tance  operator  Y mapping f = [fT f•]T to V = [V T V~] T and 
the scattering operator  S = (I - Y ) ( I  + y ) - i  mapping the input wave into 
the output  wave f - v -- S ( f  + v). The admit tance operator  is proper so it 
fits in the linear controller design formalism better  than the hybrid operator 
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[4, 22], while the norm or structured singular value of the scattering operator 
provides important  passivity/absolute stability conditions [3, 11]. 

2.2 Robust  Stability Condit ions 

The goal of the teleoperation controller is to maintain stability against var- 
ious environment and operator impedances, while achieving performance or 
transparency as will be defined below. 

For passive operator and environment blocks, a sufficient condition for 
stability is passivity of the teleoperator (e.g. [3]). 

It was shown in [11] that the bilateral teleoperator shown in Fig. 2.2 
is stable for all passive operator and environment blocks if and only if the 
scattering operator S of the 2n-port MCS is bounded-input-bounded-output 
stable and satisfies sup~ pa(jco) _< 1. The structured singular value #~ is 
taken with respect to the 2-block structure diag{Sh, S~}, where Sh and Sc 
are the scattering matrices of strictly passive Zh and Z~, respectively. This 
result is an extension of Llewellyn's criterion for absolute stability of 2-ports 
terminated by passive impedances [32]. Various extensions of the result to 
nonlinear systems are discussed in [11]. 

Following common practice, robust stability conditions can be obtained 
from bounds on nominal operator and environment dynamic models using 
structured singular values [10]. 

2.3 Performance Specifications 

For the operator to be able to control the slave, a kinematic correspondence 
law must be defined. In position control mode, this means that  the uncon- 
strained motion of the slave must follow that of the master modulo some 
pre-defined or programmable scaling. Position tracking does not need to per- 
form well at frequencies above 5-10 Hz (the human hand cannot generate 
trajectories with significant frequency content above this range). In terms of 
the hybrid parameters defined in Eq. 2.1), Gp should approximate a position 
gain % I  at low frequencies. 

Forces encountered by the constrained slave should be transmitted to the 
hand by the master in a frequency range of up to a few hundred Hz. In terms 
of the hybrid parameters defined in Eq. 2.1, Gf should approximate a force 
gain n/I.  

Teleoperation system transparency can be quantified in terms of the match 
between the mechanical impedance of the environment encountered by the 
slave and the mechanical impedance transmitted to or felt by the operator at 
the master [17, 28], or by the requirement that the position/force responses 
of the teleoperator master and slave be identical [48]. If fe = Zevs, the 
impedance transmitted to the operator 's hand fh = Z t h V m  is given by 

Zth  = Zmo + GfZ¢(I - YsoZc)-IG~ 1. (2.2) 
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The teleoperation system is said to be transparent if the slave follows the 
master, i.e. Gp = npI, and Zth is equal to (nf/np)Ze for any environment 
impedance Ze. For transparency, Ys0 = 0, Z,~0 = 0 and Gf = n f I .  Note 
that the above definition of transparency is symmetric with respect to the 
MCS teleoperation block. If the teleoperation system is transparent,  then the 
transmitted impedance from the operator 's hand to the environment is the 
scaled operator impedance Zte = (np/nf  )Zh. 

Alternatively, transparency can be similarly defined by imposing trans- 
mission of the environment impedance added to a "virtual tool" [22, 26] 
or "intervenient" or "centering" impedance [41, 48] Zto, i.e. Zth = Zto + 
(ns/np)Z~, for all Z¢. Zt0 can be taken to be the master impedance [50]. 

A transparent "model reference" for scaled teleoperation can be defined 
as shown in Fig. 2.3 [22]. It can be shown that for any constant, real, posi- 

! . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

V s = (l/np) Vm( ~ i + 

L~-;t h "~+ nf fe Teleoperato~r ~ : e ~  
Zte 

Fig. 2.3. Model reference for ideal scaled teleoperation 

tive scalings np and n f ,  and any passive tool impedance Zto, the structured 
singular value of the scattering matrix of this system is less than one at all 
frequencies, so the model reference is stable when in contact with any passive 
operator and environment. 

It has been argued that since various impedance elements (mass, damper, 
stiffness) do not scale with dimension in the same way, scaling effects should 
be added for an ideal response instead of the "kinematic" scaling used above 
[11]. 

2.4 F o u r - C h a n n e l  C o n t r o l l e r  A r c h i t e c t u r e  

It has been shown in [28] that in order to achieve transparency as defined 
by impedance matching, a four-channel architecture using the sensed master 
and slave forces and positions is required as illustrated in Fig. 2.4, where 
Z,~ and Z~ are the master and slave manipulator impedances, C,~ and C, 
are local master and slave manipulator controllers, and C1 through C4 are 
bilateral teleoperation control blocks. The forces f~ and fg are exogenous op- 
erator and environment forces. Tradeoffs between teleoperator transparency 
and stability robustness have also been examined empirically in [28]. The 
observation that  a "four channel" architecture is required for transparency 
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is important  as various teleoperation controller architectures have been pre- 
sented in the past based on what flow or effort is sensed or actuated by the 
MCS block shown in Fig. 2.2 [8]. In Fig. 2.4, setting C2 and C3 to zero yields 
the "position-position" architecture, setting C~ and C2 to zero yields the 
"position-force" architecture, etc. For certain systems having very accurate 
models of the master and the slave [41], sensed forces can be replaced by esti- 
mated forces using observers [15]. However, observer-derived force estimates 
are band-limited (typically less than 50 Hz) by noise and model errors so are 
more suitable in estimating hand forces to be fed forward to the slave than 
environment forces to be returned to the master. In terms of the parameters 

a 

fh +I- 

Operator 

Teleoperator MCS 

fh + ~  Vs 

v m f e  

Master ', Slave 
' Control i 

' block 

fe 

+ 

i Environment 

Fig. 2.4. Four-channel teleoperation system 

from Fig. 2.4 the environment impedance transmitted to the operator is given 
by 

z~h = [I - (c~z~ + c~)(z~ + c~ + z~)-~c3] -~ x 

[(C2Ze ~- C4)(Zs J- Cs J- Ze)-ICl ~- (Zm ~- Fro)]. (2.3) 

2.5 C o n t r o l l e r  Des ign  v ia  S t a n d a r d  L o o p  S h a p i n g  Tools  

A number of controller synthesis approaches using standard "loop-shaping" 
tools have been proposed to design teleoperation controllers assuming that 
the operator and environment impedances are known and fixed (with un- 
certainties described as magnitude frequency bounds or by additive noise 
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signals). The system in Fig. 2.4 can be transformed into the standard aug- 
mented plant form (e.g. [7]) shown in Fig. 2.5. 

Fig. 2.5. Standard system for controller synthesis 

In [24], a 2n-by-2n H~-op t ima l  controller K based on contact forces 
was designed to minimize a weighted error between actual desired transfer 
functions for positions and forces using H ~ control theory. 

In [31], the #-synthesis framework was used to design a teleoperator which 
is stable for a pre-specified time delay while optimizing performance charac- 
teristics. 

A general framework for the design of teleoperation controllers using H ~ 
optimization and a 2n-by-4n controller block K is presented in [46]. All the 
controller blocks Gin, Cs, and C1 through C4 a r e  included as required for 
transparency [28]. Additional local force-feedback blocks from /e to the in- 
put of Z51, and from fh to the input of Z~ 1, are also included in this con- 
troller. In addition to the exogenous hand and environment forces fa  and 
f~, noise signals are considered in the input vector. Typical error outputs 
in the vector z of Fig. 2.5 include Zl = Wl(f~ - n f f e ) ,  designed to maxi- 
mize "force transparency at the master", z2 -- W2(xs - z~l( fh + n/f~)/np), 
designed to "maximize the position transparency at the slave", and z3 = 
W3 (x,~ -npx~) designed to maximize kinematic correspondence. The weight 
functions W1,W2,W3 are low-pass. Delays have also been included in the 
model as Pad~ all-pass approximations with output errors modified accord- 
ingly. Various performance and performance vs. stability tradeoffs have been 
examined. 

2.6 Parametric Optimization-based Controller Design 

Ideally, one would like to find a 2n-by-4n teleoperation controller K that 
solves the optimization problem 

min IIW(Y(K) - Yd)ll~ such that suppz~S(K)(jw) < 1, (2.4) 
stabilizing/( w 
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where Yd is a proper, stable, reference admittance model derived from the 
system in Fig. 2.3, Y ( K )  is the teleoperation MCS system admittance ma- 
trix, S(K)  is the teleoperation MCS scattering matrix and W is a weighting 
function. If such a problem had a solution, the resulting system would per- 
form within a known bound from the reference model and would be stable 
against any passive operator and environment dynamics. Even though this 
problem does not account for other plant uncertainties, it cannot be solved 
by current techniques. 

A controller synthesis approach that optimizes a measure of transparency 
subject to a "distance to passivity" as defined in [45] is presented in [4]. The 
design is accomplished by using semi-infinite optimization (see, for example, 
[37]) to solve an optimization problem that is not necessarily convex. 

Another approach has been developed using the Youla parameterization 
of stabilizing controllers and convex optimization [22]. Since the variation in 
human impedance is relatively small by comparison to the change in envi- 
ronment impedance, it was assumed that the hand impedance is known and 
fixed. High order controllers were designed by solving a convex optimization 
problem of the form 

min IIWH(YH(K) -- YHdDII~ such that inf{ReYte(K)(jw) >_ O, (2.5) 
stabilizing K 

where YH and YHd are admittance transfer functions (designed and desired, 
respectively) and Yte is the MCS block admittance seen from the environment, 
with a known operator impedance Zh. 

If the hand impedance is equal to that for which the system was de- 
signed, the constraint on Yt~ ensures that the environment faces a passive 
system and hence it is stable for any strictly passive environment. Design ex- 
amples showing performance tradeoffs or transparency/robustness tradeoffs 
and experimental results have been presented. 

2.7 Nonlinear Transparent Control 

A nonlinear teleoperation scheme that is transparent at high gain was pre- 
sented in [44]. The approach uses the nonlinear rigid body dynamics of the 
master and slave manipulators but neglects the operator dynamics. Measured 
master and slave forces are used in the master controller. A stability proof 
and bounded position and force tracking errors have been obtained. 

2.8 P a s s i v a t i o n  for  De lays  and  I n t e r c o n n e c t i v i t y  

In outer-space or sub-sea applications, significant delays appear in the con- 
trol/communication block implemented by CI, C2, C3 and C4 in Fig. 2.4 and 
lead to instability by causing the scattering matrix of the MCS system to have 
infinite norm [3]. Instead of transmitting forces and velocities as in Fig. 2.4, 
the active control can be modified to mimic a lossless transmission line [3]. 
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Stability of the system can be ensured if each of the manipulator/controller 
blocks is made passive. Reflections in the lossless transmission line between 
the master and the slave manipulator can lead to poor performance that can 
be alleviated somewhat by matched terminations [34]. 

The idea of building modular robot systems by making each of the build- 
ing blocks passive lead to a sophisticated system that allows teleoperated 
and shared control of multiple robots for programming and teleoperation 
[1]. In [2], it is shown that passivity of the modules can be preserved after 
discretization by using wave variables instead of forces and velocities and 
applying a discretization that preserves the norm of the scattering matrix 
(Tustin's method). 

The performance loss derived from preserving modularity via passivity 
is not yet clear. An experimental study of a teleoperator using a passive 
interconnection of passive systems showed rather poor performance [27]. 

Other methods have been presented in order to deal with the commu- 
nication delay problem. For delays of a couple of seconds or less, the dual 
hybrid teleoperation approach [38] described below provides some kinesthetic 
feedback while maintaining stability. For larger delays, the use of predictive 
displays has been proposed and demonstrated [6, 20]. The user is presented 
with a graphical display of a robot and world model, possibly superimposed 
over current camera images. Force feedback information is conveyed by the 
dynamic simulation of the environment, which is updated based on sensory 
information. 

The concept of teleprogrammin9 was also introduced to deal with the 
problem of delays [13]. In this approach, the master and slave have local high- 
level supervisory controllers and the bilateral controllers (blocks C1 through 
C4 in Fig. 2.4) are replaced with communication modules that transmit only 
high level programs. Based on the completion report of remotely executed 
programs, the operator can make manipulation decisions. All force feedback 
information is generated by the master controller based on the environment 
model. 

2.9 Adaptive Teleoperation Control 

The controllers designed for fixed operator and environment impedance are 
too complex and require too many adjustments of design weights for them 
to be computed on-line easily. It is possible that complex gain-scheduling 
schemes could be developed to cover the broad range of operating conditions 
encountered for different operator and slave environments, but these would 
be quite complicated (up to six-dimensional frequency-dependent matrices 
Zh and Z~ must be accommodated). As an alternative, techniques using en- 
vironment identification have been proposed [17, 18]. 

A bilateral adaptive impedance control architecture has been proposed 
in [17]. The idea is to use operator and environment impedance estimators 
at the master and slave and local master and slave controllers (C,~ and Cs 
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in Fig. 2.4) to duplicate the environment impedance at the master and the 
operator  impedance at the slave. If the impedance estimators do converge, 
the scheme would provide transparency the way a four-channel architecture 
does. In addition, the estimated impedances could be processed in order to 
avoid stability problems caused by delays or modeling errors. This scheme is 
very at tractive but relies on accurate impedance estimators that are difficult 
to obtain. 

In [18], a transparent  bilateral control method is presented using the above 
"impedance reflection" idea. Environment position, velocity and acceleration 
are used to estimate environment impedance. The estimated impedance is 
used in the slave controller for good tracking performance and by the mas- 
ter controller to achieve transparency. With the conventional identification 
approach employed, it was found that environment identification converges 
slowly, has fairly high sensitivity to delays, and therefore is unsuitable when 
the environment changes fast, as is the case when manipulating objects in 
the presence of hard constraints [18]. 

An adaptive slave motion controller has been proposed in [34], where the 
adaptive control method of [43] is used for the slave unconstrained motion, 
with the constrained slave direction being controlled in stiffness mode. 

2.10 Dual Hybrid Teleoperation 

For directions in which Ze is known, the environment impedance does not 
need to be identified. In particular, in directions in which Z~ is known to 
be small (e.g. free-motion), the master should act as a force source/position 
sensor and have low impedance, while the slave should behave as a position 
source/force sensor and have high impedance. Thus, in directions in which 
Z~ is small, positions are sent to the slave and forces are returned to the 
master, with C1 and C2 having unity transmission, and Ca, C4 having zero 
transmission. The dual situation applies in directions in which Ze is known 
to be large, (e.g. stiff contact or constraints). In those directions, the master 
should act as a force sensor/position source and have high impedance, with 
forces being sent to the slave and positions being returned to the master. 
Thus, in directions in which Z~ is large, C1 and C2 should have zero trans- 
mission, while Ca and C4 should be close to unity. From Eq. 2.3, it can be 
seen that  the above insures that along very small or very large values of Z~, 
the t ransmit ted impedance equals that of the master with local controller 
Z,~ + C7,~, which can be set to the minimum or maximum achievable along 
required directions. 

This concept of "dual hybrid teleoperation" has been introduced, studied 
and demonstrated experimentally in [38]. It has been shown that when the 
geometric constraints for a teleoperation task are known, the master and slave 
workspaces can be split into dual position-controlled and force-controlled sub- 
spaces, and information can be transmitted unilaterally in these orthogonal 
subspaces, while still providing useful kinesthetic feedback to the operator.  
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2.11 Ve loc i t y  C o n t r o l  w i t h  Force  F e e d b a c k  

For some teleoperation systems, such as remotely-controlled excavators [36], 
position control is not a realistic option due to issues of safety and vastly 
different master and slave manipulator workspaces that  would imply very 
poor motion resolution if scaling were to be used [50]. Instead, velocity control 
mode is used, in which the slave velocity follows the master position, so 
ideally Gp = npsI in Eq. 2.1. Transparency based on transmitted impedance 
can be defined in a similar manner, and requires that the derivative of the 
environment force be returned to the master, so ideally G s = nfsI  in Eq. 2.1 
[50]. To avoid returning the derivative of environment force that could be 
very noisy, velocity mode control can be modified to include a low-pass filter 
making Gp and G/  proper. 

Experiments with velocity-mode teleoperation systems have indeed shown 
that direct force feedback leads to poor transparency and poor stability mar- 
gins, especially when stiff environments are encountered. As an alternative, 
a new approach called "stiffness feedback" has been proposed. Instead of 
returning direct force information, the master stiffness is modulated by the 
environment force, from a minimum positive stiffness corresponding to the 
minimum expected force to a maximum positive stiffness corresponding to 
the maximum expected force. In order to avoid blocking the slave against a 
stiff environment, the stiffness law applies only when the environment force 
opposes slave motion. It can be shown that  this control scheme is locally 
transparent  when the environment force opposes slave motion and experi- 
mental results have been very positive [30, 36]. 

3. T e l e o p e r a t i o n  C o n t r o l  D e s i g n  C h a l l e n g e s  

In spite of the significant amount of research in the area of teleoperation, there 
are still very few applications in which the benefits of transparent bilateral 
teleoperation have been clearly demonstrated, in spite of areas of great po- 
tential, such as teleoperated endoscopic surgery, microsurgery, or the remote 
control of construction, mining or forestry equipment. Whether  this is due to 
fundamental physical limitations of particular teleoperator systems or due to 
poorly performing controllers is still not clear. From this perspective, proba- 
bly the single most important  challenge ahead is a better understanding of the 
limits of performance of teleoperation systems. Towards this goal, it would be 
useful to have a benchmark experimental system and task to be completed 
for which various controllers could be tested. Unfortunately, it would be very 
difficult to do this entirely through simulation, as the dynamic algorithms 
necessary to develop a reasonable array of tasks would be just as much un- 
der test as the teleoperation control schemes themselves. Furthermore, the 
minimum number of degrees of freedom for reasonably representative tasks 
would have to be at least three, e.g. planar master/slave systems. 
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Specific improvements could be made to the fixed teleoperation controllers 
designed via conventional loop shaping or parametric optimization. In par- 
ticular, a class of operator impedances that is broader than a single fixed 
impedance but narrower than all passive impedances should be developed 
with associated robust stability conditions. Since the control design problem 
was formulated as a constrained "semi-infinite" optimization problem, dif- 
ferent algorithms could be tested or new ones developed. Like many other 
multi-objective optimal control problems, robust teleoperator controller de- 
sign problems are likely to be hard to solve. 

There seems to be much promise in the design of adaptive bilateral teleop- 
eration controllers with relatively simple and physically motivated structures. 
In particular, indirect adaptive schemes based on Hannaford's architecture 
[17] are likely to succeed. Whereas fast or nonlinear environment identifica- 
tion techniques are necessary to accommodate contact tasks and these seem 
quite difficult to develop, operator dynamics identification seems to be quite 
feasible [16]. Some of the difficulties encountered in developing identification 
algorithms may be circumvented by the use of dual hybrid teleoperation or 
newly developed variants that are not based on orthogonal decomposition of 
the task space into position and force controlled spaces. Another interesting 
research area is the automatic selection of the position and force controlled 
subspaces. 

4. Teleoperation in Virtual  Environments  

Manipulation in virtual environments has potential applications in training 
systems, computer-aided mechanical design and ergonomic design. For virtual 
environments, the master (more often called haptic interface in this context) 
control algorithms differ from bilateral teleoperation control algorithms in 
that  the slave manipulator and its environment become a dynamic simulation. 
The simulation of systems dynamics for graphical or haptic rendering is a 
topic of substantial research. See, for example, [14] and other articles in the 
same proceedings. 

Two approaches have been proposed for interfacing haptic devices to dy- 
nanfic simulations. The impedance display, used by most researchers, taking 
sensed motions as inputs, passing them through a "virtual coupler" [9] to 
the dynamic simulator, and returning forces to the device, and the admit- 
tance display, taking sensed forces as input and returning positions to the 
haptic device. The relative advantages of these display modes have barely 
been touched upon, with the ability to build modular systems ("summing 
forces and distributing motion") [49] with non penetration constraints [47] 
presented in favor of the admittance approach. 

Looking back at the debate on teleoperation "architectures", it seems 
that  a four-channel coupling of haptic interface and dynamic simulation via 
a virtual coupler should be used. This would allow the haptic interface to 
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behave as a force sensor or position sensor depending on the impedance of 
the task. The implication on dynamic simulators remains to be determined, 
but there is no reason why forces from the virtual coupler could not be added 
to sensed forces. 

From a control point of view, the existence of a full dynamic model of the 
slave has both advantages and disadvantages. On the one hand, the design be- 
comes easier because no environment identification is necessary. On the other, 
the design becomes more difficult because dynamic simulations require signif- 
icant computing power which is often distributed, so one can expect to deal 
with multiple rate asynchronous systems. The argument for building complex 
systems using passive building blocks [1] is quite compelling, especially since 
techniques for passive implementations of multi body simulations are being 
developed [9]. 

Better  understanding of hybrid systems is needed for the control of haptic 
interfaces, as manipulation of objects in the presence of non penetration 
constraints often require switching of controller/simulation states [40, 49]. 

5.  C o n c l u s i o n  

A survey of teleoperation control for scaled manipulation and manipulation 
in virtual environments has been presented in this chapter. It seems that 
contributions from the areas of systems identification, adaptive control, multi 
objective optimal control and hybrid systems could be integrated in novel 
ways to provide solutions to problems of transparent bilateral control. The 
scope of the survey was quite limited, Interesting work in the design of haptic 
interfaces, novel ways of achieving passivity using nonholonomic systems, 
and issues of dynamic systems simulation for virtual reality have not been 
addressed. 
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~ z z y  control has become a pervasively popular approach to the task of 
controller design because of its conceptual simplicity and easy realization 
but also because of its appealing performance demonstrated in a variety of 
practical applications. Through extensive and intensive research on the field, 
remarkable progress has been made in the recent literature. This chapter is 
aimed at reviewing such research progress and introducing some up-to-date 
results. 

1. I n t r o d u c t i o n  

In this chapter, we will review the most recent progress in the li terature of 
fuzzy control. Up to now, fuzzy control has become a pervasively popular 
approach to the task of controller design. This is so not only because its the- 
ories are conceptually so straightforward that it is easily acceptable to the 
vast control literature, but also because it has demonstrated remarkable per- 
formance in a variety of practical applications. Theoretically speaking, the 
approach arises from an origin, where fuzzy control is usually referred to as 
an interpolated rule-based control. To be more persuasive, the inverted pen- 
dulum and the robot arm are usually taken as the testbed. However, for the 
testing purpose, one is more concerned with how much the so-designed con- 
troller and the human expert can be alike, rather than with the stability and 
the robustness of the controlled system. Of course, one can also incorporate 
some artificial intelligence techniques, such as a genetic algorithm or learning 
to achieve enhanced control [13, 22]. The genetic algorithm can provide a 
faster solution in searching for the best fuzzy rules via extensive simulations 
or experiments over the controlled system which can be regarded as a black- 
box system. On the other hand, a learning algorithm is constructed to extract  
some knowledge from the behavioral law of the controlled system learning, or 
from the neural nets. However, when the underlying system is too complex 
to be described, it is difficult to find a suitable learning algorithm to improve 
the fuzzy rules. Recently, a linguistic learning-based fuzzy control (LLBFC) 
with a sequential learning mechanism has been proposed to solve the above 
problems by imitating the procedure of controller design generally adopted 
by human beings [10]. The key spirit is that a sequential learning mechanism 
can first decompose the system into several subsystems, each of which can 
be easily described using some linguistic rules, and then establish the control 
by sequentially learning the control strategies of the individual subsystems. 
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With advances of the relevant theories [21, 16, 19], one has gradually 
realized fuzzy mechanisms can play the role as the so-called universal ap- 
proximator which facilitates one to parameterize the system vagueness or 
the system uncertainties naturally. This explains the reason why the cur- 
rent trend of the theoretical developments in this regard is to combine the 
above-mentioned techniques with some conventional control theories into the 
hybrid fuzzy control approach such as fuzzy model analysis, adaptive fuzzy 
control, fuzzy variable structure control, fuzzy H ~ control [21, 9]. The con- 
trol using a fuzzy model approach is to represent the system dynamics in 
terms of a collection of linear systems with embedding of fuzzy if-then rules. 
Then, the stability of the overall system can be analyzed by LMI theorem 
[20]. Adaptive fuzzy control is to parameterize the fuzzy rules as products of 
some unknown rule parameters and some known regressor function so that 
adaptive technique can be applied to on-line update those rules [21]. Fuzzy 
variable structure control is to design the fuzzy rules which can behave as a 
variable structure control after setting some rule parameters [6, 9]. Fuzzy con- 
trol can solve the problem of H ~ performance with a prescribed disturbance 
attenuation level by adaptively updating some rule parameter [3]. 

In order to make the developed fuzzy controllers more convincing, it be- 
comes a trend in demonstrating the controller performance in practice. Par- 
ticularly, adaptive variable structure control is applied to robot manipulators 
to solve the problem in position tracking control, hybrid force/position con- 
trol, contour-following control, and the deburring robot control, [6, 9]. It is 
worth noting that the structure of the fuzzy controller can sometimes be re- 
alized as a neural network one [16, 5], and both controllers can nowadays be 
implemented as some computer chip with fast parallel computing [23, 24]. 

2. M a t h e m a t i c a l  F o u n d a t i o n s  

Consider a fuzzy rule base, for instance, with input x = [ x l , ' " , x n ]  T and 
output y = [Yl,"" ,Ym] T, and then the j - th  fuzzy rule is represented and 
inferred as follows: 

rule[j]: i f x l  isA~ j) a n d . - . x ~ i s A ~ ) , t h e n y l  isB~ j) a n d ' " y , ~  is B~ ) 
fact: Xl is A~ a n d . . . x ~  is A~ 
conclusion: Yl is B~ and- . .y ,~  is B~ 

(2.1) 
where Ai,A~,BI and B~ are called fuzzy sets. Generally, a fuzzy control law 
consists of a fuzzy rule base with crisp inputs and crisp outputs, so that 
the fuzzy inference can be derived as some approximator f with constant 
parameters 0 and a as [21]: 

y = f ( x ,  O, c~) = EY=----AlO-J---~J(x--a-) = Oj~j(x, a)  = oru,  (2.2) 
EP=I Wj(X, 0~) i=1 
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where Oj E ~}~rn is a parameter vector representing the numerical values asso- 

ciated with the fuzzy sets B[ j) , . . . ,  B ~  ) , and wj (x, c~) is a weighting function, 
expressed as follows: 

{ ~A~j)(Xl, Ct) . . . . .  ~A!j ) (X~, C~) if 
wj(x,o~) = min{PAiJ) (Xl ,C~) .  . . . .  #A!~)(X~,C~) } if 

sup-product operator, 

sup-min operator; 

(2.3) 
constant parameter c~, 
defined as follows: 

#A(X, 0~) is the membership function characterized by 
and vj is called fuzzy basis function (fuzzy regressor) 

~j (x, ~) (2.4) 
. j ( x , ~ ) =  p w E / = I  y(x,c~) 

with p being the total number of fuzzy rules. Note that, from expression (2.3), 
the combining operator 'and' can be implemented in two alternatives, either 
sup-product operator or sup-rain operator. 

3. E n h a n c e d  F u z z y  C o n t r o l  

Apparently, applying the fuzzy rule base (2.1) or the approximator (2.2) as 
a means to representation in the fuzzy control are equivalent. However, the 
fuzzy controllers designed based on (2.1) and on (2.2) mean different design 
approaches. In the former, one first constructs a reasonable fuzzy rule base 
with fuzzy sets determined by experts using some linguist variables (e.g. slow, 
very slow). These fuzzy sets are then realized after being assigned suitable 
membership functions which symbolize mappings from linguist variables to 
specific numerical values (as 0, c~, in (2.2)). The latter is regarded as some 
interpolation scheme to approximate the involved nonlinear functions by seek- 
ing suitable parameters 0 and c~. However, lacking the systematic searching 
approach and the specification of the domain of interest, such fuzzy con- 
trol approach is usually required to be combined with the other powerful 
methodologies (theories) to facilitate one to locate appropriate parameters 
or, equivalently, to determine appropriate rules. 

3.1 L e a r n i n g - b a s e d  Fuzzy  Con t ro l  

Some fuzzy controllers can automatically update their fuzzy rules by incor- 
porating some artificial intelligence techniques, such as genetic algorithm or 
learning algorithm. The genetic algorithm can provide a faster solution in 
searching for the best fuzzy rules via extensive simulations or experiments 
over the controlled system which can be regarded as a black-box system. On 
the other hand, the learning algorithm is constructed to extract some knowl- 
edge from the behavioral law of controlled system, or from the neural nets 
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[12, 1]. However, when the underlying system is too complex to be clearly de- 
scribed, it is difficult to construct the suitable learning algorithm to improve 
the fuzzy rules. Recently, a linguistic learning-based fuzzy control (LLBFC) 
with a sequential learning mechanism is proposed to solve the above prob- 
lems by imitating the procedure of controller design generally adopted by 
human being [10]. The key spirit is that a sequential learning mechanism can 
decompose the system into several subsystems, each of which can be eas- 
ily described using some linguistic rules, and then establish the control by 
sequentially learning the control strategies of the individual subsystems. 

Learning Mechanism 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  

' Switch ', 

LinguistiiC riteri°n I" L ~ ~ ' ~ ' ~  i i + - 

, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Task Excution 
. . . . . . . . . . . . . . . . . . . . . .  , 

, output 

Fig. 3.1. Linguistic learning-based fuzzy control 

The architecture of LLBFC mainly consists of the following five parts (see 
Fig. 3.1): 

- fuzzy controller: consists of If-then rules and drives the system to meet the 
specified goal, 

- linguistic criterion: declares the specification of the system performance, 
- linguistic model rules: consists of If-then rules that describes the behavior 

of the controlled system, 
- storage: saves some measurable system states and the control input during 

task running, 
- learning algorithm: updates the fuzzy control rules. 

To demonstrate the above-mentioned control schemes [10, 1], an inverted 
pendulum system depicted in Fig. 3.2 is taken as a testbed, which is often 
viewed as the level of ability of the control skills. The set-up of an inverted 
pendulum system consists of a DC motor and a cart carrying a pole, where 
the motor is to drive the cart so that the pole will not fall down. In Fig. 3.2, 
0 denotes the angle displacement of the pole, x denotes the position of the 
cart, and u is the control input. 

A sequential learning procedure for the inverted pendulum is given as in 
Fig. 3.3. Then, the overall system is decomposed into two subsystems, one for 
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, x P ~motor 

Fig. 3.2. The diagram of an inverted pendulum system 

the angular displacement of the pole and the other for the position of the cart. 
The sequence is arranged such that the subcontroller (with output ue) for the 
angular position of the pole starts the learning process first till the response 
of the pole subsystem meets the linguistic criterion, and then the learning 
process of the other subcontroller (with output u~) for the position of the cart 
is conducted via the help of some learning condition function h~(0, 0, x, 5). 
Finally, the overall controller after the learning can be expressed as follows: 

= ~0 + h~(e, 0, x,~)u~ (3.1) 

The control objective here is to regulate both the angular displacement of 
the pole and the position of the cart at the origin value subject to linguistic 
performance criteria: Given the admissible overshoot, undershoot and system 
constraints, the controlled system should have the shortest risetime. 

3.1.1 L e a r n i n g  p r o c e d u r e  for  L L B F C .  The learning procedure is initi- 
ated to set the fuzzy controller ue as a bang-bang controller, and after that,  
the learning mechanism starts to update those fuzzy rules. A large oscillation 
occurs for the angular displacement of the pole in Fig. 3.4a. Fig. 3.4b shows 
the simulation results for the fuzzy controller u8 after 16 times of running 
with a satisfactory result and the result of the control input is similar to 
an optimum strategy by a well trained human operator. Figure 3.4d shows 
the overall learning process in the phase plane 0-0 for two extreme initial 
conditions. At the beginning, the system response has a large oscillation and 
gradually converges to an optimum response when the number of iteration of 
learning increases. 

After ue is trained completely, the hitting condition function, hx, is im- 
plemented as follows: 

- 1 ,  ifl01<_e, f so t<eo  a n d l s x l > e ~  (3.2) 
h~(O, so,s~) = 0, otherwise, 

where so = 0 + Ao0 and s~ = ~ + A~x are two augmented variables with con- 
stants A0 > 0 and A~ > 0; ¢, e0 and ¢~ are some small positive constants. Note 
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Controller 
Ux 

Switch 

(o,o,o,o) I I . 

I" 

Fig. 3.3. The sequential learning mechanism for an inverted pendulum 

that 8~ _~ ~ is utilized to characterize the desired pole dynamics, whereas 
s~ _> ~ is to determine whether the hitting force is necessary (because the 
cart  can natural ly move back to the neighborhood of the origin, if Is~ I < e~). 
Figure 3.5 shows the simulation results for the overall fuzzy controller after 
the task runs 18 times and Figure 3.5b shows the response of the position of 
the cart  with satisfactory performance. In fact, from Fig. 3.5c, which shows 
the response of the angular displacement for the controlled system, we find it 
similar to Fig. 3.4c, the response of the control input ue. This fact illustrates 
that us is similar to an optimal strategy for a well trained human operator. 

Remark 3. i. Simulation results showed that the proposed controller not only 
has the fast convergence in learning algorithm but also has satisfactory per- 
formance after sound training of the controller. When being compared with 
other researches in literature [12, I], the proposed learning algorithm only 
needs to take a few tens of times (16 + 18 -- 34) to complete the process 
of learning a designated controller and to achieve appealing system perfor- 
mance. 

3.2 Approximation-based Fuzzy Control 

While the fuzzy control is regarded as some approximator  (2.2), many conven- 
tional control schemes can in fact be combined into the hybrid fuzzy control 
approach to enhance the approximating capability, such as approximate  some 
a priori unknown function or even to approximate  a designated conventional 
robust  controllers. These hybrid control approaches can be listed as follows: 

- Fuzzy model analysis [20]: a model which represents system dynamics in 
terms of a collection of linear systems with embedding of fuzzy if-then 
rules. From (2.2), the stability of the overall system can be analyzed by an 
LMI theorem. 
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- Adapt ive  fuzzy control  [21]: a fuzzy control for which the rule pa ramete r  0 is 
regarded as u n k n o w n  cons tan t  and  u is regarded as the regressor func t ion  
so tha t  adapt ive  control  can be applied to upda te  ~ on-line. Based on 
Lyapunov  theory, the s tabi l i ty  of the control led system can be proven.  

- Fuzzy variable  s t ruc ture  control  [6, 9]: a fuzzy control  which can behave 
as a variable  s t ruc tu re  control  by providing tha t  the pa ramete r  0 and  the  
membersh ip  funct ions.  

- Fuzzy H °~ control  [3]: the fuzzy control which can achieve H ~° performance  
with a prescribed d i s tu rbance  a t t enua t ion  level via  adapt ive  upda t e  of ~9. 
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Fig.  3.4. Learning procedure of LLBFC for pole controller 
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A t r end  in d e m o n s t r a t i n g  the  above  fuzzy control lers  to be persuas ive  is 
to a p p l y  t hem in prac t ice .  A very popu l a r  d e m o n s t r a t i o n  example  is a robo t  
m a n i p u l a t o r ,  which will be used to inves t iga te  the  fuzzy control  below. 

3 .2 .1  C o n t r o l  p r o b l e m s  o f  r o b o t  m a n i p u l a t o r s .  Cons ider  an n degree-  
of- f reedom a r t i c u l a t e d  robo t  m a n i p u l a t o r  equ ipped  with  a cu t t ing  tool  per-  
forming contour- fo l lowing mot ion  in o rder  to  remove bur rs  from a pa r t ,  as 
dep ic ted  in Fig.  3.6. I ts  dynamic  mode l  in jo int  coord ina tes  can be der ived  
as follows: 

M(q)ct + C(q, gt)ct + G(q) + D(q)  = r + rS, (3.3) 

where  q E N~ is the  jo in t  vector ,  M(q) E N~xn is the  ine r t i a  ma t r ix ,  C(q, q)o 
is the  vec tor  r epresen t ing  the  centr i fugal  and  Coriolis forces sa t i s fy ing M - 2 C  
is a skew-symmet r i c  ma t r ix ,  G(q) is the  vec tor  of g r av i t a t i ona l  forces, D(q)  
is the  vec tor  of  f r ic t ion forces, ~-f is the  vec tor  of  ex t e rna l  con tac t  forces and 
momen t s ,  and  7- is the  vec tor  of control  inpu t  forces and moments .  
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Fig. 3.6. Robot manipulator performing control task 

To ease the controller design for the task, we re-express the dynamic model 
in the Cartesian coordinates. First, we assume that  the Cartesian coordinate 
of the cutting tool, namely, x, is with respect to the world frame {W}, so that  
x can be represented as a function of its joint coordinates, q in the reference 
frame, i.e. 

x = H(q) ,  (3.4) 

where x = [ x l , . . . ,  x6] :r = [x~, x~] r ,  with xp • N 3 being its position vector of 

cutting tool and Xo • Na being the orientation vector, and q = [ q l , '  " " ,  q,~]r. 
Differentiating Eq. (3.4), we then get 

5c - OH(q~) ( I : J(q)0, (3.5) 
Oq 

where J(q) • ~6xn is a Jacobian transform matrix and is assumed to be 
of full rank for q lying in a compact set in the joint space, so that  there 
exists a one-to-one mapping between x and q in a properly defined compact 
set. Thus, J has a pseudo-inverse matrix J+ ,  satisfying J J +  = 1. Then, 
letting Ms = J + T M J + ,  Cx = J + T c J + -  J + T M J + J J + ,  Cx = J+TG,  
Dx = J + r D ,  f~- = J+Tr  and f = J + T r / ,  we can derive the dynamics of the 
robot manipulator  in the world frame as follows: 

Mx(x)Y: + C~(x,!c)'5; + Gx(x)  + D:,(Jc) = f~- + f .  (3.6) 

Here, the torque vector 7- in joint coordinates can be derived as ~- = jTf~. .  
Apparently, the robot manipulator  has to achieve some suitable dynamics 

to perform the task with desired contour motion and force, while contacting 
the parts.  The control problems are the uncertainties in robot dynamics and 
unknown contact environment. The proposed adaptive fllzzy variable struc- 
ture control can efficiently solve the above problems, as positioning tracking 
control [6], hybrid force/position control [7], contour following with unknown 
objects [8], and deburring robot [9]. 
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3.2.2 A d a p t i v e  fuzzy  v a r i a b l e  s t r u c t u r e  con t ro l .  Assume the system 
(3.6) with the uncertainties which can be bounded by the function vector 
g(s) = [91(s) ,"  ", 9n(s)] T, where s = I s 1 , ' . . ,  sn] T is the sliding mode vector. 
Here, our goal is to design a fuzzy controller u /  = [ufl, . .  " , U f n ]  T w h i c h  

can compensate  for the uncertainties. Then, consider a fuzzy controller with 
control input u f, consisting of n (n = 6) multi-input single-output (MIS0)  
fuzzy controllers, which are respectively characterized by 

A 
U f i  : U f i ( S )  : ~ 1  X " '"  X ~ n  ~ 

where ufi is the i-th fuzzy controller, s = [ s l , ' "  ,sn] r is the input fuzzy 
vector, ~?~ = [ - T A x ,  TAt], ..., ~?~ = [-TAn,  TAn] with T being a positive 
integer and can be set arbitrari ly large to constitute enlarge enough compact 
sets, and Ai being some positive real numbers. Here, each of the member-  
ship functions is given as an m-th  order multiple dimension central B-spline 
function (as depicted in Fig. 3.7), of which the j - th  dimension is defined as 
follows: 

( - 1 )  k m + l  m + l  "~ 
N,~j(s. = E m! k [(sj + ( 2 k)Aj)+] (3.7) 

k=0 

where we use t. notation 

x+ := max(0, x) (3.8) 

The m-th order B-sb e type of membership function has the following prop- 
erties: 

- an (m - l)-th order c~ inuously differentiable function, i.e. Nmj(Sj) E 
C'~-I; 

- local compact  support ,  i.e. Nmj(sj) ~ 0 only for sj C L 2 5, 
- N,~j(sj) > 0 f o r s j  E ( - ' ~ + I A  m + l a  ~ 2 3, 2 ~ 3 ]  
- symmetric with respect to the center point (zero point) 

oo 

-- ~ i l ° ° _ _ c x ~ ' ' ' ~ i j = _ o o  N m l ( S l  - i l A 1 )  - - .  N m j ( S j  - i j A j )  = 1, for j c Z + 

Based on the definition of the local compact support,  the above property 
can be rewritten as 

E "'" E N r ~ I ( s l - i l A 1 ) ' " N ~ j ( s j - i j A j ) = I ,  f o r jEZ+(3 .9 )  
i lCI~ l (S l  ) i jCIc j (S j )  

where I,y(Sj) is an integer set, defined as follows: 

sj m + 1 sj m + 1 
Icj(sj) -- {i:  Aj 2 < i < ~ + - - - f - - , i  e Z , j  C Z +} (3.10) 

Then the membership functions for the j - th  fuzzy variable sj are defined as 
follows: 
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pj~(sj)  = N ~ j ( s  5 - i ~ j )  (3.11) 

whose compact  suppor t  is given as: 

y2ji = [(i m 2  + 1 )Aj ,  (i + ~ - - ) A j ] , m  + 1 (3.12) 

for j = 1 , . . . , n ,  and i = - T , . . - , 0 , . - . , T ,  which means tha t  sj E int(g?ji) 
implies tha t  # j i ( s j )  > 0 and S?j - U~e{_r,...,r}~2sji. 

Apparent ly ,  it is possible tha t  ~?ji N ~?Yk ¢ !~, for some i ¢ k, i.e. sj  can 
s imultaneously fall into several compact  supports .  The  indices labeling those 
suppor ts  are equivalent to those in the definition of (3.10) and hence can be 
rewri t ten  as: 

I c j ( S j )  m {i :  s j  • in t ( /2 j i ) , i  • Z , - T  < i < T} 

-- { i :  ~?ji C ~2cj(sj)} (3.13) 

where g2cj (s  j )  is the union set of those compact  supports ,  defined as follows: 

~?cj(sj) - u~elo~(sj)~j~ (3.14) 

which means tha t  i • I c y ( S j )  is equivalent to sj • £2cj (sj).  
From (2.2), we can represent  the above fuzzy controllers as follows: 

T T 
E i l = - - r  ' '  " E i  . . . .  r " l i l  ( S l )  " " " # n i n  (Sn)Oili2""i ,~ 

~tf -= T T 
~ i l = - T  " " " ~ i  . . . . .  T " l i l  ( S l )  " " " #ni , ,  (Sn)  

T T 

= E ' ' ' E ' i l . . . i n ( 8 1 , ' ' ' , ' n ) O i l . . . i n  
Q = - T  i n = - Y  

where i l ,  • • -, in  are integer indices, ~]il...i, ' ( S l , "  "" , S n )  is the fuzzy basis func- 
tion, and 0~...i~ • Nn is the parameter  vector.  

Define a new vector  sz~ as follows: 

{ si, as s~ < - A i  or s~ > Ai; (3.16) 
sa~ = 0, otherwise (i.e. si • [-A~, Ai]); 

so tha t  
~z~ = s for sz~ ¢ 0. 

Here,  our  goal is to design u I to satisfy the following 

k f i ( s ) s g n ( s i ) ,  if si  ~ [ - A i ,  A~]; (3.17) 
u I ~ ( s )  = I. k s~ ( s ) ,  otherwise; 

where k f ( s )  > g i ( s ) ,  k s ( s )  = [k~ l ( s ) , . . . ,  ksn] T is a smooth function vector  to 
make u f  smooth ,  a n d [ - A i ,  Ai] is regarded as a designated dead-zone range 
which can be arbi t rar i ly  set. 
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Fig.  3.7. The rn-th order B-spline basis for m=0,  1, 2, and 3 

P r o p o s i t i o n  3 .1 .  If the fuzzy control law uf is given as in (3.15), then there 
exist a class of the fuzzy controller which can satisfy the expression (3.17). 

Proof. To prove this, we have to assure tha t  u f  satisfies two proper t ies ,  
namely,  (a) s g n ( u f j )  = sgn(s j ) ,  and (b) lufjl >_ Igjl, when sj C g?i\g?jo, 
for j = 1, •. •, n, respectively,  f rom variable s t ruc ture  control  theory. 
Proof of (a): From the definition Icj  in (3.10), when sj E g?j\Y2jo, it follows 
tha t  

m + l A  .~ I~j(sj) C { - T , . . . , - 1 } ,  sz~j < 0 (i.e. sj  < - - - 7 - ~ ,  (3.1s) 
I~j(sj) C {1,- .  ,T} ,  s ~ j  > 0 (i.e. s 5 > - ~ A j ) ;  

for j = 1 , . . . , p ,  respectively,  where { - T , . . . , - 1 }  and { 1 , . . . , T }  are bo th  
integer  sets. Then,  the  representa t ion  of the  j - t h  fuzzy controller  can be 
rewri t ten  as follows: 

T T - -1  
" ' "  Ein=__r  l ] i l . . . z ,  0 i l . . . i ,  a S  < 0 ;  Ei ,~_ l=--Y  ,. E i l = - - T  SA j  

= T T T 12i~...i~Oil...in j a S  8Aj  ) 0 ;  Ufj 2 i ~ = - - r  ' " " }-~-i,_l=--r 2 i ,  =1 

Since L%..4, is a lways posit ive,  the sign of uf j  can be de te rmined  by 0il...i,, j ' s .  
Hence,  we set Oil...i,,j < 0, for - T  <_ ik < T, k ¢ j ,  - T  <_ ij < - 1  and 
0il...ij > 0 ,  for - T  _< ik _< T,  k C j ,  l < i j  <_T 

As a result ,  we can conclude tha t  sgn (u f j )  = sgn(s j ) ,  for j = 1 , . . - ,  n. 

Proof of (b): Give the  following definitions for j = 1 , . - . ,  n: 

kJm~x(S ) = max{sup~E~(s~)x...×~j(sj)gi(x),x E ~n}, 

OJmin(8 ) : min{lOil..4,,il,il E I c l ( s l ) , ' " , i ~  E I ~ ( s ~ ) } ,  
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By setting 0jmin ~ kJmax , we will obtain the following inequality: 

[Oil...i~jl k OJmi n ~ ]~Jmax for il e I~1(Sl) , . . .  ,i~ E Ic~(S~) 

By virtue of the fact 

T T 

E E E E (31 t 
Q=-T in=-T ilCIcl(Sl) i~CIc~(s~) 

and in the cases where SjA 5£ O, for j = 1 , . - . ,  n, we can derive the following 
result: 

= ~ "'" ~ Yil""i,L(S)lOil""inj] 
ilElcl(sl) incIc,,(Sn) 

~ "'" ~ l~il""i,,($)OJmin 
ilElel(Sl) i~,EI~,,(s,,.) 

: 0Jmin(S ) ~ kJmax(8) 
>- lgJ[, as s j~  # 0 ,  

for j = 1 , . . - , n .  This completes our proof. 

The following adaptive law to seek the proper 0 to meet the condition of 
Proposit ion 3.1 will be necessary. 

= rV(s)sTA, for s E ~1 N "'" X J~n (3.20) 

Remark 3.2. The fuzzy controller (3.15) with the adaptive law (3.20) takes 
the following advantages: 

- Locally weighted fuzzy controller: Only rules supported by compact set 
f2~j required to be updated so that  those rules will be locally weighted. 

- Smooth fuzzy controller: Apparently, the fuzzy controller (3.15) can behave 
as a smoother  controller if we can choose the membership functions to be 
smoother  high order B-spline functions. 

3 .2.3 E x a m p l e .  A five degree-of-fl'eedom (DOF) articulated robot arm is 
applied to perform a contour-following for an unknown elliptical cylinder 

(~c~-3°°)2 - 1 and 0 < object is located on the table, expressed as ~ + 285 - 
x~3 _< 50. The desired position trajectories are given as xcl (t) = 50 cos(0.5~rt), 
xc2(t) -- 300+50 sin(0.57rt) and x~3(t) -- 25(1-cos(0.5~rt)). The desired force 
magnitude t ra jectory fd,~ is given as fd~ = 10 -- 5exp(-- t )  N with initial 
contact force 5 N being given [8]. 

At the beginning, since initial matr ix  parameters  are set to zero in the first 
period of tracking motion, after the first period, adaptive variable structure 
control is initiated. The position error and force error are given in Fig. 3.8; 
we can find that  the error is converging to zero. 
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Fig.  3.8. Robot manipulator performing contour following for unknown object 

4.  C o n c l u s i o n  

In this chapter ,  we reviewed the most  recent progress in the l i terature of fuzzy 
control  and present some up- to-date  research results. Wi th  all the advances 
of the theories, fuzzy control  not only is a practically powerful control  scheme 
but  also becomes a theoret ical ly complete control field. It  is highly expected 
tha t  such control  will some day evolve as a generic control  tool which can be 
so tangible to human  mind. 
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Trajectory Control of Flexible Manipulators 
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We present some feedback control techniques recently developed for the ex- 
act solution of t rajectory tracking problems for manipulators with flexible 
elements. Two classes are considered: i) robots with rigid links but with 
elastic transmissions, in which flexibility is concentrated at the joints, and 
ii) robots with lightweight and/or  long arms, where flexibility is distributed 
along the links. For robots with elastic joints, we introduce a generalized in- 
version algorithm for the synthesis of a dynamic feedback control law that 
gives input-output  decoupling and full state linearization. For robots with 
flexible links, the end-effector trajectory tracking problem is solved based on 
the iterative computation of the link deformations associated with the desired 
output  motion, combined with a state trajectory regulator. For both robot 
models, the control design is performed directly on the second-order dynamic 
equations. 

1. I n t r o d u c t i o n  

Modeling robot manipulators as rigid mechanical systems is an idealization 
that becomes unrealistic when higher performance is requested. Tasks in- 
volving fast motion and/or  hard contact with the environment are expected 
to induce deflections in the robot components, eventually exciting an oscil- 
latory behavior. There are two sources of vibration in robot manipulators: 
joint flexibility, due to the elasticity of motion transmission elements such as 
harmonic drives, belts, or long shafts [26], and link flezibility, introduced by 
a long reach and slender/lightweight construction of the arm [6, 17]. In order 
to be able to counteract the negative effects of flexibility, advanced robot 
control systems should be designed on the basis of a more complete dynamic 
model of the robot (see, e.g. [27] and [5]) 

In robotic systems with flexible elements, output trajectories are typically 
defined beyond the structural flexibility, i.e. in terms of link motion for robots 
with elastic joints or at the level of manipulator tip for robots with link 
flexibility. We address in this chapter the stable and accurate reproduction of 
such trajectories using model-based state feedback control. Standard tools for 
solving t ra jectory tracking problems in nonlinear systems, such as feedback 
linearization, input-output  decoupling, or inversion control (see, e.g. [19]), are 
not sufficient in these cases, so that the application of more advanced control 
techniques should be investigated. 



84 A. De Luca 

In particular, the complete dynamic model of robots with elastic joints 
fails to satisfy the necessary conditions for input-output decoupling and/or  
full linearization by static state feedback [15], as opposed to the case of rigid 
robots for which these methods are equivalent to the well-known computed 
torque technique. Use of the larger class of dynamic state feedback controllers 
is helpful, because elastic joint robots are in fact input-output invertible sys- 
tems without zero dynamics. However, the linearizing dynamic compensator 
has been derived so far only for very simple manipulators, while a general 
synthesis method is still missing. In Sect. 2. we will provide a constructive 
answer to this problem. Furthermore, we will be able to characterize in a 
precise way a tight upper bound for the dimension of the needed dynamic 
compensator. 

On the other hand, the mapping between the joint torque input and the 
end-effector position output in robots with flexible links is associated with 
an unstable zero dynamics [14], the nonlinear equivalent of non-minimum 
phase zeros in a linear setting. The straightforward application of inversion- 
based control leads in this case to an unbounded increase of the internal 
arm deformation and, eventually, to control explosion. Different approaches 
have been presented in order to overcome this problem while exactly tracking 
the desired tip motion of multi-link manipulators: inversion in the frequency 
domain, iterative learning control, nonlinear regulation, or a combination of 
these. In all cases, the key feature is the computation of the bounded link 
deformations (and of the joint motions) producing the desired trajectory 
of the manipulator tip. Based on this idea, Sect. 3. presents in a unified 
framework three different but rather equivalent solutions to the end-effector 
t rajectory tracking problem. We report also some illustrative experimental 
results obtained on a prototype two-link planar manipulator with flexible 
forearm, available in our Robotics Laboratory [10]. 

The chapter is organized so that its two main parts, devoted respectively 
to elastic joint and flexible link manipulators, are self-contained and inde- 
pendent. 

2. R o b o t s  w i t h  E las t i c  J o i n t s  

We study the dynamic feedback linearization problem for robot arms with 
elastic joints. In particular, we consider a specific class of dynamic models 
which is, however, general enough so as to include many interesting instances, 
like robots moving on a plane. All robots within this class cannot be linearized 
nor input-output  decoupled using only static state feedback. The design of 
the dynamic control law is presented in a constructive way, without resorting 
to state-space equations. The obtained result enables to solve the t rajectory 
tracking problem in a global sense and with a prescribed linear error dynam- 
ics. 
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2.1 D y n a m i c  M o d e l i n g  

Consider an open kinematic chain of N + 1 rigid bodies, interconnected by 
N joints undergoing elastic deformation. The robot is actuated by electrical 
drives which are assumed to be located at the joints. Let q E j~N be the 
link positions, and 0 E JT~ N be the motor (i.e. rotor) positions, as reflected 
through the gear ratios. With this choice, the difference qi - 0i is the ith joint 
deformation and the direct kinematics of the whole arm will be a function of 
the link variables q only. The following quite general assumptions are made: 

Assumption 2.1. Joint deformations are small, so that  elasticity in the joint 
is modeled as a linear spring. 

Assumption 2.2. The rotors of the motors are modeled as uniform bodies 
having their center of mass on the rotation axis. 

Assumption 2.2 implies that  both the inertia matrix and the gravity term 
in the dynamic model will be independent from the position 0 of the motors. 

Following the Lagrangian approach, we compute the kinetic energy of the 
robot structure (including links and motors as rigid bodies) as 

T = ~ [0 T oT] Ls~(q) 

where all blocks of the inertia matrix are N × N matrices: B(q) contains the 
inertial properties of the rigid links, S(q) accounts for the inertial couplings 
between motors and links, while J = diag{J1,..., Jn}, J{ > O, is the matrix 
of the effective rotor inertias of the motors. 

Consider the standard case in which the ith motor is mounted on link 
i - I and moves link i. Since the kinetic energy of the ith motor does not 
depend on the motion of the ith link and of the subsequent ones, we have 
the following strong model property: 

Property 2.1. Matrix S(q) has the upper triangular structure 

[~ $12(ql) S13(ql,q2) " "  S1N(q l , . . . , qN-1 )  
0 $23 (q2) "'" S;g(q2, . . . ,qN--1)  

. . . .  . .  • , ( 2 . 2 )  

0 0 "'" SN- -1 ,N(qN- -1  ) 
0 0 0 . . .  0 

where the most general cascade dependence is shown for each single term. 

For the ease of presentation, we will focus on a particular situation: 

Assumption 2.3. Matrix S in Eq. (2.1) is constant. 
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For instance, Assumption 2.3 is valid for planar robots with any number 
of rotational joints or for a spatial 3R elbow manipulator.  In the former case, 
it can be shown that  the expression of the elements of S is Si j  -~- J j ,  apart  
from those entries that  are structurally zero. 

The potential energy is given by the sum of the gravitational energy, for 
both motors and links, and of the elastic energy stored at the joints. By virtue 
of Assumptions 2.1 and 2.2, we have 

= Us(q) + ~(q - o)Tt':(q -- 0), (2.3) U 

in which K = d i ag{K1 , . . . ,  K~}, Ki > 0 being the elastic constant of joint i. 
The robot dynamic model is obtained from the Euler-Lagrange equa- 

tions for the Lagrangian L = T - U. Under the above assumptions, the 2N 
second-order differential equations have the form (see, e.g. [15] for a detailed 
derivation) 

B ( q ) ~ + S O + c ( q , q ) + 9 ( q ) + K ( q - O )  = 0 (2.4) 

srq + + I ( ( 0  - q) = T, (2 .5 )  

where c(q, q) are Coriolis and centrifugal terms, g(q) = (OUg/Oq) T are gravity 
terms, and T E 2~ N are the torques supplied by the motors. 

We note explicitly that  in the case of a single link and for some other spe- 
cial kinematic structures with elastic joints (e.g. a 2R polar robot) it is found 
that  S = 0, implying no inertial couplings between the link and the motor  
dynamics.  The same situation is forced by a modeling assumption introduced 
in [25], namely by considering in the angular part  of the kinetic energy of 
each rotor only the part  due to its relative rotation. When S = 0, the model 
is always feedback linearizable by static state feedback. In the following, we 
will assume that  at least one element in matr ix  S is different from zero. In 
this case, the control property of linearization by static feedback is always 
destroyed and we should look for a more general dynamic feedback controller 
in order to achieve full state linearization and input-output  decoupling. 

2.2 G e n e r a l i z e d  I n v e r s i o n  Algorithm 

Let qg(t) be a desired smooth reference t rajectory for the link variables q. A 
dynamic state feedback control for the input torques ~- in Eq. (2.5) is a law 
of the form 

= + 9 (z ,  (2.6) 

= + (2 .7 )  

where x = (q, 0, 0, t~) C ~4N is the state of the robot, ~ E ~ M  is the s tate  of 
the dynamic compensator  (of order M to be defined), and v E K/N is the new 
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control input. Our objective is to design such a control law so that the closed- 
loop system made by Eqs. (2.4)-(2.5) and (2.6) (2.7) is fully represented by 
decoupled chains of input-output integrators, i.e. 

d ~ q~ 
dt~ - v ~ ,  i =  l , . . . , N ,  (2.8) 

with the additional requirement that 

N 
Z = 4N + M, (2.9) 
i = 1  

where ri the closed-loop relative degree of the output variable qi. 
This problem formulation asks for both input-output decoupling and full 

state linearization (in the proper coordinates) of the closed-loop system. Suf- 
ficient conditions for the existence of a solution to this problem exist [20] and 
general algorithms for constructing the required control law can be found 
in [19]. 

It has been shown in [9] that the general model of robots with elastic joints 
(and thus, in particular, Eqs. (2.4)-(2.5)) can be linearized and input-output 
decoupled via dynamic state feedback. However, the actual construction of 
the dynamic controller has been a difficult task until now and was performed 
only on a case-by-case basis. An example of such a controller for a 2R planar 
robot can be found in [7]. One difficulty in deriving a systematic method 
for the synthesis of the controller (2.6)-(2.7) for robots with elastic joints 
is due to the fact that all available algorithms are defined in terms of a 
state-space representation of the system. The transformation of Eqs. (2.4)- 
(2.5) into first-order state equations, though simple, hides the physical role 
of the following algorithmic steps and makes them computationally more 
complex. In addition, it has been found [8] that the dimension M of the 
dynamic controller and the degrees ri of the obtained linear input-output 
relations (2.8) depend on the number of joints as well as on the kinematic 
structure of the robot. 

With the above limitations in mind, we propose a new general algorithm 
that proceeds in an incremental way by solving a series of partial linearization 
and input-output  decoupling problems, directly defined on the robot dynamic 
model (2.4)-(2.5). 

2.2.1 S t e p  1: I n p u t - o u t p u t  d e e o u p l i n g  w i t h  r e s p e c t  to  0. Prom the 
structure of Eq. (2.5), we define the following control law for 7 

= + + K ( 0  - q) (2 .10)  

where u E ~ N  is the new control input. This control law imposes the dy- 
namics 

B ( q ) ~ + S u + c ( q , q ) + g ( q ) + K ( q - O )  = 0 (2.11) 

= u .  ( 2 . 1 2 ~  
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The implementation of the control law (2.10) by state feedback requires 
the elimination of the link acceleration q. Solving for // in Eq. (2.11) and 
substituting in Eq. (2.10) gives 

7- = [d - s T B - I ( q ) S ]  u -- S T B - t ( q ) [ c ( q ,  (t) + g(q) + K ( q  - 0)] + K ( O  - q). 

(2.13)  
Equation (2.12) shows that a linear and decoupled relation has been ob- 

tained between each input component ui and each output  0i (i = 1 , . . . ,  N),  
by using a static state feedback law 7- = 7-(q, 0, (1, u). In the closed-loop sys- 
tem, we have 2N states (namely, q and (1) that are unobservable from the 
output  0. 

2.2.2 S t e p  2: I n p u t - o u t p u t  d e e o u p l i n g  w i t h  r e s p e c t  to  f .  By defining 
a new output  f as 

f = B ( q ) ~  + c(q, (1) + g(q) + K q ,  (2.14) 

Equation (2.4) can be rewritten as 

f ( q ,  q, + - K O  = 0, (2.15) 

where Eq. (2.12) has been used. We note that output f has the dimension of 
a generalized force. 

Differentiating twice Eq. (2.15), we obtain 

f ( q ,  (1, ii) + S ~  - K u  = 0. (2.16) 

By defining the following control law for u 

= ~:-1 [S~ + ~J], (2.17) 

where w t E ~ N  is the new control input, we would simply get 

f ( q ,  (1, ~) = w ' ,  (2.18) 

i.e. a linear and decoupled relation between each input w~ and each output  
fi (i = 1 , . . . , N ) .  

Owing to the Proper ty  2.1 of matrix S, the control law (2.17) inherits 
a hierarchical structure and is thus well defined, even if its implementation 
requires input differentiation. To avoid input differentiation, we proceed in a 
different way by adding on each input channel ui a string of integrators. In 
particular, 2(i - 1) integrators, with states ¢ij, are put on the ith channel 
(i = 2 , . . . , N ;  j = 1 , . . . , 2 ( i -  1)): 



?£1 

It 2 z 

It i 

Wl 

(~21, 

¢ i l ,  

(~N1 : ~N1 
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~21 --~ 

~ i l  ---- 

~22, ~22 = W2 

¢i2,  ¢i,2(i-1) = ~i  

UN ¢N2, "'" CN,2(N-1) = ~ N ,  
(2.19) 

where ~ E /R N is a temporary control input. The total number of added 
integrators is N ( N  - 1). Denote by ¢ the vector collecting the states of all 
these integrators. 

Differentiating 2(i - 1) times the ith scalar equation in (2.16) (or, equiv- 
alently, 2i times the ith equation in (2.15)), and keeping into account the 
d?)namic extension (2.19), we obtain 

2i 
d f i  
dt2~ 

N S d2iuj  d2(i-1)ui  

- E i j ~  + Kg dt2(i_l~ 
j = i + l  

N 

= --Si ' i+lWi+l  -- E S i j~ j ,2 i+l  "~- KiWi, 
j=i+2 

for i = 1 , . . . ,  N. By defining recursively the following control law for @- 

K N W  N : 

I ( N _ I ~ N _  1 = 

K i ~  = 

we obtain 

WN 

SN--1 ,NWN + ~1)N--1 

Sc~+I~+~ + ~=~+2 £5¢j,2~+1 + w~ 

( i = N - 2 ,  N - 3 , . . . , 1 ) ,  

(2.20) 

(2.21) 

d2i f i  
dt2i - wi, i = 1 , . . . ,  N.  (2.22) 

Equation (2.22) shows again a linear and decoupled relation between each 
input wi and each output  f i  (i = 1 , . . . ,  N ) ,  resulting now from the application 
of the linear dynamic compensator u = u(¢, w) obtained through Eqs. (2.19) 
and (2.21)• Indeed, when combining this compensator with Eq. (2.13), a 
nonlinear dynamic state feedback ~- = T(q, 0, q, ¢, w) is defined for the original 
robot torque input• Note also that the total number of states of the robot and 
of the compensator is 4N + N ( N  - 1) = N ( N  + 3) whereas, from Eqs. (2.22), 
the number of states on the input-output channels is N ( N  + 1). Therefore, 
in the closed-loop system we have still 2N states that are unobservable from 
the output f. 
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2.2.3 S t e p  3: I n p u t - o u t p u t  d e c o u p l i n g  w i t h  r e s p e c t  to  q. As the last 
algorithmic step, we tackle the input-output decoupling and linearization 
problem for the original output q. The mapping from f to q, represented by 
Eq. (2.14), contains the main nonlinearities of the robot link dynamics. In 
order to cancel them in a well-defined way, we need to dynamically balance 
the input-output relations in Eqs. (2.22). In fact, differentiating 2(N - i) 
times the ith equation in (2.22) we get 

d fi bT(q)~+ci(q,(t)+gi(q)+Kiqi -- (2.23) 
dt'2(N-i) dt2i - -  d t 2 N  d t 2 ( N  - i )  , 

for i = 1 , . . . ,  N, where b~(q) the ith column of the link inertia matrix B(q). 
To avoid differentiation of the input w, we add 2(N - i) integrators, with 
states ~ j ,  on the ith channel (i = 1 , . . . , N -  1; j = 1 , . . . , 2 ( N -  i)): 

W N  = V N  

 'N-1 =  N-I,1,  N-1,1 = 

Wl =  11, ¢11 = 

~)N-1,2 z VN-1 

~i,2(i-i) z Vi 

~/)l,2(N-1) = Vl 
(2.24) 

where g E Lr~N is a temporary control input. The total number of integrators 
is again N ( N  - 1). Denote by ¢ the vector collecting the states of all these 
integrators. 

Resume the vector notation and rewrite Eqs. (2.23), using Eqs. (2.24), as 

d2:V 
(B(q)ij + c(q, q) + g(q) + Kq)  = ~. (2.25) 

dt2N 

Performing differentiation term by term gives 

B(q)q {2(N+1)} + n(q, 0 , . . . ,  q{2N+l}) = g, (2.26) 

where 

2N 
r t :  E / mr\(21bv)B{k}(q)q{2(N+l)_k}+c{2N}(q,~l)_l_g{2N}(q)_+_Kq{2N} ' (2.27) 

k=l 

and we have used the compact notation x {i} = dix/dt i. Therefore, by defining 
the linearizing control law 

= B(q)v + n(q, ( t , . . . ,  q{2N+l}), (2.28) 

we finally obtain 
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d2(N+l)qi 
dt2(N+l) -- vi, i = 1 , . . . ,  N. (2.29) 

Note that Eq. (2.28) can be seen a generalization of the computed torque 
method for rigid robots and is globally defined thanks to the positive defi- 
niteness of the link inertia matrix B(q). 

Input-output  decoupling and linearization has been achieved by means 
of the nonlinear dynamic feedback w = w(q, 0 , . . . ,  q{ZN+l}, ~, v), obtained 
from Eqs. (2.24) and (2.28). Note that the dependence of this control law 
on ~ and on higher derivatives can be eliminated recursively, in terms of the 
robot states (q, 0, q, 0) and of the compensator states (¢, ~). 

Define the total state of the dynamic compensator as ~ = (¢ ,~) ,  which 
is of dimension M = 2 N ( N  - 1). By combining Eqs. (2.13), (2.19), (2.21), 
(2.24), and (2.28) we obtain a nonlinear dynamic state feedback control law 
~- = 7-(x, ~, v) with the structure (2.6) (2.7). Furthermore, Eqs. (2.29) are in 
the form (2.8) with uniform relative degrees r~ = 2(N+1) ,  for all i = 1 , . . . ,  N. 
Condition (2.9) on the sum of the relative degrees, which guarantees full state 
linearization beside input-output decoupling, is fulfilled. In fact, the number 
of states on the input-output channels (2N(N + 1)) equals the sum of the 
number of states of the robot (4N) and of the compensator (2N(N - 1)). 
Thus, we have no more unobservable states left in the closed-loop system, 
which is in turn completely described by the linear dynamics (2.29). 

A number of final remarks are in order. 

Remark 2.1. The stable tracking of output reference trajectories qdi(t) (i = 
1 , . . . ,  N) is realized by any standard control technique for linear single input- 
single output  systems. Using, e.g. pole assignment, we design 

2N+1 
Vi ~- q{d2(N-Fl)} ~- E aij ( q{i} -- (ti~{i}'~] , i---- 1 , . . . , I V ,  (2.30) 

j=0 

where the aij's are coefficients of Hurwitz polynomials 

82(N+1) +ai,2N+182N+1 +...-}-ai282 + a i l s + a i o ,  i = 1 , . . . , N ,  (2.31) 

having prescribed roots in the complex right-half plane. From Eqs. (2.30) 
it also follows that perfect tracking requires 2(N + 1)-times differentiable 
trajectories (degree of smoothness). 

Remark 2.2. In the implementation of the above tracking controller based on 
linearization and input-output decoupling via dynamic feedback, the main 
computational effort is concentrated in the evaluation of the term (2.27), 
which in turn requires the explicit expressions of the linearizing coordinates 
q{O (i = 2 , . . . ,  2N + 1) (see also Eqs. (2.30)). These computations are easily 
customized for a specific robot arm since all components of the control law 
are defined in terms of the available dynamic model elements. Moreover, 
we require to invert the link inertia matrix B(q) only once. This inverse 
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can be stored and then used repeatedly in computing the expressions of the 
linearizing coordinates. 

Remark 2.3. We have implicitly assumed that all the strictly upper triangu- 
lar elements of matr ix S in Eq. (2.4) are different from zero. If some of these 
elements vanish, the dimension of the required dynamic compensator will de- 
crease together with the lengths of the input-output integrators chains (2.8). 
These output  relative degrees may also not be equal to each other. Therefore, 
the value M = 2 N ( N -  1) is in general only an upper bound to the dimension 
of the linearizing dynamic controller, in agreement with the results obtained 
in [8]. For the planar 2R robot with elastic joints considered in [7], we have 
N = 2 and a constant non-zero value ($12 = J2) for the single nontrivial ele- 
ment in matrix S. The upper bound is then attained in this case: a dynamic 
compensator of order 4 leads to two chains of 6 input-output integrators. 

Remark 2.4. It is a simple exercise to verify that,  when S = 0, the three 
steps of the above algorithm build up the static feedback linearizing controller 
of [25]. In particular, the dynamic extensions in Eqs. (2.19) and (2.24) vanish. 

3. R o b o t s  w i t h  F l e x i b l e  L inks  

We consider the inverse dynamics problem for robot arms with flexible links, 
i.e. the computation of the input torque that  allows exact tracking of a 
t ra jectory defined for the manipulator end-effector. We restrict ourselves to 
finite-dimensional dynamic models of flexible manipulators. A stable inver- 
sion controller is derived numerically, based on the computation of bounded 
link deformations and, from these, of the required feedforward torque asso- 
ciated with the desired tip motion. Three different algorithms are presented 
for this computation, all defined on the second-order robot dynamic equa- 
tions. Stable trajectory tracking is then obtained by adding a (partial) state 
feedback, within a nonlinear regulation approach. 

3.1 D y n a m i c  M o d e l i n g  

Consider an open kinematic chain structure, with a fixed base and N moving 
flexible links, interconnected by N (rigid) rotational joints. Each link defor- 
mation is distributed in nature and would be best described by an infinite- 
dimensional model, typically that of an Euler beam with proper boundary 
conditions at the two ends [23, 2]. However, for all but the most simple 
structures, it is impossible to solve for the exact time evolution of the arm 
deflection. Therefore, the use of approximated finite-dimensional models is 
preferred for multi-link flexible manipulators. 

In the following, some simplifying assumptions are made: 
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Assumption 3.1. Link deformations are small, so that only linear elastic ef- 
fects are present. 

Assumption 3.2. For each link, flexibility is limited to the plane of nominal 
rigid motion, i.e. the plane normal to the preceding joint axis. 

Assumption 3.2 implies that  each link can only bend in one lateral direc- 
tion, being stiff with respect to axial forces and to torsion. In view of this, 
the bending deformation wi(x~, t) at a generic point x~ E [0, ~] along the ith 
link of length g~ is modeled, using separation in time and space, as 

Nel 
= i = 1 , . . .  , i v ,  (3.1)  

j= l  

where the N~i spatial components ¢ij (xi) are assumed modes of deformation 
satisfying geometric and/or  dynamic boundary conditions, while 5ij(t) are 
the associated generalized coordinates. 

Let 0 C ~ N  be the vector of joint angular positions, and 5 E ~ g ¢  the 
• . N . • vector of link deformations, where Are = ~ i=1  Ne~. The arm kinematics and 

its kinetic and potential energy can be described in terms of 0, 5, and their 
first derivatives. The Euler-Lagrange equations provide the dynamic model of 
an N-link flexible manipulator in the form of N + Are second-order differential 
equations (see, e.g. [5] for details): 

0 1:[;] 
(3.2) 

The positive-definite symmetric inertia matrix B is partitioned in blocks 
according to the rigid and flexible components, c is the vector of Coriolis 
and centrifugal forces, g is the vector of gravitational forces, K > 0 and 
D > 0 are diagonal matrices, of dimensions N~ × Are, representing the arm 
modal stiffness and damping, while ~- is the torque at the joints. Note that  
no input torque appears in the right-hand side of the last N~ equations (3.2), 
because link deformations in Eqs. (3.1) are described in the reference frames 
clamped at each link base. 

Remark 3.1. The model structure (3.2) holds for any finite-dimensional ap- 
proximation of distributed flexibility. However, specific choices for the as- 
sumed modes ¢~j may imply convenient simplifications in the block Bzz of 
the inertia matrix. In particular, orthonormality of the modes of each link 
induces a decoupled structure for the diagonal inertia subblocks of B ~ ,  which 
in turn may collapse into a constant diagonal matrix. 

Remark 3.2. A rather common approximation is to evaluate the total kinetic 
energy of the system in the undeformed configuration 5 = 0. This implies 
that the inertia matr ix B, and thus also the Coriolis and centrifugal terms 
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c, are independent of 5, and that the velocity terms c~ lose the quadratic 
dependence on 6. If, in addition, B ~  is constant, also co loses the quadratic 
dependence on 6, while each component of c~ becomes a quadratic function 
of t) only. 

For the sake of simplicity, we will consider in the next section the following 
dynamic model for control design 

m0(0) Bo (O)] 0 

where gravity effects are not included and the previous remarks have been 
taken into account. In particular, the dependence of co on 5 is linear. 

Since our objective is the tracking of an end-effector trajectory, we con- 
veniently define as system output 

y = 0 + ~e~, (3.4) 

where the constant N x Are matrix Ce is defined as 

• e = block diag {(~il (ei)/ei,..., ~i,Nel (ei)/ei}. (3.5) 

The output  Yi is a linear approximation of the angle pointing from the ith 
link base to its end. According to Assumption 3.2, the direct kinematics of 
the flexible manipulator, i.e. the position and orientation of the arm tip, can 
be written only in terms of the components of y. 

We finally point out that,  in the presence of uniform mass distribution for 
each link, any dynamic model of the form (3.2) (or (3.3)) retains the same 
relevant control feature: the zero dynamics associated with output (3.4) is 
always unstable (see, however, [12]). 

3.2 S t a b l e  I n v e r s i o n  C o n t r o l  

Inversion control is effective for tracking joint trajectories of a flexible link 
manipulator (i.e. with y = 0 in place of Eq. (3.4)), because the zero dynamics 
is stable in this case [13]. The direct extension of an inversion control law to 
the tip output  (3.4) leads to closed-loop instabilities, due to non-admissible 
feedback cancellation effects. 

Frequency domain inversion has been proposed in [3, 4] as one of the 
first solutions to this instability problem. By working in the Fourier domain, 
this method defines the required open-loop control torque in one step (for 
linear models of one-link flexible arms) or in few iterations (in multi-link 
manipulators). Learning control has been applied in [24, 22] for iteratively 
building the input torque over repeated trials on the same desired output 
trajectory. In both approaches, the generated torque is noncausah a non- 
zero input is applied in time before the actual start of the output trajectory. 
This preloading effect brings the flexible manipulator in the proper initial 
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state that  enables reproduction of the desired trajectory, while preserving 
an overall bounded link deformation. Nonlinear regulation has been used 
in [11, 21]; asymptotic output  tracking is obtained by closing a stabilizing 
state feedback around the reference state trajectory. Finally, separation of 
stable and unstable zero dynamics and noncausal operation are the main 
features of the stable inversion approach proposed in [28, 16]. 

All the above methods share a common idea: in order to exactly reproduce 
an end-effector trajectory, the links of a flexible manipulator should experi- 
ence a specific output-related bounded deformation history. Any at tempt  to 
control the arm deformation in a different way, e.g. trying to reduce as much 
as possible link deformation like in vibration damping control [14], destroys 
exact tracking and /or  induces closed-loop instability. 

Let yd(t) be a desired smooth reference trajectory for the tip, defined in 
a closed finite interval [0, T]. From Eq. (3.4), we can eliminate 0 and 0 in the 
last Are equations of (3.3), obtaining 

(9 - 4o ,9- 4o ) = 0, (3.6) 

which is a dynamic constraint to be always satisfied by tip motion and link 
deformations. Plugging the desired evolution yd(t) in Eq. (3.6) gives a set of 
nonlinear differential equations for the only unknown function ~(t). Suppose 
that a bounded solution ~d(t) c a n  be found (together with its first and second 
time derivatives). We can use then the first N equations in (3.3) for defining 
the nominal input torque 

Td "~- Bo0(Od)Od -[- Bos(Od)~d ~- CO(Od, Od, ~d), (3.7) 

where 
od(t) = y d ( t )  - ( 3 . 8 )  

is the required joint motion. As a result, the main bottleneck is the compu- 
tation of a bounded solution 6d(t) to Eq. (3.6) evaluated at y = yd(t). In the 
following, we present three alternative numerical methods. 

3.2.1 M e t h o d  1: A p p r o x i m a t e  n o n l i n e a r  r e g u l a t i o n .  In nonlinear out- 
put regulation [19], the control law is formed by two contributions: a feed- 
forward term driving the system output  along its desired evolution, and a 
state feedback term necessary to stabilize the closed-loop dynamics around 
the reference state trajectory. For a flexible link manipulator, the feedforward 
term is given by Eq. (3.7) while the desired link deformation ~Sd(t) is part of 
the reference state t rajectory to be computed. 

The output  reference t rajectory should be generated by an exosystem 
with state denoted by Yd. Each component of the reference state t rajectory 
will be specified as a nonlinear function of the exosystem state Yd. For a 
flexible manipulator it is then sufficient to determine ~d = 7r(Yd) and ~g = 
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In particular, the vector function rc(Yd) should satisfy Eq. (3.6), evaluated 
along the reference output  evolution: 

B65#(Ya) + D#(Ya) + KTr(Yd) + BT~(yd -- 4'~(Yd) ) (~)~ -- 4)~#(Ya)) 

+ ce(yd -- ~dr(Yd), lid -- ~ir(Yd)) = 0. (3.9) 

An approximate solution g.(yd) to Eq. (3.9) can be obtained by a numerical 
approach, as in many practical nonlinear regulation problems [18]. If in this 
approximation we use a class of basis elements that are bounded functions of 
their arguments, "~(Yd) will necessarily be a bounded function over time as 
long as the trajectory yd(t) and its derivatives are bounded. 

In [11], a polynomial function of Yd was used as ~(Yd). The nonlinear 
terms in Eq. (3.9) are expanded in Taylor series and the constant coefficients 
in "~(Yd) are determined through the polynomial identity principle. Compu- 
tational savings are obtained via a recursive procedure, solving Eq. (3.9) for 
increasing expansion orders until the final desired precision is obtained. 

As noted in [16], this approach does not allow the use of noncausal inputs. 
Therefore, although the computed link deformation (se(t) = ~(Yd(t)) may be 
different from zero at time t = 0, there is no way to preload the manipulator 
to such a value. 

3.2.2 M e t h o d  2: I t e r a t i v e  inve r s ion  in t h e  f r e q u e n c y  d o m a i n .  For 
linear non-minimum phase mechanical systems, a stable inversion algorithm 
in the frequency domain has been introduced in [3] by regarding both the 
input r(t) and the output  ya(t) as periodic functions. Provided that  the 
involved signals are Fourier-transformable, all quantities will automatically 
be bounded over time. 

An extended interval of definition is considered for the output  reference 
trajectory, namely with t 6 [ - A , T  + A], where A gives enough time to 
preload and discharge the internal deformation in the flexible manipulator, 
without motion of its end-effector. Indeed, we have: yd(t) = yd(0), for t E 
I - n ,  0], and vd(t) = for t e IT, T + n].  

When the system is nonlinear the inversion algorithm is applied repeat- 
edly, using successive linear approximations of the whole flexible manipulator 
equations around the nominal trajectory [4]. 

The same idea can be used in a simpler fashion, namely iterating the 
linearization process on the flexible dynamics only. For, rewrite Eq. (3.6) as 

Ban6 + D6 + K(5 + f(y, Y, ~), (5, 6, 6) = 0, (3.10) 

with 
f = B £ ( y - ~ ( 5 )  ( { j -~ea)  + c a ( y - ~ & ~ ] - ~ * ) .  (3.11) 

We compute a bounded link deformation (sd(t) associated with the end- 
effector motion yd(t) by the following algorithm: 
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Choose an initial 5 (°)(t), with first and second time derivatives, over the 1, 

time interval [ - A , T  + A]. Typically, 6(°)(t) - O .  Set k = 0. 
2. Using Eq. (3.11), define the forcing term 

f(k)(t) = f(yd(t),yd(t),ijd(t),~(k)(t),~(k)(t),i(k)(t)),  (3.12) 

and solve 
B ~  + D~ +/C~ + f(~)(t) = 0 (3.13) 

using the F F T  method as in [3]. Denote the solution as 5 (k+l) (t), defined 
f o r t ¢ [ - - A , T + A ] .  

3. If 1tS(k+l)(t) -~(k)( t) l  I < ee for all t E [ - A , T  + A], set ~e(t) = ~(k+l)(t) 
and stop. Else, set k = k + 1 and go to step 2. 

3.2.3 M e t h o d  3: I t e r a t i v e  l ea rn ing  in t h e  t i m e  d o m a i n .  Robot learn- 
ing control allows to acquire fl'om experiments (or fl'om simulations on an 
accurate dynamic model) the input torque needed for reproducing a desired 
output t rajectory [1]. The trajectory is repeated several times and, at the 
end of each trial, the tracking error is used for updating the command to be 
applied at the next iteration. This method is well established for rigid robots, 
with simple PD-like updates of the input command. 

In the presence of link flexibility, additional filtering of high-frequency 
signal components is needed to guarantee convergence. Since the tracking 
error processing is performed off-line, noncausal filtering is allowed (i.e. we 
can update the command at a given instant using also error samples at later 
instants of the previous trial), as well as anticipated shifting of signals in time. 
In this way, we can learn the input torque to be applied for t E [ - A , T +  A], 
even outside the interval of actual definition of the output trajectory [24]. 

A similar approach is proposed here for the numerical solution of Eq. (3.6). 
Again, we limit the learning process to the flexible dynamics. Instead of using 
the tracking error, define a deformation torque error as 

c = - ( 3 . 1 4 )  

namely the left-hand side of Eq. (3.6), evaluated on the desired output  tra- 
jectory Yd. Indeed, an admissible link deformation history 5(t) satisfies 

e(6, b,~,t) = O, Vt E [ - A , T  + A]. (3.15) 

According to the iterative learning paradigm, we compute the link defor- 
mation fd(t) associated with the end-effector motion ya(t) by the following 
algorithm: 

1. Choose an initial 5(°)(t), with first and second time derivatives, over the 
time interval [ - A , T  + A]. Typically, 5(°)(t) -- O. Set k = 0. 
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2. 

3. 

Using Eq. (3.14), define 

e(k)(t) =e(5(k)(t),~(k)(t),5(k)(t),t).  

If 

(3.16) 

Ile(k)(t)ll ~ ee, Vt E [-A,  T + A], (3.17) 

set ~d(t) = (5(k)(t) and stop. Else, process the error e(k)(t) by finite- 

impulse response (FIR) filters as in [24], obtaining a filtered version e~ k) (t) 

and its derivative ~(~k)(t). 
Update  by the following PD-like learning rule 

6(k+l)(t) = 5(k)(t) - KLp e~k)(t) -- IgLD @k)(t), (3.18) 

with sufficiently small learning gains KLp > 0 and KLD > 0. Set k = k + l  
and go to step 2. 

A number of final remarks are in order. 

Remark 3.3. Although a complete convergence analysis is lacking for Meth- 
ods 2 and 3, their success is supposed to depend on the strong underlying 
linear structure of equation (3.13) and definition (3.16), respectively. In par- 
ticular, the dependence on 5(t) in the forcing term f(k) of Eq. (3.13), in view 
of Assumption 3.1, is a small perturbation affecting the reference output  tra- 
jectory yd(t). Similarly, the nonlinear time-varying part in e (k) is mainly due 
to yd(t) and thus, being repetitive in nature, is well handled by the learning 
process. Moreover, the update (3.18) can be seen as a step of the gradient 
method for solving Eq. (3.15). 

Remark 3.4. In all methods, the evaluation of (Sd(t) and ~d(t) at time t = 0, 
together with the use of Eq. (3.8) for the robot joint angles, provides the 
correct initial state producing a bounded evolution for the link deformation. 
If the flexible manipulator starts in this deformed state, use of Eq. (3.7) yields 
exact tracking of the end-effector trajectory. 

Remark 3.5. If the initial state is not on its computed reference trajectory, 
a stabilizing term should be added in order to drive the state towards this 
solution, and only asymptotic output tracking can be guaranteed. This can 
be accomplished - - a t  least locally--  using a linear state feedback regulator, 
characterized by a matrix F,  

r = r d + F  0,/ (3.19) 
~d 

with wd given by Eq. (3.7). One can also use a simpler stabilizing matrix F 
in Eq. (3.19), as in the partial state feedback controller 
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~- = ~-d + F p ( O d  - O) + FD(0~ -- 0), (3.20) 

with positive definite (diagonal) matrices Fp and FD [14]. Note that  con- 
trol (3.19) (as well as (3.20)) can be also applied over the entire interval 
I -A ,  T + A], yielding a more robust version of a noncausal t rajectory regu- 
lator. 

3.3 Exper imenta l  Resu l t s  

We report here some experimental results obtained for the end-effector tra- 
jectory tracking of FLEXARM, a two-link planar manipulator with a flexible 
forearm and direct-drive DC motors available at the Robotics Laboratory of 
DIS. The dynamic model of the arm can be found in [101, where two modes 
are used for describing the forearm bending in the horizontal plane of motion. 
The essential data  are as follows: the length of the first rigid link and of the 
flexible forearm are, respectively, 61 = 0.3 m and 62 = 0.7 m; the forearm 
weight is 1.8 kg and its first two eigenfrequencies are at 4.7 and 14.4 Hz. 

Since the first link is rigid, the output  is defined as (see Eq. (3.4)) 

[ 01 ] .  (3.21) 
y = 02 -4- (~21(62)~21/62 "~- (~22(62)522/62 

The reference trajectory is a 7th-order polynomial with zero initial and fi- 
nal velocity, acceleration, and jerk for both scalar outputs. The first output  
(joint 1) moves 45 ° , while the second output  (tip of flexible forearm) moves 
90 ° in 2 s. 

The control law is given by Eq. (3.20) with Fpt  = 100, Fp2 = 130, 
FD1 = 6, and FD2 = 8. Method 3 was used for the computation of link 
deformation, extending learning over 3 s (A = 0.5 s). Convergence of the 
deformation torque error with tolerance ee = 10 -6 Nm in Eq. (3.17) is reached 
within 30 iterations on the nominal model. 

Figures 3.1 and 3.2 show the desired and actual t rajectory for the two 
outputs,  with maximum errors of about 0.8 ° and 1 ° respectively. The applied 
joint torques are given in Fig. 3.3 (off-set values are due to noise and to some 
residual gravity effects caused by imperfect balancing of the structure). 

In Fig. 3.4, the computed velocity profiles of the two joints (0dl and 
8d2 from Eq. (3.8)) and of the angular deformation at the tip (@2(62)/~2 = 
(¢21 (62)5d,21 + ¢22 (62)~d,22)/62) are compared with the actual ones. The differ- 
ences come from the inaccuracy of the model used for control computations. 
Before t = 0.5 s and after t = 2.5 s, it is possible to appreciate the preloading 
and discharging effects. 
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4. C o n c l u s i o n s  

The consideration of joint and link flexibility in robot manipulators  gives 
rise to interesting theoretical issues when designing controllers for accurately 
tracking end-effector trajectories. 

For a class of robots with elastic joints in which static state feedback fails 
to achieve exact linearization and input-output  decoupling, we have intro- 
duced a new general algorithm for the synthesis of a dynamic feedback law 
reaching the same control goal. 

In the case of robots with flexible links, an example of nonlinear systems 
with unstable zero dynamics,  we have shown that  some recently developed 
control techniques address essentially the same problem, namely the charac- 
terization of the bounded link deformation associated with a specified end- 
effector trajectory.  For this critical computat ion three algorithms have been 
proposed. 

Although we have assumed throughout the chapter ideal conditions, with 
perfect knowledge of the robot dynamic models and availability of full state 
measures,  the presented results may be a start ing point for the definition of 
adapt ive and robust  controllers, possibly using only output  feedback. 

For both types of flexible manipulators,  only the second-order robot equa- 
tions have been used in the analysis and in the control design. More physical 
insight is gained by working directly with the dynamic model terms, while 
control computat ions  can be quite reduced, especially in the case of elastic 
joints. We regard this as a step toward the algorithmic design of advanced 
nonlinear controllers for general mechanical systems, without resorting to the 
state-space format.  
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Dynamics  and Control of Bipedal  Robots  
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A sound understanding of the dynamic principles governing legged locomo- 
tion is an essential requirement in developing high performance all terrain 
vehicles, designing highly mobile legged robots, and in the diagnosis and 
treatment of gait problems. Synthesis and analysis of bipedal locomotion 
is a complex task which requires knowledge of the dynamics of multi-link 
mechanisms, collision theory, control theory, and nonlinear dynamical sys- 
tems theory. There is a rich body of literature that concerns the design and 
development of bipedal robots. Investigators in the field have conducted sev- 
eral numerical as well as experimental analyses to design robotic mechanisms 
capable of generating stable gait patterns. Desired gait patterns have been 
commonly generated by specially tailored objective functions or simply by 
imposing kinematic profiles of human gait patterns on the mechanisms under 
investigation. Subsequently, various control strategies have been developed to 
realize the desired patterns. Several investigators have approached the prob- 
lem from a totally different perspective. It has been shown that unactuated, 
very simple bipedal mechanisms were able to walk on descending surfaces. 
This type of gait is called "passive walking" and has been receiving growing 
interest in the area. This line of research offers the potential of leading to 
simple machines that do not require the high power actuators that are re- 
quested by the active control schemes. Such an achievement will open new 
possibilities in the field and eliminate the two main obstacles: complexity and 
requirement of high power; that has impeded the development of autonomous 
walking robots. In this chapter we will review the main results in the devel- 
opment and analysis of bipedal robots. We will identify some of the main 
problems and seek to provide directions for future research. 

1. H o w  D o e s  a M u l t i - l i n k  S y s t e m  A c h i e v e  L o c o m o t i o n ?  

One may describe any bipedal robot as multi-link system that can ambulate 
on a given walking surface. We first must first understand the mechanisms 
that lead to progression of the system from one point to another before we 
design and develop bipedal locomotion robots. In this section we outline 
the main features of a locomotion system. We describe the main dynamic 
characteristic of such systems and correlate the cyclic motions of kinematic 
chains with the walking action. 
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1.1 I n v e r t e d  P e n d u l u m  M o d e l s  

Inverted pendulum models of various complexities have been extensively used 
in the modeling of gait of humans and bipedal walking machines. Although, 
the dynamics of bipedal locomotion is intuitively similar to that  of an in- 
verted pendulum, there is a fundamental  question that  has to be addressed 
in assessing the validity of the model. The question arises from the inherent 
instability of inverted pendulums in upright positions. It is well known that  
one can change the structural  stability of inverted pendulum systems by ap- 
plying torques at various joints. Consider a single degree of freedom model 
that  consists of one mass and a torsional spring at the pivot point. Typical 
modes of motion include oscillations about two static equilibria and a third 
mode where the pendulum undergoes cyclic motions. These three modes are 
depicted in Fig. 1.1 and labeled as A, B and C respectively. If the ground 
surface is included, the third mode of behavior is ruled out since this leads 
to the collapse of the penduhm.  When we add a second link to the simple 
system that  we have considered and coordinate the motion of various mem- 
bers by applying appropriate  joint moments the dynamic behavior remains 
similar to we have observed in the single member case [16]. In the presence 
of the walking surface, the system may still operate in either mode A or B, 
as long as all the parts of the system remain above the ground, Fig. 1.2a and 
Fig. 1.2b. When the system is in mode C then the swing limb will contact 
the ground and prompt  a chain of events that  may lead to stable progression. 
The importance of this contact event can be better  understood if the motion 
is depicted in the phase space of the state variables. 

\ 

(a) (b) (c) 

Fig. 1.1. Modes of oscillation of a simple pendulum 
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(a) Mc~le A (b) M~le B (c) Mode C 

Fig. 1.2. Modes of oscillation of a three element biped 

1.2 Impact and Switching 

We simplify the present discussion by describing the events that lead to sta- 
ble progression of a biped for a single degree of freedom system, however this 
approach can be generalized to higher order models. The phase plane por- 
trait corresponding to the dynamic behavior that is described in the previous 
section is depicted Fig. 1.3a. The sample trajectories corresponding to each 
mode of behavior are labeled accordingly. The vertical dashed lines represent 
the values of the coordinate depicted in the phase plane for which the con- 
tact occurs. For the motions depicted in this figure, the only trajectory that 
leads to contact is C. The contact ew~nt for this simple model produces two 
simultaneous events: 

1. Impact, which is represented by a sudden change in generalized velocities. 
2. Switching due to the transfer of pivot to the point of contact. 

At this instant, the role of the limbs are exchanged, the old stance limb 
becomes the new swing limb and the old swing limb becomes the new stance 
limb. This exchange is reflected by sudden changes in the values of generalized 
positions and velocities. 

The combined effect of impact and switching on the phase plane portrait 
is depicted in Fig. 1.3b. As shown in the figure, the effect of the contact 
event will be a sudden transfer in the phase from point 1 to point 2, which is 
generally located on a different dynamic trajectory than the original one. If 
the destination of this transfer is on the original trajectory, then the resulting 
motion becomes periodic, Fig. 1.3c. This type of periodicity has unique advan- 
tage when the inverted pendulum system represents a biped. Actually, this is 
the only mode of behavior that this biped can achieve progression. The most 
striking aspect of this particular mode of behavior is that the biped achieves 
periodicity by utilizing only a portion of a dynamic trajectory. The impact 
and switching modes provide the connection between the cyclic motions of 
the kinematic chain and the walking action. 

We can clearly observe from the preceding discussion that the motion of a 
biped involves continuous phases separated by abrupt changes resulting from 
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Fig. 1.3. Impact and switching on phase plane portrait 

impact  of the feet with the wMking surface. During the continuous phase, we 
may have none, one, or two feet in simultaneous contact with the ground. In 
the case of one or more feet contacts, the biped is a dynamical system that  
is subject to unilateral constraints. When a foot impacts the ground surface, 
we face the impact  problem of a multi-link chain with unilateral constraints. 
In fact, the overall motion of the biped may include a very complex sequence 
of continuous and discontinuous phases. This poses a very challenging con- 
trol problem, with an added complication of continuously changing motion 
constrains and large velocity perturbat ions resulting from ground impacts.  

2. Equations of M o t i o n  and  S tab i l i t y  

We now outline the equations of motion and stability conditions for bipedal 
robots. 

2.1 E q u a t i o n s  of  M o t i o n  D u r i n g  t h e  C o n t i n u o u s  P h a s e  o f  M o t i o n  

Here, we consider a planar bipedal model that  has n members  connected 
to one another  by purely rotational joints. There is an actuator  located at 
each joint. We assume massless feet to simplify our presentation. Although 
we neglect the dynamics of the feet, we assume that  the biped can apply 
torques at the ankles. The locomotion of the biped includes three modes 
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of motion: single support phase, double support phase, and instances where 
both lower limbs are above the ground surface. Accordingly, the resulting 
motion is classified under two categories. If only the two former modes are 
present, the motion will be classified as walking. Otherwise, we have running 
or another form of non-locomotive action such as jumping or hopping. 

Equations of motion during the continuous phase can be written in the 
following general form 

= f(x)  + b (x )u  (2.1) 

where x is the n + 2  dimensional state vector, f is an n + 2  dimensional vector 
field, b(x)  is an n + 2 dimensional vector function, and u is the n dimensional 
control vector. Equation (2.1) is subject to m constraints of the form: 

¢(x) = 0 (2.2) 

depending on the number of feet contacting the walking surface. 

2.2 Impact and Switching Equations 

During locomotion, when the swing limb (i.e. the limb that  is not on the 
ground) contacts the ground surface (heel strike), the generalized velocities 
will be subject to jump discontinuities resulting from the impact event. Also, 
the roles of the swing and the stance limbs will be exchanged, resulting in 
additional discontinuities in the generalized coordinates and velocities [15]. 
The individual joint rotations and velocities do not actually change as the 
result of switching. Yet, from biped's point of view, there is a sudden exchange 
in the role of the swing and stance side members. This leads to a discontinuity 
in the mathematical  model. The overall effect of the switching can be written 
as the follows: 

x* = Sw x (2.3) 

where the superscripts x* is the state immediately after switching and the 
matrix Sw is the switch matrix with entries equal to 0 or 1. 

Using the principles of linear and angular impulse and momentum, we 
derive the impact equations containing the impulsive forces experienced by 
the system. However, applying these principles require some prior assump- 
tions about the impulsive forces acting on the system during the instant of 
impact. Contact  of the tip of the swing limb with the ground surface initiates 
the impact event. Therefore, the impulse in the y direction at the point of 
contact should be directed upward. Our solution is subject to the condition 
that  the impact at the contact point is perfectly plastic (i.e. the tip of the 
swing limb does not leave the ground surface after impact). A second under- 
lying assumption is that  the impulsive moments at the joints are negligible. 
When contact takes place during the walking mode, the tip of the trailing 
limb is contacting the ground and has no initial velocity. This is always true 
when the motion is no-slip locomotion. The impact can lead to two possible 
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outcomes in terms of the velocity of the tip of the trailing limb immediately 
after contact. If the subsequent velocity of the tip in the y direction is pos- 
itive (zero), the tip will (will not) detach from the ground, and the case is 
called "single impact" ("double impact"). We identify the proper solution by 
checking a set of conditions that must be satisfied by the outcome of each 
case (see Fig. 2.1). 

L/ ~ O o ~ D l ~  , 
/ // 

Contact 

Before Impact  

L 
After Impact 

Fig. 2.1. Outcomes of the impact event 

Solution of the impact equations (see [20] for details) yields: 

x + = I r a (x - )  (2.4) 

where x -  and x + are the state vector before and after impact respectively, 
and the matrix Im(X--) is the impact map. 

2.3 S t ab i l i t y  o f  t h e  L o c o m o t i o n  

In this chapter, the approach to the stability analysis takes into account two 
generally excepted facts about bipedal locomotion. The motion is discontin- 
uous because of the impact of the limbs with the walking surface [15, 18, 28]. 
The dynamics is highly nonlinear and linearization about vertical stance 
should be avoided [17, 27]. 

Given the two facts that have been cited above we propose to apply 
discrete mapping techniques to study the stability of bipedal locomotion. This 
approach has been applied previously to study of the dynamics of bouncing 
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ball [8], to the study of vibration dampers [24, 25], and to bipedal systems [16]. 
The approach eliminates the discontinuity problems, allows the application 
of the analytical tools developed to study nonlinear dynamical systems, and 
brings a formal definition to the stability of bipedal locomotion. 

The method is based on the construction of a first return map by con- 
sidering the intersection of periodic orbits with an k - 1 dimensional cross 
section in the k dimensional state space. There is one complication that will 
arise in the application of this method to bipedal locomotion. Namely, dif- 
ferent set of kinematic constraints govern the dynamics of various modes of 
motion. Removal and addition of constraints in locomotion systems has been 
studied before [11]. They describe the problem as a two-point boundary value 
problem where such changes may lead to changes in the dimensions of the 
state space required to describe the dynamics. Due to the basic nature of 
discrete maps, the events that occur outside the cross section are ignored. 
The situation can be resolved by taking two alternative actions. In the first 
case a mapping can be constructed in the highest dimensional state space 
that represents all possible motions of the biped. When the biped exhibits 
a mode of motion which occurs in a lower dimensional subspace, extra di- 
mensions will be automatically included in the invariant subspace. Yet, this 
approach will complicate the analysis and it may not be always possible to 
characterize the exact nature of the motion. An alternate approach will be to 
construct several maps that represent different types motion, and attach var- 
ious conditions that  reflect the particular type of motion. We will adopt the 
second approach in this chapter. For example, for no slip walking, without 
the double support phase, a mapping Phil ,  is obtained as a relation between 
the state x immediately after the contact event of a locomotion step and a 
similar state ensuing the next contact. This map describes the behavior of the 
intersections of the phase trajectories with a Poincar5 section ~n~t~ defined 
a s  

_-- _-- < #, 

< u, Fry > 0}, (2.5) 

where XT and YT are the x and y coordinates of the tip of the swing limb 
respectively, # is the coefficient of friction, and F and F are ground reaction 
force and impulse respectively. The first two conditions in Eq. (2.5) establish 
the Poincar~ section (the cross section is taken immediately after foot con- 
tact during forward walking), whereas the attached four conditions denote no 
double support phase, no slip impact, no slippage of pivot during the single 
support  phase and no detachment of pivot during the single support phase 
respectively. For example, to construct a map representing no slip running, 
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the last condition will be removed to allow pivot detachments as they nor- 
mally occur during running. We will not elaborate on all possible maps that 
may exist for bipedal locomotion,  but we note that the approach can address 
a variety of possible motions by construction of maps with the appropriate 
set of attached conditions. 

The discrete map obtained by following the procedure described above 
can be written in the following general form 

(~ : P ( ~ - I )  (2.6) 

where ~ is the n-1 dimensional state vector, and the subscripts denote the 
ith and (i - 1)th return values respectively. 
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Fig. 2.2. Bifurcations of the single impact map of a five-element bipedal model 

Periodic motions  of the biped correspond to the fixed points of P where 

~, _ -  pk(~ , ) .  (2.7) 

where pk is the kth iterate. The stability of pk reflects the stability of the 
corresponding flow. The fixed point ~* is said to be stable when the eigen- 
values v{, of  the linearized map, 

6~{ = D P k ( ~  *) 6~{-1 (2.8) 
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have moduli less that one. 
This method has several advantages. First, the stability of gait now con- 

forms with the formal stability definition accepted in nonlinear mechanics. 
The eigenvalues of the linearized map (Floquet multipliers) provide quanti- 
tative measures of the stability of bipedal gait. Finally, to apply the analysis 
to locomotion one only requires the kinematic data that represent all the 
relevant degrees of freedom. No specific knowledge of the internal structure 
of the system is needed. 

The exact form of P cannot be obtained in closed form except for very 
special cases. For example, if the system under investigation is a numerical 
model of a man made machine, the equations of motion will be solved nu- 
merically to compute the fixed points of the map from kinematic data. Then 
stability of each fixed point will be investigated by computing the Jacobian 
using numerical techniques. This procedure was followed in [4]. We also note 
that this mapping may exhibit a complex set of bifurcations that may lead 
to periodic gaits with arbitrarily large number of cycles. For example, the 
planar, five-element biped considered in [12] leads to the bifurcation diagram 
depicted in Fig. 2.2 when the desired step length parameter is changed. 

3. C o n t r o l  o f  B i p e d a l  R o b o t s  

3.1 Active Control  

Several key issues related to the control of bipedal robots remains unresolved. 
There is a rich body of work that addresses the control of bipedal locomotion 
systems. Furusho and Masubuchi [5] developed a reduced order model of a five 
element bipedal locomotion system. They linearized the equations of motion 
about vertical stance. Further reduction of the equations were performed by 
identifying the dominant poles of the linearized equations. A hierarchical con- 
trol scheme based on local feedback loops that regulate the individual joint 
motions was developed. An experimental prototype was built to verify the 
proposed methods. Hemami et al. [11, 10] authored several addressing control 
strategies that stabilize various bipedal models about the vertical equilibrium. 
Lyapunov functions were used in the development of the control laws. The 
stability of the bipeds about operating points was guaranteed by constructing 
feedback strategies to regulate motions such as sway in the frontal plane. Lya- 
punov's method has been proved to be an effective tool in developing robust 
controllers to regulate such actions. Katoh and Mori [18] have considered a 
simplified five-element biped model. The model possesses three massive seg- 
ments representing the upper body and the thighs. The lower segments are 
taken as telescopic elements without masses. The equations of motion were 
linearized about vertical equilibrium. Nonlinear feedback was used to assure 
asymptotic convergence to the stable limit cycle solutions of coupled van der 
Pol's equations. Vukobratovic et al. [27] developed a mathematical model to 
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simulate bipedal locomotion. The model possesses massive lower limbs, foot 
structures, and upper-body segments such as head, hands etc.; the dynamics 
of the actuators were also included. A control scheme based on three stages 
of feedback is developed. The first stage of control guarantees the tracking 
in the absence of disturbances of a set of specified joint profiles, which are 
partially obtained from hmnan gait data. A decentralized control scheme is 
used in the second stage to incorporate disturbances without considering the 
coupling effects among various joints. Finally, additional feedback loops are 
constructed to address the nonlinear coupling terms that are neglected in 
stage two. The approach preserves the nonlinear effects and the controller 
is robust to disturbances. Hurmuzlu [13] used five constraint relations that 
cast the motion of a planar, five-link biped in terms of four parameters. He 
analyzed the nonlinear dynamics and bifurcation patterns of a planar five- 
element model controlled by a computed torque algorithm. He demonstrated 
that tracking errors during the continuous phase of the motion may lead 
to extremely complex gait patterns. Chang and Hurmuzlu [4] developed a 
robust continuously sliding control scheme to regulate the locomotion of a 
planar, five element biped. Numerical simulation was performed to verify the 
ability of the controller to achieve steady gait by applying the proposed con- 
trol scheme. Almost all the active control schemes often require very high 
torque actuation, severely limiting their practical utility in developing actual 
prototypes. 

3.2 Passive Contro l  

McGeer [21] introduced the so called passive approach. He demonstrated 
that simple, unactuated mechanisms can ambulate on downwardly inclined 
planes only with the action of gravity. His early results were used by re- 
cent investigators [6, 7] to analyze the nonlinear dynamics of simple models. 
They demonstrated that the very simple model can produce a rich set of gait 
patterns. These studies are particularly exciting, because they demonstrate 
that there is an inherent structural property in certain class of systems that 
naturally leads to locomotion. On the other hand, these types of systems 
cannot be expected to lead to actual robots, because they can only perform 
when the robot motion is assisted by gravitational action. These studies may, 
however, lead to the better design of active control schemes through effective 
coordination of the segments of the bipedal robots. 

4. O p e n  P r o b l e m s  a n d  C h a l l e n g e s  i n  t h e  C o n t r o l  o f  

B i p e d a l  R o b o t s  

One way of looking at the control of bipedal robots is through the limit 
cycles that are formed by parts of dynamic trajectories and sudden phase 
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transfers that  result from impact and switching [15]. From this point of view, 
the biped may walk for a variety of schemes that are used to coordinate its 
segments. In essence, a dynamical trajectory that leads to the impact of the 
swing limb with the ground surface, will lead to a locomotion step. The ques- 
tion there remains is whether the coordination scheme can lead to a train 
of steps that  can be characterized as gait. As a matter of fact, McGeer [21] 
has demonstrated that,  for a biped that resembles the human body, only the 
action of gravity may lead to proper impacts and switches in order to produce 
steady locomotion. Active control schemes are generally based on trajectory 
tracking during the continuous phases of locomotion. For example, in [12, 4], 
the motion of biped during the continuous phase was specified in terms of 
five objective functions. These functions, however, were tailored only for the 
single support phase (i.e. only one limb contact with the ground). The con- 
trollers developed in these studies were guaranteed to track the prescribed 
trajectories during the continuous phases of motion. On the other hand, these 
controllers did not guarantee that the unilateral constraints that are valid for 
the single support phase would remain valid throughout the motion. If these 
constraint are violated, the control problem will be confounded by loss of 
controllability. While the biped is in the air, or it has two feet on the ground, 
the system is uncontrollable [2]. To overcome this difficulty, the investiga- 
tors conducted numerical simulations to identify the parameter ranges that  
lead to single support gait patterns only. Stability of the resulting gait pat- 
terns were verified using the approach that  was presented in Sect. 2.3. The 
open control problem is to develop a control strategy that guarantees gait 
stability throughout the locomotion. One of the main challenges in the field 
is to develop robust controllers that would also ensure the preservation of 
the unilateral constraints that  were assumed to be valid during the system 
operation. Developing general feedback control laws and stability concept for 
hybrid mechanical systems, such as bipedal robots remains an open prob- 
lem [2, 3]. 

A second challenge in developing controllers for bipeds is minimizing the 
required control effort in regulating the motion. Studying the passive (un- 
actuated) systems is the first effort in this direction. This line of research is 
still in its infancy. There is still much room left for studies that will explore 
the development of active schemes that are based on lessons learned from the 
research of unactuated systems [6, 7]. 

Modeling of impacts of kinematic chains is yet another problem that  is 
being actively pursued by many investigators [1, 20, 2]. Bipeds fall within a 
special class of kinematic chain problems where there are multiple contact 
points during the impact process [9, 14]. There has also been research efforts 
that  challenge the very basic concepts that are used in solving impact prob- 
lems with friction. Several definitions of the coefficient of restitution have 
been developed: kinematic [22], kinetic [23] and energetic [26]. In addition, 
algebraic [1] and differential [19] formulations are being used to obtain the 
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equations to solve the impact problem. Various approaches may lead to sig- 
nificantly different results [20]. The final chapter on the solution of the impact  
problems of kinematic chains is yet to be written. Thus, modeling and control 
of bipedal machines would greatly benefit from future results obtained by the 
investigators in the field of collision research. 

Finally, the challenges that  face the researchers in the area of robotics are 
also present in the development of bipedal machines. Compact ,  high power 
actuators  are essential in the development of bipedal machines. Electrical mo- 
tors usually lack the power requirements dictated by bipeds of practical util- 
ity. Gear  reduction solves this problem at an expense of loss of speed, agility, 
and the direct drive characteristic. Perhaps, pneumatic actuators should be 
tried as high power actuator  alternatives. They may also provide the compli- 
ance that  can be quite useful in absorbing the shock effect that  are imposed 
on the system by repeated ground impacts. Yet, intelligent design schemes 
to power the pneumatic  actuators in a mobile system seems to be quite a 
challenging task in itself. Future considerations should also include vision 
systems for terrain mapping and obstacle avoidance. 
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This chapter reviews selected topics related to kinematics, dynamics and 
control of free-floating robotic systems. Free-floating robots do not have a 
fixed base, and this fact must be accounted for when developing kinematic 
and dynamic models. Moreover, the configuration of the base is given by the 
Special Euclidean Group SE(3) ,  and hence there exist no minimum set of 
generalized coordinates that are globally defined. Jacobian based methods 
for kinematic solutions will be reviewed, and equations of motion will be pre- 
sented and discussed. In terms of control, there are several interesting aspects 
that  will be discussed. One problem is coordination of motion of vehicle and 
manipulator, another is in the case of underactuation where nonholonomic 
phenomena may occur, and possibly smooth stabilizability may be precluded 
due to Brockett 's  result. 

1. K i n e m a t i c s  

A free-floating robot does not have a fixed base, and this has certain in- 
teresting consequences for the kinematics and for the equation of motion 
compared to the usual robot models. In addition, the configuration space of 
a free-floating robot cannot be described globally in terms of a set of gener- 
alized coordinates of minimum dimension, in contrast to a fixed base manip- 
ulator where this is achieved with the joint variables. In the following, the 
kinematics and the equation of motion for free-floating robots are discussed 
with emphasis on the distinct features of this class of robots compared to 
fixed-base robots. 

A six-joint manipulator on a rigid vehicle is considered. The inertial frame 
is denoted by I, the vehicle frame by 0, and the manipulator link frames are 
denoted by 1, 2 , . . . ,  6. 

The configuration of the vehicle is given by the 4 x 4 homogeneous trans- 
formation matrix 

T[° = ( R:°O vI ) E 1  SE3. (1.1) 

Here R0: E SO(3) is the orthogonal rotation matrix from frame I to frame 0, 
and r / is the position of the origin of frame 0 relative to frame I. The trailing 
superscript I denotes that the vector is given in I coordinates 1. SE(3) is the 

1 Throughout the chapter a trailing superscript on a vector denotes that the  
vector is decomposed in the frame specified by the superscript. 
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Special Euclidean Group of order 3 which is the set of all 4 × 4 homogeneous 
transformation matrices, while SO(3) the Special Orthogonat Group of order 
3 which is the set of all 3 × 3 orthogonal rotation matrices. It is well known 
that there is no three-parameter description of SO(3) which is both global 
and without singularities (see e.g. [23, 34]). 

The configuration of the manipulator is given by 

0 = " E 7~ ~ ( 1 . 2 )  

which is the vector of joint variables. The configuration of the total system is 
given by To I and 0, and the system has 12 degrees of freedom. Due to the ap- 
pearance of the homogeneous transformation matrix To / in the configuration 
space there is no set of 12 generalized coordinates that are globally defined. 
This means that  an equation of motion of the form i q ( q ) c l + C q ( q ,  (1)c1 = "rq 
will not be globally defined for this type of system. In the following it is shown 
that instead a globally defined equation of motion can be derived in terms 
of the generalized velocities of the system. Moreover, this model is shown to 
have the certain important  properties in common with the fixed-base robot 
model; in particular, the inertia matrix is positive definite and the well-known 
skew-symmetric property is recovered. 

A minimum set of generalized velocities for the system is given by the 
twelve-dimensional vector u defined by 

u =  0 

where u0 is the six-dimensional vector of generalized velocities for the satellite 
given by 

no= ( 00) (1.4) 
where v0 ° is the three-dimensional velocity vector of the origin of the vehicle 
frame 0, and w0 is the angular velocity of the vehicle. Both vectors are given in 
vehicle coordinates. 0 is the six-dimensional vector of generalized manipulator 
velocities. 

The associated twelve-dimensional vector of generalized active forces from 
the actuators is given by 

Trr~ 

Here T0 is the six-dimensional vector of generalized active forces from reaction 
wheels and thrusters in the vehicle frame O, while r ~  is the six-dimensional 
vector of manipulator generalized forces. 
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2. Equat ion  of  Mot ion  

The equation of motion presented in this section was derived using the 
Newton-Euler formalism in combination with the principle of virtual work 
in [8]. Here it is shown how to derive the result using energy functions as 
in Lagrange's equation of motion without introducing a set of generalized 
coordinates. The derivation relies heavily on [2] where Hamel-Boltzmann's 
equation is used for rigid body mechanisms, however, in the present deriva- 
tion the virtual displacements are treated as vector fields on the relevant 
tangent planes. This allows for the use of well-established operations on vec- 
tor fields, as opposed to the traditional formulation where the combination 
of the virtual displacement operator,  quasi-coordinates, variations and time 
differentiation is quite difficult to handle [31]. 

The equation of motion is derived from d'Alembert 's principle of virtual 
work, which is written as 

B(i;dm - df)T 6r = 0 (2.1) 

where r is the position of the mass element dm in inertial coordinates, df  
is the applied force, and 6r is the virtual displacement. We introduce the 
generalized velocity vector u which is in the tangent plane of the configuration 
space, and a virtual displacement vector ~ in the same tangent plane as u. 
The velocity + and the virtual displacement 6r satisfy 

O+ 0+~ (2.2) += ~ u  u, and 6 r : =  Ou 

In the case where there is a set of generalized coordinates q of minimum 
dimension, we will have u = / /  and ( = 6q. Next, we define the vector ( so 
that  the time derivative of the virtual displacement 5r is given by 

0 + (  (2.3) d(hr) = Ou 

Tile kinetic energy is 

1 /B ÷Tizdm" T:=~  

Equation (2.1) can be written 

Consider the calculations 

dt ( / B + T d m 6 r )  = ~ [/B ~ OU ] 

(2.4) 

d f f &  = 0 (2.5) 

(2.6) =-~\au ) 

and 
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This gives 

aTe (2.7) 

d (OT~  aTe_  ; Oi ~T 
d-~ \O--~u /I - ~uu 7"T~ = 0 where r = Ouu df (2.8) 

which is reminiscent of Hamel's central principle (Zentralgleichung) [31] ex- 
cept for the handling of the virtual displacements. This leads to the following 
equation of motion which is a modification of the Hamel-Boltzmann's equa- 
tion of motion. 

[dOT ] c ~ T ( ¢ _ ~ ) =  0 (2.9) 
dt cgu TT ~ -- OqU 

Remark 2.1. This formulation is close to the Hamel-Boltzmann's equation 
of motion which is based on the use of quasi-coordinates. The advantage of 
the present formulation is that it relies on well-established computations in 
tangent planes, as opposed to the quite involved combination of variations, 
the virtual displacement operator (~ and the differentiation operator d which 
is typical of the Hamel-Boltzmann's equation [31]. 

Remark 2.2. If the configuration is given by a Lie group G, then u, ~ and 
¢ are in the corresponding Lie algebra g, and the ¢ - ~ term is the rate of 
change of the vector field ~ due to the flow induced by u. This is the Lie 
derivative of ( with respect to u [25], which is found from the Lie bracket 
according to 

¢ - ~ = [u,~] (2.10) 

When the Lie group is SO(3) and u = w E so(3), the result is ¢ - ~  = 
[w,~] = -S(w)( which leads to the Euler equations for a rigid body. The 
case of SE(3)  and kinematic chains of rigid bodies is discussed below. 

Remark 2.3. It is noted that when a vector q of generalized coordinates of 
minimum dimension is available, the equation is simplified by setting u = / /  
and ~ = 8q in which case 

Hence 

0q d-t ~ ~q = ~qqSq (2.11) 

O O÷ 
OT(¢ou - = f .  Oq 

and Lagrange's equation of motion appears. 

OT 
= ( 2 . 1 2 )  
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Next consider a the spacecraft/manipulator system. The generalized ve- 
locity for body k is written 

U k  ~ 

which are the velocity and angular velocity vectors in body-fixed coordinates 
with respect to a body-fixed reference point P.  The virtual displacement 
vector of body k is written 

( X k )  Ese(3)  (2.14) 
G = Ok 

The kinetic energy is 

6 

Er , = (2.15) 
k=O 

where k 
( rake mkS(dk,k,) ) (2.16) 

Dk = mkS(d~,k * )T M~ 

is the inertia matrix in body-fixed coordinates with respect to a body-fixed 
reference point P,  where mk is the mass of body k, d~,k. is the offset from the 

origin in frame k to the center of mass k* in body k, and M~ is the inertia 
matrix in k coordinates of body k referenced to the origin of frame k. S(a) 
denotes the skew-symmetric form of a general vector a = ( al a2 a3 )T 
which is given by 

S ( a )  = a~ 0 - ~  . ( 2 . 1 7 )  

- -a2  a l  0 

The equation of motion then follows straightforwardly from (2.9) using 
the fact that  (~k - ~k) = [uk,~k], which is the Lie derivative of ~k with 
respect to uk. Let 

S(Ok) Xk A(uk)= 
A ( G )  = o o ' o o 

denote the associated 4 × 4 matrix representations of se(3). Then the Lie 
bracket in se(3) is found from the matrix commutator as follows: 

A([u,~]) = [Au, A~] = A(~k)A(uk ) -  A(uk)A(~k) 

= - 0 0 

It it seen that 
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k = 0  

where 
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Finally, the motion constraints of the joints are accounted for. The inde- 
pendent generalized velocities of the complete system is u, and uk of body 
k satisfies 

Ouk 
u~ = --~--uu (2.20) 

while the virtual displacements of body k satisfies 

Ouk ~ (2.21/ ~k = Ou 
where ~ are the independent virtual displacements of the system. The equa- 
tion of motion for the system then becomes 

[~O---~uk + ~ ( 0 S(w~)) -rT] Ouk'~= k=0 Ou j 0 (2.22) 

which, in view of the components of ~ being arbitrary, gives 

+ S(v~) S(w~) Ouk J = 7- (2.23) 

k OUk T 
7" ~ ~ 7" k 

k=O 

Define the symmetric positive definite inertia matrix 

6 

and the matr ix 

where 

M(O) = ~ pT(o)DkPk(O), 
k=O 

(2.24) 

(2.25) 

~tOTkT ~ ) 
0 ~k-~vkL ,, 

vk (2.27) w~(o,~)= s(OT ~ S ( ~ )  
Ov~ ) c'~k 

Clearly, M - 2C is skew symmetric. Then the model can be written in the 
form 

M(O)iz + C(O, u)u = -r. (2.28) 

which resembles the equations of motion for a fixed-base robot [35]. 

6 
C(O,u) = Z[pT(o)DkPk(O) -- pT(o)Pk(O)] (2.26) 

k = 0  
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3. Total System M om e ntum  

The development in this section is based on [22] where additional details and 
computational aspects are found. The position of the center of mass of the 
total system is 

6 I 
. I  ~k=o mk rk. (3.1) 

~k=O mk 

I is the position of the center of mass where mk is the mass of link k and rk. 
k* in link k relative to the inertial frame I.  The linear momentum is 

6 
pl = E m k (÷,)1. (3.2) 

k=O 

The angular momentum around the center of mass of the total system is 

6 

h "r = ~--~.(M~. k w~ + mk S(sk') h~) (3.a) 
k=0 

where M x = R~ M k R} is the inertia matrix of body k around its k*,k k*,k 
center of mass k*. The superscript denotes that  the matrix is decomposed in 
the I frame, sk = rk* - r* is the position of link center of mass k* relative 
to the system center of mass. 

The only external force acting on the system is r l ,  which gives the fol- 
lowing equation of motion for the total system: 

pi 
h I ) = Elorl (3.4) 

where 

E ° I = (  R°I0 R0 I0 ) (3.5) 

is a 6 × 6 transformation matrix, and R0 / E SO(3) is the 3 × 3 rotation matrix 
from frame 1 to frame 0. Obviously, E0 x is orthogonal with det E0 z = 1 and 
( E 0 / ) - I - -  - ( E I )  T. 

4.  V e l o c i t y  K i n e m a t i c s  a n d  J a c o b i a n s  

The end-effector linear and angular velocity is given by 

"Ue :__--U 6 ~ 036 

and is expressed in terms of the generalized velocity vector u = (u w 0W) w 

according to 
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u~ = J (O)u  = Jo(O)uo + Jo(O)O (4.2) 

where the Jacobians are found in the same way as for fixed base manipulators.  
The linear and angular momentum can be written 

(P') h z = Po(O)uo + Po(O)O (4.3) 

If the linear and angular momentum is assumed to be zero, then 

Po(O)uo + Po(O)O = 0 (4.4) 

and the satellite velocity vector can be found from 

uo = - P o  1 (O)Po (0)t) (4.5) 

In this case the end-effector velocity vector is found to be 

ue = J~(O)O (4.6) 

where arg = - J o P o l p o  + Jo was termed the generalized Jacobian matr ix  
in [37]. The singularities of J9  were termed dynamic singularities in [27]. 
A fixed-base manipulator  with joint variables q and Jacobian Jg (q)  was 
specified in [38] where such a manipulator  was termed the virtual manipulator  
corresponding to the system with zero linear and angular momentum.  

5. C o n t r o l  D e v i a t i o n  i n  R o t a t i o n  

Let R := /g~ denote the actual rotation matrix, while the desired rotation 
matr ix  is denoted Rd. The kinematic differential equation for R in terms of 
the body-fixed angular velocity co B is written R = RS(COB). The at t i tude 
deviation is described by the rotation matrix RB := R T R  E SO(3). The 
desired angular velocity vector cod is defined by 

Rd = S(co2)nd. 

Then t ime differentiation of RB gives 

(5.1) 

(5.2) 

where & = co - cod is the deviation in angular velocity. It is seen that  the 
proposed definition o f /~ ,  ~ and COd is consistent with the usual kinematic 
differential equation on SO(3). 
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A rotation matrix R can be parameterized by a rotation ¢ around the unit 
vector k [12, 23]. The Euler parameters (e, 7) corresponding to R are written 

e =  sin(2C-)k , 7 =  cos(2¢- ). (6.1) 

The rotation matr ix can then be written 

R = (7 2 -- eTe)I + 2£e w + 27S(e),  

and it is seen that e = 0 ~=~ R = I .  
The kinematic differential equation for the rotation matrix / /  is R = 

R S ( w ) .  while the associated kinematic differential equations for the Euler 
parameters are given by 

1 

= ~[7I  + S(e)]w (6.2) 

i7 = - - l e T  w (6.3) 
2 

7.  P a s s i v i t y  P r o p e r t i e s  

From Eq. (6.3) a number of passivity results can easily be derived for the 
rotational kinematic equations. The following three-dimensional parameteri- 
zations of the rotation matrix will be studied. 

¢ (Euler parameter  vector) (7.1) e = k sin 

e = 27e = k s ine  (Euter rotation vector) (7.2) 

_e = k t a n  ¢ (Rodrigues vector) (7.3) 
P =  7 

d = 2 arccos l~lk = Ck (angle-axis vector) (7.4) 

Then, the following expressions hold: 

d[2(1 - 7)] = -2~  = (7.5) ~To.j 

d 
~ [2 (1  -~2 ) ]  = - 4 7 / / =  27eTw = eTw (7.6) 

d [ - 2  in 1~71] = = = (7.7) ~ 2 ~ 
E T  

p T w  
7 7 

d .1 2 i7 - ¢ k T w  (7.8) 
N [ ~ ¢  l = - 2 ¢ { 1  _-------~ 

It follows that  the mappings w H e, w ~ e, w ~ P, and w ~ ¢k are 
all passive with the indicated storage functions. This is useful in at t i tude 
controller design [7, 39]. 
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8.  C o o r d i n a t i o n  o f  M o t i o n  

If only the desired end effector motion is specified, the spacecraft motion 
is an internal motion, and the system can be viewed as a redundant ma- 
nipulator system. The spacecraf t /manipulator  system is a relatively simple 
kinematic architecture as it is a serial structure of two six-degree-of-freedom 
mechanisms. Because of this it is possible to use positional constraints on the 
internal motion as in [6]. Redundancy can then be solved simply by assigning 
a constant nominal configuration 0~ to the manipulator  so that  there are no 
singularities or joint limits close to On. The selection of ~ n  c a n  be based on 
engineering judgement.  Then the satellite reference in SE3 can be computed 
in real t ime solving 

T~e,d = Tsat,dTman(On) (8.1) 

with respect to Ts~t,d, where 

T,~,~ : ( R°O r°-I v° ) E SE(3) (8.2) 

is computed from the forward kinematics of the manipulator.  Thus redun- 
dancy is eliminated by specifying the remaining 6 degrees of freedom. 

To achieve energy-efficient control it may be a good solution to control the 
end-effector tightly, while using less control effort on the remaining degrees of 
freedom. Then accurate end-effector control is achieved even when the control 
deviation for the vehicle is significant, thus eliminating the need for high 
control energy for vehicle motion. Further details are found in [8]. Related 
work is found in [15] where reaction wheels are used to counteract torques 
from the manipulator ,  while the translation of the vehicle is not controlled. In 
[1] the end-effector is accurately controlled using manipulator  torques, while 
the external forces and torques are set to zero. 

9.  N o n h o l o n o m i c  I s s u e s  

The dynamics of underactuated free-floating robotic systems can be written 
in the form 

M(O)it +C(t~,u)u= ] 0 ] 
r "1 

(9.1) 
[ J T 

where dim(T) = m ~ n = dim(u).  The underactuation leads to a constraint 
on the acceleration of the system, given by the first n - m equations of (9.1). 
[26] has given conditions under which this acceleration constraint can be in- 
tegrated to a constraint on the velocity or a constraint on the configuration. 
If the acceleration constraint is not integrable, it is called a second-order non- 
holonomic constraint,  and the system is called a second-order nonholonomic 
system. If  the constraint can be integrated to a velocity constraint 
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9 ( 0 , * , )  = 0 (9 .2)  

it is called a (first-order) nonholonomic constraint, while a constraint on the 
configuration 0 

h(O) = 0 (9.3) 

is called a holonomic constraint. For the case of an n-DOF manipulator on a 
vehicle that  has no external forces or torques acting on it, it is shown in [24] 
that  the linear momentum conservation equation is a holonomic constraint, 
while the angular momentum conservation equation is nonholonomic. If, in 
addition, not all the joints of the manipulator are actuated, this leads to 
second-order nonholonomic constraints [21]. 

It is shown in [26] that the system (9.1) does not satisfy Brockett 's neces- 
sary condition [3]. So even if the system if controllable, it cannot be asymp- 
totically stabilized by a state feedback control law v = c~(O,u) that is a 
continuous function of the state. This is a common feature of both first- and 
second-order nonholonomic systems, and different strategies have been pro- 
posed to evade this negative result. One approach has been to use continuous 
state feedback laws that  asymptotically stabilizes an equilibrium manifold of 
the closed-loop system, instead of an equilibrium point. This approach is used 
for an underactuated free-flying system in [21]. Another approach has been 
the use of feedback control laws that are discontinuous functions of the state, 
in the at tempt  to asymptotically stabilize an equilibrium point. However, [5] 
has shown that affine systems, i.e. systems in the form 

5~ = f0 (x )  + ~ f~(x)ui (9.4) 
i : 1  

which do not satisfy Brockett 's  necessary condition, cannot be asymptoti- 
cally stabilized by discontinuous state feedback either. (This is under the 
assumption that  one considers Filippov solutions for the closed-loop system, 
as proposed by [10].) As the system (9.1) is affine in the control r ,  this 
result applies to the free-floating robotic systems. Typically, discontinuous 
feedback laws may give convergence to the desired configuration, without 
providing stability for the closed-loop system. Such a feedback control law is 
proposed for a free-flying space robot in [24], using a bidirectional approach. 
An important  advantage of continuous over discontinuous feedback laws, is 
that continuous feedback control laws do not give chattering or the problem 
of physical realization of infinitely fast switching. 

Another approach to evade Brockett 's  negative stabilizability result has 
been the use of continuous time-varying feedback laws v = /3(0,u,  t). [36] 
proved that  any one-dimensional nonlinear control system which is control- 
lable, can be asymptotically stabilized by means of time-varying feedback 
control laws. The approach was first applied for nonholonomic systems by [33] 
who showed how continuous time-varying feedback laws could asymptotically 
stabilize a nonholonomic cart. To obtain faster convergence, [16] proposed to 
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use continuous time-varying feedback laws that  are non-differentiable at the 
equilibrium point that  is to be stabilized. The feedback control laws are in [16] 
derived using averaging. However, the stability analysis of non-differentiable 
systems is nontrivial. For C 2 systems it is possible to infer exponential sta- 
bility of the original system from that of the averaged system [14]. However, 
this result is not generally applicable to non-differentiable systems. In [16] an 
averaging result is developed for non-differentiable systems, under the con- 
dition that  the system has certain homogeneity properties. The definitions 
of homogeneity are as follows: For any )~ > 0 and any set of real parameters 
r l , . . . ,  r~ > 0, a dilation operator ~ : T¢ n+l --* 7¢ ~+1 is defined by 

~ ( X l , . . .  , X n ,  t )  -~ (/~rl X l , . . .  ' ,~r,~ Xn ,  t )  (9 .5)  

A differential system 50 = f ( x ,  t) (or a vector field f )  with f : T¢ ~ × T¢ --* T¢ ~ 
continuous, is homogeneous of degree ~ > 0 with respect to the dilation 5~ 
if its i th coordinate f f  satisfies the equation 

f f (5~(x , t ) )=Ar '+° f f ( x , t )  V A > 0  i = l , . . . , n  (9.6) 

The origin of a system 50 = f ( x , t )  is said to be exponentially stable with 
respect to the dilation 5~ if there exists two strictly positive constants K and 
a such that  Mong any solution x( t )  of the system the following inequality is 
satisfied: 

prp(x(t)) <~ I(e--atprp(x(O)) (9.7) 

where p~(x) is a homogeneous norm associated with the dilation ~ :  

n 

with p >  0 (9.8) 
i=1 

For each set of parameters r l , . . . ,  r~, all the associated norms are equivalent. 
The use of homogeneity properties of a system was first proposed by [13] 
and [11] for autonomous systems, and extended to time-varying systems by 
[30]. Under the assumption that  a C o time-varying system is homogeneous 
of degree zero with respect to a given dilation, [16] proved that asymptotic 
stability of the averaged system implies exponential stability of the original 
system with respect to the given dilation. The use of periodic time-varying 
feedback laws that  render the closed-loop system homogeneous, has proved to 
be a useful approach for exponential stabilization of nonholonomic systems. 
Further analysis tools have been developed. In [30] a converse theorem is 
presented, establishing the existence of homogeneous Lyapunov functions for 
time-varying asymptotically stable systems which are homogeneous of degree 
zero with respect to some dilation. [18, 20] present a solution to the problem 
of "adding integrators" for homogeneous time-varying C o systems. In order 
to avoid cancellation of dynamics, an extended version of this result is pre- 
sented in [29]. Moreover, in [18, 20] also a perturbation result is presented for 
this class of systems. The result states that if a locally exponentially stable 
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system that is homogeneous of degree zero, is perturbed by a vector field 
homogeneous of degree strictly positive with respect to the same dilation, 
the resulting system is still locally exponentially stable. Together, these re- 
sults constitute a useful set of tools for developing exponentially stabilizing 
feedback control laws for nonholonomic systems. Amongst other, continuous 
time-varying feedback laws have been developed that exponentially stabilize 
nonholonomic systems in power form, including mobile robots, [16, 17, 30, 19], 
underactuated rigid spacecraft [18, 20, 4], surface vessels [29] and autonomous 
underwater vehicles (AUVs) [28]. Typically, the feedback control laws involve 
periodic time-varying terms of the form sin(t/c), where e is a small positive 
parameter. Oscillations in the actuated degrees of freedom act together to 
provide a change in the unactuated degrees of freedom. The resulting be- 
haviour for an AUV which has no forces along the body-fixed y -  and z-axis  
available, only control force in the body-fixed x-direction and control torques 
around the body-fixed y -  and z-axis,  is shown in Fig. 9.1. 

z [m] i!i iiiiii' 
0 -2 

Fig. 9.1. The trajectory of the AUV in the x y z  space 

An interesting direction of research will be to apply these tools to develop 
exponentially stabilizing feedback laws for free-floating robotic systems. How- 
ever, for the tools to apply the system must have the appropriate homogeneity 
properties. In [32] a continuous time-varying feedback law is proposed for a 
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free-floating robotic system. The feedback control law is developed using av- 
eraging. [32] show that  the averaged system is globally exponentially stable 
and that  the trajectories of the original and the averaged system stay close 
within an O(vq)  neighbourhood for all time. However, the system is not C 2 
nor does it have the appropriate  homogeneity properties, and therefore it is 
to the authors '  best knowledge no rigorous theory available to conclude ex- 
ponential stability of the original system from that  of the averaged system. 
Therefore, it is an open question how to develop continuous t ime-varying 
feedback control laws that  are proved to exponentially stabilize free-floating 
robotic systems. One approach to solve this problem may be to use the fact 
that  the homogeneity properties of a system are coordinate dependent. One 
may thus seek to find a coordinate t ransformation that  give system equa- 
tions with the appropriate  homogeneity properties. This is for instance done 
in [28, 29]. Another approach may be to develop analysis tools without the 
demand for homogeneity, for t ime-varying systems that  are C ~ everywhere 
except at the equilibrium point that  we want to stabilize, where they are only 
C O" 
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Underactuated Mechanical Systems 
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In this chapter we discuss the control of underactuated mechanical systems. 
Underactuated mechanical systems have fewer control inputs than degrees 
of freedom and arise in applications, such as space and undersea robots, 
mobile robots, flexible robots, walking, brachiating, and gymnastic robots. 
The Lagrangian dynamics of these systems may contain feedforward nonlin- 
earities, non-minimum phase zero dynamics, nonholonomic constraints, and 
other properties that  place this class of systems at the forefront of research in 
nonlinear control [22, 15]. A complete understanding of the control of these 
systems is therefore lacking. We will discuss the application of geometric 
nonlinear control, as well as methods based on passivity and energy for sta- 
bilization and tracking control. We will survey some of the existing results 
and point to open research problems. 

1. I n t r o d u c t i o n  

A mechanical system may be "underactuated" in several ways. The most ob- 
vious way is from intentional design as in the brachiation robot of Fukuda [31], 
the passive walker of McGeer [23], the Acrobot [5], or the Pendubot  [39]. Un- 
deractuated systems also arise in mobile robot systems, for example, when a 
manipulator arm is attached to a mobile platform, a space platform, or an 
undersea vehicle [45]. A third way that underactuated systems arise is due to 
the mathematical  model used for control design as, for example, when joint 
flexibility is included in the model [35]. It is also interesting to note that 
certain control problems for fully actuated redundant robots are similar to 
those for underactuated robots [7]. The class of underactuated mechanical 
systems is thus rich in both applications and control problems. 

The class of underactuated mechanical systems is far too broad to survey 
in a single chapter. For fully actuated systems there are a number of con- 
trol results that apply to the entire class, such as feedback linearization and 
passivity-based adaptive control [40]. By contrast, with the exception of the 
collocated partial feedback linearization result discussed below, there are few 
results that  are applicable to the entire class of underactuated mechanical 
systems. For example, the control problems for flexible joint robots require 
somewhat different tools for analysis and controller design than the control 
problems for gymnastic robots like the Acrobot. 

In this chapter we will confine our discussion primarily to control prob- 
lems for serial link robots containing both active and passive joints, such as 
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the Acrobot [13, 4, 37] and Pendubot [39, 1]. Our ultimate goal for studying 
such systems is to understand problems of balance and locomotion in both 
biological systems and in robotic systems. The reader is referred to the litera- 
ture for treatment of other classes of underactuated systems, such as flexible 
link robots [3], flexible joint robots [35], space robots [10], mobile robots [27] 
or underwater robots [11]. 

The techniques we will discuss for control are mainly based on ideas 
of passivity and control of energy. Passivity-based control has a long and 
rich heritage having its roots in passive network synthesis and entering the 
control field via the Popov Criterion and the Kalman-Yakubovich-Popov 
Lemma [18]. Passivity in Lagrangian systems is equivalent to the now fa- 
miliar skew-symmetry property [29], long known in classical mechanics and 
whose rediscovery in robot control led to breakthroughs in adaptive con- 
trol of fully actuated manipulators [34]. In the nonlinear control field the 
exploitation of passivity has led to dramatic advances in controller design, 
with the appearance of concepts such as backstepping [19] and more recently 
forwarding [22, 32]. These methods are not yet generally applicable to all un- 
deractuated mechanical systems, but can be applied in special cases. In the 
area of robot locomotion, energy and passivity methods have already achieved 
some success. Indeed, the work of McGeer and others on passive walking [23] 
shows that  stable limit cycle walking can be achieved by the natural tradeoff 
between kinetic and potential energy without feedback control of any kind. 
This work is fundamental, since, for example, there is considerable experi- 
mental evidence that  a great part of the swing phase in human locomotion is 
passive. The muscles of the human leg are active primarily during the double 
support period, when the initial conditions on the angles and velocities of 
each of the limb segments are being established, after which they essentially 
turn off and allow the leg to swing through like a jointed pendulum [24]. This 
use of inertia and gravity coupled with the elastic energy stored and recov- 
ered from tendons, muscles, and bones, helps to account for the efficiency of 
animal locomotion. 

2. L a g r a n g i a n  D y n a m i c s  

For fully actuated mechanical systems a broad range of powerful techniques 
were developed in the last decade for the design of optimal, robust, adaptive, 
and learning controllers [40]. These techniques are possible because fully ac- 
tuated systems possess a number of strong properties that  facilitate control 
design, such as feedback linearizability, passivity, matching conditions, and 
linear parametrizability. For underactuated systems one or more of the above 
structural properties are usually lost. Moreover, undesirable properties such 
as higher relative degree and nonminimum phase behavior are manifested. 
For these reasons, control design becomes much more difficult and there are 
correspondingly fewer results available. 
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Consider the Lagrangian formulation of the dynamics of an n-degree-of- 
freedom mechanical system 

D(q)~ + C(q, (t)O + g(q) = B(q)7- (2.1) 

where q E R n is the vector of generalized coordinates, 7- E R m is the input 
generalized force (m < n), and B(q) E R nx'~ has full rank for all q. 

For a suitable part i t ion of the vector q of generalized coordinates as qT = 
(qT, qT), where ql E R ~-m and q2 E R m we may write the system (2.1) as 

dl lql  + d12q2 q- hl(ql,Ol,q2,(t2) "b ¢l(ql ,q2) = 0 (2.2) 

dl2ql +d22q2 -'bh2(ql,ql,q2,(~2)+¢2(qx,q2) -~ b(qx,q2)7- (2.3) 

where hi include Coriolis and centrifugal terms, and ¢i contains the terms de- 
rived from the potential  energy, such as gravitational and elastic generalized 
forces. The m × m matr ix  b(ql, q2) is assumed to be invertible. 

Example 2.1. T w o - l i n k  r o b o t .  Consider the two-link robot shown in Fig. 
(2.1): 

where 

dl lql  q- di2iiz + hi + ¢1 = 7-1 (2.4) 

d12ql -~- d22~2 + h2 + ¢2 = 7-2 (2.5) 

dn = mlg~l + m2(g~ + g2~2 + 2e1~c2 COS(q2)) -k- I1 + I2 

d22 = m292~2 + I 2  

d12 = m2(g~2 + gle~2cos(q2)) +/2 
hi = -m2glgc2sin(q2)q~ - 2m~e162sin(q2)q2q1 

h2 = m2glg~2sin(q2)~ 2 

¢1 m (mlgcl -k-m2gl)gcos(ql) -}-m2~.c29Cos(ql +q2)  

¢2 = m2g~2gcos(qi +q2) 

If ~-i ---- 0 this system represents the Acrobot [13, 5], while if 72 = 0 the system 
represents the Pendubot  [39]. In addition, with ¢1 = 0 --- ¢2 and 7-2 = 0 one 
has the underactuated manipulator  system considered in by several authors,  
such as [28, 9, 2]. 

Example 2.2. C a r t - p o l e  s y s t e m .  The cart-pole system is one of the classic 
examples and yet it still holds some interesting challenges from the standpoint  
of global nonlinear control. Referring to Fig. (2.2) the dynamics are given by: 

(my + me)2 + mpg cosO0 - moo 2 sin0 = F 

rnpgcos02 + mpO- mpggsinO = 0 
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Fig. 2.2. Cart-pole system 



Underactuated Mechanical Systems 139 

For simplicity we normalize all constants to unity. To put the system in 
standard form, we set ql = 0, q2 = x, T = F,  and write the equations as 

q l + c o s q l ~ 2 - s i n q l  = 0 (2.6) 

cosq l~ l+2~2-01~s inq l  = ~- (2.7) 

2.1 Equilibrium Solutions and Controllability 

The nature of the fixed points of (2.2), (2.3) is closely tied to the control- 
lability of the system. Let ~- = e = constant. Then, since the terms hi are 
quadratic in the velocities ~,  the equilibrium solutions satisfy 

¢l (q l ,q2)  = 0 (2.8) 

¢2(ql,q2) = b(ql,q2)~ (2.9) 

and may either be isolated fixed points for each fixed e, as in the case of the 
Acrobot, and Pendubot  or they may be higher dimension as happens (for 

= 0) in systems without potential terms. For example, in the absence of 
gravity, the Pendubot  dynamics satisfies 

¢~(ql, q2) = 0 for i = 1, 2 (2.10) 

for all (ql, q2) E Q, where Q denotes the two dimensional configuration space. 
In the first case, systems with potential terms are linearly controllable 

around (almost all) fixed points, i.e. the Taylor series linearization is a con- 
trollable linear system. Systems without potential terms are generally not 
linearly controllable. Their  local controllability properties are therefore more 
subtle to determine. 

We may interpret Eq. (2.2) as a (dynamic) constraint on the accelerations 
of the generalized coordinates. It is then interesting to ask whether these 
constraints are holonomic, i.e. integrable. For many of the most interesting 
cases, including underactuated robot manipulators [28], the Acrobot [37] and 
Pendubot  [39], the PVTOL system [43], the TORA system, and underwater 
robots, these constraints turn out to be completely nonintegrable as shown 
in [30]. An important  consequence is that the system (2.2), (2.3) is (strongly) 
accessible, since nonintegrabiIity of the second order constraint equations 
means that  the dimension of the reachable set is not reduced. 

Accessibility does not imply stabilizability of an equilibrium configuration 
using time-invariant continuous state feedback (either static or dynamic). In 
fact, for systems without potential terms it is known [30] that such stabi- 
lizability is not possible. The proof of this follows from an application of 
Broekett 's  Theorem [6]. The situation here is, therefore, quite similar to the 
case of control of nonholonomic mobile robots. Of course, systems with po- 
tential terms are exponentially stabilizable by linear time-invariant feedback. 



140 M.W. Spong 

3. P a r t i a l  F e e d b a c k  L i n e a r i z a t i o n  

An interesting property that  holds for the entire class of underactuated me- 
chanical systems is the so-called collocated partial  feedback linearization 
proper ty  [36], which is a consequence of positive definiteness of the inertia 
matrix.  A related property, the non-collocated partial feedback linearization, 
holds for a restricted class of underactuated systems. 

3.1 C o l l o c a t e d  L i n e a r i z a t i o n  

Collocated linearization refers to a control that  linearizes the equations as- 
sociated with the actuated degrees of freedom q2. Equivalently, collocated 
linearization can be thought of as input /ou tpu t  linearization [14] with re- 
spect to an output  y = q2. The result states that  the original system (2.2), 
(2.3) is feedback equivalent to the system 

dllql  -/- hi -t- ¢1 = -dl2U (3.1) 

~/2 = u (3.2) 

with a suitable nonlinear feedback control 

r = or(q1,41, q~, q2) +/~(ql,  q~)u (3.3) 

where u is a new control input to be determined. The derivation is straight- 
forward and is contained in [36]. 

3.2 N o n - c o l l o c a t e d  L i n e a r i z a t i o n  

Non-collocated linearization refers to linearizing the passive degrees of free- 
dom and is possible under a special assumption on the inertia matr ix  of the 
robot. 

D e f i n i t i o n  3.1. The system (2.2), (2.3) is (locally) Strongly Inertially Cou- 
pled if and only if 

rank(d12(q)) = n - m for all q C B 

where B is a neighborhood of the origin. The Strong Inertial Coupling is global 
if the rank condition holds for all q E Q. 

Note that  Strong Inertial Coupling requires m _> n - m, i.e. that  the number 
of active degrees of freedom be at least as great as the number of passive 
degrees of freedom. Under the assumption of Strong Inertial Coupling we 
may compute a pseudo-inverse dls for d12 as 

= - 1  
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and show the existence of a feedback control 7- that  transforms the system 
into the following feedback equivalent 

02 = -d~2(d l lU + hi + ¢1) 

The details are contained in [36]. We note that  a system satisfying the (local) 
Strong Inertial Coupling Proper ty  is known as an In ternal /Ex ternal  Convert- 
ible system in the terminology of Getz [12]. 

Example  3.1. C a r t - p o l e  s y s t e m .  The cart-pole system, 

0 1 + c o s q 1 0 2 - s i n q l  = 0 

cosq101 +202 - 0 2 s i n q l  = 7- 

is strongly inertially coupled for -7r /2  < ql < 7r/2 but not strongly iner- 
tially coupled globally. For collocated linearization it is easy to show that  the 
control law 

7" = (2 --  COS 2 q 2 ) u  + c o s q l  sinql -- 02 sinql (3.4) 

results in the feedback equivalent system 

ql = sinql - cosqlu 

which is valid globally, while the control law 

1 + sin 2 ql 
7- = 2 tan ql - 02 sin ql - 

cos qa 

results in the feedback equivalent system 

ql  = % 
1 

q2 = t a n q l - - - u  
cos ql 

(3.5) 

valid f o r  ql  e (--71"/2, 71"/2). 

4 .  C a s c a d e  S y s t e m s  

The advantages of the first stage partial feedback linearization are both a 
conceptual and a structural simplification of the control problem. We can 
write the systems under consideration, after the first stage partial feedback 
linearization, as 

!c = A x  + B u  (4.1) 

/~ = w(~)) + h(~,x)  + g(rl, x)u (4.2) 
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with suitable definitions of all quantities, such that  h(v,0) = 0. The pair 
(A, B) is controllable since the linear system is a set of m double integrators 
and the expression 

~) = w(r/) (4.3) 

represents the zero dynamics [14]. If the control term u is chosen to be a 
function only of x, for example u = - K x ,  then the system will be in cascade 
form 

:~ = Ax (4.4) 

?) = ~9(U ,x) (4.5) 

where ft = A - B K  is a Hurwitz matrix and ~(r / ,x)  = w01 ) + h0?,x) - 
g(u, x )Kx .  There are a number of local and global stabilization results for 
special classes of such cascade systems. Both the nature of the equilibrium 
solution of the zero dynamics and the nature of the coupling between the x 
and ~1 subsystems determines the type of results that  can be proven. See [33] 
for a detailed t rea tment  of the latest results. 

4.1 P a s s i v i t y  a n d  E n e r g y  C o n t r o l  

For general nonlinear systems of the form (4.4), (4.5) local asymptot ic  sta- 
bility of the origin is guaranteed if the origin of the zero dynamics is locally 
asymptot ical ly  stable. Such systems are called minimum phase. Global stabil- 
ity requires consideration of issues such as peaking [42]. The systems consid- 
ered here generally have multiple equilibrium points and are non-minimum 
phase in a neighborhood of a typical equilibrimn point. Nevertheless we can 
utilize the special structure of the system (as a Lagrangian system) to show 
global stability in some cases. The crucial fact is the following, 

T h e o r e m  4.1. Given the Lagrangian mechanical system (2.2), (2.3), the 
zero dynamics of the collocated feedback equivalent system (3.1), (3.2), equiv- 
alently (~.3), also defines a Lagrangian system, in particular, there exists a 
positive definite scalar (energy) function, E(~), such that 

L ~ E  = 0 (4.6) 

The proof of this theorem is straightforward and is omitted. Mainly one 
needs to show that  the kinetic energy of the original system is positive def- 
inite when restricted to the zero dynamics manifold x = 0 of (4.4), (4.5). 
It  is interesting to note that ,  in the case of non-collocated linearization, the 
zero dynamics fails to be a Lagrangian system. However, in some cases a 
Lyapunov-like function E may still be found satisfying (4.6). The importance 
of this result is that it can be used to ensure stability of the interconnection. 

Consider a slightly simplified (single input) system in the form 
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:i: = A x  + B u  (4.7) 

i] -= w ( ~ ) + g ( u , x ) u  (4.8) 

J¢ = L ~ E u  (4.9) 

which implies tha t  (4.8) defines a passive system with respect to the input  
u and ou tpu t  yn = L g E .  If we therefore choose u = - K x  in (4.7) so tha t  
the t ransfer  funct ion K ( s I  - A ) - I B  is Strict ly Posit ive Real (SPR),  i.e. so 
tha t  (4.1) is passive with respect to the ou tpu t  Yl = K x ,  then (4.7), (4.8) 
can be represented as a feedback interconnect ion of passive systems and is 
therefore  passive. Stabil i ty of the interconnect ion follows from an addit ional  
(detectabi l i ty)  assumption [33]. The  t ra jec to ry  of the system will, in fact,  con- 
verge to a par t icular  energy level, which corresponds to a par t icular  t r a jec to ry  
on the zero dynamics  manifold. This idea has been used to design swingup 
controllers for systems like the cart-pole,  Acrobot ,  and Pendubo t  [38]. 

Example  4.1. S w i n g u p  c o n t r o l .  Applying this control  to the cart-pole sys- 
tem results in the response shown in Fig. 4.1. Note tha t  asymptot ic  stabil i ty 
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Fig. 4.1. Response of the cascade cart-pole system 

is only guaranteed to a manifold and not to a fixed point. For this reason, 
control must eventually switch to a second control that locally stabilizes the 
equilibrium point. However, the control design is very simple and widely ap- 
plicable as one way to  overcome problems with feedforward nonlinearit ies and 
non-min imum phase zero dynamics  [25, 37, 39]. 

4 . 2  L y a p u n o v  F u n c t i o n s  a n d  F o r w a r d i n g  

I m p o r t a n t  extensions of the proceeding ideas are due to Teel [44], Mazenc and 
Pra ly  [22], Sepulchre,  Jankovid, and Kokotovid [16, 32] and others who pro- 
vide const ruct ive  procedures  for global and semi-global asymptot ic  stabiliza- 
tion to  a fixed point,  ra ther  than  just  to a manifold, for restr icted subclasses 
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of underactuated systems. A detailed discussion of these results is outside the 
scope of this chapter. The reader is referred to [33] and the references therein 
for details. 

As a brief glimpse into one such approach we can illustrate the basic idea 
of the method of forwarding [32]. Suppose that a Lyapunov fimction V0 for 
the zero dynamics (4.3) is known and satisfies (4.6). Since fiI = A - B K  is 
Hurwitz, V1 = x T P x  defines a Lyapunov function for (4.4) where P satisfies 
a Lyapunov equation for ,~. The techniques in [33] provide procedures for 
constructing cross terms ~(V, x) such that 

V(Ti, x)  = V0(V)+ ¢(r], x) + Vl (x )  (4.10) 

defines a Lyapunov function for the system (4.4), (4.5). Calculating I) along 
trajectories of (4.4), (4.5) gives 

~" = LwVo + Lh-gKxVo + ~ + LA~VI (4.11) 

The trick is now to show that there exists • satisfying 

= - L h - g K x V o  (4.12) 

that simultaneously guarantees the required properties for V to be a (radially 
unbounded) Lyapunov function for the system. If such an expression can be 
found then global stability of (4.4), (4.5) is assured. One may now go back 
and augment the control input u as 

and consider the system 

J? 

This system is of the form 

u = - K x  + v (4.13) 

= _~x + By (4.14) 

= ~(~, x) + g(~, x)~ (4.15) 

= r ( z )  + G ( z ) v  (4.16) 

where a Lyapunov function V is known satisfying L F V  <_ O. It then follows 
that  a Jurdjevic-Quinn type of control [17] 

v = - L a V  (4.17) 

can be used to achieve global stability and, under further restrictions, global 
asymptotic stability. 
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4.3 Hybrid and Switching Control 

The ideas in the previous section are applicable only to restricted classes of 
mechanical systems. The same is true for other techniques, such as backstep- 
ping [20], the technique of adding integrators due to Mazenc and Praly [22], 
and the saturation approach of Teel [43]. In the case of backstepping the 
system state equations must have a lower triangular structure while for for- 
warding the state equations must have an upper triangular structure. Even 
when applicable these methods lead to designs which can be computation- 
ally difficult. For example, the computation of the cross term @ in (4.10) is 
possible only in simple examples. 

One way to avoid these computational difficulties is to consider a hybrid 
control architecture that  switches among several controllers, each of which 
may be simpler to design. For example, the global stabilization of the inverted 
position of the Pendubot  using a single smooth controller designed using 
integrator forwarding is currently not possible. However, since the Pendubot  
is linearly controllable in a neighborhood of the inverted configuration, one 
need only design a nonlinear controller so that the trajectory intersects a 
suitable neighborhood of the desired equilibrium (swingup control) and then 
switch to a linear controller to stabilize the system around the equilibrium 
(balance control). 

As an added benefit, the design of switching controllers in the context 
of locomotion is likely to lead to an improved understanding of locomotion 
in biological systems. The problem of locomotion while maintaining balance 
encompasses the transition from standing to walking and back to standing, 
as well as the transition among various gaits of locomotion. For example, 
a human is constantly starting, stopping, performing tasks while standing, 
sitting down, standing up, etc. Such a complex behavior cannot be achieved 
with a single smooth controller but may be achieved by switching among 
multiple controllers. 

Consider a supervisory control architecture shown in Fig. 4.2 for the prob- 
lem of swingup and balance of a gymnastic robot. The Supervisor switches 
between a nonlinear Swing Up Controller and a linear Balance Controller 
when the trajectory enters the basin of attraction of the local balancing con- 
troller. This architecture also allows for robustness to disturbances. Since the 
balance controller is only local, a large disturbance is handled by switching 
back into the swing up mode and re-converging to the basin of attraction 
of the balance controller. A successful swingup and balance control for the 
Acrobot is shown in Fig. 4.3. 

4.4 N o n h o l o n o m i c  S y s t e m s  

Underactuated systems which are not linearly controllable, typically those 
without gravitational or elastic terms in the dynamics, are amenable to mo- 
tion planning and control approaches similar to those that  used for mobile 
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BALANCE ~ SUPERVISOR 
CONTROLLER 

CONTROLLER 

Fig. 4.2. Supervisory control architecture 
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Fig. 4.3. Swingup and balance control for the Acrobot 
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robots. Consider the Pendubot  in the absence of gravity, which after partial 
feedback linearization, can be expressed in the form [9] 

ql = u (4.18) 

q2 = -cs inq2ql  2 - ( 1 +  ccosq2)u (4.19) 

The main difference between systems, such as the above, with acceleration 
constraints and mobile robots with velocity constraints is the presence of the 
drift term in the equations of motion, which complicates the controllability 
analysis. For example, for systems without drift, accessibility (in the sense 
of full rank of the accessibility distribution [14]) implies controllability by 
Chow's Theorem [26]. This is no longer true for systems with drift. 

A stronger notion of controllability for underactuated systems is the prop- 
erty of small time local controllability (STLC) [41]. A sufficient condition for 
STLC was given for underactuated mechanical systems in [8]. This result is 
important  since it implies the existence of either discontinuous or time peri- 
odic feedback controllers to stabilize the system to a point. Algorithms for 
point to point control of the above system are given in [9, 30]. 

5. C o n c l u s i o n s  

Underactuated mechanical systems of the type considered here present many 
challenging opportunities for future research. 

I. Robust and adaptive control: It is well known that the Lagrangian 
dynamic equations of robots are linear in the inertia parameters and that 
this linearity is generally lost when the system is written in state space. 
For fully actuated systems, the passivity-based adaptive control [29] cir- 
cumvents this difficulty. However, for underactuated systems, passivity 
is lost. The recursive design techniques of integrator backstepping and 
integrator forwarding are the proper extensions of passivity-based design 
techniques when they are applicable. At the present time these techniques 
are applicable for those systems that retain linearity in the parameters 
and which satisfy certain structural properties, growth conditions on the 
nonlinear coupling, etc. The extension of these methods for robust and 
adaptive control of larger classes of underactuated systems is thus a re- 
search problem of major importance. 

2. Saturation methods: The method of Teel [43] using saturation func- 
tions is a powerful technique for achieving semi-global and global stabi- 
lization results. As in the case of backstepping and forwarding, results 
exist only for restricted classes of systems. Extending these methods to 
larger classes of underactuated systems is an important problem. 

3. Stability of hybrid systems: The research problems in the use of 
hybrid and logic-based switching control for underactuated systems are 
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mainly  at the supervisory level, i.e. determining when to switch and prov- 
ing stability. This turns  out to be highly non-trivial. Formal  stabil i ty re- 
sults exist only for limited classes of hybrid systems. It is, in fact, known 
tha t  stabil i ty results for the general class of hybrid systems cannot  be 
obtained.  This is because the vocabulary  for describing hybrid systems is 
too  expressive to permit  such strong results. One can embed a universal 
Turing machine into a hybrid system so tha t  the stabili ty question can 
reduce, in the worst case, to the halting problem [21], which is known 
to be undecidable.  Thus  one necessarily must  focus on specific classes of 
hybrid systems in order to make progress. 
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This chapter presents an overview of some of the actual trends in control de- 
sign for mobile robots and multibody wheeled vehicles. The control schemes 
are presented by area of application. Our discussion includes automatic park- 
ing, path following, vision-guided vehicle systems, multibody vehicle control. 
Approaches such as the follow-the-leader principle and other areas like car 
platooning in highways and transportation systems are also discussed. 

1. I n t r o d u c t i o n  

A lot of work has been done in the area of control of mobile robots and vehi- 
cles. Most of the literature in the mobile robot nonlinear control area has been 
motivated by intellectual curiosity driven by the stabilization obstruction in- 
dicated first by Brockett  theorem [1]. This theorem shows that the nonlinear 
integrator, which is diffeomorphic equivalent to the unicycle kinematics, can- 
not be stabilized by time-invariant smooth feedback. Being established this 
difficulty, many control alternatives (time-varying, nonsmooth) have been 
proposed. The work in [10] provides a complete survey on different control 
designs for nonholonomic systems. A study on the structural properties of 
the nonholonomic models and the closed-loop properties of several feedback 
laws are also given in the last three chapters of the book [3]. 

Other problems, such as trajectory and path tracking, can be solved via 
smooth controllers provided that additional assumptions are made. For in- 
stance, in the trajectory tracking problem (the system states should follow a 
target model), the lost of stabilization (via smooth time-invariant feedback) 
is partially recovered as far as the target model is kept in permanent motion. 
In the path tracking problem, it is also well understood that convergence to 
the target path can be obtained in the spatial coordinates, see [3]. 

However, not all the mobile robot and vehicle control problems can be 
cast into the three categories of problems mentioned above. For instance, the 
problem of controlling a set of vehicles in platooning gives rise to problems 
like collision avoidance, string stability, etc. In some applications, the states 
used in the feedback laws are not necessarily directly measured from the 
existing sensors, but should be indirectly computed from other sensors, or 
estimated from state observers. For example, while controlling a platoon of 
vehicles, the variables such as a relative distance and orientations will be 
probably more easy to measure than the absolute position and altitude of each 
vehicle. Another example can be found in vision-guided systems; the "output" 
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variables are not necessarily given in terms of the Cartesian coordinates and 
angles with respect to a fixed frame, but as a function of the internal TV 
camera  coordinates - - such  as the perspective pro jec t ion- -  in the moving 
vehicle frame. 

It is thus often necessary to reformulate the original problem, in order 
to incorporate the available sensor information, and to redefine the control 
objectives which are not necessarily reachable by using the existing solutions 
proposed in the literature. One of the purposes of this chapter is to review 
some of these problems and to describe some of the adopted solutions by 
area of application. Our discussion here goes beyond the problem of mobile 
robot control, which seems to be a research area mainly developed at the 
universities and some government research laboratories, and addresses new 
control problems formulated by the car industry and t ransportat ion systems. 

The chapter is organized by category of problems. After recalling well- 
known model properties, the following sections deal sequentially with the 
following problems: automatic  parking, path  following, visual-based system, 
nmlt ibody vehicle control, vehicle platooning (train-like vehicles and car pla- 
tooning in highways and t ransportat ion systems). 

2. P r e l i m i n a r i e s  

Through this chapter we will be concerned with nonholonomic systems, where 
each independent vehicle will be modeled as: 

= a ( z >  (2.1) 

= L, (2.2) 

where z describes the generalized coordinates of dimension n, u is the gener- 
alized "velocity" vector of dimension I m < n, and v is the "acceleration" (or 
torque) control input. In short, the matr ix  G(z) describes the direction at 
which motion is possible at the given position z, i.e. A(z)GT(z) = 0, where 
A(z)i = 0 describes the nonholonomic constraints. With an abuse of lan- 
guage, the upper  equation (2.1) is known as the kinematic model, where 
together with the cascade integrator (2.1), (2.2), the equations are known as 
the dynamic model. The reason for this nomenclature is that  the Lagrange 
model of a class of nonholonomic system systems is feedback equivalent to 
the above simplified equations. Besides, most of the more important  prop- 
erties of this model are captured by the kinematic s tructure of matr ix  G(z) 
(see [3]): 

1 In this chapter we will only consider vehicles with restricted mobility where the 
number of control variables is smaller than the dimension of the generalized 
coordinates. 
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- C o n t r o l l a b i l i t y .  If the input matrix G(z) has full rank, and the involutive 
distribution A = inv span {col(G(z))} has constant maximal dimension for 
all z (i.e. dimension m),  then the kinematic model (2.1) is fully controllable. 
Indeed, for the kinematic driftless system (2.1), the strong accessibility con- 
dition coincides with the involutive distribution A = inv span {col(G(z))}, 
implying controllability. This means that  a mobile robots can be driven 
from any initial configuration z(0) to any final one z(T) in a finite time, by 
manipulat ing the "velocity" control input u(t). This property is preserved 
when the cascade integrator is added to the kinematic model. Hence the 
dynamic system (2.1), (2.2) having a drift term is small-time-locally con- 
trollable. 

- S t a b i l i z a t i o n .  The kinematic model (2.1) is not stabilizable by a continu- 
ous static t ime-invariant state feedback u(z). Indeed, the so-called Brock- 
e t t ' s  necessary condition is not satisfied by a continuous static feedback, 
since the map (z, u) ~ G(z)u is not onto in the neighborhood of the equi- 

• libria. A similar problem is also found with the dynamic model (2.1)-(2.2). 
- L i n e a r  a p p r o x i m a t i o n .  The linear approximation of the kinematic model 

(2.1) about  the equilibrium point (i.e. z = u = 0) is not controllable. 
Indeed, the model ~ = G(O)u is neither controllable nor stabilizable. Notice, 
however, tha t  the full nonlinear model ~ = G(z)u is controllable in spite 
of the lack of the smooth stabilizability. 

- F e e d b a c k  l i n e a r i z a b i l i t y  The kinematic and dynamic models are not 
full s tate linearizable by smooth static time-invariant s tate feedback. 2 For 
some special cases where only a subset of the coordinates z are of interest, 
it is possible to perform partial  state linearization under permanent  mo- 
tion condition of the target  coordinates (this problem is widely covered in 
Chapter  8 of [3]. Also, for some output  functions relevant to the control 
problem at hand, output  linearization (in the spatial coordinates) is also be 
possible. This last problem will be discussed in detail in the next sections. 

For the sake of simplicity, in what follows we wilt only consider kinematic 
models. 

3.  A u t o m a t i c  P a r k i n g  

Automat ic  parking is a typical application where both path  planning and 
feedback control need to be combined. Some car builders are now studying 
automat ic  parking mechanisms that  may be integrated in the next generation 
of commercial  products. Industries of t ransportat ion buses and trucks, where 
this problem is more difficult to be performed manually, are also seeking 

2 This can be easily seen by observing that there is no way to locally invert the 
linear approximation ~ = G(O)u, i.e. to find a change of coordinates in the input 
space so that ~ = G(O)u for all u and ~. 
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Fig. 2.1. A typical parking maneuver 

for similar features. An automatic park maneuver is decomposed into two, 
somewhat separated, problems: 

- motion planning, and 
- stabilization along the planned trajectory. 

Figure 2.1 shows a typical parking maneuver. The vehicle should be 
steered from point A to B, and then to point C with a final prescribed 
orientation. Since motion should be performed in clustered environments, 
the smooth curve CABC is defined before motion starts, using polynomial in- 
terpolation or splines, in order to account for possible geometric constraints. 
One way to characterize the smooth planar c u r v e  CAB C is by using the Fr~net 
frame: the curve CABC is expressed as a function of the length of the path 
s and the path curvature ~;(s). Regular Cartesian parameterization is also 
possible, y = f(x), where (x, y) are the Cartesian coordinates, and f(x) is a 
polynomial function. Smoothness of the full curve CABC imposes additional 
conditions on the path curvature of f(x) (and its higher partial derivatives) 
at the boundary points of the curves CAB and CBc. This may lead to poly- 
nomial curves of high degrees, but ensures the continuity and existence of 
bounded open-loop control u(t). The degree of the polynomial curve to be 
planned depends on the type of problem to be considered. For instance, ve- 
locity control based on the kinematic model will require polynomial y = f(x) 
of lower order than the ones obtained from a dynamic formulation. 

Once the path y = f(z) has been planned under the above mentioned 
smoothness requirements, assuming that the vehicle under study is located 
already on the curve y = f(x), the complete motion planning problem con- 
sists in finding the smooth open-loop control u(t) steering the system from its 
initial configuration (point A) to the final configuration (point C), along the 
curve CABC'. This problem has been extensively treated in connection with 
flat systems in papers by Rouchon and co-workers (see for instance [18, 6]). 
The idea is better  explained through the following sfmple example. 
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Consider the unicycle kinematics: 

5: = vcos0  (3.1) 

= vsinO (3.2) 

= w (3.3) 

where v and w are the kinematic inputs: the translational velocity and the 
rotational velocity, respectively. The position in the plane is given by (x, y), 
and the orientation angle with respect to x is 0. Given the polynomial curve 
77 = f (x ) ,  our problem is to find w and v so as to stay on this curve. The 
system (3.2) is assumed to lie initially on the path, and to be oriented along 
the tangent  of the curve. The ratio of change dy /dx ,  obtained fl'om the first 
two equations of the unicycle kinematics, is used to define the desired angle 
0d, as a function of the curve y --- f (x) ,  that  makes the vehicle remain on the 
path: 

dy d 
t a n 0 d  = ~ = ~ f ( x )  

y=f(x) 

From (3.3) we get the desired rotational velocity Wd by setting 0d = Wd, 
which substi tuted in the time-derivative of the above relation gives: 

dtanOdo d df(x)5: (3.4) 
dOd "-- dx 

1 d~f (x )  
- - W d  = v .  - - C O S 0 d  (3.5) 
COS 2 Od dx 2 

d2 f(x) 
Wd = V . dx--- 5 - c o s  30d (3.6) 

= ~ d x ~  \~x )  ] (3.7) 

Remark  3.1. The degree of the polynomial y(x)  should be at least of or- 
der two. However, initial and final constraints on the curve endpoints may 
increase this order. 

Remark  3.2. The desired rotational velocity Wd depends on the translational 
velocity. This is typical in path  following problems, and is used to avoid 
control singularities: it regularizes the open-loop control wd when the vehicle 
stops. The translational velocity v can be seen as an additional control degree 
of freedom that  defines the actual position along the curve. The time-profile 
of v(t)  defines the t ime at which the end points of the curve are reached. Vd 
can be planned off-line, but it can also be defined by the driver during the 
parking maneuver.  

Remark  3.3. In the spatial coordinate s = fo I vldt, the unicycle equations 
together with the open-loop control developed above (w = Wd) can also be 
rewritten as: 
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dx 
- cos 0 (3.8) 

ds 
dy 
ds sin 0 (3.9) 

= w/~l~=.~ - T x  2 1 + \ ~ x /  J (3.10) 

T h e  open - loop  cont ro l  WdlV is no th ing  else t han  the  rad ius  of cu rva tu re  of 
f ( x )  t h a t  is m a d e  to  coincide wi th  the  i n s t an t aneous  rad ius  of cu rva tu re  of 
the  unicycle  k inema t i c s  w l v .  This  so lu t ion  co r re sponds  to  the  inverse cont ro l  
p r o b l e m  in the  sense t ha t  for a given t r a j e c t o r y  specified in the  sys tem s ta t e  
coord ina t e s ,  i t  is poss ib le  to  inver t  the  sys tem and compu te  the  sys t em inpu t s  
t h a t  p rov ide  such a t r a j ec to ry .  As i t  will be shown next ,  this  contro l ler  can be 
also seen as a p a r t i a l l y  l inear izab le  s t a t e  feedback  t ha t  l inear ize  the  "ou tpu t"  
y(s)  in the  s -space .  

S t ab i l i za t i on  a long the  p l anned  t r a j e c t o r y  can be easi ly  exp la ined  by  first 
obse rv ing  t h a t  the  above  "open- loop"  cont ro l  3 l inearizes  the  y coo rd ina t e  in 
the  s -space .  

F r o m  (3.9), we see t h a t  the  inpu t  w appea r s  af ter  compu t ing  the  second 
p a r t i a l  de r iva t ive  of y, i.e. 

d2y dO ~v 
= c o s O - ~  = cosO- 

ds 2 ds v 

Linea r i za t i on  of y in the  s coord ina te s  implies  select ing the  r a t io  w / v  as: 

w 1 d2y 
- -  U " " +  : U  

v cos 0 ds 2 

where  u is the  new cont ro l  var iab le  to  be designed.  The  condi t ion  needed 

for t he  invar iance  of the  mani fo ld  y - f ( x )  = 0 is t h a t  ~ ~ Hence 
d s  2 ~ d s  ~ . 

u -= ~ Since the  p a t h  specif icat ions  are  here given as a funct ion of x and ds2 . 
not  as a func t ion  of s ( a l though  this m a y  be possible) ,  u should  be r ewr i t t en  
only  as a func t ion  of f ( x ) .  Af te r  some ca lcu la t ion  we can shown tha t  

d2/(x) d2f(x) d/(x) e~_ 
= cos 2 0 • sin 

ds 2 dx 2 dx v 

which,  a f te r  t r a n s f o r m a t i o n  back  to  the  or ig inal  cont ro l  coord ina te s  in -~, 
gives 

a It can be argued that  Wd is not really an open-loop control since it explicitly 
depends on the state x via the first and second partial  derivatives of f (x) .  
However, note tha t  this control only ensures the invariance of the manifold 
y - f ( x )  ---- O, but  it does not ensure its attractibility. In that  sense, wd is 
considered here as an "open-loop" feedback. 



Trends in Mobile Robot and Vehicle Control 157 

w 1 1 d 2 f ( x )  
v cos0 u (3.11) cos 0 ds 2 

d 2 f ( x )  dy (3.12) 
- dx. 2 1 + ~x  

that is the same control obtained by imposing that  the orientation angle of the 
vehicle coincides with the tangent of the curve to be tracked. Attractibility 
of this curve is now obtained by simply adding corrective terms in u as: 

u - ds--- T -  + kv -~s ÷ kp ( f ( x )  - y )  

which in the spatial error coordinates fl := y~ - y = f ( x )  - y gives a second- 
order linear space invariant model 

d2!? +kv  +kp~ 0 
ds 2 

An important  issue here is that  the attractibility of the curve is not a function 
of time, as in classical stability definitions, but as a function of the length of 
path. From the above equation, it can be observed that  

[~(s)] < I~(0)[exp { - c .  s(t)} 

Since the length of the path in the parking maneuver is limited (i.e. s ( t )  C 

[0, LABC],  asymptotic stability in the classical sense (where s is replaced by 
time) is not possible, but instead uniform ultimate stability is obtained. This 
implies that  the error ~)(s) will converge uniformly to a ball of radius r, that  
can be made arbitrarily small by increasing the constant c which depends on 
the controller gains kp and k~. For many applications concerning this class 
of problems, this kind of approach suffices for most practical purposes. 

This type of idea has been applied to other more complex systems like 
multi-steering trailer systems, and systems moving in an environment with 
obstacles. Some of these works are mentioned and discussed in [6]. 

4. P a t h  Fol lowing 

The path following problem can be seen to some extent as a particular case 
of the automatic parking maneuver problem. However, as it will be discussed 
later, it may present some important  differences motivating a separate dis- 
cussion. 

The main distinction between the path following problem and the motion 
planning problem (like the automatic parking maneuver) is that  the explicit 
path planning of the curve CABC in Fig. 2.1 may not always be needed. If the 
vehicle is initially located close to the line or path to be tracked, it may not 
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Fig. 3.1. Schematic view of the path following problem 

be explicitly needed to characterize the t rajectory along which the vehicle 
will reach the target  path. The rejection properties of the used regulator 
will determine the way the initial error and disturbances will be canceled. 
The target  path  is given by the problem, in opposition to the automatic  
parking maneuver  where only a target  end-point posture is given and a curve 
is planned to reach such a point. Figure 3.1 shows a schematic view of the 
path  following problem. An explicit planning of the t rajectory from A to B 
may not be needed. 

The other main difference with respect to the problem of automatic  park- 
ing is that  due to the long distances of the path to be tracked, it is not 
suitable to use fixed frames to formulate the vehicle kinematic and the regu- 
lation problem. It is thus suitable to use, instead, variables related to a frame 
at tached to the moving vehicle and describing the error distance between the 
path  and the vehicle. As will be discussed later, the selected variables are 
not always accessible from direct measurements,  but it should be observed 
or computed from other indirect measures. 

The path following problem is found in many applications ranging from 
mines to urban t ransportat ion systems, where a vehicle or a set of vehicles 
need to be guided along a path. The on-line information about the path  is 
sometimes obtained via vision systems, magnetic fields or distance sensors. 
They provide information about the curve to be followed in term of distances, 
tangents,  radius of curvature, etc. An example is shown in Figs. 4.1 and 4.2 
corresponding to the CiVis concept recently proposed by Mat ra /Renau l t -VI  
where an articulated bus is aimed at following a path  marked on the road. 
This system is proposed as a cheap alternative to urban trains running on 
railways, where the infrastructure may be too costly. 

Except  for the case of the unicycle kinematics where the solution is unique, 
in general the path  following problem has not a unique formulation. Several 
choices for the variables (or points in the vehicle) to be regulated are possible. 
Figure 4.3 shows an example where the distances dl and d2 are two possi- 
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Fig. 4.1. The CiVis concept proposed by Matra and Renault: 3/4 rear-view of the 
articulated unit (courtesy of Renault-VI) 

Fig.  4.2. The CiVis concept proposed by Matra and Renault-VI: crossing a square 
(courtesy of Renault-VI) 
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Fig. 4.3. Two possible coordinate sets for the path following problem 

ble choices for the output  variables, describing the shorter signed distance 
between the points At and A2 on the vehicle, and the points B1 and B2 on 
the path. The other important  coordinate is 0 that  describes the orientation 
difference between the path  tangent at point Bi and the axis x at tached to 
the vehicle. To make the discussion simpler, assume that  the steering angle c~ 
is the control input to be designed, and v is the translational velocity. Then, 
the simplified kinematic models expressed in the coordinates (di, 0) are: 

da = v s i n ( 0 + c t )  
0 = v / l s i n c t  - ~ cos(0 + a)  

d2 = v c o s a s i n 0  
= v / l  sin a - ~ cos ct cos 0 

where hi(s)  is the radium of curvature of the path at point i. These models 
are valid locally as far as h i ( s ) -  di > 0. In many applications this hypothesis 
will hold since the radio of curvature of the path  is likely to be large, and 
the initial vehicle position will be close to the path. The variables dl and 
d2 are suitable choices because they correspond to system outputs that  can 
be linearized in the spatial coordinates (i.e. flat outputs in the s-space). For 
instance, for the model expressed in the (dl, 0) coordinates, the control 

ce = a rcs in( -kd)  - 0 

with the magnitude of kd smaller than one, yields the following linear spatial 
equation 

d' + kd = 0 

where d' Od = aT," In the same sense as discussed before, d will decrease as s 
will increase. Since in the pa th  following problem the length of the path  may 
not be limited or small (as is the case for the parking maneuvers),  the spatial 
convergence induced by the above equation is particularly well adapted for 
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the problem at hand. When d is small, the control law indicates that  a will 
tend to - 0 .  Then the kinematic equation describing the variation of 0 tends 
to 

v v 
= - - / s i n a -  - -  ~l(s) 

which indicates that  the front wheel axis of the vehicle is orthogonal to the 
tangent to the path  at point B~. 

Remark 3.1. A similar s tudy can be performed for the second model given 
above. In this case, the length of the path  of the rear axis defined as s = 
f0 t Iv cos c~ldt is used instead. The following spatial model is obtained: 

d~ = sin0 
1 1 

01 = - t a n c ~  cos0 
l ~ 2 ( s )  - d 

and the output  d2 is also linearizable. Since the control ~ appears  only at 
the level of the variation of 0, the resulting linearized system will be of order 
two. 

Remark ~,.2. The above controllers were discussed assuming that  the steer- 
ing angle is directly controlled. Extensions to velocity and torque (or accel- 
eration) control are possible by following the same development as in the 
automat ic  parking section. 

Remark ~,.3. Other nonlinear control designs are possible, not necessarily by 
resorting to linearization. An alternative is to define the control from a Lya- 
punov design. There is no consensus on which of the existing approaches may 
be preferable. Indeed, the distinction should probably be made at the level 
of the disturbance rejection properties. Robustness of these control schemes 
has not been studied enough. Clearly, this is a central problem since the con- 
trol design is often done on the basis of the kinematic models as it has been 
demonstra ted here. In practice, unmodeled dynamics and disturbances such 
as: additional system dynamics, actuator  nonlinearities, lateral sliding due 
to the frictional contact and deformation of ties, mechanical flexibilities of 
the transmissions, asymmetries  in the acceleration and deceleration vehicle 
characteristics, as well as many other factors, may degrade global system 
performance. Robustness will thus be one of the major  issues when designing 
new feedback laws. 

Remark ~.~. As opposed to the automatic  parking problem, where the path  
planning t ra jectory is mandatory,  the path following problem can be solved by 
control laws only depending on the characteristics of the path to be tracked, 
which in many cases is not known a priori. Indeed, one of the main diffi- 
culties, which is a problem per se, is to observe or to compute from indirect 
measurements  the variables relevant for control. This problem is discussed 
next. 
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5.  V i s u a l - b a s e d  C o n t r o l  S y s t e m  

Many of the problems mentioned in the previous chapter require the com- 
putation of variables such as d and 0. In many applications this informa- 
tion is not available from direct measures, and should be estimated using 
information from other sensors such as: TV cameras, radars, proximity sen- 
sors, and others. For instance, the lateral control designed in connection with 
the PATH program uses information collected from magnets placed along 
the road. Other applications use vision systems to detect the target path 
characteristics. The CiVis concept proposed by Renault, and the European 
P R O M O T E  program are examples of systems based on this idea. Examples 
of recent works in this area can be found in [21, 8, 12] among others. The 
problem is described next. 

y s 

path - 

, X  

Fig. 5.1. Example of a system under vision guidance 

Consider the system shown in Fig. 5.1. A vision system located on the 
vehicle provides measures from the x axis of the moving frame at different 
points placed at fixed distances {Xl,X2,. . .  ,XN}. In opposition to the prob- 
lem stipulated in [8], these points do not necessarily span the positive x axis 
from zero to L. The reason is that  the used TV camera may not necessarily 
cover a full angle of 180 degrees in the vertical axis. Therefore, some impor- 
tant  measures needed for control (i.e. the distance d, the tangent angle 0, and 
eventually the radius of curvature at point A, see Fig. 5.1) are not directly 
measurable. This means that  interpolation is not enough to characterize the 
contour of the target path as is the case in [8], but that  some type of con- 
tour prediction is necessary to obtain d and 8. Note that at time instant t, 
the prediction of these variable will necessarily need past information of the 
contour expressed in some type of invariant coordinates (i.e. the radius of 
curvature, and its higher partial derivatives). 
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An important issue here is that  in the moving vehicle frame, the contour is 
not time-invariant when represented in polynomial form. Indeed, the contour 
should be represented as 

y = f ( x , t ) ,  V x •  [0, L] 

Making the optical center of the camera to coincide with the center of the 
front wheel axis, the perspective projection y / x  can be measured up to a 
Gaussian noise. Hence, given the points {xl, x ~ , . . . , x g }  in the area [/, L], 
and the corresponding measured perspective projections, the sets of points 
(x~, y~),Vi = 1, 2 . . . ,  N in the region [l, L] can be computed. 

Frezza and co-workers [8] formulated the problem for the unicycle kine- 
matics (see the previous section) in the vehicle's moving frame, i.e. 

= w y + v  

~] ~ --il)X 

and proposed a local representation of the contour around x -- 0 using the 
following coordinates: 

d(t) = f (O, t )  

o = 

~(t) - 02 f  (o, t)  
Ox 2 

where d is the distance between the vehicle (unicycle) and the path, 0 is the 
relative vehicle and path orientation, and a is the radius of curvature. The 
differential nonlinear equation in the above coordinates is 

-- O(v - wd) 

=- a ( v - w d ) - w ( O  2 + 1 )  

The above system can be linearized in d and 0, via v and w, by a static feed- 
back function of (d, 0, ~). To compute such a feedback, it is thus necessary 
to have the information about f(0,  t), and its first and second partial deriva- 
tives. For this, it is necessary to estimate the function ] ( x , t ) .  In [8], they 
propose to model the contour by a set of cubic B-splines y(x ,  t) = ¢(x)Ta( t ) ,  
where a(t) is the time-varying polynomial coefficient vector, and ¢(x) is the 
base function vector. All the points y~ can be represented in that  form and 
organized in a vector representation 

Y ( x ,  t) = ~(x)a( t )  + c 

with ~ being a measurement noise. A model for the variation of a(t) can 
be derived using the above expression in the partial differential equation 
governing the evolution of the surface. This equation has the form 
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&(t) = g(w, v, x, a) 

and thus the vector a(t) becomes an additional unmeasured state of the sys- 
tem. An observer-based control scheme needs to be designed, and stability of 
the complete system need to be studied. Frezza and co-workers proposed to 
use an extended Kalman filter to estimate a(t), but they do not provide sta- 
bility analysis of the resulting closed-loop system. The problem becomes even 
more complex when only a set of measures in the interval [l, L] is available, 
as was mentioned at the beginning of this section. 

Although some fundamental problems related to the controllability of the 
moving contour and the characterization of the steerable variables of the 
systems have been recently investigated [12], many problems are still open 
and clearly deserve more attention. 

6 .  M u l t i b o d y  V e h i c l e  C o n t r o l  

The control of groups of transportation units is nowadays a domain of in- 
tensive research. Car platooning is probably the most important industrial 
driving force for research in this area. Many studies in this domain have 
been carried out by programs such as PATH (California Partners for Ad- 
vanced Transit and Highways [22]), as well as for other programs involving 
automated or semi-automated city cars (i.e. the French PRAXITEL program 
[5]), heavy transportation vehicles (i.e. the European PROMOTE program), 
and optimization of urban transports (i.e. the CiVis concept proposed by the 
Matra and Renault partnership). Other domains of interest are the air traffic 
management and unmanned submarine vehicles. 

In terms of robotic applications, the concept of multibody train-like ve- 
hicles has been proposed [9] to face issues of heavy-duty applications in clut- 
tered indoor environments. Among the possible concepts of such multibody 
system motions, the "follow-the-leader" behaviour is considered to be the 
most relevant. The follower vehicles should be controlled to track the leader 
car signature that need to be reconstructed on-line. The ideas can be applied 
to multibody-train vehicles [2], as well as to the problem of car platooning 
[16]. ]n the latter case, the inter-space distance between vehicles can also be 
controlled. These two classes of applications will be discussed next. 

6.1 M u l t i b o d y  T r a i n  Vehic les  

Application of the "follow-the-leader" principle to multibody train vehicles 
implies that  the surface swept by the whole train will be equal to the surface 
swept by the first vehicle. Hence, this behaviour is particularly useful in 
application where the multibody system is required to move in clustered 
environments such as mines or nuclear power-stations. Figure 6.1 shows an 



Trends in Mobile Robot and Vehicle Control 165 

Experimental prototype 
of the TL V 

. . . . . . . . .  ~ _ . . . e n t $  

Fig. 6.1. Left side: the 2-cart experimental TLV descending an inclined plane; right 
side: a multi-cart configuration (courtesy of CEA) 

example of a TLV configuration provided by CEA (French Center of Atomic 
Energy). 

The kinematic model of this system can be derived in the relative angle 
coordinates (ai,/3i) shown in Fig. 6.2, which provides a schematic view of the 
TLV system. The model is given by: 

&i = V i - l f ( c t i , / 3 i )  q-Wi--1 

where 
1 sin(/3i - cti) 

f(c~i, f l i ) - -  l sin/3i 

A peculiarity of this system with respect to multi-steered vehicles is that 
each vehicle wheel axis is independently controlled by the rotational control 
variable wi. However, some generic singularity problems can be predicted 
when the wheel axis is oriented 90 degrees with respect to the pulling bar 
direction (i.e./3i = 7r/2). 

A problem to be solved priori to the control design is the reconstruction 
of the leading vehicle path signature so as to define a suitable set of refer- 
ence angles for the variables (c~,/3). An algorithm for the path reconstruction 
is given in [2]. The way to define the reference angles is not unique. Two 
alternatives are: 
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Fig. 6.2. Illustration of the train coordinates 

- a virtual train reference placed along the leader path, or 
- a set of individual car references placed as close as possible to the path. 
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Fig. 6.3. The reference carts 

Figure 6.3 sketches these two possibilities. The second solution is found to 
be more suitable for control design because it has the advantage of reducing 
the error propagation improving the transient responses. 

Having defined the set of references (a~r,~i~), a nonlinear control law 
based on backstepping ideas can be designed. The control provides bounded- 
ness of the error variables and convergence of such variables to a compact set 
with arbitrarily small radius. As in the case of path following, the difference 
between (c~,  fl~r) and (c~i,/3~) approaches zero as the curvilinear distance of 
the leader path increases. 

An experimental test carried out along nontrivial trajectories is shown in 
Fig. 6.4. The tracking error d shown in this figure describes the Euclidean 
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distance between the desired position (obtained by the reference model gen- 
eration algorithm) and the real position of the second cart at each sampled 
time. Issues of control saturation and singularities are also here considered. 
Note that  this t rajectory includes motions along singular configurations yield- 
ing acceptable small peaks on d, due to singularity crossing. Details of these 
experiments are further described in [13]. 
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Fig.  6.4. Test of the 2-cart experimental TLV on a trajectory with singularities 

Similar ideas can be applied to a set of vehicles without mechanical links. 
The extension of the control design described before to a class independent 
vehicles with different degrees of steerability and mobility has been studied 
in [16]. The studied class of vehicles includes differential steering cars, front- 
wheel-driven and steered cars, as well as 4-wheel-steered vehicles. Figures 
6.5 and 6.6 show a typical motion of a 3-car platoon under feedback control 
obtained from the control design in [16] (see also [14]). The proposed con- 
trol improves over other existing approaches in the sense that it can handle 
leader path signatures with arbitrarily small radius of curvature. Other con- 
trol schemes for vehicle platooning found in the literature, often deal with 
approximated linear models only valid for small deviations (i.e. see [5, 20, 4] 
among others). They are mainly designed for application where the radius of 
curvature of the leader path signature is high, like in highways. The general 
problem of car platooning in highways and transportation systems is indeed 
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more complex than just controlling a single platoon by regulating the lateral 
and longitudinal deviations. The next section discusses the generality of this 
problem. 
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Fig. 6.5. Simulation of a 3-car platoon: motion 

6.2 C a r  P l a t o o n i n g  in H i g h w a y s  a n d  T r a n s p o r t a t i o n  S y s t e m s  

The two major areas of applications for control of vehicles with high com- 
plexity will be probably concentrated in the next years along the following 
two applications area: 
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- a u t o m a t e d  h ighway sys tems ,  and  
- heavy  vehicles and  u r b a n  t r a n s p o r t a t i o n  sys tems.  
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F i g .  6 . 6 .  Simulation of a 3-car platoon: main curves 

An  a u t o m a t e d  h ighway sys tem is a imed  at  improv ing  the  c a p a c i t y  and  
safety of ex is t ing  h ighways  by p l a toon ing  vehicles so as to  decrease  the  inter-  
vehicle  d i s t ance  a m o n g  the  vehicles.  Since the  in ter -vehic le  d i s t ance  are  ex- 
pec ted  to  be  qui te  shor t  (1 or 2 meters ) ,  h u m a n  dr ives  canno t  reac t  quickly 
enough as a u t o m a t e d  sys tems  will do. 

Con t ro l  design of a u t o m a t e d  h ighway sys tems,  as s t i pu l a t ed  in the  P A T H  
p r o g r a m  [22], is s t r u c t u r e d  in a f ive-layer a rch i tec tu re :  

- ne twork  
- l ink 
- p lann ing  and  coo rd ina t i on  
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- regulation 
- vehicle dynamics 

The network and the link layers belong to the roadside system, whereas 
the coordination, the regulation and the vehicle dynamics layers belong to 
the vehicle system. Each of these layers gives rise to nontrivial and quite 
complicated control problems. Some of them are briefly described next, see 
[11, 22] for further discussion. 

- Vehic le  d y n a m i c  c o n t r o l  layer .  This layer receives reference values from 
the regulation layer in terms of acceleration profiles, and vehicle steer- 
ing angles. These references should be tracked in spite of the unmodeled 
dynamics, and nonlinearities of the actuators and interfaces such as: the 
hydraulic break system, air/fuel injection systems, flexibilities in the me- 
chanical transmissions, automatic transmission, etc. This layer gives rise 
to "standard" control problems in the sense that the interfaces may be rea- 
sonably well modeled by differential equations coming from physics laws, 
and the corresponding control designs may be based on existing (linear or 
nonlinear) control methods. Most of these are well posed control problems. 

- R e g u l a t i o n  layer .  Its goal is to perform the maneuvers defined by the 
higher layers. Most of the problems here are formulated at the kinematic 
level. Lateral and longitudinal control are examples of typical tasks to be 
performed. The control scheme based on the following-the-leader principle 
described in the previous section is also an example of a task to be per- 
formed in the regulation layer. Issues such as string stability and platooning 
error propagation are also part of the considered problems. Restrictions im- 
posed by the coordination layer on the control actions (velocity and accel- 
eration), so as to prevent collisions within and with other platoons, need 
also to be integrated. The dynamics owned by the used sensors (vision, 
proximity, etc.) need to be considered as well. 

- C o o r d i n a t i o n  layer .  Its role is to ensure that the maneuvers defined by 
the link layer are performed safely. A typical example is to ensure that 
collision may not occur within the vehicles of a given platoon. The leading 
vehicle of this platoon should also consider the state conditions of the 
leading and rear platoons to avoid collision among them. This problem 
of collision avoidance has been recently studied via min-max optimization 
where each vehicle is modeled by a simple double integrator. An analytic 
solution was found, and safety acceleration and deceleration regions were 
determined. Therefore, if the regulation layer can preserve the vehicles 
within this region then a safe vehicle motion is ensured, see [7]. 

- Link  layer .  This layer establishes traffic conditions (in terms of density 
and flow profiles) so as to realize the capacity of a single highway or a 
stretch of highways. It determines when and how the platoons should be 
splitting, joining or changing lines. Works in this area are more scarce. 
Models used for control are derived at macroscopic level based on mass 
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conservation laws for highways. These models are described by partial dif- 
ferential equations. An example of a model describing a one-lane highway 
is given in [11] 

0  K(x, t) = -O{(K(x,  t)V(x, t)} 

where K(cc, t) is the density of the highway, V(z, t) is the traffic velocity. 
The vehicle flow rate is given by: 4~(z, t) = K(z, t)V(z, t). Control objec- 
tives are formulated in terms of tracking a desired density and flow profile, 
by commanding the traffic velocity; see for example [11] where this problem 
is extensively studied. 

- N e t w o r k  layer .  This layer determines the vehicles routing within the 
highway system so as to optimize the total time needed to go from the 
initial to the final destination. A time-optimal stochastic control problem 
may be formulated here. Other types of distribution laws, as the ones 
mentioned in the link layer, can also be considered. 

Full automation may be questionable from reasons other than techni- 
cal. For instance, safety may be an important issue that strongly demands 
for a semi-automated system, in which the driver safety becomes a priority. 
It will not be surprising that future programs in automated highways are 
re-oriented towards systems where the three lower layers are kept fully auto- 
mated, whereas the two higher layers (network and link) are let to the driver 
consideration. Some additional information may be also accessible from mod- 
ern navigation systems providing the information to the driver about some 
possible optimal routing. If this tendency is confirmed, then new control 
problems will be considered where the interaction between driver and con- 
trol system will be dominant. In heavy vehicles platooning and in urban 
transportat ion systems, there is no such an aim for global flow and density 
optimization as for the intelligent highway systems. Some of the programs 
concerning platooning of heavy-duty vehicles have mainly been launched by 
European consortia. The motivation is different from the American IHS pro- 
gram. Fuel economy is one of them. In Europe the fuel cost on the global 
budget of the transportat ion industry is high, and the benefits of reducing 
the fuel budget may be very important.  Expectation in fuel cost reduction 
while platooning heavy vehicles is between 10% and 15% of economy due 
to the reduction on the aerodynamic forces. One example of such a pro- 
gram is P R O M O T E  (a continuation of the PROMETEUS program) which 
is conducted by a large consortium involving car builders, vehicle research 
centers and traffic regulation offices (Mercedes-Benz, Fiat Research Center, 
Saab-Scania, Volvo and Dal), car equipment manufacturers (Bosch, EMI- 
CRL Thorn,  Daimler-Benz, Iveco, Wabco, ZF and Tg~V), and transportat ion 
companies from several European countries. Apart from the control design 
aspects, the project also looks for solutions to social aspects such as the in- 
surance responsibility, and considers the possible driver unions point of view, 
that  estimates that  such systems may jeopardize their activity. This last point 
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may not be critical since the project aim is not to avoid the driver, but to 
equip the vehicle with an automatic mode allowing to perform platooning up 
to a short enough inter-vehicle distance, which is not reachable by the driver 
alone due to the inherent low bandwidth of the human reactions. However, 
the driver role in this programs is to perform maneuvers and actions corre- 
sponding to the higher layers of the IHV programs. 

In such transportat ion programs, part of the tasks defined in the coordi- 
nation layer, such as the transition task during the splitting and joining the 
platoon, may be confined to the driver, whereas the lower layers of regulation 
and vehicle dynamics control will be automated. Most of the safety action 
will be ensured by the driver with the help of diagnostic and supervisory 
algorithms. 

The control problems found at the two lowest layers are of the same nature 
of the ones in the IHV systems, except that its complexity will increase. Some 
of the reasons are: 

- the kinematic of the articulated heavy duty vehicles is more complex than 
simple cars, 

- the complexity of vehicle actuators is certainly higher: break systems are 
more involved, the flexibilities of the mechanical transmissions are more 
important,  etc., 

- the closed-loop bandwidth of the regulation layer may be lower due to the 
substantial load carried by the vehicles. 

7.  C o n c l u s i o n s  

This chapter has presented an application-oriented overview of some of the 
actual trends in control design for mobile robots and multibody wheeled vehi- 
cles, including transportat ion systems and intelligent highways. The presen- 
tation is not exhaustive, and many other areas and problems have not been 
discussed. The following discussion summarizes some of the more important  
issue treated here: 

- S y s t e m s .  Discussion here has concerned mobile robots but also vehicles 
and transportat ion systems. Apart from some applications mentioned in 
connection with nuclear applications, mobile robots are scarcely found in 
industry. Space application may be a clear area for them, but space research 
programs are limited. Most of the prototypes of mobile robots have been 
developed and studied by universities and some government research cen- 
ters. Nevertheless, they have been a great source of inspiration for studying 
new control strategies (nonlinear, periodic controllers, discontinuous feed- 
back) and understanding their inherent model properties (nonholonomy, 
controllability, steerability, stabilizability, etc.). As opposed to them, ve- 
hicles and transportation systems have a well identified industry driving 
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force which concerns many areas of our society (cars, urban and heavy 
duty transports,  etc). Car industry is seeking to introduce new automatic 
features in the next generation of their products. This starts to have a 
great impact in the research directions taken by the universities. Many 
new control problems, at many levels, are still open. 

- C o n t r o l  s t r a t eg i e s .  Before proceeding to the feedback law design, it is 
necessary to formulate the control problem to be solved. It has been shown 
that  for a given task like platooning, different control strategies can be 
taken. For instance, if the "follow-the-leader" principle is adopted, then 
there are at least two different ways to define the reference variables to 
be tracked. Similarly, in vision-guided systems, the control problem can be 
directly formulated in the TV camera coordinates or in the Cartesian space. 
The way the problem is formulated is thus not just a mat ter  of personal 
choices, but it can substantially change the problem complexity, and also 
the control properties of the considered system. For the problems discussed 
in this chapter, there is no consensus on what formulation is preferable. 
This clearly depends on the system at hand, and other technological factors 
such as sensor location and bandwidth, actuator capacity, etc. 

- F e e d b a c k  laws.  The problem of regulation and tracking of kinematic mod- 
els considered here is quite well understood. Although, many approaches 
for the posture stabilization problem have been proposed in the literature 
(periodic and discontinuous feedbacks), few of them are of practical use. 
For instance even if periodic time-varying controllers may provide expo- 
nential stability, it would be difficult to accept in urban traffic systems a 
transient behaviour with large oscillations. It would be better accepted to 
use feedback laws with guaranteed damped transients, even if they are not 
asymptotically stable in the classic way. Typically, a spatial convergence 
(in terms of the path length) will be obtained, and it is particularly well 
adapted to the problem at hand. 

- F u t u r e  cha l lenges .  Up to now, most of the mobile robot systems, and 
some of the mentioned intelligent highway systems, are seeking for fully 
automated operation. For different reasons such as algorithm complexity, 
safety, and impossibility of modelling the full environment surrounding the 
vehicle, fully automated system may be abandoned as a fitture challenge. 
Instead, semi-automated systems combining human operation with some 
automatic features, will be more promising. In robotics, human presence 
may l~e introduced by teleoperation links, which will avoid dealing with 
highly complex and unsolved control problems (decision trees) for which 
human skill is better adapted. In automobile control and transportation 
systems, their presence is tautological. For both areas, one of the most 
important  challenges will be the understanding in how to put the human 
into the control loop. 
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The topic of vision-based robot control has been investigated for more than 20 
years and over that  t ime several major,  and well understood, approaches have 
evolved. This chapter describes the fundamental  principles of these methods,  
and discusses their relative strengths and weaknesses. The discussion era- 
phasizes the interdependence of vision and control, for example, the vision 
system provides input to the robot control loop, but the vision system may 
utilize control techniques to track the target. We also discuss issues such as 
dynamic performance, approaches to image feature extraction, the impact  of 
current technology trends, future applications and research challenges. 

1. I n t r o d u c t i o n  

A great many tasks routinely performed by humans (for example machine 
control, driving, assembly, or fruit picking) are based on visually perceived 
information. In order for robots to perform such tasks, without extensive 
instrumentation or re-engineering of the environment, they must also have 
the ability to perceive and act upon visual information. Computer vision is 
therefore an important sensor for robotic systems since it mimics the human 
sense of vision and allows for non-contact measurement of the environment. 

Limited vision capability has been available in commercial robot con- 
trollers for many years now. It is used for tasks such as inserting parts with 
respect to fiducial marks on printed circuit boards, or for grasping unorga- 
nized parts moving on conveyor belts. Typically these systems adopt a 'look' 
then 'move' strategy -- a well calibrated camera and vision system determines 
the desired robot end-effector pose and the robot system is commanded to 
make the appropriate motion. The accuracy of the resulting motion clearly 
depends directly on the quality of the camera calibration and the accuracy 
of the robot. The systems in operation today are able to achieve the neces- 
sary precision using high-quality and expensive components and good system 
engineering. 

An alternative approach to increasing the performance of the overall sys- 
tem is to use a vision system to continuously guide, or steer, the robot end- 
effector toward the target. Such a closed-loop position control structure for a 
robot end-effector is referred to as visual servoin9 system. A visual-feedback 
control loop, like any feedback control system, will increase closed-loop ac- 
curacy and robustness to error in the sensor or the robot - -  allowing the 
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accuracy of the vision system and robot to be relaxed while maintaining 
overall accuracy. 

We can more formally define visual servoing as the use of visual informa- 
tion to control the pose of the robot relative to a target  object or a set of 
target  features. The term robot here will encompass not only conventional 
manipulator  arms, but also mobile robots, cars, aircraft or underwater vehi- 
cles. Such systems may include more than one camera, and the cameras can 
be placed either on the robot observing the target  (the so-called 'eye in hand'  
configuration), or in the world observing the robot and the target. The term 
target  refers to the object(s) relative to which the robot is being positioned. 

The field of vision-based robot control began with the work of Shirai 
and Inoue [34] in 1973 and significant, albeit slow, progress was made up 
to around 1990. Progress in that  era was hindered largely by technological 
issues, in particular extracting information from video data  streams. Since 
1990 there has been a marked rise in interest in this field, largely fueled by 
personal computing power crossing the threshold which allows analysis of 
scenes at a sufficient rate to 'servo' a robot manipulator.  

The reported use of visual information to guide robots is now quite exten- 
sive and encompasses applications as diverse as manufacturing (part  mating, 
alignment), vehicle control (cars, planes, underwater, space), teleoperation, 
tracking cameras and fruit picking as well as emulating human dynamic skills 
in diverse areas such as ping-pong, air hockey, juggling, catching and balanc- 
ing. 

The remainder of this chapter will provide a brief introduction to the 
principles behind visual servoing and highlight the control issues involved. 
Section 2. introduces some important  concepts and defines the notation that  
we will use. Section 3. discusses the common approaches to using vision in 
control, both kinematics and dynamics. Section 4. then describes the appli- 
cation of control and estimation methods to the vision problems of image 
Jacobian and pose estimation, image feature extraction, and camera control. 
For greater detail the reader is referred to [5, 20] (which have extensive bib- 
liographies), and [14] for a discussion of the vision issues related to visual 
servoing. 

2. F u n d a m e n t a l s  

2.1 Camera Imaging and Geometry  

Before being able to apply visual sensors to robot control it is essential to 
have an understanding of the sensor, typically a CCD camera. A camera 
contains a lens that  forms a 2D projection of the scene on the image plane 
where the sensor is located. In practice the lens is not ideal and introduces a 
number  of distortions [6]. 



Vision-based Robot Control 179 

Using homogeneous coordinates the lens perspective transformation may 
be expressed in linear form for an arbi trary camera location. Using matr ix  
representation the point (x, y, z) is transformed   0 00 1000 

V = 0 o~y Y0 0 0 1 0 0 (0Tc) - I  Y (2.1) 
W 0 0 1 0 0 0 - 1 / f  1 z 

0 0 0 1 1 

= C [  x y z 1 ]  T (2.2) 

where the intrinsic parameters  are the X- and Y- axis scaling factor in pix- 
e ls /mm, a~ and c~, image plane offset in pixels (Xo, Yo), focal length f ,  and 
the extrinsic parameters  representing the camera position in world coordi- 
nates °To. The image plane coordinates in pixels are then expressed in terms 
of the homogeneous coordinates as 

U V 
z - -  u = 2 '  v Z (2.3) 

in units of pixels. The camera calibration matrix C encapsulates the intrinsic 
and extrinsic parameters  and is typically determined by a calibration proce- 
dure for which there is a considerable literature (for example [36]). 

This projection (2.1) causes direct depth information to be lost so that  
each point on the image plane corresponds to a ray in 3D space. Therefore, 
some additional information is needed to determine the 3D coordinates corre- 
sponding to an image plane point, a precursor to 3D robot pose control. This 
additional information may come from multiple cameras (for example stereo 
vision), multiple views with a single camera, or knowledge of the geometric 
relationship between several feature points on the target.  

2.2 I m a g e  F e a t u r e s  a n d  t h e  I m a g e  F e a t u r e  P a r a m e t e r  S p a c e  

In the computer  vision literature, an image feature is any structural feature 
than can be extracted from an image (e.g. an edge, a corner or a distinctive 
region). Typically, an image feature will correspond to the projection of a 
physical feature of some object (e.g. the robot tool) on the camera image 
plane. A good image feature is one that can be located unambiguously in 
different views of the scene, such as a hole in a gasket [10] or a contrived 
pat tern  [9]. 

We define an image feature parameter to be any real-valued quantity that  
can be cMculated from one o1" more image features. Image feature parameters  
that  have been used for visual servo control include the image plane coordi- 
nares of points in the image [4, 9, 16, 35], the distance between two points in 
the image plane and the orientation of the line connecting those two points 
[10], perceived edge length, the area of a projected surface and the relative 
areas of two projected surfaces [32], the centroid and higher order moments  
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of a projected surface [32], the parameters  of lines in the image plane [9], and 
the parameters  of an ellipse in the image plane. 

In order to perform visual servo control, we select a set of image feature 
parameters .  Once we have chosen a set of k image feature parameters,  we can 
define an image feature parameter  vector f = If1" '"  f~]T. Since each fi  is a 
(possibly bounded) real valued parameter ,  we have f = Ill "'" fk] r E ~- C Nk, 
where 5 r represents the image feature parameter space. 

2.3 C a m e r a  S e n s o r  

In a visual servo system the camera performs the function of the sampler. 
The sample rate for most visual servo systems is dictated by the frame rate of 
the camera,  and this is defined by broadcast television standards to be 30 Hz 
in the US and Japan and 25Hz elsewhere. The standard was not driven 
by control requirements, but rather by the need for low transmission band- 
width, ease of decoding, and minimal human perception of flicker. This latter 
requirement also led to the adoption of interlacing where each frame is trans- 
mit ted as two sequential fields containing respectively all the even picture 
lines and all the odd lines. For computer vision applications interlacing in- 
troduces undesirable artifacts since the two fields are exposed at different 
points in t ime which leads to blurring or tearing of rapidly moving objects. 
It  is therefore quite common for vision-based control systems to process the 
fields individually, treating them as images with reduced vertical resolution, 
and doubling the visual sample rate. 

A camera ' s  output  reflects the integrated intensity over the exposure in- 
terval which is typically the same as the frame time. An ideal visual sampler 
would capture the instantaneous state of the scene and in practice this can 
only be approximated by using a short exposure interval (by means of a me- 
chanical, or more commonly an 'electronic' shutter) but this is at the expense 
of small integrated charge in the sensor and consequently a poor signal to 
noise ratio. 

Table  2.1. Taxonomy of visual control structures according to Sanderson and Weiss 

No joint level feedback 

Joint level feedback 

Error signal defined in Error signal defined in 
task space image plane 
Position-based visual Image-based visual servo 
s e r v o  

Dynamic position-based Dynamic image-based 
look-and-move look-and-move 
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3. V i s i o n  in Contro l  

Sanderson and Weiss [32] introduced a taxonomy of visual servo systems, into 
which all subsequent visual servo systems can be categorized. The four cate- 
gories in this taxonomy are given in Tab. 2.1 and are shown schematically in 
Figs. 3.1 and 3.2. It should be noted that,  by common usage, all such systems 
are today referred to as visual servo systems, but the distinction regarding the 
presence or absence of joint-level feedback is an important one. For several 
reasons, nearly all implemented systems adopt joint-level feedback. Firstly, 
the relatively low sampling rates available from vision makes direct control 
of a robot end-effector with complex, nonlinear dynamics an extremely chal- 
lenging control problem. Using internal feedback with a high sampling rate 
generally presents the visual controller with idealized axis dynamics [6]. Sec- 
ondly, many robots already have an interface for accepting Cartesian velocity 
or incremental position inputs to the internal position controller. 

The second major classification of systems, the columns in Tab. 2.1, dis- 
tinguishes position-based control from image-based control. In position-based 
control, features are extracted from the image and used in conjunction with 
a geometric model of the target and the known camera model to estimate the 
pose of the target with respect to the camera. Feedback is computed by re- 
ducing errors in estimated pose space. In image-based servoing, control values 
are computed on the basis of image features directly. However this presents a 
significant challenge to controller design since the plant (relationship between 
robot motion and image features) is non-linear and highly coupled. 

Cartesian 
cXd _ control law I 

Pose [ 
estimation [ 

~ a 

Power amplifiers Robot 

Image i. 
feature 
extraction [ video 

Fig. 3.1. Position-based visual servo PBVS) structure 

Another axis in the taxonomy is to distinguish between systems which 
only observe the target object, endpoint open-loop (EOL), and those which 
observe both the target object and the robot end-effector endpoint closed- 
loop (ECL). The primary difference is that EOL system must rely on an ex- 
plicit hand-eye calibration when translating a task specification into a visual 
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servoing algorithm. The relative merits of these two methods, in particular 
robustness with respect to calibration errors is discussed in [20, 17, 13, 12]. 

3.1 P o s i t i o n - b a s e d  A p p r o a c h  

In position-based visual servoing image feature parameters  extracted from the 
image are used, with an a priori known geometric object model, to est imate 
the pose of the target  with respect to the camera. A considerable literature 
exists on the problem of pose estimation [19]. 

The problem is now one of reducing the error between the current and 
the desired pose of the robot, both defined in the task space. This control 
s t ructure neatly separates the control problem from the estimation problems 
involved in computing pose from visual data. 

It  is useflfl to consider the positioning task [31] as being fulfilled with the 
end-effector in pose x~ if E(x~) = 0. Once a suitable kinematic error function, 
E(.),  has been defined, a regulator is created which reduces the est imated 
value of the kinematic error function to zero. This regulator produces, at 
every t ime instant, a desired end-effector velocity screw, ~, which is sent to 
the robot control subsystem. This velocity can be transformed to required 
joint velocity using a technique such as resolved-rate motion control. 

+ I 
Feature space I 
control law I 

ra 

Power amplifiers 

i Image [ video 
feature 
extraction I 

Fig. 3.2. Image-based visual servo (IBVS) structure 

3.2 I m a g e - b a s e d  A p p r o a c h  

Image-based visual servo control uses the location of features on the image 
plane directly for feedback, avoiding the pose estimation step. For example, 
consider Fig. 3.3, where it is desired to move the robot so that  the camera 's  
view changes from the initial to the final view, and the feature parameter  
vector from f0 to fd- Implicit in fd is that  the robot is normal to, and centered 
over the plane at the desired distance. Many tasks can be described in terms 
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of the motion of image features, for instance aligning visual cues in the scene, 
edge following, or catching. 

Initial view Final view 

Fig. 3.3. Example of initial and desired view of a cube 

In general the relationship between relative pose and feature position is 
non-linear and cross-coupled such that motion of one end-effector DOF will 
result in the complex motion of many features. The differential relationship 
can be represented by the image Jacobian, J,, E Nkx,~, 

t = a,,i" (3.1) 

where r represents the coordinates of the end-effector in some parameteri- 
zation of the m-dimensional task space, i- represent the corresponding end- 
effector velocity, f represent a vector of image feature parameters and f the 
corresponding vector of k image feature parameter velocities. 

J r ( r )  = = 

ofl(r) o f  1 (r) 
Or1 "'" Or,~ 

: 1 

Ofk(r) Ofk(r) 
c9rl "'" Orm 

(3.2) 

The dimension of the image Jacobian will vary depending on the task and the 
number of feature parameters. The image Jacobian is also referred to as the 
feature sens i t iv i ty  matr ix ,  the interact ion matr ix  [9] and the B matrix [27]. 

For the case of a single point at (x, y, z) with velocity [2P~ Ty Tz a;~ wy coz]', 
both with respect to the camera, the image plane velocity is given by [20] 
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(3.3) 

The Jacobian for the case of multiple points is simply obtained by stacking 
the Jacobians for each pair of image point coordinates. Image Jacobians for 
other features such as lines, circles and ellipses can also be derived. 

Visual servo control applications typically require the computat ion of i ~, 
given as input t'. When k = m and J,, is nonsingular, j j l  exists and 

/, = J y l t  (3.4) 

which is the approach used by Feddema [10]. 
When k ¢ m, j : l  does not exist. In the case k > m there are more 

feature parameters  than task degrees of freedom. Typically this will result 
in a set of inconsistent equations, since the k visual features parameters  are 
noisy estimates obtained from a computer vision system. The appropriate  
pseudo-inverse is given by 

j +  = ( j T j , , ) - I j T .  (3.5) 

and 
i ~ = J + f .  (3.6) 

This approach has been demonstrated [16, 22, 9] and has been shown to 
increase robustness, particularly with respect to singularities [22]. 

When k < m, the system is under-constrained which implies that  we are 
not observing enough features to uniquely determine the object motion/~, i.e. 
there are certain components of the object motion that  can not be observed. 
In this case, the appropriate  pseudo-inverse is given by 

j +  = j T ( j . j T ) - I .  (3.7) 

The null space of J,, contains those components of the object velocity that  
are unobservable, for example the motion of a point along a projection ray. 
The null space of the image Jacobian plays a significant role in hybrid meth- 
ods, in which some degrees of freedom are controlled using visual servo, while 
the remaining degrees of freedom are controlled using some other modali ty 
[4]. The condition number of the image Jacobian gives an indication of r e -  

s o l v a b i l i t y  [26], that  is how well task space motion can be perceived on the 
image plane. Feddema describes an algorithm [10] to automatically select a 
subset of the measurable features so as to minimize the condition number of 
the image Jacobian. 

In generM the image Jacobian, see (3.1), is a function of target distance, z, 
which is often not known. Common approaches are to compute the Jacobian 
based on a fixed estimate of distance [9] or an estimate based on full or partial  
pose estimation [16, 10]. 
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3.3 D y n a m i c s  

The discussion above has ignored the dynamics of the robot manipulator  and 
the visual sensing system, but these are critical since they affect the overall 
performance and stability of the closed-loop system. The dynamics of robot 
systems have been studied extensively. A well designed robot generally uses 
fast high-gain axis controllers to provide idealized position or velocity tracking 
and rejection of disturbances such as inertial forces and payload variation. 
The robot system may also introduce latency in its command interpreter, 
control implementat ion or communications protocol. 

Wha t  is ra ther  less obvious is that  the vision system and camera also 
have dynamics a significant latency, perhaps one or more video sample 
intervals, caused by: 

1. The t ranspor t  t ime of pixels from the camera to the vision system. It  
takes ahnost a full frame time to transfer all pixels from the camera. 

2. Finite exposure time of the camera. Unless a fast shutter is used, the 
image is the integrated intensity over the frame time. For a moving object 
it can be shown that  this introduces a lag in the estimate of the object 's  
centroid [6]. 

3. Finite computat ion time for the computer  vision algorithm. This t ime is 
a function of the algorithm as well as the computing hardware. Simple 
hardware blob tracking can be very fast and completely overlapped with 
pixel t ranspor t  from the camera, while whole frame adaptive segmenta- 
tion, optical flow or stereo matching algorithms may take many frame 
times to execute. 

The latency, a pure time delay, is represented by e - s T  and its Pade approxi- 
mation of 

1 - sT~2 
e - ~ ' r  ~ ( 3 . 8 )  

1 + sT~2 

allows classical analysis techniques to be used to investigate the effect of de- 
lay [33, 6]. This shows that  systems will tend toward instability as loop gain 
or loop delay is increased. Most reported visual servo systems use propor- 
tional feedback but with the loop gain sufficiently 'detuned'  so as to ensure 
stability. These systems are generally of Type I (position feedback and a ve- 
locity controlled actuator) ,  and typically show a settling time to a step target  
demand of anything from 0.5 to 10 seconds. However for moving targets, as 
expected, they show considerable error or lag. 

This level of performance is considerably less than would be expected 
even given the low sample rate imposed by the camera and vision system. If 
we assume a vision system operating at 60 samples per second (RS170 field 
rate),  as many systems do, then the common 'rule of thumb'  would lead to 
an expected closed-loop bandwidth of 6 to 12 Hz, or in t ime domain terms a 
rise t ime of between 60 and 120 ms. If the system dynamics were simple then 
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most laboratory systems should easily achieve this level of performance, even 
through ad hoc tuning. 

In order to try and achieve performance closer to what is achievable clas- 
sic techniques can be used such as increasing the loop gain and/or  adding 
some series compensator (which may also raise the system's Type).  These 
approaches have been investigated [6] and while able to dramatically im- 
prove performance are very sensitive to plant parameter variation, and a 
high-performance specification can lead to the synthesis of unstable compen- 
sators which are unusable in practice. Predictive control, in particular the 
Smith Predictor,  is often cited [3, 33, 6] but it too is very sensitive to plant 
parameter  variation. 

Corke [6] has shown that estimated velocity feedforward can provide a 
greater level of performance, and increased robustness, than is possible using 
feedback control alone. Similar conclusions have been reached by others for vi- 
sual [8] and force [7] control. Utilizing feedforward changes the problem from 
one of control system design to one of estimator design. The duality between 
controllers and estimators is well known, and the advantage of changing the 
problem into one of estimator design is that the dynamic process being esti- 
mated, the target, generally has simpler linear dynamics than the robot and 
vision system. While a predictor can be used to 'cover' an arbitrarily large la- 
tency, predicting over a long interval leads to poor tracking of high-frequency 
unmodeled target dynamics. 

The problem of delay in vision-based control has also been solved by 
nature. The eye is capable of high-performance stable tracking despite total 
open-loop delay of 130 ms due to perceptual processes, neural computation 
and communications. Considerable neurophysiological literature [11, 30] is 
concerned with establishing models of the underlying control process which 
is believed to be both non-linear and variable structure. 

4 .  C o n t r o l  a n d  E s t i m a t i o n  i n  V i s i o n  

The discussion above has considered a structure where image feature param- 
eters provided by a vision system provide input to a control system, but we 
have not addressed the hard question about how image feature parameters 
are computed or how image features are reliably located within a changing 
image. The remainder of this section discusses how control and estimation 
techniques are applied to the problem of image feature parameter cMculation 
and image Jacobian estimation. 

4.1 I m a g e  Feature  P a r a m e t e r  E x t r a c t i o n  

The fundamental vision problem in vision-based control is to extract infor- 
mation about the position or motion of objects at a sufficient rate to close a 
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feedback loop with reasonable performance. The challenge, then, is to process 
a data  stream of about 7 Mbyte/sec (monochrome) or 30 Mbyte/sec (color). 

There are two general broad classes of image processing algorithms used 
for this task: full-field image processing followed by segmentation and match- 
ing, and localized feature detection. Many tracking problems can be solved 
using either approach, but it is clear that the data-processing requirements 
for the solutions vary considerably. Full-frame algorithms such as optical flow 
calculation or region segmentation tend to lead to data intensive processing 
using specialized hardware to extract features. More recently the active vision 
paradigm has been adopted. In this approach, feature-based algorithms which 
concentrate on spatially localized areas of the image are used. Since image 
processing is local, high data bandwidth between the host and the digitizer 
is not needed. The amount of data that must be processed is also greatly 
reduced and can be handled by sequential algorithms operating on standard 
computing hardware. Since there will be only small changes from one scene 
to the next, once the feature location has been initialized, the feature loca- 
tion is predicted from its previous position and estimated velocity [37, 29, 8]. 
Such systems are cost-effective and, since the tracking algorithms reside in 
software, extremely flexible and portable. 

The features used in control applications are typically variations on a 
very small set of primitives: simple "blobs" computed by segmenting based 
on gray value color, "edges" or line segments, corners based on line segments, 
or structured patterns of texture. For many reported systems tracking is not 
the focus and is often solved in an ad hoc fashion for the purposes of a single 
demonstration. 

Recently, a freely available package XVision 1 implementing a variety of 
specially optimized tracking algorithms has been developed. The key in XVi- 
sion is to employ image warping to geometrically transform image windows 
so that  image features appear in a canonical configuration. Subsequent pro- 
cessing of the warped window can then be simplified by assuming the feature 
is in or near this canonical configuration. As a result, the image process- 
ing algorithms used in feature-tracking can focus on the problem of accurate 
configuration adjustment rather than generM-purpose feature detection. 

On a typical commodity processor, for example a 120 MHz Pentium, XVi- 
sion is able to track a 40x40 blob (position), a 40x40 texture region (position) 
or a 40 pixel edge segment (position and orientation) in less than a millisec- 
ond. It is able to track 40x40 texture patch (translation, rotation, and scale) 
in about 2 ms. Thus, it is easily possible to track 20 to 30 features of this 
size and type at frame rate. 

Although fast and accurate image-level performance is important,  experi- 
ence has shown that tracking them is most effective when geometric, physical, 
and temporal  models from the surrounding task can be brought to bear on 
the tracking problem. Geometric models may be anything from weak assump- 

1 http://www.cs.yale.edu/html/yale/cs/ai/visionrobotics/yaletracking.html 
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tions about the form of the object as it projects to the camera image (e.g. 
contour trackers) to full-fledged three-dimensional models with variable pa- 
rameters [2]. The key problem in model-based tracking is to integrate simple 
features into a consistent whole, both to predict the configuration of features 
in the future and to evaluate tile accuracy of any single feature. 

Another important part of such reliable feature trackers is the filtering 
process to estimate target state based on noisy observations of the target's 
position and a dynamic model of the target's motion. Filters proposed include 
tracking filters [23], a - / 3  - 7 filters [1], Kalman filters [37, 8], AR, ARX or 
ARMAX models [28]. 

4.2 Image Jacobian Estimation 

The image-based approach requires an estimate, explicit or implicit, of the 
image Jacobian. Some recent results [21, 18] demonstrate the feasibility of 
online image Jacobian estimation, hnplicit, or learning methods, have also 
been investigated to learn the non-linear relationships between features and 
manipulator joint angles [35] as have artificial neural techniques [24, 15]. 

The problem can also be formulated as an adaptive control problem where 
the image Jacobian represents a highly cross-coupled multi-input multi- 
output (MIMO) plant with time varying gains. Sanderson and Weiss [32] pro- 
posed independent single-input single-output (SISO) model-reference adap- 
tive control (MRAC) loops rather than MIMO controllers. More recently 
Papanikolopoulos [27] has used adaptive control techniques to estimate the 
depth of each feature point in a cluster. 

4.3 O t h e r  

Pose estimation, required for position-based visual servoing, is a classic com- 
puter vision problem which has been formulated as an estimation problem [37] 
and solved using an extended Kalman filter. The filter state is the relative 
pose expressed in a convenient parameterization. The observation function 
performs the perspective transformation of the world point coordinates to 
the image plane, and the error is used to update the filter state. 

Control loops are also required in order to optimize image quMity and 
thus assist reliable feature extraction. Image intensity can be maintained by 
adjusting exposure time and/or  lens aperture, while other loops based on 
simple ranging sensors or image sharpness can be used to adjust camera 
focus setting. Field of view can be controlled by an adjustable zoom lens. 
More complex criteria such as resolvability and depth of field constraints can 
also be controlled by moving the camera itself [25]. 
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5. T h e  F u t u r e  

5.1 B e n e f i t s  f r o m  T e c h n o l o g y  T r e n d s  

The fundamental technologies required for visual servoing are image sensors 
and computing. Fortunately the price to performance ratios of both technolo- 
gies are improving due to continuing progress in microelectronic fabrication 
density (described by Moore's Law), and the convergence of video and com- 
puting driven by consumer demands. Cameras may become so cheap as to 
become ubiquitous, rather than using expensive robots to position cameras 
it may be cheaper to add large numbers of cameras and switch between them 
as required. 

Early and current visual servo systems have been constrained by broad- 
cast TV standards, with limitations discussed above. In the last few years 
non-standard cameras have come onto the market which provide progressive 
scan (non-interlaced) output, and tradeoffs between resolution and frame 
rate. Digital output cameras are also becoming available and have the ad- 
vantage of providing more stable images and requiring a simpler computer 
interface. The field of electro-optics is also booming, with phenomenal devel- 
opments in laser and sensor technology. Small point laser rangefinders and 
scanning laser rangefinders are now commercially available. The outlook for 
the future is therefore bright. While progress prior to 1990 was hampered 
by technology, the next decade offers an almost overwhehning richness of 
technology and the problems are likely to be in the areas of integration and 
robust algorithm development. 

5.2 R e s e a r c h  C h a l l e n g e s  

The future research challenges are in three different areas. One is robust 
vision, which will be required if systems are to work in complex real-world 
environments rather  than black velvet draped laboratories. This includes not 
only making the tracking process itself robust, but also addressing issues 
such as initialization, adaptat ion,  and recovery from momentary  failure. Some 
possibilities include the use of color vision for more robust discrimination, 
and non-anthropomorphic  sensors such as laser rangefinders mentioned above 
which eliminate the need for pose reconstruction by sensing directly in task 
space. 

The second area is concerned with control and estimation and the follow- 
ing areas are suggested: 

- Robust  image Jacobian estimation from measurements made during task 
execution, and proofs of convergence. 

- Robust  or adaptive controllers for improved dynamic performance. Current  
approaches [6] are based on known constant processing latency, but more 
sophisticated visual processing may have significant variability in latency. 
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- Establishment of performance measures to allow quantitative comparison 
of different vision based control techniques. 

A third area is at the level of systems and integration. Specifically, a 
vision-based control system is a complex entity, both to construct and to 
program. While the notion of programming a stand-alone manipulator is 
well-developed there no equivalent notions for programming a vision-based 
system. Furthermore, adding vision as well as other sensing (tactile, force, 
etc.) significantly adds to the hybrid modes of operation that needs to be 
included in the system. Finally, vision-based systems often need to operate 
in different modes depending on the surrounding circumstances (for example 
a car may be following, overtaking, merging etc.). Implementing realistic 
vision-based system will require some integration of discrete logic in order to 
respond to changing circumstances. 

6. C o n c l u s i o n  

Both the science and technology vision-based motion control have made rapid 
strides in the last 10 years. Methods which were laboratory demonstrations 
requiring a technological tour-de-force are now routinely implemented and 
used in applications. Research is now moving from demonstrations to pushing 
the frontiers in accuracy, performance and robustness. 

We expect to see vision-based systems become more and more common. 
Witness, for example, the number of groups now demonstrating working 
vision-based driving systems. However, research challenges, particularly in 
the vision area, abound and are sure to occupy researchers for the foresee- 
able future. 
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Sensor fusion involves a wide spectrum of areas, ranging from hardware for 
sensors and da ta  acquisition, through analog and digital processing of the 
data, up to symbolic analysis all within a theoretical framework that  solves 
some class of problem. We review recent work on major  problems in sensor 
fusion in the areas of theory, architecture, agents, robotics, and navigation. 
Finally, we describe our work on major  architectural techniques for designing 
and developing wide area sensor network systems and for achieving robustness 
in muttisensor systems. 

1. I n t r o d u c t i o n  

Multiple sensors in a control system can be used to provide: 

- m o r e  i n f o r m a t i o n ,  

- r o b u s t n e s s ,  and 
- c o m p l e m e n t a r y  i n f o r m a t i o n .  

In this chapter, we emphasize the first two of these. In particular, some recent 
work on wide area sensor systems is described, as well as tools which permit  
empirical performance analysis of sensor systems. 

By m o r e  i n f o r m a t i o n  we mean that  the sensors are used to monitor wider 
aspects of a system; this may mean over a wider geographical area (e.g. a 
power grid, telephone system, etc.) or diverse aspects of the system (e.g. 
air speed, att i tude, acceleration of a plane). Quite extensive systems can be 
monitored, and thus, more informed control options made available. This 
is achieved through a higher level view of the interpretation of the sensor 
readings in the context of the entire set. 

R o b u s t n e s s  has several dimensions to it. First, statistical techniques can 
be applied to obtain bet ter  estimates from multiple instances of the same 
type sensor, o1" multiple readings from a single sensor [15]. Fault tolerance 
is another  aspect of robustness which becomes possible when replacement 
sensors exist. This brings up another issue which is the need to monitor 
sensor activity and the ability to make tests to determine the state of the 
system (e.g. camera failed) and strategies to switch to alternative methods if 
a sensor is compromised. 
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As a simple example of a sensor system which demonstrates all these 
issues, consider a fire alarm system for a large warehouse. The sensors are 
widely dispersed, and, as a set, yield information not only about  the existence 
of a fire, but also about  its origin, intensity, and direction of spread. Clearly, 
there is a need to signal an alarm for any fire, but a high expense is incurred 
for false alarms. Note that  complementary information may lead to more 
robust  systems; if there are two sensor types in every detector such that  one 
is sensitive to particles in the air and the other is sensitive to heat, then 
potential  non-fire phenomena,  like water vapor or a hot day, are less likely to 
be misclassified. 

There  are now available many source materials on multisensor fusion and 
integration; for example,  see [1, 3, 14, 17, 24, 28, 29, 32, 33], as well as the bi- 
annual IEEE Conference on Multisensor Fusion and Integration for Intelligent 
Systems. 

The  basic problem studied by the discipline is to satisfactorily exploit 
multiple sensors to achieve the required system goals. This is a vast problem 
domain, and techniques are contingent on the sensors, processing, task con- 
straints,  etc. Since any review is by nature quite broad in scope, we will let 
the reader peruse the above mentioned sources for a general overview and 
introduction to multisensor fusion. 

Another  key issue is the role of control in multisensor fusion systems. 
Generally, control in this context is understood to mean control of the mul- 
tiple sensors and the fusion processes (also called the multisensor fusion ar- 
chitecture). However, from a control theory point of view, it is desirable to 
understand how the sensors and associated processes impact  the control law 
or system behavior. In our discussion on robustness, we will return to this 
issue and elaborate our approach. We believe that  robustness at the highest 
level of a multisensor fusion system requires adaptive control. 

In the next few sections, we will first give a review of the state of the art  
issues in multisensor fusion, and then focus on some directions in multisensor 
fusion architectures that  are of great interest to us. The first of these is the 
revolutionary impact  of networks on multisensor systems (e.g. see [45]), and 
Sect. 3. describes a framework that  has been developed in conjunction with 
Hewlett  Packard Corporat ion to enable enterprise wide measurement and 
control of power usage. The second major  direction of interest is robustness in 
multisensor fusion systems and we present some novel approaches for dealing 
with this in Sect. 4. As this diverse set of topics demonstrates,  multisensor 
fusion is getting more broadly based than ever! 

2.  S t a t e  o f  t h e  A r t  I s s u e s  i n  S e n s o r  F u s i o n  

In order to organize the disparate areas of multisensor fusion, we propose five 
major  areas of work: theory, architectures, agents, robotics, and navigation. 
These cover most of the aspects that  arise in systems of interest, although 
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there is some overlap among them. In the following subsections, we highlight 
topics of interest and list representative work. 

2.1 T h e o r y  

The theoretical basis of multisensor fusion is to be found in operations re- 
search, probability and statistics, and estimation theory. Recent results in- 
clude methods that produce a minimax risk fixed-size confidence set esti- 
mate [25], select minimal complexity models based on Kolmogorov complex- 
ity [23], use linguistic approaches [26], tolerance analysis [22, 21], define infor- 
mation invariance [11], and exploit genetic algorithms, simulated annealing 
and tabu search [6]. Of course, geometric approaches have been popular for 
some time [12, 18]. Finally, the Dempster-Shafer method is used for combin- 
ing evidence at higher levels [30]. 

2.2 Arch i t ec tu re  

Architecture proposals abound because anybody who builds a system must 
prescribe how it is organized. Some papers are aimed at improving the com- 
puting architecture (e.g. by pipe-lining [42]), others aim at modularity and 
scalability (e.g. [37]). Another major development is the advent of large-scMe 
networking of sensors and requisite software frameworks to design, imple- 
ment and monitor control architectures [9, 10, 34]. Finally, there have been 
attempts at specifying architectures for complex systems which subsume mul- 
tisensor systems (e.g. [31]). A fundamental issue for both theory and archi- 
tecture is the conversion from signals to symbols in multisensor systems, and 
no panacea has been found. 

2.3 Agen t s  

A more recent approach in multisensor fusion systems is to delegate responsi- 
bility to more autonomous subsystems and have their combined activity result 
in the required processing. Representative of this is the work of [5, 13, 40]. 

2.4 Robo t i c s  

Many areas of multisensor fusion in robotics are currently being explored, 
but the most crucial areas are force/torque [44], grasping [2], vision [39], and 
haptic recognition [41]. 

2.5 Naviga t ion  

Navigation has long been a subject dealing with multisensor integration. 
Recent topics include decision theoretic approaches [27], emergent behav- 
iors [38], adaptive techniques [4, 35], frequency response methods [8]. Al- 
though the majority of techniques described in this community deal with 
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mobile robots, there is great interest in applying these approaches to river- 
boats, cars, and other modes of transportation. 

We will now present some very specific work relating to wide area sensor 
networks and robustness of multisensor systems. 

3.  W i d e  A r e a  S e n s o r  N e t w o r k s  

In collaboration with Hewlett-Packard Laboratories (HPL), we have been de- 
veloping an experimental distributed measurement software framework that 
explores a variety of different ways to make the development of Distributed 
Measurement and Control (DMC) systems easier. Our technology offers the 
ability to rapidly develop, deploy, tune, and evolve complete distributed mea- 
surement applications. Our solution makes use of transducers attached to the 
HP Vantera Measurement and Control Nodes for DMC [7]. The software tech- 
nology that  we have developed and integrated into our testbed includes dis- 
tr ibuted middleware and services, visual tools, and solution frameworks and 
components. The problem faced here is that building robust, distributed, 
enterprise-scale measurement applications using wide area sensor networks 
has high value, but is intrinsically difficult. Developers want enterprise-scale 
measurement applications to gain more accurate control of processes and 
physical events that impact their applications. 

A typical domain for wide area sensor networks is energy management. 
When utilities are deregulated, more precise management of energy usage 
across the enterprise is critical. Utilities will change utility rates in real-time, 
and issue alerts when impending load becomes critical. Companies can ne- 
gotiate contracts for different levels of guaranteed or optional service, per- 
mitting the utility to request equipment shut off for lower tiers of service. 
Many Fortune 500 companies spend tens of millions of dollars each year on 
power, which could change wildly as daily/hourly rates start to vary dy- 
namically across the corporation. Energy costs will go up by a factor of 3 
to 5 in peak load periods. Measurement nodes, transducers and controllers 
distributed across sites and buildings, will be attached to power panels and 
which enable energy users to monitor and control usage. Energy managers at 
multiple corporate sites must manage energy use and adjust to and balance 
cost, benefit and business situation. Site managers, enterprise workflow and 
measurement agents monitor usage, watch for alerts and initiate load shifting 
and shedding (see Fig. 3.1). 

The complete solution requires many layers. Data gathered from the phys- 
ical processes is passed through various information abstraction layers to pro- 
vide strategic insight into the enterprise. Likewise, business level decisions 
are passed down through layers of interpretation to provide control of the 
processes. Measurement systems control and access transducers (sensors and 
actuators) via the HP Vantera using the HP Vantera Information Backplane 
publish/subscribe information bus. Some transducers are self-identifying and 
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provide measurement  units and precision via Transducer Electronic Data  
Sheets (TEDS - IEEE 1451.2). 

Deregulated utilities issue real-time, fine-grained bills, rate tables, 
overload alerts. Companies must monitor and control 
energy usage and costs more precisely. 

Site managers monitor rate tables, , ~  
contracts and energy usage, ¢ 
issue load balancing and 
load shedding directives. / 

S i t e  A , B 

1 

1 "~; HP Vantera and transducers on power panels 
~i~ ~" and major devices monitor and control usage. ~ 

Fig. 3.1. Energy management 

3.1 C o m p o n e n t  F r a m e w o r k s  

How are applications like this built? Enterprise and measurement applica- 
tions are built from a set of components, collectively called frameworks. Each 
framework defines the kinds of components, their interfaces, their services, 
and how these components can be interconnected. Components can be con- 
structed independently, but designed for reuse. In a distributed environment, 
each component may be able to run on a different host, and communicate 
with others [16]. 

For this testbed, we have developed the (scriptable) Active Node measure- 
ment oriented h'amework, using the Utah/HPL CWave visual programming 
framework as a base [34]. This framework defines three main kinds of measure- 
ment components: (I) Measurement Interface Nodes that provide gateways 
between the enterprise and the measurement systems, (2) Active Nodes that 
provide an agency for measurement abstraction, and (3) Active Leaf Nodes 
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that  act as proxies to monitor and control transducers. Each of these nodes 
communicates with the other types and the measurement devices. 

The key component for the CWave measurement agency component 
model is the Active Node. Active nodes allow a measurement engineer to 
write scripts which communicate with other nodes via the HP Vantera pub- 
lish/subscribe information bus and thus control component interactions. The 
scripts run via the Microsoft ActiveX Scripting engine. 

.'~w m~er mmmm i 

,~ I1E" .A 

4 

S l le .  ~, 

Q m 
~ 1 -  ! 

) 

Fig. 3.2. Basic structure of agent and analysis components 

One or more agent scripts, written in VBScript, JavaScript, or Perl can 
be downloaded into the component (by drag and drop). Once downloaded, 
each script runs its own execution thread and can access the full ActiveX 
scripting engine. These scripts can publish new topics, subscribe to subjects, 
and interact with the CWave environment. The Measurement Interface Nodes 
(MIN) act as gateways between the HP Vantera Information Bus and the 
enterprise world. 

CWave is a uniquely visual framework, consisting of components and 
tools that  are targeted for quickly building, evolving, testing and deploy- 
ing distributed measurement systems. CWave features include extensibility, 
visual development of scripts, downloaded programs, multi-machine visual- 
ization and control, drag-and-drop, and wiring. Active Nodes are instances 
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of a CWave component that  has been specially interfaced to the HP Vantera 
environment,  and make heavy use of the publish/subscribe capabilities. 

In Fig. 3.2 CWave components are shown which represent buildings and 
sites. This was built by dragging components fl'om the palette, customizing 
the names, and setting properties from the property sets. Detail can be sup- 
pressed or revealed via zooming and selective viewing. Nesting of components 
provides a natural  namespace for components that  is important  in controlling 
the scope of publish/subscribe. We also show a palette of agent scripts that  
can be dragged and dropped onto an Active Node or Active Leaf Node. The 
scripts can then be propagated to children. The CWave environment can be 
used by engineers to develop components and skeletal applications, by in- 
stallers to configure and customize a system, or by the end user engineers to 
adjust measurements,  to monitor processing, etc. 

The deployed set of agent scripts work together to collect the power data  
from several sensors, and combine these into an average energy measurement 
over the interval. These measurements are propagated up, with averaging, 
and tests for missing measurements to ensure robustness of the result. Other  
agent scripts can be deployed to monitor or log data  at various Active Nodes, 
or to test for conditions and issue alerts when certain (multi-sensor) da ta  
conditions arise. 

CWave provides visual programming, threads and distributed manage- 
ment. The addition of the Active Node framework provides a flexible and 
customizable model for combining and integrating the inputs and control of 
a multi tude of sensors. 

4.  R o b u s t n e s s  

Multisensor fusion techniques have been applied to a wide range of problem 
domains, including: mobile robots, autonomous systems, object recognition, 
navigation, target  tracking, etc. In most of these applications, it is necessary 
that  the system perform even under poor operating conditions or when sub- 
components fail. We have developed an approach to permit the developer 
to obtain performance information about  various parts of the system, from 
theory, simulation or actual execution of the system. We have developed a 
semantic framework which allows issues to be identified at a more abstract  
level and then monitored at other levels of realization of the system. 

Our overall goal is shown in Fig. 4.1. A system is comprised of software, 
hardware, sensors, user requirements, and environmental conditions. A sys- 
tem model can be constructed in terms of models of these components.  An 
analysis can be done at that  level, but is usually quite abstract  and of a 
worst-case kind of analysis. We want to use such models to gain insight into 
where in a simulation or actual system to put taps and monitors to obtain 
empirical performance data. These can be used for several purposes: 
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Fig.  4.1. The proposed modeling approach 
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- Debugging: the designer can interactively watch important  aspects of the 
system as it runs. 

- Design Choices: the designer may want to measure the performance of 
al ternative solutions over various domains (time, space, error, etc.). 

- Adapt ive  Response: the designer may want to put in place monitors which 
watch the performance of the system, or its context, and change techniques 
during execution. 

This allows robustness to be built into a system, and the user can do so on 
well-founded information. For a more detailed discussion of this approach, 
see [9, 10] where we applied the framework to the performance comparison 
of a visual technique and a sonar technique for indoor wall pose estimation. 

4.1 I n s t r u m e n t e d  S e n s o r  S y s t e m s  

Since we are putt ing in functions to monitor the data  passing through a 
module and its actions, we call our approach Ins t rumen ted  Sensor  Sys t ems .  
Figure 4.2 shows the components of our framework. As shown in the figure, 

I I 

ILSS and F 
Specification 

System 
Implementation 

System 
Validation 

Fig. 4.2. The instrumented logical sensor system components 

this approach allows for a specification, an implementation,  and the validation 
of results. This is an extension of our previous work on Logical Sensor  Spec- 
if ications [19, 20]. A logical sensor is basically a system object with a name, 
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characteristic (typed) output,  and a select function which chooses between 
various alternate methods for producing the desired data. An Ins trumented  
Logical Sensor  has the following additional functions: 

- Taps: Provide for a trace of the flow of data Mong a component connection 
path, 

- Tests: Run the currently selected method on a known input /output  pair 
and check for correctness. 

- Monitors: Check for failure or adaptive mode conditions (monitors may 
run tests as part of their monitoring activity). 

We have applied these ideas to the development of mobile robot systems. 
(Also, see [46] which influenced our work.) 

4.2 Adaptive Control 

Another area we are currently exploring is adaptive control. Figure 4.3 shows 
a basic feedback control loop. In a stable environment such an approach is 

Reference • ( ~  Error •I Control Control • Process 

Value Signal 

Feedback [ Feedback "} ': Sensed Data 

Fig. 4.3. Simple feedback control loop 

feasible and many standard techniques can be applied (e.g. Kalman filtering 
is often used in navigation). Our concern is with a higher level of robustness 
-- namely, when the context changes or assumptions fail, methods must be 
provided so the system can detect and handle the situation (see Fig. 4.4). 

Our view is that sensor data can be used to alter the parameters of the 
control function. For example, consider a control function which solves for a 
variable (say, V which is a voltage to be applied to a motor), at each instant 

by determining where the following equation is 0: 

d V  V V 
= a * (1 - ~-) (1 + VS~ - f ( V )  (4.1) d-T 

The parameters a and b represent features of the environment, and if sen- 
sors are used to determine them, then our function is really f ( V ; a ,  b). In 
this case when the parameters change value, the solution space may change 
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Fig.  4.4. Adaptive control 

qualitatively; e.g. when a = 0.2 and b = 10, then there is a single solution 
(see Fig. 4.5). However, as the parameter  a changes, there may  be more than  
one solution (see Fig. 4.6). Finally, if systems are designed exploiting these 
features, then there may  also be large jumps  in solution values; Fig. 4.7 shows 
how with a slight increase in the value of a, the solution will j ump  from about  
1.3 to about  8. Such quali tat ive properties can be exploited in designing a 
more robust  controller. (See [36] for a detailed discussion of these issues in 
biological mechanisms.)  
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Fig. 4.5. Single solution (when a = 0.2 and b = 10) 
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5. C o n c l u s i o n s  

In this chapter  we have presented an overview of current issues as well as 
some new directions in multisensor fusion and control. We have described 
an approach  to the design and execution of wide area sensor networks. In 
addit ion,  we have proposed new techniques for obtaining more robust  multi- 
sensor fusion systems. However, one very impor tan t  new area that  we have 
not covered is the ability of multisensor fusion systems to learn during exe- 
cut ion (see [43] for an approach to that) .  These are very exciting times, and 
we believe tha t  ma jo r  strides will be made in all these areas in the next few 
years. 
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Control  of Robot ic  Systems 

Brenan J. McCarragher 

Department of Engineering, Faculties, Australian National University, Australia 

Discrete event systems are presented as a powerful framework for a large 
number of robot control tasks. Their advantage lies in the ability to abstract 
a complex problem to the essential elements needed for task level control. 
Discrete event control has proven to be successful in numerous robotic appli- 
cations, including assembly, on-line training of robots, mobile navigation, con- 
trol of perception capabilities, and human-robot shared control. This chapter 
presents a general description of the discrete event modelling and control 
synthesis for constrained motion systems. Additionally, methods for the ef- 
fective monitoring of the process based on the detection and identification 
of discrete events are given. In each of these areas, open research questions 
are discussed. Advances in the discrete event modelling of robotic systems, 
especially event definitions based on a solid mathematical formulation, are 
essential for broadening the range of applications. Robust process monitor- 
ing techniques, as well as sensory fusion methods, are needed for successful 
practical implementations. Control synthesis methods which are truly hybrid, 
incorporating both the continuous and the discrete event control, would sig- 
nificantly advance the use of discrete event theory. Lastly, convergence proofs 
under practical assunlptions relevant to robotics are needed. 

1. I n t r o d u c t i o n  and M o t i v a t i o n  

Intuitively, a hybrid dynamic system consists of a discrete event decision- 
making system interacting with a continuous time system. A simple example 
is a climate control system in a typical home. The on-off nature of the ther- 
mostat is modelled as a discrete event system, whereas the furnace or air- 
conditioner is modelled as a continuous time system. Most research work in 
the area of hybrid systems is concerned with developing and proving control- 
theoretic ideas for specific classes of systems. Ostroff and Wonham [24] pro- 
vide a powerful and general framework ( T T M / R T T L )  for modelling and an- 
alyzing real-time discrete event systems. Holloway and Krogh [10] use cyclic 
controlled marked graphs (CMG's) to model discrete event systems, allowing 
for the synthesis of state feedback logic. Brockett [7], Stiver and Antsaklis 
[26], and Gollu and Varaiya [9] have given more general formulations for the 
modelling and analysis of hybrid dynamical systems. Practical applications 
include mining [23], manufacturing [8], detailed robotic assembly [20], and 
even elevator dispatching [25]. These papers have tried to capture a wide 
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range of system attributes in simple models to allow for tractable analysis 
and control optimization. 

2. D i s c r e t e  E v e n t  M o d e l l i n g  

2.1 Modell ing using Constraints 

We will consider a constrained motion system which involves the motion of a 
workpiece with possible constraints introduced by a fixed environment. Sys- 
tems of this type are typical of assembly processes [20], and other constrained 
motion systems [7]. Hybrid dynamic modelling is particularly appropriate for 
assembly processes as assembly has natural discrete event dynamics due to 
the changes in the state of contact. This constrained motion framework can 
also be used to describe the mobile navigation problem where the environ- 
ment (e.g. walls and obstacles) create constraints on the motion of the vehicle. 
A general initial structure as shown in Fig. 2.1 is proposed. The structure 
consists of three parts, which are the continuous time plant, the discrete event 
controller, and the interface. 

Discrete Event 
System 

a ( , )  N) 

v 
k 

"c 
k 

> Interface 

¢() ~g() 

u(t) 

z(t) 

Continuous Time 
System 

f() g() h() 

F ig .  2.1. Block diagram representation of hybrid dynamic system 

2.1.1 T h e  c o n t i n u o u s - t i m e  s y s t e m .  Consider the general motion control 
of an object or workpiece. The equation of motion of the workpiece in free- 
space is given generally as 

±(t) = f (x(t), u(t))  (2.1) 

where x(t)  is the continuous time state vector, and u(t) is the input vector. 
As the workpiece interacts with the environment, the free-space dynamics of 
(2.1) become constrained by 

0 = gk (x(t), u(t))  tk _< t < tk+1 (2.2) 

where gk represents the different constraint equations for the different discrete 
states, and tk is the time that the k th discrete event occurs. Additionally, 
system is observed through the measurement of the state z(t) given by 
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z(t) = h (x(t))  (2.3) 

Since we have a hybrid system that  interacts with the enviromnent, the 
state may be easier to determine according to the measurement of both the 
force and the state. Hence, we have a state estimate ~ described by the 
following equation 

~(t) = f (Yc(t), F(t), z(t)) (2.4) 

where F(t) is the force measurement.  

2.1.2 T h e  d i s c r e t e  e v e n t  s y s t e m .  The continuous time plant is controlled 
by a task-level, discrete event controller modelled as an automaton.  The 
au tomaton  is a quintuple, (S, E,  C, ~, fl), where S is the finite set of states, 
E is the set of plant events, C is the set of controller events, a : S x E --+ S 
is the state transition function, and/3 : S --+ C is the output  function. Each 
state in S, denoted %,  is defined to be a discrete state of constraint. Each 
event in C, denoted vk, is generated by the discrete event controller, whereas 
each event in E,  denoted rk, is generated by the conditions in the continuous 
plant. The dynamics of the discrete event controller are given generally by 

~kq-1 : (Tt (~k, Tk) (2.5) 

vk = / 3 ( % )  (2.6) 

where % C S, "~k is the est imate of rk C E and vk C C. The index k specifies 
the order of the discrete states or events. The input and output  signals of 
the discrete event controller are asynchronous sequences of events, rather  
than continuous time signals. The function a is functionally dependent on f 
and g as defined by the continuous-time system. Note that  the state of the 
system is x, whereas ~/is the state variable of the discrete event system and 
is dependent on x. 

2.1.3 T h e  i n t e r f a c e .  The interface is responsible for the communication 
between the plant and the controller, since these components cannot commu- 
nicate directly due to the different types of signals being used. The interface 
consists of two maps O and ~. The first map ¢ converts each controller event 
into a plant input as follows 

u(t)  : ¢(vk) tk _< t < tk+l (2.7) 

where vk is the most  recent controller event before t ime t. Initially, we will 
require that  u(t)  be a constant plant input for each controller event. Hence, 
the plant input is a piecewise constant signal which may change only when 
a controller event occurs. For synthesis purposes it is often easier to combine 
the control Eqs. (2.6) and (2.7) such that  

u(t)  = ¢ ( 9 ( ~ ) )  tk _< t < tk+l (2.s) 

The second map ~ converts the state space of the plant into the set of 
plant events. 
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Tk = ~P (X(t)) (2.9) 

Note that  Eq. (2.9) does not imply that ~-k changes continuously as x(t)  
changes. The state space of the plant is partitioned into contiguous regions. 
The function ~ generates a new plant event only when the state first enters 
one of these regions. The function ~p is usually well defined. However, the 
state variable x( t )  needs to be estimated according to  (2.4). Thus, we have 
an estimator equation for the determination of the discrete plant events. 

¢k = {; (:%(t)) (2.10) 

Note that  f of Eq. (2.4) does not need to be close to the actual function f ,  
provided that  £k is a good estimate of rk. 

2.2 A n  A s s e m b l y  E x a m p l e  

It is important  to note that the DES modelling of assembly is motivated by 
the key discrete event features of the process itself. The first key element is 
that,  for polygonal models of the workpiece and the environment, the states 
of contact, or constraints, between the two parts are discrete. In modelling 
the manipulation process as a DES, we define the state of contact to be the 
discrete state vector. The second key element is that the states of contact 
(or constraints) change at discrete, and often unknown, instances. It is an 
abrupt change where the dynamics change instantly. Moreover, due to the 
uncertainty of location and speed, the instant when the transition occurs is 
often unknown. A transition that  results in a change of state, either a loss of 
contact or a gain of contact, is defined as a discrete event. The discrete events 
are key because, at these points the geometric constraints on the workpiece 
dynamics change, requiring a change in both the trajectory and the controller. 
DES modelling makes transitions one of the central control features of the 
model. 

Three dimensional polygonal objects can be fully described using three 
components: surfaces, edges and vertices, as shown in Fig. 2.2. Each of these 
components is labeled: surfaces with upper case letters, edges with numbers, 
and vertices with lower case letters. The labeling is done for both the work- 
piece and the environment. Thus, any contact state can be defined by listing 
the pairs that are in contact. For example, the surface-edge contact shown in 
Fig. 2.2-(a) is defined by the pair ( A -  16). The surface-surface contact shown 
in Fig. 2.2-(b) is defined by the pair (E - K).  Multiple points of contact are 
given by listing all relevant pairs. For example, (A - 16)(10 - J)  describes 
the contact state shown in Fig. 2.2-(c). 

By straight enumeration there are six types of contact pairs. These 
are surface-surface, surface-edge, surface-vertex, edge-edge, edge-vertex and 
vertex-vertex. However, of these six only two are task primitives [17]. For 
three dimensional polygonal objects, the two task primitive contact types are 
the s u r f a c e - v e r t e x  and the e d g e - e d g e  contact types. The other four types 
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Fig. 2.2. Constraint states. (a) (A - 16) (b) (E - K) (c) (A - 16)(10 - J) 

of contact surface-surface, surface-edge, edge-vertex, and vertex-vertex-can 
be comprised of the task primitive contact types. 

We formalize the discrete event model of assembly using Petri  nets. Petri  
nets are a compact  mathemat ical  way of describing the geometric constraints 
and the admissible transitions for an assembly task, highlighting the events. 
Moreover, Petri  nets are a useful method for describing the indeterministic 
nature of robotic assembly, by incorporating transitions that  are possible 
given the uncertainties, unknowns and errors in the system. The ability to 
address these unknowns is one of the pr imary strengths of the Petri  net 
modelling method [20, 21]. 

A significant advantage to discrete event modelling of assembly using task 
primitive contacts is that  redundant information is not included. The collec- 
tion of contact states contain redundant information, especially regarding 
the mathemat ica l  constraints on the motion of the workpiece. The discrete 
event description using Petri nets eliminates this redundant information by 
recording only the constraint information that  is necessary to describe the 
motion; that  is, recording only the constraint information of the primitive 
contact pairs. Thus, the constrained motion of the workpiece in all contact 
states can be obtained through combinations of the mathemat ical  constraints 
of the primitive contact pairs. 

2.3 R e s e a r c h  C h a l l e n g e s  

2.3.1 R i g o r o u s  e v e n t  de f in i t ion .  One of the most significant challenges 
in the use of discrete event systems theory in robotics is a rigourous definition 
of discrete states and discrete events. It is not enough to simply place a dis- 
crete event framework over an existing control system. Rather,  there must be 
some inherent discrete event dynamics for the DE framework to be effective. 
Indeed, these underlying discrete dynamics needs to be the foundation for 
the discrete state and discrete event definitions. A significant research chal- 
lenge is the effective discrete event modelling of robotic systems. In support  



214 B.J. McCarragher 

of this challenge is the development of automated computer modelling tools 
(e.g. assembly Petri  nets, automata).  

2.3.2 A p p l i c a t i o n  a reas .  In conjunction with rigourous event modelling, 
there is a challenge to expand the robotic application areas that would benefit 
from a discrete event systems theory. The example of assembly presented a 
good application area because assembly is inherently a constrained motion 
system. The definitions of discrete state and discrete event are very natural 
to the problem. 

Other application areas would benefit from a formal discrete event ap- 
proach. In particular there is significant potential for advanced control within 
mobile navigation. The problem of mobile navigation is immense. Different 
strategies are required for static, dynamic, partially known and unknown en- 
vironments. Attempts have been made to use a DE approach to the problem 
[16]. However, this work suffered from an ad hoc definition of discrete state 
and discrete event based on the desired motions of the robots. To be effective, 
the mobile navigation model needs to be rigourously based on the discrete 
event dynamics of the system. For example, a constraint to avoid collision 
with a wall needs to include the position of the wall and the state (position 
and velocity) of the vehicle. 

Another area that looks promising is human-robot shared control [1]. In 
this field, discrete event theory allows for a clear definition of interactions 
between the two controllers, easing the complications associated with the 
control interaction. The DE approach facilitates interactions on both contin- 
uous and discrete levels. The method also allows for 'control guides' that  aid 
the human operator in the execution of the task. There is a strong possibility 
that the DE approach for shared control provides a global framework that 
can incorporate other shared control methodologies. 

2.3.3 H i e r a r c h i c a l  i n t e g r a t i o n  in p r o d u c t i o n  s y s t e m s .  A significant 
advantage of discrete event systems theory in manufacturing systems is the 
ability to incorporate many levels of control operation in a consistent, hi- 
erarchical fashion. Using the DE framework, all levels of the manufacturing 
system can be controlled using a common model, representation and lan- 
guage. For example, an entire factory operation may be represented with a 
discrete event model, and at the same time, the operation of an individual 
workstation in the factory is controlled using DE theory. The communication 
between the two systems can be quite seamless. 

The advantages for robotic control are just as significant. Hierarchical 
Discrete Event control Mlows for robotic work cells and robots themselves to 
be included in the overall production control systems. Such integration can 
be applied to mining and other production systems, as well as manufacturing. 
For example, the lowest level of the hierarchy would be the detailed control of 
the assembly process. The next level up could be the control of the assembly 
work-cell, including a discrete event model of transport  using a DE model 
for mobile navigation of the AGVs. The third level would connect all the 
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assembly work-cells to control the entire assembly process. Lastly, a discrete 
event model could include supply, production, warehousing and transport ,  
t reat ing the assembly DE model as a state or transition in the highest level 
model. 

The clear advantage for robotics in this scenario is its direct inclusion 
into the overall production system. Using DE theory, robotic control is de- 
mystified and simplified, important  goals for the broader acceptance and 
usage of robots. Also, the DE approach incorporates robots as part  of the 
complete automat ion system. In this way, robotic researchers and developers 
are forced to examine the entire production and automation problem, rather  
than just the robot control in isolation. 

3. D i s c r e t e  E v e n t  C o n t r o l  S y n t h e s i s  

3.1 C o n t r o l l e r  C o n s t r a i n t s  

The control commands are determined by first establishing a desired event 
for each state. The desired event is selected to move to a state "closer" to the 
target  state, that  is, to move towards completion. The desired events may be 
determined manually or automatically, depending upon the application. For 
any given state, we use the desired event and geometric considerations of the 
constraints to establish three conditions on the command to be executed. 

3.1.1 M a i n t a i n i n g  c o n d i t i o n .  The motion of the system described by 
(2.1) is constrained by (2.2). The first possible task of the controller is to 
ensure that  the control commands satisfy this geometric constraint. To derive 
admissible velocities that  satisfy the geometric constraint, we can differenti- 
ate (2.2) to give 

0 d 
Oxx [gj (x)] ~--/x(t) = 0 tk _< t < tk+l (3.1) 

where gj is the constraint function for this contact. This can be rewritten as 

aT±(t)  = 0 tk < t < tk+l (3.2) 

where aj = ~ g j ( x )  is a column vector with length equal to the number 
of degrees of freedom. Equation (3.2) is our maintaining condition in that  
it must be satisfied to maintain the contact or geometric constraint. When 
gj is a distance measure, Eq. (3.2) becomes a requirement that  the distance 
between the points of contact remains zero (i.e. the points remain in contact).  
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3.1.2 E n a b l i n g  c o n d i t i o n .  In addition to determining motion that  main- 
tains a constraint, it is desired to determine the motion such that  the work- 
piece encounters the next discrete state "~k+l. Since the system is not in "7k+1, 
the following must be true 

gj (x(t)) = K tk _< t < tk+l (3.3) 

where, without loss of generality, K is a positive constant. In order to direct 
the system such that  K ~ 0, we require the time derivative to be negative. 

a~±(t)  < 0 tk _< t < tk+l (3.4) 

Equation (3.4) is our enabling condition. It  is a necessary condition for dis- 
crete event ~-~+1 to occur. When gj is a distance measure, Eq. (3.4) becomes 
a requirement that  the distance decreases, that  is, the intended points of 
contact move closer together. 

3.1.3 D i s a b l i n g  c o n d i t i o n .  The third condition, the disabling condition, 
is derived directly from the enabling condition. Since (3.4) is a necessary 
condition for a discrete event to occur, a sufficient condition for a discrete 
event not to occur is obtained by changing the direction of the inequality. 

aTx(t)  > 0 tk <_ t < tk+l (3.5) 

where j indicates the discrete states (constraint equations) that  are not de- 
sired to occur. Essentially, this disabling condition prevents K from decreas- 
ing in magnitude.  When gy is a distance measure, Eq. (3.5) becomes a re- 
quirement that  the distance between the possible points of contact does not 
decrease (i.e. the points stay apart) .  

3.2 C o m m a n d  S y n t h e s i s  

The desired event determines which of the above conditions should be applied 
for each possible constraint. The maintaining condition (3.2) is used when it 
is desired to maintain a constraint. Note, when it is desired to immediately 
violate the current constraint by breaking the contact, the maintaining con- 
dition is not used. The enabling condition (3.4) is used to activate a currently 
inactive constraint. The disabling condition (3.5) is used to prevent unwanted 
constraints from becoming active. From the desired event, we have a set of 
constraints on the control command. The control command is now deter- 
mined by satisfying this set of constraints. Any method for satisfying the set 
of constraints will yield an acceptable discrete event velocity command.  One 
method [5], which uses a search technique to maximise tile minimum distance 
to each constraint for maximum robustness, is suggested. 

Potential  fields can also be used to generate continuous velocity com- 
mands [2] because they provide a straightforward method which can deal 
with difficult environments without a complex set of path  planning rules. 
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The fields can be modified by changing one or two variables which makes 
them at t ract ive for online modification. The potential fields can also be used 
to generate barriers which are useful in restricting input. Potential  fields can 
be divided into two main groups, at tract ive and repulsive potentials. The at- 
tractive potentials are used for maintaining and enabling constraints, whereas 
the repulsive potentials are used for disabling constraints. Attractive poten- 
tials can be represented by quadratic and conical wells [14, 15]. This type 
of well is centrally at tract ive at any distance and is utilised in order for the 
robot to reach a target  position, the center of the well. Repulsive potentials 
are also important  in order to repel the manipulator  from a constraint or a 
boundary  which is not to be crossed. These repulsive potentials can also be 
used to constrain commanded motion. The continuous velocity for the robot 
manipulator  is generated by calculating the derivative of the composite po- 
tential field. 

3.3 E v e n t - l e v e l  A d a p t i v e  C o n t r o l  

Discrete event control offers considerable advantages for constrained manip- 
ulation including excellent error-recovery characteristics. However, despite 
determining a velocity command which satisfies the constraint equations of 
Sect. 3.1 errors can still occur due to model inaccuracies, tracking control er- 
rors, or other unknowns. Unfortunately, the errors will result in a sub-optimal 
trajectory. In these situations, it is desired to have the system adjust to the 
new information and adapt  the desired velocity commands. The ability to 
adapt  is particularly important  in an industrial setting where new products 
are frequently introduced and the production line needs to be "tuned" to the 
new tasks. 

An effective means of task-level adaptat ion is to adjust the model so 
that  the event conditions more accurately reflect the actual system [18, 22]. 
Consider the adaptat ion of a maintaining condition. Here, the est imate of 
the constraint vector ~ and the velocity vector ± are orthogonal. Yet, the 
velocity vector is not orthogonal to the actual constraint vector a, indicating 
the need for adaptat ion.  By adding a portion of the velocity vector to the 
est imated constraint vector, the difference between the estimated and the 
actual constraint vectors decreases. Hence, the following adaptat ion law is 
proposed 

ab+l = ab - AA±b (3.6) 

where A = --sgn(ar±) is a switching function determined by the error con- 
dition to be adapted; ,~ > 0 is the adaptat ion rate; and Rb is the velocity 
command vector for the bth trial. The adaptat ion law is hybrid, based on the 
direction of the performance gradient and an estimate of its magnitude. The 
direction comes from a recognition of the constraint which was violated, and 
the est imate of the magnitude comes from the continuous velocity vector. 

Given this adaptat ion law, two issues arise. The first is demonstrat ing the 
convergence of the est imated model constraint to the actual parameters.  The 
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second is the selection of 3~ such that the adaptation remains stable. Both of 
these issues can be answered using Lyapunov theory. For the complete proof 
of Lyapunov stability, the reader is referred to [22]. The result of that proof 
is that stability, and hence convergence to zero modelling error, is guaranteed 
if the following condition on the adaptation rate is met. 

2 A ~ b  
< - -  (3.7) 

IlScbll ~ 

Examination of how to satisfy Eq. (3.7) for each of the discrete event con- 
ditions yields the following requirements. For simplicity and to highlight the 
adaptation equations, we will assume that the velocity vector has been nor- 
malised to II~bll = 1. This assumption has little effect as only the direction 
of the velocity vector is important.  

For the maintaining condition, equation (3.7) is satisfied provided 

< --2AaT~b (3.8) 

and, for the enabling and disabling conditions, equation (3.7) is satisfied if 

< 2 Agtr±b (3.9) 

The adaptation law has been tested by simulation and experiments [18, 
22]. In many experiments, the system was able to adapt the discrete event 
command based on the occurrence of events. Indeed, the adaptive, event- 
level control has been used to train assembly lines in an industrial setting 
[18]. This adaptation law allows the adjustment of the rate of convergence 
and error recovery properties but the proper selection of ,~ is not guaranteed. 

3.4 Research Challenges 

3.4.1 G u a r a n t e e d  c o n v e r g e n c e  / s t a b i l i t y .  The primary duty of the dis- 
crete event control system is to drive the system to converge to the final 
desired discrete state, denoted 37- The papers by Astuti and McCarragher 
[3, 4] argue that most work in the literature on the convergence of discrete 
event systems is not applicable to robotic systems because these convergence 
proofs fail to recognise two important  issues in practical implementation. The 
first important  issue is that  robotic systems have tracking errors. As such, an 
unrealistically large control effort is required to enable and disable events ac- 
curately. Accurate event control is a prerequisite for most of the convergence 
proofs. Secondly, the literature tends to assume that all events are perfectly 
recognisable. Unfortunately, in robotics, event detection is a difficult and 
error-prone process. 

In response to these important  practical considerations, [3] proposes the 
concept of p-convergence for discrete event systems. By identifying the prob- 
ability of event occurring (rather than a guarantee), p-convergence is de- 
veloped, p-convergence is a generalisation of a finite-time convergence proof 
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given in [6], yet p-convergence is less restrictive. The finite-time conditions 
guaranteed convergence within a finite number of events, whereas the con- 
ditions for p-convergence allow the number of events to tend to infinity for 
guaranteed convergence. 

The concept of p-convergence is a more realistic design goal for robotic 
discrete event systems due to the reasonable modelling and control effort 
needed, and due to the allowance for tracking and sensing errors. A trade- 
off is achieved between guaranteed convergence and the amount of control 
effort. Additionally, as a design objective for robotic discrete event systems, 
p-convergence lends itself to the formulation of an optimal control problem, 
finding a controller which maximizes the probability of entering the invariant 
set of discrete states while minimizing the number of events [4]. 

The standard stability problem seeks to find a set of control commands 
given by Eq. (2.8) that will cause the system to asymptotically converge to 
the desired final discrete state "/f. Standard is used to imply that there is full 
knowledge of the system. That  is, equations (2.1), (2.2), (2.3), (2.5), (2.6), 
(2.7) and (2.9) are known exactly, and the estimation equations (2.4) and 
(2.10) are not needed since these variables are known exactly. The challenge 
becomes increasingly difficult when tracking errors, parametric modelling er- 
rors, sensing noise or sensing delay are considered. 

3.4.2 H y b r i d  syn thes i s .  To date, discrete event control synthesis tech- 
niques used in robotics have been based primarily on the discrete state alone, 
as per Eq. 2.6. Previous research has shown that control based solely on 
discrete events, while effective in simplifying complex control problems, is 
limited in the robotics context. Since robotics is a hybrid dynamic problem, 
rather than than a pure discrete event system, control synthesis based on 
both discrete and continuous state vectors is expected to increase advanced 
control operations. The adaptive control problem of Sect. 3.3 highlights the 
benefits of using both the discrete and continuous state vectors for control 
synthesis. 

Recently, there has been an emphasis on broadening the information base 
for discrete event decisions to explicitly include the continuous state vector. 
As such, the research challenge is to synthesize a discrete control command 
as follows 

= 9( k, (3.10) 

where x(tk) is the continuous state vector at the time of event k. This hybrid 
synthesis formulation also has implications for the interface, which now needs 
to pass both the discrete state and continuous state to the discrete event 
controller. 

An alternative hybrid synthesis formulation can be derived fl'om a mod- 
ification of Eq. 2.7. This interface equation would need to explicitly include 
the continuous state vector. 

U(t) ---- (~(Vk,X(tk)) tk __~ t < tk+l  (3.11) 
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A hybrid synthesis formulation further complicates the stability and con- 
vergence problem. Now, stability proofs also must be hybrid. Unfortunately, 
few mathematical  tools exist for the analysis of hybrid systems. Indeed, the 
development of mathematical  tools for the analysis of hybrid systems are 
strongly needed, and a very good research challenge. 

4.  P r o c e s s  M o n i t o r i n g  

4.1 M o n i t o r i n g  T e c h n i q u e s  

Process monitoring is the task of determining the current status of the robotic 
process, and is among the key techniques for improving reliability and pre- 
venting failures. Traditionally, it is a t tempted to determine the exact state 
vector of the system. Discrete event modelling, however, reduces the problem 
to determining the discrete state vector, since the constrained dynamics and 
control commands can then be determined. Undoubtedly, the specifics of pro- 
cess monitoring techniques will depend heavily on the specifics of application 
area. To date, most of the discrete event monitoring work in robotics has 
been in the area of event detection for constrained manipulation and assem- 
bly. Additionally, some work has been done in event recognition for mobile 
navigation. 

We currently use several methods for event recognition in assembly. First, 
we use a qualitative processing approach to analyse the force signal for the 
detection and identification of discrete state transitions. There are significant 
advantages to the qualitative approach to process monitoring. First, qualita- 
tive monitoring is faster than quantitative since detailed calculations are not 
necessary. The advanced speed results from the detection of dynamic effects 
as opposed to a quasi-static method which waits for force transients to die 
out. Also, a quantitative method would require estimates of several quantities 
such as friction that  are not easily available. Lastly, the qualitative method 
is less susceptible to noise in the system since exact numbers are not being 
used. The interested reader is referred to [19] for a comprehensive derivation 
of the qualitative process monitor. 

The second method for event recognition uses a Hidden Markov Model 
(HMM) for each transition. HMMs use quantitative data, but do not have 
the problems of unreliable estimates. Instead, HMMs are trained on a set 
of samples, from which the stochastic 'signature' of the transition signal is 
determined. The advantage of a HMM approach is that it is more reliable than 
the qualitative method due to the use of more, quantitative information. On 
the other hand, HMMs have a significantly longer process time, which tends 
to slow the assembly process. The interested reader is referred to [13] for a 
full explanation of the HMM transition recognition method. 

Third, a method for combining dynamic force and static position measure- 
ments for the monitoring of assembly has been developed [12]. A multilayer 
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perceptron (MLP) network is used as a classifier where the individual net- 
work outputs  correspond to contact state transitions occurring during the 
assembly process. When a contact state transition occurs, the MLP output  
with the largest value is chosen. The recognised contact s tate is sent to a dis- 
crete event controller which guides the workpiece through a series of contact 
states to the final desired configuration. The MLP has been successfully im- 
plemented with high recognition rates. One advantage of the proposed MLP 
method compared to other existing solutions for recognition of contact s ta te  
transitions is that  it models both dynamic and static behaviour. The dy- 
namic force measurements  depend on a number of system parameters ,  such 
as workpiece and environment stiffnesses, sensor noise and dynamics and the 
individual joint PID gains of the robot manipulator.  These factors may vary 
from one contact s tate to another  and hence help to improve the performance 
of the discrete event recognition. The position measurements,  on the other 
hand, contain mostly static information during the short t ime from an event 
occurs until it is recognised by the monitor. 

4.2 C o n t r o l  o f  S e n s o r y  P e r c e p t i o n  

Reliable sensing is essential for successful control of plants in uncertain envi- 
ronments.  Traditionally, control systems receive measurements  from a fixed 
sensing architecture where all the sensors are used all the time. Hence, the 
bandwidth of the overall control structure is limited by the slowest sensor. 
We present a new technique for the real-time control of sensory perception. 
Typically, only a few sensors are needed to verify nominal operation. When 
an anomaly develops, additional sensors are utilised. The benefits of the pro- 
posed method are an increased reliability compared to individual sensors 
while the bandwidth is kept high. 

The control of sensory perception is well suited to the hybrid dynamic 
framework, Fig. 2.1. The process monitors provide feedback to the discrete 
event controller only when discrete events occur. Hence, processing time is 
available between events for use by the sensory perception controller. A sen- 
sory perception controller (SPC) has been implemented for the discrete event 
control of a robotic assembly task. The three process monitoring techniques 
are available to the sensory perception controller. The method used for the 
dynamic sensory perception is based on stochastic dynamic programming and 
is described in detail in [11]. 

The method starts  with an initial confidence level of zero and all monitors 
enabled. Then the sensory perception consists of two parts.  First, an itera- 
tive dynamic programming (DP) algorithm evaluates all possible orderings 
of enabled process monitors by calculating the DP value function V. The 
dynamic programming model is formulated as an optimal stopping problem. 
At each iteration two actions are evaluated; al - terminate the sensory per- 
ception, or a2 - consult another  process monitor. Second, the (SPC) selects 
the ordering of enabled process monitors with the highest V. If the optimal 
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action for this ordering is a2, then the first monitor in the ordering is con- 
sulted. The confidence level output from the monitor is recorded. Next the 
monitor is disabled and the sensory perception problem is repeated with the 
new initial confidence level. The SPC terminates when the optimal action is 
at or all monitors are disabled. The final recognised discrete event is sent to 
the discrete event controller. 

Table 4 . 1 .  Evaluation of different process monitoring techniques and the sensory 
perception controller 

I Monitor [ Rate ~ CPU Time 
Position ~ 0.10 
Template Matching 0.08 
Hidden Markov Models 0.87 
SPC 0.38 

The performance of the SPC was evaluated from a sample set of I00 
discrete events and compared with the individual process monitoring tech- 
niques. The results are given in Tab. 4.1. The table shows the average suc- 
cessful recognition rates and the costs of the individual process monitors. 
With individual average recognition rates of 79~, 85~ and 87~ the average 
recognition rate of the sensor selection controller is as high as 97~ which is 
better than any individual process monitor. The CPU time spent by the SPC 
depends on the number of monitors used for each event. The average CPU 
time for the sample set of I00 discrete events was found to be 0.38 seconds. 
These results clearly show the benefits of fusing several sensing techniques 
for the process monitoring of robotic assembly. 

The main advantage of the sensory perception control structure is an 
improved event recognition rate compared to individual event monitors while 
the total cost is kept low. For cases where it is too expensive to use all the 
event monitors simultaneously, the maximum total cost can be limited and 
hence the proposed solution is well suited for use in real-time control systems 

with bandwidth requirements. 

4.3 R e s e a r c h  Cha l l enges  

4.3.1 E v e n t  a n d  s t a t e  m o n i t o r i n g .  The methods presented here have 
concentrated on event monitoring for robotic systems, primarily for con- 
strained manipulation systems. A fair amount of literature exists concen- 
trating on state monitoring (see [13]). However, very little work has been 
done to effectively combine the two monitoring philosophies in a coherent 
and rigourous way. Event monitoring would have the advantage of detect- 
ing dynamic events as well as limiting the range of possible discrete state 
vectors. The state monitoring would add robustness and certainty to the de- 
cisions made by the event monitor. Advanced control methods, such as the 
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hybrid control synthesis and the adaptive event control, would most  likely 
require both  event and state monitoring to be effective. The real challenge, 
however, is to develop a synergistic method of process monitoring. It  is not 
enough to take two existing methods and apply them to the same problem. 
Rather,  the event and state monitors must derive some advantage from the 
existence of the other method. For example, the event monitor must know 
that  an event is likely due to the feedback of the s tate  monitor. Additionally, 
the state monitor should be more accurate due to the information gathered 
by the event monitor. 

4.3.2 S e n s o r y  fus ion .  The benefits of sensory fusion were demonstra ted in 
Tab. 4.1 of Sect. 4.2. In that  example, the sensory fusion method had a higher 
recognition rate than any individual monitor, and also had a very low average 
cost. Despite its successes, many  challenges still exist in the area of sensory 
fusion for discrete event systems in robotics. First, in the method presented, 
all process monitors gave events as output.  There was no recognition of the 
different modes of operation of the sensors. Tha t  is, the SPC would make 
no distinction between a vision system and a force sensor. Yet, the type 
of information available from each sensor is quite different and should be 
treated differently. Clearly, a force sensor is of little use unless there is a 
contact situation. 

The difference in sensor mode could be accounted for using a fusion 
method with a discrete state dependency. The ability to alter the sensory 
fusion algorithm according to the discrete process state is another clear ad- 
vantage to the discrete event approach to robotics. For example, a given 
discrete state may indicate no-contact. In this state, the fusion algorithm 
should not consider the data from the force sensor. In another state where 
vision is occluded, force sensing would be imperative. Indeed, the sensory 
control could be expanded even to include active sensing based on the dis- 
crete s tate  of the robotic system. The ability of the sensing system to react 
to the discrete state of the system is a very important  advance in robotics 
research and implementation,  yet the problem is often overlooked. 
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This chapter presents the state-of-art formulations and solution method- 
ologies for the scheduling of flexible manufacturing systems. A case study 
is drawn from a flexible manufacturing system for the apparel industry. A 
number of important issues are then identified, and new promising research 
approaches indicated. 

1. I n t r o d u c t i o n  

Manufacturing converts materials into useful objects, and is one of the few 
ways that wealth is created. To meet the demand for the targeted products, 
manufacturing facilities are often organized in specific layouts selected from 
a spectrum of possibilities. Examples include "continuous flow" for a very 
standard and high volume product (such as sugar), "line flow" for high vol- 
umes of several major products (such as air conditioners), "job shop" for low 
volumes of many products (such as components of prototype jet engines), and 
"project" for one-of-a-kind items (such as a custom designed house). 

Among the spectrum of possibilities, mid-volume, mid-variety manufac- 
turing is among the least developed ones. Driven by global competitiveness, 
however, the market is gradually shifting to semi-customized products in or- 
der to meet the increasingly diverse and rapidly changing demand at low cost. 
Highly flexible systems are therefore required for a manufacturer to survive 
and to thrive in this mid-volume, mid-variety paradigm. 

Building on the advancements in numerically controlled (NC) machines, 
the group technology methods, and information technology, flexible manu- 
facturing systems (FMSs) were created to meet the new challenges. An FMS 
is a set of automatic machine tools or fabrication equipment linked together 
by an automatic material handling system and controlled by a computer 
system for the flexible fabrication of parts or assembling of products that 
fall within predetermined families. A part is fixed on a fixture which is in 
turn mounted on a pallet, and is delivered to a machine for processing. The 
required tools for the operation are stored in the machine's tool magazine, 
and are automatically installed as needed. Once the operation is finished, the 
part is removed from the machine, and automatically transferred to the next 
machine for processing with minimum human intervention. Under adequate 
computer control, an FMS should be able to switch from one part type to a 
completely different part type, and should be able to respond to unforeseen 
and unpredictable disturbances such as urgent orders, machine breakdowns, 
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or unavailability of raw materials. For a general description of FMSs, please 
see [29] and [25]. 

1 . 1  C l a s s i f i c a t i o n  o f  F M S  

From system operation's point of view, FMSs can be classified into two cat- 
egories according to [34]: "flexible flow systems" and "general flexible manu- 
facturing systems" (called the "general flexible machining systems" in [34]). 
Flexible flow systems are designed to produce a few "similar" part types in 
relatively large volumes. Consequently, machine layouts are similar to those of 
conventional flow lines, and most part types follow the same serial production 
stages. General flexible manufacturing systems are designed to manufacture 
a wide variety of part types simultaneously. They are thus similar to conven- 
tional job shops, and permit a random routing of part types. These systems 
could either be dedicated to produce a fixed set of part types with required 
ratios, or be of general purpose to produce a wide variety of part types within 
a family to satisfy time varying demand. 

1 . 2  K e y  I s s u e s  i n  O p e r a t i n g  a n  F M S  

Effective planning and operation of an FMS's production is a very important  
task. The problem, however, has been recognized to be extremely difficult 
because of the following factors: 

- the complicated processing environment, including the simultaneous con- 
sideration of machines, pallets, fixtures, tools, finite buffers and transporta- 
tion with the possibility of deadlocks; certain multi-axle machines may 
process multiple parts at the same time and require the synchronization of 
parts, etc.; 

- combinatorial nature of integer optimization; 
- the large sizes of real systems; and 
- the need for fast and almost real time responses. 

To overcome the above difficulties, decisions in practice are often made 
top down in a hierarchical order. The following five problems were identified 
in [41]: 

- Par t  type selection. From the set of part types to be produced, select a 
subset for simultaneous processing over some period of time. 

- Machine grouping. Parti t ion the machines into groups so that the machines 
belonging to a particular group are identically tooled and can perform the 
same set of operations. 

- Product ion ratio setting. Determine the ratios at which the part types 
selected above are to be produced. 

- Resource allocation. Allocate the limited number of pallets and fixtures 
among the selected part types. 
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- Part  loading. Allocate the operations and required tools among the machine 
groups. 

The above represents a hierarchical framework, where decisions are made 
in a top-down fashion. Many times, however, the lines between adjacent layers 
may not be clearly drawn, and integrated consideration of several layers, if 
possible, may turn out to be more effective. 

1.3 Scope of  This  C h a p t e r  

This chapter presents the state-of-art formulations and solution methodolo- 
gies for the scheduling of non-dedicated general flexible manufacturing sys- 
tems (corresponds to Resource allocation and Part loading in the above hi- 
erarchical framework). The issues may not seem to be control related on the 
surface. The readers will find out, however, that dynamic programming, La- 
grangian relaxation, and nonlinear programming, which are basic tools for 
the control community, play a key role in developing the latest generation of 
solution methodology. A case study presented in Sect. 4. is drawn from a flex- 
ible manufacturing system for the apparel industry. A number of important 
problems for the control community are then identified, and new promising 
research approaches indicated. 

2. P r o b l e m  F o r m u l a t i o n  

Since a non-dedicated general flexible manufacturing system is similar to a 
conventional job shop, we shall first present the formulation of a job shop 
scheduling problem. The presentation will be intuitive, without using equa- 
tions. For mathematically oriented readers, please refer to [27] for details. 
Differences between FMS vs. job shop scheduling will then be highlighted, 
and a mathematical formulation of an FMS for apparel production will be 
presented in Sect. 4. 

2.1 F o r m u l a t i o n  of  a Job  Shop Schedul ing  P r o b l e m  

As mentioned earlier, job shop is a typical layout for low volume high variety 
manufacturing. In a job shop, machines of similar functionality are grouped 
together in one area, such as all grinding machines in one area, all milling 
machines in another. A part then travels from area to area according to the 
established sequence of operations. Typical examples include machine shops, 
tool and dye shops, many plastic molding operations, and hospitals. Job shop 
scheduling problems take many different forms, include these presented in [33, 
2], and [32]. The formulations differ in the selection of variables, the modeling 
of constraints, and the choosing of objective function to be optimized. The 
following job shop formulation is based on [27]. 
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Suppose that  machines in a job shop belong to several machine types, 
and each machine type has one or multiple identical machines. Each part to 
be processed has to go through a sequence of operations, and each operation 
requires a machine of a particular type to process for a specific amount of 
time. The scheduling is subject to the following constraints: 

- Machine Capacity Constraints. The number of parts being processed on 
a machine type may not exceed the number of machines available at any 
time. 

- Operation Precedence. An operation cannot be started until its preceding 
operation has been completed. 

- Processing Time Requirements. Each operation must be assigned the re- 
quired amount of time for processing on the specified machine type. 

By appropriately selecting decision variables, all the above can be math- 
ematically represented as linear equality or inequality constraints. 

Many objective functions have been presented. The most common one is 
the "makespan," i.e. the span of time from the beginning of the first operation 
to the completion of all the parts to be scheduled. Without due dates in mind, 
schedules generated using this criterion many times behave poorly in terms 
of on-time delivery performance. Other objective functions include flow time 
(sum of all part  completion times), lateness and tardiness related penalties, 
throughput, and/or machine utilization. Lateness of a part is defined as the 
part's completion time minus its due date, and is positive when the part is 
completed late and negative when it is completed early. Tardiness is similar to 
lateness except that its value is set to zero when the part is completed early. 
The dominant goal of manufacturing scheduling, nevertheless, is generally 
recognized as on-time delivery of parts with low work-in-process inventory. 
This can be modeled as a weighted sum of tardiness and earliness penalties, 
where earliness of a part is the amount that the part's release time (beginning 
time of the first operation) leads an desired release time. 

The overall problem is thus to minimize the weighted tardiness and ear- 
liness penalties subject to the above mentioned constraints by selecting ap- 
propriate operation beginning times. Since all the constraints are linear and 
the objective function is part-wise additive, the model is "separable." This 
is essential for Lagrangian relaxation to be effective as will be explained in 
Sect. 3. 

2.2 D i f f e r e n c e s  b e t w e e n  F M S  a n d  J o b  S h o p  S c h e d u l i n g  

The major differences between FMSs and job shops from the scheduling's 
viewpoint include [22, 34]: 

- Alternative routing. Because of flexible hardware and software, FMSs gen- 
erally enjoy high routing flexibility. Although flexibility does exist for job 
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shops, it is usually not fully exploited especially during on-line operations 
because of the lack of timely information and real-time decision capability. 

- Buffer limitation. Buffers within an FMS are generally of finite capacity. 
Finite buffers can lead to blocking and starving of machines, and deadlock 
of the system. Buffer capacities in job shops are generally considered as 
infinite except in very few selected cases. 

- Transportation capacity and time. The issue of transportation exists for 
both job shops and FMSs, however, it is mostly ignored in the job shop 
literature. The issue becomes acute for FMSs because of limited work-in- 
process inventory caused by finite capacity buffers; tight coupling among 
the machines; and automated but limited transportation capability (e.g. 
having a finite number of automated guided vehicles or tow-line carts). 
Transportat ion itself is a complicated problem, and the coupling of trans- 
portat ion with part processing makes the problem even more complicated. 
For example, one may not be able to pre-determine the time required to 
transport  a part from one machine to another since this time depends on 
the locations of automated guided vehicles at the instant when the service 
is requested. 

- Reduction of the number and time required for setups. In FMS process 
planning, one generally at tempts to assign as many operations to a single 
setup as possible. This reduces the number of setups required for manu- 
facturing parts using an FMS. Furthermore, the programmability of in- 
structions for FMS operations reduces setup times between consecutive 
operations. 

- Deterministic but longer processing times. Since FMS operations are com- 
puter controlled, processing times are generally highly predictable. Because 
of the different process planning practice as mentioned in (4.4) and the at- 
tempt to have multiple identical parts clamped onto a single fixture, the 
processing time per machine load is generally much longer than it would 
be in an equivalent classical machining center. 

- Pallet, fixture, tool, and tool magazine limitations. The numbers of pallets 
and fixtures are limited. Par t  processing also requires various tools which 
are stored in the machine's tool magazine. The number of tools available 
and the capacity of the tool magazine are also limited. 

Some of the above features (e.g. alternative routings, finite capacity 
buffers, pallets and fixtures) have been addressed in the "extended" job 
shop literature and handled mathematically as mentioned above. Others (e.g. 
t ransportat ion time) have not been explicitly considered at a detailed level 
except in selected simulation studies. 
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3. S o l u t i o n  M e t h o d o l o g y  

Similar to the previous section, approaches for job shop scheduling will first be 
reviewed. Methods relevant to the scheduling of non-dedicated general flexible 
manufacturing systems will then be summarized. For a detailed presentation 
of general scheduling approaches, please see [33, 2, 36]. For a review of FMS 
scheduling approaches, including those for flexible flow systems and dedicated 
flexible manufacturing systems, please see [34]. 

3.1 Approaches  for Job  Shop Scheduling 

Given the economic and logistical importance of the scheduling problem, 
many of the early efforts centered on obtaining optimal schedules. Two promi- 
nent optimization methods are the branch and bound method [11]) and 
dynamic programming, e.g. [33]. However, it was discovered that job shop 
scheduling is among the hardest combinatorial optimization problems and 
is NP-complete [12]), and the generation of optimal schedules often requires 
excessive computation time regardless the methodology. 

In practice, material planning systems (e.g. MRP or MRP II) are often 
used for high level production planning. Since resource capacities are ignored 
in these systems, resulting schedules are generally infeasible. Simple heuristics 
or dispatching rules are often used to determine schedules at the local (re- 
source or machine) level. Many heuristic methods have been presented based 
on due dates, criticality of operations, operation processing times, and ma- 
chine utilization, e.g. [4]. Many artificial intelligence (AI) approaches also use 
heuristics for scheduling, e.g. [22]. These heuristic-based approaches usually 
generate feasible schedules fast, but it is difficult to evaluate the quality of 
the schedules. Also, most heuristics do not provide for iterative improvement 
of the schedules. 

Attempts to bridge the gap between heuristic and optimization ap- 
proaches have also been undertaken [1, 27, 44]. In [1], for example, a heuristic 
for job shop scheduling was developed based upon optimally solving single 
machine sequencing problems. A criterion for measuring machine busyness 
was developed, and the job sequence for the busiest machine (the bottleneck) 
was first developed. The job sequence for the next busiest machine was then 
determined, and the solution was fed back into the previously solved machine 
problem by a "locM re-optimization." 

Lagrangian relaxation has recently been developed to be an effective and 
practical method for job shop scheduling [27, 10, 7, 19, 46]. Similar to the 
pricing concept of a market economy, the method replaces "hard" machine ca- 
pacity constraints by using "soft" prices (i.e. Lagrange multipliers, or "shadow 
prices" in the economic literature). A part has to pay a certain "price" to 
use a machine at each time unit. Given the values of multipliers, the overall 
problem can be decomposed into smaller subproblems, i.e. one for each part 
to find the optimal beginning times of its operations. These subproblems are 
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much easier to solve as compared to the original problem, and solutions can 
be efficiently obtained by using dynamic programming. These prices are then 
iteratively adjusted based on the degree of constraint violations following 
again the market economy concept (i.e. increase the prices for over-utilized 
time units and reduce the prices for under-utilized time units). At the ter- 
ruination of such price updating iterations, a few constraints may still be 
violated. Simple heuristics are then applied to adjust subproblem solutions 
to form a feasible schedule satisfying M1 constraints. 

The resolution of the original problem is thus through a two-level ap- 
proach, where low level consists of solving individual subproblems. Coor- 
dination of subproblem solutions is done through the iterative updating of 
Lagrange multipliers at the high level to ensure near optimality of the overall 
solution. In the optimization terminology, the "dual function" is maximized. 
Furthermore, the "dual cost" is a lower bound on the optimal cost, and 
enables quantitative measurement of solution quality. Methods for maximiz- 
ing the dual functions include the commonly used subgradient methods, the 
reduced complexity bundle method [43], and the recently developed "inter- 
leaved subgradient method" [19] and "surrogate subgradient method" [47]. 

The basic job shop scheduling model and the corresponding Lagrangian 
relaxation method have been extended to consider machining centers with 
pallets and tool magazines [45]; finite capacity buffers, alternative routings, 
and machines with setup requirements [26]; and batch processing facilities 
such as heat treat ovens that can process multiple parts at the same time [28]. 
In all these cases, the separability of the formulation is preserved, and La- 
grangian relaxation has been successfully applied to obtain near-optimal so- 
lutions in a computationally efficient manner. 

3.2 M e t h o d s  for FMS Scheduling 

Most approaches for non-dedicated general flexible manufacturing systems 
mimic job shop scheduling methods with additional consideration of FMS 
features. In view of problem complexity, most approaches are based on heuris- 
tics, and shall not be elaborated here. Examples include [38, 40, 35, 37, 18]. 
Optimization-based approaches are limited, and include dynamic program- 
ruing [5]. The direct application of dynamic programming, however, suffers 
from the curse of dimensionality. For a detailed review of FMS scheduling 
approaches, please see [34, 13]. Other references include [21, 17, 30, 9]. 

4. A C a s e  S t u d y  o f  t h e  A p p a r e l  P r o d u c t i o n  

The section highlights the formulation and resolution of the apparel produc- 
tion scheduling problem presented in [42]. The problem was motivated by 
the issues faced by Cannondale Corporation, a manufacturer of clothing for 
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bicyclists (Cannondale also manufactures bicycles, separate from apparel). 
The FMS have 50 to 100 stations and over 100 machines, and one week of 
production consists of about  10 to 40 lots, where lot sizes typically range 
from 100 to 1000. A complicating factor is that  the time to process a produc- 
tion lot depends on the quanti ty of machines allocated to the cell in which 
the lot will be processed, and these scheduling and resource allocation deci- 
sions are highly coupled. An accurate and low-order model that  integrates 
scheduling and resource allocation was developed, and the model is solved us- 
ing Lagrangian relaxation. The combination of an accurate low-order model, 
Lagrangian relaxation, and the reduced complexity bundle method generates 
good solutions in a reasonable amount of time using data  from Cannondale 's  
factory, and shows the approach is practical. 

4.1 D e s c r i p t i o n  of  t h e  F M S  for  A p p a r e l  P r o d u c t i o n  

The backbone of the FMS under consideration is a circular, unidirectional, 
au tomated  material  handling system. The material  handling system has a 
fixed number of stations to host sewing machines. Since there are more sewing 
machines than stations, machines are on carts to facilitate quick movement in 
and out of stations to meet the demand. In this environment, a cell consists 
of a set of dedicated stations and machines where the FMS is programmed 
to route garments  between stations in the cell. Furthermore,  the cell exists 
only long enough to process its production lot, meaning that  once the lot 
is complete, the stations and machines used by the cell are released for use 
by future cells. The setup time of a cell is the time to move machines (if 
necessary), and the t ime to change threads on machines. For simplicity of 
presentation, they are ignored here. 

During processing, a garment and associated raw material  are at tached to 
a hanger and hangers are guided along a conveyor, which is a suspended track. 
To process a production lot in its cell, a specified sequence of operations must 
be performed on each garment.  Each operation has a set of eligible machine 
type(s), and requires a specified amount of time per garment.  A machine 
assigned to an operation is set up and dedicated to that  operation during the 
processing of the lot. Although a garment requires one machine to perform 
each operation, garments of the same lot can be processed in parallel by 
assigning multiple machines to that  operation. When a garment arrives at a 
station, the hanger is automatically stored in the buffer. After the garments 
previously in the buffer are processed, the operator removes the garment and 
required raw material  from the hanger, performs the operation, and puts the 
garment  back on the hanger. The material  handling system is programmed 
to route garments  according to the sequence of operations and the stations 
containing the machine(s) assigned to the operations. If the buffer(s) for the 
next operation are not full, the material  handling system takes the hanger 
and routes it to one of the machines assigned to perform the next operation. 
The machine chosen is the one with the fewest garments in its buffer. If  the 
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buffer(s) for the next operation are full, the current operation is blocked and 
cannot continue until an opening occurs. 

4.2 M a t h e m a t i c a l  P r o b l e m  F o r m u l a t i o n  

The formulation is an extension of the job shop scheduling formulation pre- 
sented above [27]. The due date de, tardiness weight we, earliness weight/3e, 
and lot size of lot f, f = 1, 2, .., L, are assumed given. The decision variables 
are the beginning time be to set up and process each lot ~, and the number 
of machines mejh of type h to allocate to operation j of lot f. The begin- 
ning time is an integer variable from 1 to K ,  where the scheduling horizon is 
divided into K equal t ime intervals. 

4.2.1 O b j e c t i v e  f u n c t i o n .  The objective function to be minimized is the 
weighted sum of production lot tardiness and lot release earliness to meet 
customer demand and to reduce work-in-process inventory, i.e. 

L 

rain d(be,mehh),  where d(be,me3h) = ~__,(weTe + ~eEe), (4.1) 
{be},{rnejh } e=-i 

where Te is the tardiness of lot £ defined as T = rnax[O, ce - de], ce is the 
completion time of lot f, Ee is the release earliness defined as Ee = max[0, s e -  
be], se is the desired s tar t  date of lot f. The beginning and completion times 
are related according to: 

ce = be + ue + te - 1, (4.2) 

where the beginning time be is defined to be the beginning of a t ime period, 
the completion time ce is defined to be at the end of a time period, ue the 
setup t ime for lot ~, and te the t ime to process all the garments of lot f. The 
time te to process lot f is the duration fi'om processing the first garment of 
the lot to the finish of the last garment in the lot. This t ime depends on the 
number of machines assigned to the lot. 

4.2.2 Lo t  p r o c e s s i n g  t i m e .  An accurate approximation to te can be de- 
rived by observing that  for a given allocation of machines, each lot has a 
bottleneck operation. Therefore te is the sum of three parts: 

1. t~ : the t ime to initially feed the bottleneck operation of lot f, 
2. t~: the t ime for the bottleneck to process all the garments in the lot once 

the bottleneck is fed, and 
3. t~: the time for the garments to finish operations downstream of the 

bottleneck once all garments have been processed at the bottleneck. 

For lot f, the maximum rate of the bottleneck operation is 

re = min[mej / te j] ,  (4.3) 
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where te3 is the per-garment processing time for operation j of lot ~ (tej 
is assumed to be independent of the eligible machine type selected or the 
operator  assigned as is essentially the case for Cannondale), and ruej is the 
total number of machines assigned to perform operation j .  The equation for 
mej is 

mej = ~ mejh >_ 1, (4.4) 
hE'~j 

where 7~ej is the set of machine types that can perform operation j of lot 2. 
The time to process all the garments on the bottleneck is the lot size 

divided by the rate of the bottleneck, or 

= X e / r e ,  (4.5) 

where Ne is the lot size. Equation (4.5) assumes that the bottleneck machines 
operate continuously during the time t~, and keeping these machines busy 
during that time can be achieved by following a flowline release policy such 
as kanban or drum-buffer-rope [14]. The other components of lot processing 
time t~ and t 3 are negligible in the case of Cannondale. 

Although the expression for te is an approximation, its accuracy was 
deemed satisfactory by simulating real cell configurations using SimFactory, 
a commercial software package. Also, constraints (4.3) through (4.5) clearly 
show the dependence of te on •edh, and thus the scheduling and capacity 
allocation decisions are interdependent. 

4.2.3 M a c h i n e  a n d  s t a t i o n  avai labi l i ty .  The availabilities of machines 
and stations are limited. Also, machines and stations assigned to lot f are 
unavailable to other lots during the time from be to ca. The total number of 
machines of type h, h = 1, 2, ..., H,  being used in each time period k must be 
less than or equal to Mkh, the total number of machines of type h available 
at that time, or 

L Jr 

}2  E _< Mk , k = (4.6) 
g = l  j = l  

h = 1, ..., H, 

where ~ek is one if lot g is active at time k (or, equivalently, if be < k < ca) 
and zero otherwise. In (4.7), the value of mejh for h ~ ~ej  is implied to be 
zero. 

Finally, the station availability constraints require that the total number 
of allocated machines of all types must be less than or equal to Sk, the 
number of stations available at each time/c (each assigned machine requires 
one station), or 

H g J~ 

E E _< : 1,..,t<. (4.7) 
h = l  l = l  j = l  
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Again, mejh is zero for h ~ 7/ej. 
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The optimization problem is to minimize (4.1) subject to constraints 
(4.2) (4.7). The objective function and the system-wide constraints (4.6) 
and (4.7) consist of sums of functions of individual lots. This characteris- 
tic will be exploited by decomposing the problem into lot subproblems using 
Lagrangian relaxation. 

4.3 So lut ion  M e t h o d o l o g y  

As presented in Sect. 3. our scheduling goal is to obtain good solutions in 
a reasonable amount of time and with quantifiable quality by using the La- 
grangian relaxation method. 

4.3.1 L a g r a n g i a n  re l axa t ion .  The method of Lagrangian relaxation forms 
a dual function by relaxing machine and station capacity constraints with La- 
grange multipliers {Wkh} and {Th}, respectively, and consequently decouples 
the lots. The relaxed problem is 

L 

JLR(Trk~,'tk) =-- min { Z ( w e T ~  + fleEe) + 
{b,},{.~,~} e: l  

K H L Je 

k = l  h = l  ~=1 j = l  

K H L d~ 

' fk[Z Z ~ 6,kmejh + sk - Ski}, (4.8) 
k=l h=l e=z i=l 

subject to constraints (4.2) (4.5). In the above, Skh and sk are slack variables 
for machine and station capacity constraints, respectively. 

The above minimization can be decomposed into individual lot subprob- 
lems: 

H d~ c~ 

R~= min {weT~+fl~Ee+ZZmgjh[Z(wkh+~-k)]}, (4.9) 
b~,.{m,~j:,} h = l  j = l  k=be 

subject to (4.2)-(4.5). 
Let R~ denote the optimal cost of the lot g subproblem. Then the La- 

grangian dual problem is [31, 3] 

m a x  dLR(:rkh, ~-k), (4.10) {~:,,.},b-~ } 

where now 
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K H K L K H K 

k = l  h = l  k = l  g = l  k = l  h----1 k = l  

(4.11) 
In the above, R~t ~ and R 3 are the optimal costs of the slack subproblems: 

R~h = rain {7rkhsk~}, (4.12) 

R 3 =  min {7kSk}. (4.13) 
O_<~k _<Sk 

4.3.2 Solving the subproblems. The number of possible cell configu- 
rations (i.e. allocation of machines to operations for a given lot) is enor- 
mous. However, several different configurations can produce the same lot 
processing time. For a given lot processing time, the cell configuration with 
the fewest number of machines producing that processing time is called a 
"minimum-machine configuration." To simplify subproblem solving but with- 
out loss of generality, only minimum-machine configurations are considered. 
The minimum-machine configurations for each lot and associated lot process- 
ing times are stored in the so called "cell configuration table." The method 
of solving the lot subproblems in (4.9) is then to enumerate all combinations 
of lot beginning time and lot processing time, where the lot processing time 
determines {m~j} via the cell configuration table. 

The worst-case number of enumerations is K 2, where all K lot beginning 
times and all K lot processing times are enmnerated. For a given b~ and te 
(therefore {m~j}), the values of mejh are determined so as to minimize the 
subproblem cost in (4.9), and this minimization can be easily carried out. 
The slack subproblem for Skh in (4.12) is easily solved by checking the sign 
of 7F~h; the subproblem for sk in (4.13) is solved similarly. 

4.3.3 So lv ing  t h e  dua l  p r o b l e m .  This dual problem is polyhedral con- 
cave, and the subgradient method [39] is commonly used to solve this type of 
problems. The method, however, may suffer from slow convergence as multi- 
pliers zigzag across ridges of the hyper-surface of the dual function. 

The bundle method [15] overcomes the slow convergence of the subgra- 
dient method by accumulating subgradients of points in a neighborhood of 
the current iterate and store them in a "bundle." The method then finds an 
e-ascend direction by solving a quadratic programming problem with com- 
plexity O(b3), where b is the number of elements in the bundle. The bundle 
method can also detect if e optimal solution is reached. It, however, the 
method becomes very computation intensive as the bundle size increases. 

The recently developed Reduced Complexity Bundle Method (RCBM) [43] 
reduces the complexity of O(b a) to O(b 2) by performing a projection of a bun- 
dle element onto a linear subspaee instead of solving a quadratic programming 
problem. The RCBM is used to update the multipliers. 
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4 . 3 . 4  O b t a i n i n g  a feas ib le  s chedu le .  Because of the relaxation of con- 
straints for an integer optimization problem, subproblem solutions generally 
produce an infeasible schedule, i.e. machine and/or  station capacity con- 
straints are violated. Other constraints are always satisfied since they were 
carried through to the subproblem level. A heuristic list-scheduling procedure, 
similar to that  presented in [27], is used to adjust subproblem solutions to 
form a feasible schedule. 

4.4 N u m e r i c a l  R e s u l t s  

The numerical results of six examples based on Cannondale 's  system are 
presented below. There are 9 machines types, 105 total  machines, and 60 sta- 
tions. All machines and stations are available throughout the time horizon of 
K = 50, where each t ime slot k represents one hour. The number of Lagrange 
multipliers is H K  + K = (9)(50) + 50 = 500. Each of the six examples repre- 
sents one week of work. The lots have various due dates and weights. RCBM 
was terminated when either of the following two conditions was met: C1) an 
e-optimal point was detected, or equivalently, when an optimal dual point lies 
within the ball of radius 5 centered at the current iterate, or C2) the duality 
gap is less than or equal to 1%. Table 4.1 summarizes each example. 

Table 4.2 shows the numerical results. In Tab. 4.2, the duality gap equals 
(primal cost - dual cost) / (dual cost). In all the examples here, the stopping 
condition C1 was met. The dual costs reported in Tab. 4.2 are therefore e- 
optimal,  but not necessarily optimal. The number of function evaluations 
shows the number  of times the dual cost was evaluated (i.e. the number of 
times the subproblems were solved). The CPU time is on the same 60 MHz 
personal computer.  

Table  4.1. Description of examples 

No, of 
Ex. lots 

2 10 7046 
3 20 4486 
4 25 7649 
5 30 7798 
6 35 7970 
7 40 8908 

No. of Ave. No. of No. of primal 
garments operations/lot decision variables 

6.4 
6.9 
6.6 
6.6 
6.5 
6.7 

74 
157 
189 
228 
264 
309 

The duality gap results in Tab. 4.2 show that  the primal schedules are 
16% to 29% from optimal. Although the dual cost provides a lower bound 
to the opt imal  primal cost, the optimal dual cost is not necessarily a tight 
lower bound. Despite the larger-than-desired duality gaps, the method still 
produces near-optimal  schedules, and does this in less than 3.5 CPU minutes 
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Table  4.2. Numerical results 

Primal Dual Duality 
Ex. cost cost gap 

1 221 191 16% 
2 200 155 29% 
3 341 283 20% 
4 430 369 17% 
5 380 316 20% 
6 524 411 28% 

No. RCBM 
iterations 

37 
37 
37 
30 
45 
33 

No. func. 
evaluations 

727 
543 
679 
621 
741 
450 

CPU time 
(min:sec) 

1:25 
1:29 
2:44 
3:01 
3:28 
2:26 

on a personal computer.  If desired, a tighter bound could be obtained by using 
a branch and bound enumeration procedure, where the primal and dual costs 
in Tab. 4.2 are used as initial bounds. A branch and bound method might 
not be practical due to the potentially large CPU time. 

5. New Promising Research Approaches 

Because of problem complexity, most approaches for FMS scheduling are 
based on heuristic rules. New opportunities, however, are emerging in view 
of the advancements in computer  technology, and progress in system theory 
and mathemat ica l  optimization. 

One potentially beneficial improvement is to on-line update  the multi- 
pliers. Although dynamic programming was not used in the case s tudy of 
Sect. 4. as a result of model simplification, it is generally needed to solve sub- 
problems when operation precedence constraints are involved. It  is known 
that  dynamic programming provide "closed-loop" solutions that  can react to 
system disturbances. Within the Lagrangian relaxation framework, however, 
dynamic programming are solved for a fixed set of multipliers. These multi- 
pliers are iteratively updated during the solution process, but are fixed at the 
termination of the algorithm. They thus are "open-loop" in nature, and can- 
not react to disturbances without being further updated. Consequently, the 
overall solution is "semi closed-loop." If the multipliers can be continuously 
updated using the latest information, closed-loop control can be achieved. 

In addition, future uncertainties can be proactively considered by using 
stochastic dynamic programming in place of standard dynamic programming,  
e.g. [8] to improve system performance. Within this stochastic framework, 
"ordinal optimization" [16, 6] turns out to be valuable to perform short sim- 
ulation runs so as to select a good dual solution to feed the heuristics [24]. 
This is because a good dual solution may not correspond to a good feasible 
solution in view of the heuristic nature of how feasible schedules are con- 
structed. One therefore has to t ry out several candidate dual solutions with 
high dual costs to find which one generates a good feasible schedule. In the 
stochastic setting, each dual solution is in fact a policy, indicating what to do 
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under which circumstance. The tryout of a single dual solution thus involves 
simulation, and is a very time consuming task. Ordinal optimization can be 
used to perform short simulation runs on selected candidate dual solutions to 
determine their "order" or "ranking." A winner of the short tryout is then the 
dual solution to be selected to feed to the heuristics, and rigorous simulation 
runs can then be performed to obtain performance statistics. 

Further improvement of the high level algorithm is needed to handle larger 
or more complicated cases. 

The investigation of heuristics based on the theory of stochastic processes 
to understand their properties (e.g. stability and performance bounds) be- 
yond performing brute force simulation is an exciting area, and exemplary 
work include [20, 13]. 

Deadlock has been mostly ignored in the scheduling literature. The com- 
bination of Petri  net and scheduling seems promising in deadlock prevention 
and resolution. Selected work includes [23]. 

Another challenge is to simultaneously consider machines and material  
handling. As mentioned in Sect. 2.2, the material  handling system itself is 
very sophisticated, and its interaction with machines further complicated the 
modeling and resolution process. Limited research includes [5, 37]. 
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This chapter presents a novel approach for task synchronization of a inanufac- 
turing work-cell. It provides an analytical method for solving the challenging 
problem in intelligent control, i.e. the integration of low level sensor data and 
simple control mechanisms with high level perception and behaviour. The 
proposed Max-Plus Algebra model combining with event-based planning and 
control provides a mechanism to efficiently integrate sensing, planning and 
real time execution. It also enables a planning and control system to deal 
with the tasks involving both discrete and continuous actions. Therefore, 
task scheduling, which usually deals with discrete type of events, as well as 
action planning, which usually deals with continuous events, can be treated 
systematically in a unified framework. More important, the unique feature of 
this approach is that interactions between discrete and continuous events can 
be considered in the same framework. As a result, the efficiency and reliabil- 
ity of the task schedule and action plan can increase significantly. A typical 
robotic manufacturing work-cell is used to illustrate the proposed approach. 
The experimental results clearly demonstrate the advantages of the proposed 
approach. 

1. I n t r o d u c t i o n  

The tasks in a robotic system involve multiple segments of actions, such 
as moving a robot, making contact or picking up a part. All segments are 
connected or dependent upon each other logically and temporally. Task plan- 
ning for such systems involves two issues: determining the sequence of actions, 
called task scheduling, and planning the actions them-self, called action plan- 
ning. Therefore, the problem of designing a robotic system amounts to solving 
a three level problem: task scheduling, action planning and control, as shown 
in Fig. 1.1. In the task scheduling level, only discrete events are considered. 
The result of task scheduling is a sequence of logical commands. Various 
methods have been proposed for this type of task scheduling, including op- 
eration research type of approaches [11], heuristic approaches [9, 7, 15, 16], 
AND/OR graph approach [6], Petri Net approach [8], as well as the recently 



246 T.-J. Tam et al. 

developed discrete event system approach [3]. Various methods have also been 
proposed to solve the problem of robotic action planning [10, 17, 19]. 

However, task scheduling, action planning and control have been treated 
as separate problems. The basic reason for this kind of approach is that 
there does not exist a model or framework which could describe both the 
scheduling and planning levels of the system. Furthermore, no efficient and 
simple method could be found to analyze and design systems involving both 
discrete and continuous events. However, in order to increase the efficiency, 
reliability and safety of robotic systems, the consideration of task scheduling 
and action planning in a unified framework could be an important  step. 
For instance, an execution failure of action control could cause down time 
for the entire system. However, if the task schedule can adapt to this kind 
of unexpected event, the failure can be automatically corrected so that a 
local disturbance will not become a global one. Obviously, this requires an 
interaction between the different levels of design. 

The challenge is to develop a mechanism for integration of high level sys- 
tem behaviour and perspective with low level system control and sensing 
to achieve an intelligent task scheduling, action planning and control. The 
major difficulty in developing a method for modeling, analysis and design 
of integrated schedule, plan and control of robotic systems is that such sys- 
tems involve both discrete and continuous events. These are so called hybrid 
systems [4, 5]. 

For several years, considerable effort has been made to investigate hybrid 
systems. A three layer hierarchical model of controller and planner was in- 
troduced [14] by adding a high level monitoring layer to a basic system in 
order to deal with discrete decisions. Recently, several new methods have 
been proposed for designing a hybrid system. Nerode et al. [13] present a 
Computer-Aided Control Engineering environment which support automatic 
generation of automata that  simultaneously comply with discrete and con- 
tinuous dynamics. Bencze et al. [2] design a Real-time/Boolean Translator 
to interface between decision-making logic and manipulator controller. Mc- 
Carragher et al. [12] applied hybrid system structure to formulate transitions 
between constrained motions for a peg-in-hole task in a robotic manufac- 
turing system. However, these methods are either heuristics or one-of-a-kind 
designs. 

This chapter presents a novel analytical method for modeling and de- 
sign of hybrid system. First, a Max-Plus Algebra model of a manufacturing 
work-cell will be introduced. The relationship between discrete events and 
continuous events involved in the system will be described by the Max-Plus 
Algebra dynamic model. Combining the Max-Plus Algebra model with the 
event-based planning and control scheme, and incorporating a multi-sensor 
data  fusion scheme, an integrated sensing, planning and control scheme is 
obtained. Finally, the experimental results for the robotic operation in the 
manufacturing work-cell clearly demonstrate the advantages of the method. 
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2. A Max-P lus  Algebra Model  

As shown in Fig. 2.1, a manufacturing work-cell considered in this chapter 
consists of a pair of robotic manipulators,  a controlled disc conveyor, and 
a sensing system. Three-dimensional parts are distributed on the disc con- 
veyor. In this manufacturing work-cell a task can be assembly, disassembly, 
or sorting etc. 

Usually, each single task contains a sequence of the robotic operations 
and the disc operations. All of these operations could be considered as dis- 
crete events which are happened sequentially or concurrently. The Max-Plus 
algebra provides a mathemat ica l  tool such that  we are able to model and 
analyze this kind of discrete event system easily. The most important  step in 
modeling and design is to determine a task reference for the robotic opera- 
tions and the disc operations. The task reference provides a reference frame 
for task scheduling and action planning. It  should be directly related to the 
states of the execution of the task, which could be determined by the sensory 
information. Hence, task scheduling and action planning become processes of 
designing the relationship between a task or action with respect to the task 
reference. 

~Zc 1 Y c 2 ~  c2 
'Z 2 

Zc 2 
Zl 

Fig. 2.1. Dual arm manufacturing work-cell 
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A simple parts inserting task is considered as an example in this dual 
robot manufacturing work-cell. The sequence of the robotic operations and 
the disc operations can be described as the following: 

- The disc conveyor rotates an angle such that the robot rl can pick up a 
part Px at location ~b on the disc; 

- The disc conveyor rotates an angle such that the robot r2 can pick up 
another part P2 at location gd; 

- -  Both robots move to the location gc and insert the parts, where we assume 
that the distance between the robots is close enough to be ignored; 

- The robot rl lifts the finished product to location ~ ;  
- The disc conveyor rotates an angle such that the robot r2 can pick up a 

part again at location ~g on the disc conveyor; 
- The disc conveyor rotates an angle such that the robot r~ can pick up 

another part at location ~b on the disc conveyor. 

It can be easily shown that there exists a definition of normalized location 
for any concurrent process of a robotic system such that the process can be 
represented by a two dimensional diagram, the so called timing diagram as 
Fig. 2.2. The variable ti represents the nominal time required to complete 
the corresponding action. 

Normalized 
Location 

~d 

r 1 

rl-rObotl r2-robot2 

Xl x2 x3 x4 time 

Fig. 2.2. Timing diagram of the robotic operations 

Designing the task reference is the same as determining a sequence of 
events in Fig. 2.2, which happen sequentially, called a critical event sequence. 
The time to complete critical event sequence will determine the total time 
of execution of an assembly cycle. Therefore the task reference will represent 
the temporal relationship between different events. In addition, it is also 
required that the rest of the events in the manufacturing work-cell which 
happen concurrently with critical event sequences can be referenced to the 
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events involved in the critical event sequence. This will represent the spatial 
relationship amongs t  different events. The  task reference variable will be the 
combinat ion  of all act ion reference variables associated with the events in the 
critical event sequence. 

A Max-Plus  Algebra Model is proposed to analyze and determine the 
critical event sequence. Let 

x i ( k )  - The time to the kth occurance of event i. 

u i ( k )  - The time to the kth occurance of 
input  (or disturbance) i. 

y i (k )  - A function (or observation) of 
{ x i ( k ) : i = l , 2 , . . . , n } .  

t j  - The t ime taken to complete a single 
segment of task (segment j) .  

A Max-Plus  Algebra  Model is 

X ( k + l ) = A Q X ( k ) O B ® u ( k )  
r ( k )  = c ® x ( k )  

where £ 
z(k)  •  ;ax, Y(k) • •  max, 

and 

(2.1) 

~}~max = ~}~ U {--(iX:)}, @ : Max operat ion,  ® : Plus operation.  

It can be proved tha t  {Nmax : O ,®}  is an idempotent  and commuta t ive  
semi-field with zero element c = - e c  and identi ty element e = 0. 

The  system described by Fig. 2.2 can be modeled by (2.1) with: 

X(/,c) = x 2 ( k )  %(~) = [ "//'1(/~) ] Y ( k )  = y2(k )  " 

x4 (k )  y4(]~) 

A = 

~ c t5 
c t4 

c c t2 q- t4 t l  + tu 
c c t2 -4- t3 + t4 t l  q- t3 -4- t5 

e 
c 

B =  
tl 

t t  + t3 

C 
e 
t2 

t2 + t3 

, C =  

e ~ c 
c e c 

C 
C 
C 
e 



Task Synchronization in a Work-Cell 251 

where xi (k)  is the time at which the event xi in Fig. 2.2 happens for the 
]~th time; yi(k)  is the observation of xi(k) .  For instance, x l ( k )  is the time 
at which robot 2 picks up a part  fl'om location ~b for the k TM time. In this 
case, y l (k )  is simply x l (k ) ,  ui(k)  is the time at which certain outside input 
occurs for the k TM time. ul (k )  here means the time when the part  for the 
robot 1 arrives the picking position, u2(k) is the time when the part  arrives 
the picking position for the robot 2. The state transition relation in Fig. 2.2 
can be written as 

$1(~) 
x2(k) 
x3(k) 

X4(~) 

= m a x  {x4(]~ - 1) + ts, Ul(/C -- 1)} 
= max {x3(k - 1) + t4, u2(k - 1)} 
= max {x4(k - 1) + tl + ts, x3(k - 1) + t2 + t4, 

Ul(k - 1) + t l ,  u 2 ( k  - 1) + t2} 

= max {x4(k - 1) + tl + t3 + ts, 
xa(k - 1) + t2 + t3 + t4, 
Ul(]~-- 1) -~ tl + t3, U2(k - -  1) ~- t 2 ~- t3} 

(2.2) 

The system (2.1) has the solution [1] 

k-1 

x (k)  = A ~ o X(o) ~ Z 
j=O 

[A k- j -1 ® B ® u(j)] . 

From the order of {x i (k )}  in the above solution, a sequence of critical events 
can be determined. Therefore, the task reference is obtained according to the 
critical event sequence. 

In addition, the time period of the assembly process 

T = m a x { x l ( k )  - x l ( k  - 1 ) , x 2 ( k )  - x 2 ( k -  1), 
. . . X 4 ( ~  ) -- X4(~  -- 1)} 

: [ X l ( ~  ) - -  X l ( ~  - -  1)] ® [x2 (k )  - x2(k - 1 ) ] @  

"''  @ [ x 4 ( k )  - x 4 ( ~  - 1)] 

can also be obtained from the system model (2.1). 

Remark 2.1. It  can be shown [1] that  an eigenvalue A and the corresponding 
eigenvector u exist for the matr ix  A defined in (2.1). They can be defined by 

A ® v = A @ ~ .  

It  can further be shown that  the cycle time of the manufacturing work-cell can 
be determined by the eigenvalue of A, A. As a mat te r  of fact, the throughput  
rate is I/A. 

Remark 2.2. The performance of the manufacturing work-cell is completely 
determined by matrices A, B, and C. They can be designed to optimize the 
system performance. In other words, the Max-Plus Algebra also provides an 
analytical model for design and optimization of manufacturing systems. 
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By the definition of u~(k), the input of the system (2.1) is a time of 
part arriving. In other words, when we solve the Max-Plus Algebra equation 
(2.1), it is necessary to have complete states of the parts, i.e. their position, 
orientation and velocity so that  the time that  parts arrive can be determined. 
A multi-sensor data  fusion scheme is then developed for this purpose. 

3.  C e n t r a l i z e d  M u l t i - S e n s o r  D a t a  F u s i o n  

In order to make a task schedule for a sequence of robotic operations in real 
time, the states of the parts in the robotic task space, such as their position, 
orientation and velocity, have to be determined by the sensing system. This 
sensing system, in the proposed manufacturing work-cell, includes two types 
of sensors, two uncalibrated CCD cameras and an encoder mounted in the 
disc conveyor. Since the position and orientation of the cameras are unknown, 
any individual sensor is not able to give three-dimensional information of the 
parts in the robotic task space. A centralized multi-sensor fusion scheme, 
which fuses the raw sensory data from both cameras and the encoder, has 
been developed to determine the complete states of the parts in the robotic 
task space, as shown in Fig. 3.1. 

~ Preprocessing ~[ 

~ Preprocessing [ 

P epro,es    

~ Data 
Alignment & 
Association ---•F Part States 

unction of Data fusion : 

Fig. 3.1. Multi-sensor data fusion scheme 

First of all, a set of coordinate frames has to be introduced. As shown 
in Fig. 2.1, Oc~ is the optical center of the camera coordinate frames 
Oc~ Xc~Yc~ Z¢~, and O~ Z~ is the optical axis of lens of ith camera (i = I, 2). 
OIXIYIZ: and OaXaYaZa are the fixed and the attached disc coordinate 
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frame respectively. The O / Z /  and O~Z~ are coincident. The robots are uni- 
formed by the frames O~X~YiZi (i = 1, 2). 

It should be noted that,  in this work, it is not necessary to know the exact 
relationship between camera coordinate frames or between the camera and 
the world frame, which implies that  camera calibration is unnecessary. We 
have developed an calibration-free stereo vision algorithm [18], which has the 
ability of providing position information of any point in the disc attached 
frame O~X~Y~Z~. In other words, the data in the two camera frames are 
transformed into the frame O~X~Y~Z~ through the vision algorithm. This is 
the first step of our data  fusion scheme. 

Next, each part on the disc conveyor can be represented in the O~XaY~Z~ 
by a set of finite points, whose coordinates have been provided by the visual 
s e n s o r s ,  

{Pa,i[P~,~ = (Xa,i ,Ya,i ,  Za,i)r;  i = 1 ,2, . . . ,n}.  

The position of the centroid is recognized as the location of the part,  which 
is calculated by 

p ~ c ~ n = l  i:~p~ 
' n , i .  

i=1 

Assmning each geometrical point has unit mass, the inertia matrix can be 
expressed by 

[ i~x i~y i~z ] 
M = iyx iyy iyz , 

i~x i~y izz 

where ix ,  = E i = t  ( a , i - -  a . . . .  )(~a,i--t~ . . . . .  ) and )~, ~ = x, y, z. The principal 
axis of maximum inertia I~, then, is considered as the orientation of the part, 
which can be determined by the eigenvector of the maximum eigenvalue of the 
matr ix M. Therefore, the configuration of the part  in the frame O,~X~Y~Z~ 
is obtained by knowing the pair (P~ . . . . .  Ia). 

Furthermore,  the state of the part in the fixed disc coordinate frame 
Of X f Y f Z f  is given by the follows: 

P s  . . . .  = 

I/  = Rz~(O(t))I~, (3.1) 

where O(t) is the angle of the disc conveyor measured by the encoder, and 
Rz± (O(t)) is a rotational transformation around Z I axis. Since all parts are 
stationary relative to the attached disc conveyor, linear velocity of the part 
in the fixed disc frame can be described as 

Pf ..... = _Oz~(O(t) )O(t)P~ . . . .  

irs = Rz~(O(t))O(t)Ia, (3.2) 

where O(t) is the angular velocity read from the encoder. Equations (3.1) and 
(3.2) show how the absolute position, orientation and velocity of the part can 
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be obtained from relative information in the attached disc frame through the 
usage of encoder measurement  O(t) and t)(t). 

Lastly, a t ransformation exists between the fixed disc coordinate frame 
and each of the robotic fl'ames, which is given by the rotational transforma- 
tion matr ix  R ~ I  and translational transformation matr ix  T~f  (i = 1, 2). A 
fusion function is described as follows: 

p i  i . . . . .  = R ,o fRz , (O( t ) )P~  . . . .  + T,~I 

I ;  { = R.ofRz±(O(t))I=,  (3.3) 

and 

: R~fRz, (O(t))O(t)Pa . . . .  
i = R , f R z s  (8(t))O(t)Ia. (3.4) 

Equations (3.3) and (3.4) show that,  based on the data  from different types 
of sensors, the coordinates of the parts  have been transferred from relative 
coordinate frame to world frame. A complete information of the parts  in 
robotic task space is, then, available for scheduling robotic operations. 

4.  E v e n t - b a s e d  P l a n n i n g  a n d  C o n t r o l  

The robotic systems or the disc conveyor has its own special action reference. 
The tasks and actions of the robotic system and the disc conveyor should 
be synchronized and coordinated according to the given action reference. 
Traditionally, this reference is the time, which means that  a task schedule or 
action plan is usually described with respect to the time. It is understandable 
to use t ime as the action reference since it is easy to obtain and be referenced 
by different entities of a system. 

An event-based planning and control method has been successfully applied 
to a robotic operation with a single segment [19]. An intuitive idea of this 
method is to introduce a new action reference variable different from time. It 
is related to the measurements of system directly. Instead of using t ime as the 
action reference, the action plan or the desired system input is parameterized 
by using the new reference variable. This action reference can be designed to 
carry the sensory information, which is needed for a planner to adjust and 
modify the original plan to generate the desired system input. As a result, 
the desired system input becomes a function of the system output  and the 
sensory measurements.  This gives a real t ime planning process to adjust and 
modify the plan based on the system output  and sensory information. The 
event-based planning and control method is shown in Fig. 4.1. 

Figure 4.1 shows a slight difference from the traditional planning and 
control system block diagram. A block, which is called "actiott reference", is 
involved. The function of this block is to generate the action reference for the 
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Fig. 4.1. Event-based planning and control 

planner based on the system output  measurement. The planner then gives 
a desired system input relying on this reference. From system point of view, 
here the planner becomes an investigation/decision agent. This agent gives 
the robotic system an ability to deal with unexpected or uncertain events. 
Based on the action reference variable s, the desired plan, yd for a single 
event can be planned as 

yd = yd(8). 

Additionally, since the action reference is capable of being computed at the 
same rate as that  in feedback control loop, a quick modification of the plan 
is allowed. In other words, the event-based planning and control scheme is 
able to deal with not only discrete unexpected events and uncertainties, but 
continuous unexpected events and uncertainties, such as system parameter  
drifting, modeling error etc. 

As discussed in Sect. 2. the task in the manufacturing work-cell, usually 
contains a sequence of events, such as the robotic operations and the opera- 
tions of the disc conveyor. The action references of these events are mostly 
different from each other. In order to extend the event-based planning and 
control method to handle multiple events, a unified action reference is cre- 
ated. This action reference is able to integrate the information of temporal, 
and spatial as well as logical connection and dependency of the different 
events. Now the function of the action reference block, as shown in Fig. 4.1, 
is improved to provide not only the action reference variable, but a logical 
command to switch to different action reference for different individual ac- 
tion. Hence, the schedule of these different actions is able to be implemented 
by switching the definition of the action reference with respect to the task ref- 
erence determined by the Max-Plus Algebra model. This scheme is illustrated 
in Fig. 4.2. 

Figure 4.2 shows that,  based on the sensory measurements, the task refer- 
ence block integrates two types of commands: continuous command, i.e. the 
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action reference variable, and discrete command, i.e. the logical command 
for switching action references. We can realize that the action planning for 
all concurrent actions in the overall system can be eventually described by 
function of the task reference variable. Hence, the synchronization of concur- 
rent events is implemented through the task reference variable. Furthermore, 
the task reference is dependent on the sensor measurement of both robotic 
system and disc conveyor. Therefore, the sensing, the planning and control 
are well integrated through an unified action reference. 

5.  E x p e r i m e n t a l  R e s u l t s  

An experimental system has been setup in the Center for Robotics and Au- 
tomation at Washington University in St. Louis. It consists of two PUMA560 
robot manipulators and a controllable disc conveyor. The diameter of the 
disc conveyor is 0.9 m. The maximum angular speed is 0.175 rad/s.  

The vision system consists of two CCD cameras for stereo setup. The 
image resolution is 256 × 256. The Intelledex vision processor is based on a 
16MHz Intel 80386 CPU. It interfaces to the main computer, an SGI IRIX 
4D/340VGX. Visual measurements are sent to SGI by a parallel interface. 
The robot is controlled by a UMC controller that also interfaces to the SGI 
computer through memory mapping. The Planning and control algorithm of 
the robotic manipulator and the disc conveyor run in SGI. The parts used 
in the experiment are three bolts, which have different diameters (0.015 m, 
0.012 m, and 0.008 m), and different height (0.11 m, 0.085 m, 0.045 m). Here, 
tasks assigned in this work-cell are to let robot pick up the parts in order 
of their height, from highest to lowest, and move each of the parts to three 
different specific locations. 

The experimental results are shown in Figs. 5.1 and 5.2. In Fig. 5.1, the 
trajectories of the robot and the bolts in X Y Z  coordinates are shown. This 
result demonstrates that,  through a unified action reference, the sensing, 
planning and control are well integrated, and the tasks and the actions in the 
work-cell are synchronized. 

Figure 5.2 shows that the robot was stopped by an obstacle in the time pe- 
riod [14.923 s, 20.255 s] while approaching the second specific dropping place. 
Since the action plans for the robot and the disc conveyor are functions of the 
task reference variable which is determined by the output measurement of the 
robot and the disc conveyor, the task reference variable stops increasing as 
well. As a result, the disc conveyor also stops. Once the obstacle is removed, 
robot and disc conveyor start moving again. Without any rescheduling or re- 
planning, the assembly process seamlessly resume. This experiment demon- 
strates that  the method of the extended event-based planning and control is 
capable of coping with unexpected events occurring during the execution oI 
an operation. 
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6. C o n c l u s i o n s  

A new integrated sensing, planning and control method for robotic work- 
cell has been proposed. Based on the output of the centralized multi-sensor 
data fusion scheme, a Max-Plus Algebra model has a recursive solution such 
that a task reference can be determined, and an unified action reference 
variable can be obtained, which carries all the information obtained from 
sensors of the system. This enables the event-based planning and control 
method be extended to deal with multiple tasks. Therefore, all operations 
are synchronized by the unified action reference. Furthermore, the system 
is capable of coping with uncertainty and unexpected events. Contending 
with uncertainty and unexpected events is extremely important for achieving 
intelligent, robust and ei~cient performance for robotic systems. 
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In this survey chapter,  we present some of the issues in designing algorithms 
for the control of distributed, multi-agent systems. The control of such sys- 
tems is becoming an increasing issue in many areas owing to technological 
advances which make it possible to take "legacy" systems to new levels of 
functioning and efficiency. Of specific interest to us in this chapter is ad- 
vanced air traffic management  (ATM) to increase the efficiency and safety 
of air travel while accommodat ing the growing demand for air traffic. ATM 
systems will replace the completely centralized, ground-based air traffic con- 
trol procedures. Within ATM, the concept of free flight allows each aircraft 
to plan four dimensional trajectories in real time, thus replacing the rigid 
and inefficient discrete airspace structure. These changes are feasible due to 
technological innovations such as advanced flight management  systems with 
GPS. In this chapter,  we propose a decentralized ATM architecture, in which 
some of the current air traffic control functionality is moved on board aircraft. 
Within this framework, we present the issues in hybrid systems verification 
and design for safe conflict resolution strategies between aircraft. Both coop- 
erative and noncooperative conflict resolution strategies are presented along 
with verification methods based on Hamilton-Jacobi  theory, au tomata  theory, 
and the theory of games. 

1. N e w  C h a l l e n g e s :  I n t e l l i g e n t  M u l t i - a g e n t  S y s t e m s  

To a large extent, control theory has investigated the very important  paradigm 
of Central Control. In this paradigm, sensory information is collected from 
sensors observing a material  process that  may be distributed over space. 
This information is t ransmit ted over a communication network to one center, 
where the commands that  guide the process are calculated and t ransmit ted 
back to the process actuators  that  implement those commands. In engineering 
practice, of course, as soon as the process becomes even moderately large, the 
Central Control paradigm breaks down. What  we find instead is distributed 
control: a set of control stations, each of which receives some data  and cal- 
culates some of the actions. Impor tan t  examples of distributed control are 
air traffic management ,  the control system of an interconnected power grid, 
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the telephone network, a chemical process control system. Although a Cen- 
tral  Control paradigm no longer applies here, control engineers have with 
great success used its theories and its design and analysis tools to build and 
operate  these distributed control systems. There are two reasons why the 
paradigm succeeded in practice, even when it failed in principle. First, in 
each case the complexity and scale of the material  process grew incremen- 
tally and relatively slowly. Each new increment to the process was controlled 
using the paradigm, and adjustments  were slowly made after extensive (but 
by no means exhaustive) testing to ensure that  the new controller worked 
in relative harmony with the existing controllers. Second, the processes were 
operated with a considerable degree of "slack." Tha t  is, the process was oper- 
ated well within its performance limits to permit  errors in the extrapolat ion 
of test results to untested situations and to tolerate a small degree of dishar- 
mony among the controllers. However, in each system mentioned above, there 
were occasions when the material  process was stressed to its limits and the 
disharmony became intolerable, leading to a spectacular loss of efficiency. 
For example,  most air travelers have experienced delays as congestion in one 
part  of the country is t ransmit ted  by the control system to other parts.  The 
distr ibuted control system of the interconnected power grid has sometimes 
failed to respond correctly and caused a small fault in one part  of a grid to 
escalate into a system-wide blackout. 

We are now a t tempt ing  to build control systems for processes that  are 
vastly more complex or that  are to be operated much closer to their per- 
formance limits in order to achieve much greater efficiency of resource use. 
The a t t empt  to use the central control paradigm cannot meet this challenge: 
the material  process is already given and it is not practicable to approach its 
complexity in an incremental fashion as before. Moreover, the communication 
and computat ion costs in the centrM control paradigm would be prohibitive, 
especially if we insist that  the control Mgorithms be fault-tolerant. What  we 
need to meet the challenge of control design for a complex, high performance 
material  process, is, we believe, a new paradigm for distributed control. It 
must distribute the control functions in a way that  avoids the high commu- 
nication and computat ion costs of central control, at  the same time that  it 
limits complexity. The distributed control must,  nevertheless, permit  central- 
ized authori ty  over those aspects of the material  process that  are necessary to 
achieve the high performance goals. We believe that  such a challenge can be 
met  by organizing the distributed control functions in a hierarchical architec- 
ture tha t  makes those functions relatively autonomous (which permits using 
all the tools of central control), while introducing enough coordination and 
supervision to ensure the harmony of the distributed controllers necessary 
for high performance.  
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1.1 A n a l y s i s  a n d  D e s i g n  of  M u l t i - a g e n t  H y b r i d  C o n t r o l  S y s t e m s  

One of the main incentives to move into the area of multi-agent large scale sys- 
tems is economic. Prel iminary studies indicate that  automation can improve 
coordination in air traffic management  systems, highway systems, chemical 
process control, power generation and distribution, etc. This in turn leads to 
performance improvement in terms of fuel consumption, safety, efficiency, and 
environmental impact.  To deal with complex systems, engineers use a combi- 
nation of continuous and discrete controllers. Continuous controllers are used 
primarily because interaction with the physical plant, through sensors and 
actuators,  is essentially analog, and continuous models and design techniques 
have been developed, used, and validated extensively. An equally compelling 
case exists for discrete controllers: since discrete abstractions make it easier 
to manage system complexity, discrete models are easier to manipulate,  and 
discrete abstractions more naturally accommodate  linguistic and qualitative 
information in the controller design. We will use the term "hybrid systems" 
to describe systems that  incorporate both continuous and discrete dynamics. 

1.1.1 M u l t i - a g e n t  s ca r ce  r e s o u r c e  s y s t e m s .  An important  class of sys- 
tems that  are well suited for hybrid control are multi-agent, scarce resource 
systems. Their common characteristic is that  many agents are trying to make 
use of a common, congestible resource. For example, in highway systems, 
the vehicles are agents competing for scarce highway space-time resources, 
while in air traffic management  systems the aircraft compete for air space 
and runway space. To achieve the common opt imum we should ideally have a 
centralized control scheme that  computes the global opt imum and commands 
the agents accordingly. A solution like this may be undesirable, however, for 
several reasons: 

- it is likely to be very computationally intensive, as a large centralized 
computer  is needed to make all the decisions; 

- it may be less reliable, as the consequences may be catastrophic if the 
centralized controller is disabled; 

- the information that  needs to be exchanged may be too expensive; and 
- the number  of agents may be large and/or  dynamically changing. 

If the performance degradation of a completely decentralized solution is 
unacceptable and a completely centralized solution is prohibitively complex 
or expensive, a compromise will have to be found. Such a compromise will 
feature semi-autonomous agent operation. In this case, each agent is trying 
to optimize its own usage of the resource and coordinates with "neighbor- 
ing" agents in case there is a conflict of objectives. It should be noted that  
semi-autonomous agent control is naturally suited for hybrid designs. At the 
continuous level, each agent chooses its own optimal strategy, while discrete 
coordination is used to resolve conflicts. Thus, the class of hybrid systems 
that  we will be most interested in is multi-agent systems, where the hybrid 



264 C.J. Tomlin et al. 

dynamics arise from the interaction between continuous single agent "opti- 
mal" strategies and discrete conflict resolution or coordination protocols. 

We have been involved in such a research program at Berkeley bringing 
to bear tools from control, robotics, and artificial intelligence into this frame- 
work. In addition to synthesizing diverse approaches and experiences into a 
unified paradigm, we will confirm or validate this new paradigm by using 
it for controlling our test processes. Thus, our program follows the classical 
pat tern of scientific progress: the first phase of "induction" or the integration 
of approaches and experiences that go beyond the current practice into a new 
paradigm which subsumes the current one; and the second phase of "deduc- 
tion" or the application of the new paradigm to concrete situations to test 
its validity. We have been guided in our choice of problems by a number of 
detailed case studies of large, complex systems with multiple agents arising 
in intelligent vehicle highway systems, air traffic management systems, and 
intelligent telemedicine. 

In this chapter, we will give the details of the broad program discussed 
above in the context of air traffic management systems. This is an area of 
great commercial and technological importance which has unfortunately not 
yet received the level of attention that it deserves from the research com- 
munity and exemplifies the broad issues discussed thus far. Section 2. gives 
a brief background of ATM. In Sect. 3. we discuss the architectural issues 
regarding ATM. Section 4. presents our view of ground and on-board air 
automation systems in the proposed distributed ATM system. In Sect. 5. 
we present hybrid system issues which arise in non-cooperative and coopera- 
tive conflict resolution. In particular, we discuss our approach to the design 
and verification of hybrid systems using Hamilton Jacobi theory, automata  
theory, and the theory of games. Some concluding remarks are in Sect. 6. 

2.  I n t r o d u c t i o n  t o  A i r  T r a f f i c  M a n a g e m e n t  

Air transportation systems are faced with soaring demands for air travel. Ac- 
cording to the Federal Aviation Administration (FAA), the annual air traffic 
rate in the U.S. is expected to grow by 3 to 5 percent annually for at least the 
next 15 years [8]. The current National Airspace System (NAS) architecture 
and air traffic management will not be able to efficiently handle this increase 
because of several limiting factors including inefficient airspace utilization, 
increased Air Traffic Control (ATC) workload, and out of date technology. 
In view of the above problems and in an effort to meet the challenges of 
the next century, the aviation community is working towards an innovative 
concept called Free Flight [23]. Free Flight allows pilots to choose their own 
routes, altitude and speed and gives each aircraft the freedom to optimize 
their routes based on criteria such as fuel consumption, avoidance of bad 
weather and other factors, referred to as User Preferred Routing or UPR. 
Aircraft flexibility will be restricted only in congested airspace in order to 
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ensure separation among aircraft, or to prevent unauthorized entry of special 
use airspace (such as military airspace). 

The economic benefits of Free Flight are immediate. Direct great circle 
routes, optimal altitudes, optimal avoidance of developing weather hazards 
and utilization of favorable winds will result in fuel burn and flight time op- 
erating cost savings. NASA studies [4] estimate that  in a free flight scenario, 
user preferred trajectories could have resulted in annual potential savings 
of $1.28 billion in 1995 and could result in $1.47 billion savings in 20051 . 
Free Flight is potentially feasible because of enabling technologies such as 
Global Positioning Systems (GPS), Datalink communications [9], Automatic 
Dependence Surveillance-Broadcast (ADS-B) [9], Traffic Alert and Collision 
Avoidance Systems (TCAS) [7] and powerful on-board computation. In ad- 
dition, tools such as the Center-TRACON Automation System (CTAS) [6] 
will serve as decision support tools for ground controllers in an effort to re- 
duce ATC workload and optimize capacity close to highly congested urban 
airports. 

The technological advances will also enable air traffic controllers to ac- 
commodate future air traffÉc growth by restructuring NAS towards a more 
decentralized architecture. The current system is extremely centralized with 
ATC assuming most of the workload. Sophisticated on-board equipment allow 
aircraft to share some of the workload, such as navigation, weather predic- 
tion and aircraft separation, with ground controllers. In order to improve the 
current standards of safety in an unstructured, Free Flight environment, au- 
tomatic conflict detection and resolution algorithms are vital. Sophisticated 
algorithms which predict and automatically resolve conflicts would be used 
either on the ground or on-board, either as advisories or as part of the Flight 
Vehicle Management System (FVMS) of each aircraft. The resulting air traf- 
fic management system requires coordination and control of a large number 
of semi-autonomous aircraft. The number of control decisions that have to 
be made and the complexity of the resulting decision process dictates a hi- 
erarchical, decentralized solution. Complexity management is achieved in a 
hierarchy by moving from detailed, decentralized models at the lower levels 
to abstract,  centralized models at the higher levels. Coordination among the 
agents is usually in the form of communication protocols which are modeled 
by discrete event systems. Since the dynamics of individual agents is modeled 
by differential equations, we are left with a combination of interacting dis- 
crete event dynamical systems and differential equations, the so called hybrid 
systems. Hybrid systems also arise in the operation of a single aircraft be- 
cause of flight mode switching. The use of discrete modes to describe phases 
of the aircraft operation is a common practice for pilots and autopilots and is 
dictated partly by the aircraft dynamics themselves. The modes may reflect, 
for example, changes in the outputs that the controller is asked to regulate: 
depending on the situation, the controller may try to achieve a certain air- 

1 Using forecasted air traffic demand for 2005. 
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speed, climb rate, angle of attack, etc. or combinations of those. We do not 
discuss these further in this chapter but refer the reader to [16]. 

3. A D i s t r i b u t e d  D e c e n t r a l i z e d  A T M  

One of the most important  conceptual issues to be addressed in the architec- 
ture of large scale control systems is their degree of decentralization. Com- 
pletely decentralized systems are inefficient and lead to conflict, while com- 
pletely centralized ones are not tolerant of faults in the central controller, are 
computat ionally and conceptually complicated, and are slow to respond to 
emergencies. 

The tradeoff between centralized and decentralized decision making raises 
a fundamental  issue that  has to be addressed by any proposed ATM. The 
current ATC system is primarily centralized; all safety critical decisions are 
taken centrally (at the ATC units) and distributed to the aircraft for execu- 
tion. Because of the complexity of the problem and the limited computat ional  
power (provided primarily by the human operators in the current system) this 
practice may lead to inefficient operation. 

A number of issues should be considered when deciding on the appropriate  
level of centralization. An obvious one is the optimality of the resulting design. 
Even though optimali ty criteria may be difficult to define for the air traffic 
problem it seems that ,  in principle, the higher the level of centralization the 
closer one can get to the globally optimal solution. However, the complexity of 
the problem also increases in the process; to implement a centralized design 
one has to solve a small number of complex problems as opposed to large 
number  of simple ones. As a consequence the implementation of a centralized 
solution requires a greater effort on the part  of the designer to produce control 
algorithms and greater computat ional  power to execute them. One would 
ideally like to reach a compromise that  leads to acceptable efficiency while 
keeping the problem tractable.  

Another issue that  needs to be considered is 7"eliability and scalability. 
The greater  the responsibility assigned to a central controller the more dra- 
matic  are likely to be the consequences if this controller fails. In this respect 
there seems to be a clear advantage in implementing a decentralized design: 
if a single aircraft 's  computer  system fails, most of the ATM system is still 
intact and the affected aircraft may be guided by voice to the nearest air- 
port. Similarly, a distributed system is bet ter  suited to handling increasing 
number  of aircraft, since each new aircraft can easily be added to the sys- 
tem, its own computer  contributing to the overall computat ional  power. A 
centralized system on the other hand would require regular upgrades of the 
ATC computers.  This may be an important  feature given the current rate of 
increase of the demand for air travel. 

Finally, the issue of flexibility should also be taken into account. A de- 
centralized system will be more flexible from the point of view of the agents, 



Advanced Air Traffic Automation 267 

in this case the pilots and airlines. This may be advantageous for example in 
avoiding turbulence or taking advantage of favorable winds, as the aircraft 
will not have to wait for clearance from ATC to change course in response to 
such transients or local phenomena. Improvements in performance may also 
be obtained by allowing aircraft to individually fine tune their trajectories 
making use of the detailed dynamical models contained in the autopilot. Fi- 
nally, greater flexibility may be preferable to the airlines as it allows them to 
utilize their resources in the best way they see fit. 

The focus of our research has been to strike a compromise in the form of 
partially decentralized control laws for guaranteeing reliable, safe control of 
the individual agents while providing some measure of unblocked, fair, and 
optimum utilization of the scarce resource. In our design paradigm, agents 
have control laws which maintain their safe operation and try to optimize their 
own performance measures. They also coordinate with neighboring agents and 
a centralized controller to resolve conflicts as they arise and maintain effi- 
cient operation. In the next section we present a control architecture that 
implements what we believe is a reasonable balance between complete cen- 
tralization and complete decentralization. 

4 .  A d v a n c e d  A i r  T r a n s p o r t a t i o n  A r c h i t e c t u r e s  

This section describes the balance between the ATM on the ground and in 
the air. Currently, ATC in the United States is organized hierarchically with 
a single Air Traffic Control System Command Center (ATCSCC) supervis- 
ing the overall traffic flow management. This is supported by 20 Air Traffic 
Control System Command Centers (ARTCCs), or simply Centers, organized 
by geographical area. Coastal Centers have jurisdiction over oceanic waters. 
For example, the Fremont (California) ARTCC has jurisdiction from roughly 
Eureka to Santa Barbara and from Japan in the West to the Sierra Nevada 
mountains in the East. In addition, around large urban airports there are Ter- 
minal Radar Approach Control facilities (TRACONs) numbering over 150. 
For instance, the Bay Area TRACON includes the San Francisco, Oakland 
and San Jose airports along with smaller airfields at Moffett Field, San Car- 
los, Fremont, etc. The TRACONs are supported by control towers at more 
than 400 airports. There are roughly 17,000 landing facilities in the United 
States serving nearly 220,000 aircraft. Of these the commercial aircraft num- 
ber about 6,000 and the number of commercially used airstrips is roughly 
the 400 that  have control towers. The overall system is referred to as Na- 
tional Airspace System (NAS) [11]. The main goal of both the ARTCCs and 
the TRACONs is to maintain safe separation between aircraft while guiding 
them to their destinations. 
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4.1 A u t o m a t i o n  on  t h e  G r o u n d  

In an effort to increase the runway throughput, airport capacity as well as 
reduce delays, fuel consumption and controller workload in the vicinity of 
highly congested urban airports, NASA has designed the Center-TRACON 
Automation System (CTAS) [6]. CTAS is a collection of planning and control 
functions which generate advisories to assist, but not replace, the controllers 
in handling traffic in the Center and TRACON areas. CTAS consists of three 
main components: the Traffic Management Advisor (TMA), the Descent Ad- 
visor (DA) and the Final Approach Spacing Tool (FAST). TMA and DA 
coexist and operate in Center airspace whereas FAST operates as a stan- 
dalone in T R A C O N  airspace. CTAS receives input from radar sensors which 
t ransmit  the aircraft state; from Center and TRACON controllers who allo- 
cate runways and routes to particular aircraft as well as alter the capacity or 
acceptance rate of the TRACON,  airport  or ru,lway; and finally from weather 
reports which include wind, tempera ture  and pressure profiles. The main out- 
puts of CTAS are arrival schedules which meet all the capacity, separation and 
flow rate constraints as well as advisories to Center or TRACON controllers. 
CTAS is currently being field tested at Denver and Dallas-Fort Worth. A sim- 
ilar ground system called User Request Evaluation Tool (URET) has been 
developed by M I T R E  Corp. [2] and is being field tested at Indianapolis. 

In our proposed ATM system, we will assume that  a ground system (ei- 
ther CTAS or URET)  will have jurisdiction over highly congested T R A C O N  
airspace, that  airspace structure exists inside the T R A C O N  and that  con- 
trollers have active control over aircraft in the TRACON,  sending the aircraft 
heading, speed and altitude advisories. The advisories provide a suggested 
arrival schedule at the destination airport,  which is designed to meet the 
announced arrival times while resolving conflicts. The schedule reflects com- 
promises between airline schedules as well as possible negotiation between 
ATC and the aircraft. 

4.2 A u t o m a t i o n  in t h e  A i r  

In the less congested Center airspace, aircraft are allowed to choose their own 
routes in the spirit of Free Flight. In addition~ aircraft may resolve poten- 
tial conflicts by inter-aircraft coordination. The role of the ATC in Center 
airspace is limited to performing ftow management ,  providing the aircraft 
with global information about  en-route traffic and weather conditions, as 
well as providing advisories in case aircraft are unable to resolve conflicts on 
their own. Currently, nominal trajectories through the airspace are defined 
in terms of waypoints, which are fixed points in the airspace defined by VOR 
(VHF Omni-Directional Range) points on the ground. The waypoints are a 
necessary navigation tool for aircraft which are not equipped with GPS. Way- 
points have resulted in a discrete airspace structure and an underutilization of 
airspace. On the other hand, they have resulted in a predictable environment 
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which allows controllers to resolve conflicts in congested airspace. GPS and 
Free Flight will remove this structure which will lead to greater efficiency and 
airspace capacity. Aircraft may choose their own routes instead of following 
a sequence of waypoints. However. inside the crowded TRACONs, airspace 
structure will be necessary in order to simplify the controller's task of landing 
aircraft while resolving conflicts. 
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Fig. 4.1. Proposed ATM structure 

In our proposed ATM structure, each aircraft is equipped with various 
planning and control algorithms. The aircraft will perform real time tra- 
jectory planning and tracking, conflict detection and resolution, as well as 
automatic mode switching. These smart aircraft will be extremely complex 
and each will be a large scale system in its own right. In order to reduce the 
resulting complexity and assist pilots in better  performing their task, each 
aircraft is modeled using the hierarchical structure shown in Fig. 4.1. The 
levels of architecture below ATC reside on the aircraft and comprise what 
is known as the aircraft's Flight Management System, or FMS. The FMS 
consists of four layers, the strategic, tactical, and trajectory planners, and 
the regulation layer. Higher levels of the FMS architecture are associated 
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with higher objectives and coarser models. Each layer of this architecture is 
described below. 

4.2.1 S t r a t eg i c  p l anne r .  The main objectives of the strategic planner are 
to design a coarse trajectory for the aircraft and to resolve conflicts between 
aircraft. The trajectory is designed from origin to destination in some opti- 
mal sense, and is frequently redesigned in order to adapt to changes in the 
environment, such as weather patterns, potential conflicts and airport traffic. 
Inside TRACONs, the strategic planner simply accepts the advisories of the 
controllers. In Center airspace, the strategic planners of all aircraft involved 
in the potential conflict determine a sequence of maneuvers which will re- 
sult in conflict-free trajectories, either using communication with each other 
through satellite datalink, or by calculating safe trajectories assuming the 
worst possible actions of the other aircraft [26]. Each strategic planner sends 
its most recently designed trajectory to the tactical planner in the form of a 
sequence of control points and/or  a maneuver. 

4.2.2 Tact ica l  p l anne r .  The tactical planner refines the strategic plan by 
interpolating the control points with a smooth output trajectory, denoted 
by yd in Fig. 4.1. The tactical planner uses a simple kinematic model of the 
aircraft for all trajectory calculations. Simple models are used at this stage 
since very detailed models may unnecessarily complicate the calculations, 
which are assumed to be approximate and have large safety margins. The 
output trajectory is then passed to the trajectory planner. 

4.2.3 T r a j e c t o r y  p lanne r .  The trajectory planner uses a detailed dynamic 
model of the aircraft, sensory data  about the wind magnitude and direction, 
and the tactical plan consisting of an output trajectory, to design full state 
and input trajectories for the aircraft, and a sequence of flight modes neces- 
sary to execute the dynamic plan. The flight modes represent different modes 
of operation of the aircraft and correspond to controlling different variables 
in the aircraft dynamics. A derivation of the flight mode logic necessary for 
safe operation of a CTOL (Conventional Take Off and Landing) aircraft is 
presented in [15]. 

The resulting trajectory, denoted Yd, Xd, and Ud in Fig. 4.1, is given to the 
regulation layer which directly controls the aircraft. The task of the trajectory 
planner is complicated by the presence of non-minimum phase dynamics [25, 
27] and actuator saturation [21]. 

4.2.4 R e g u l a t i o n  layer.  Once a feasible dynamic trajectory has been de- 
termined, the regulation layer is asked to track it. Assuming that the aircraft 
dynamic model used by the trajectory planner is a good approximation of 
the true dynamics of the aircraft, tracking should be nearly perfect. In the 
presence of large external disturbances (such as wind shear or malfunctions), 
however, tracking can severely deteriorate. The regulation layer has access 
to sensory information about the actual state of the aircraft dynamics, and 
can calculate tracking errors. These errors are passed back to the trajectory 
planner, to facilitate replanning if necessary. 
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The structure of the proposed Flight Management System leads to various 
interesting questions regarding hierarchical systems. First, the convergence 
of the overall scheme to an acceptable and safe trajectory needs to be shown. 
Due to the complexity of the overall system and very nonlinear nature of 
the continuous dynamics it is unlikely that  purely continuous or purely dis- 
crete techniques alone will be adequate in this setting. More elaborate hybrid 
techniques are needed. In addition, higher levels of the hierarchy use coarser 
system models or coarser abstractions. This raises the interesting notions of 
consistent abstractions or implementability, which is the ability of a lower 
level system to execute the commands of a higher level system. Preliminary 
work along this direction may be found in [22]. 

5. C o n f l i c t  R e s o l u t i o n  

The operation of the proposed ATM involves the interaction of continuous 
and discrete dynamics. Such hybrid phenomena arise, for example, from the 
coordination between aircraft at the strategic level when resolving a potential 
conflict. The conflict resolution maneuvers are implemented in the form of 
discrete communication protocols. These maneuvers appear  to the (primarily 
continuous) tactical planner as discrete resets of the desired waypoints. One 
would like to determine the effect of these discrete changes on the continuous 
dynamics (and vice versa) and ultimately obtain guarantees on the minimum 
aircraft separation possible under the proposed control scheme. 

Research in the area of conflict detection and resolution for air traffic 
has been centered on predicting conflict and deriving maneuvers assuming 
that  the intent of each aircraft is known to all other aircraft involved in the 
conflict, for both deterministic [13, 28, 24], and probabilistic [14, 20] models. 

In our research, we differentiate between two types of conflict resolution: 
noncooperative and cooperative [26]. In noncooperative conflict resolution, 
each aircraft involved in the conflict derives a safe avoidance maneuver  with- 
out coordinating with the other aircraft. Such a situation occurs when there 
is an emergency and there is not enough time to establish communication 
with other aircraft, as was encountered by Air Force I with a United Parcel 
Service aircraft over the coast of Ireland in June 1997. The safest action that  
this aircraft can take is to choose a strategy which resolves the conflict for 
any possible action, within bounds, of the other aircraft. We formulate the 
noncooperative conflict resolution strategy as a zero sum dynamical game of 
the pursuit-evasion style [10]. The aircraft are treated as players, aware only 
of the set of possible actions of the other agents. These actions are modeled 
as disturbances, assumed to lie within a known set but with their particular 
values unknown, and the aircraft solves the game for the worst possible distur- 
bance. The performance index for the game is the relative distance between 
the aircraft, required to be above a certain threshold (the Federal Aviation 
Administrat ion requires a 5 mile horizontal separation in en-route airspace). 
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Assuming that a saddle solution to the game exists, the saddle solution is 
safe if the performance index evaluated at the saddle solution is above the 
required threshold. The sets of safe states and safe control actions for each 
aircraft may be calculated: the saddle solution defines the boundaries of these 
sets. The aircraft may choose any trajectory in its set of safe states, and a 
control policy from its set of safe control actions; coordination with the other 
aircraft is unnecessary. 

The model used is a relative kinematic model for two aircraft, aircraft 
1 and aircraft 2, which describes the motion of aircraft 2 with respect to 
aircraft I: 

~ = -Vl  +v2  cos¢~ + ~ l y ~  

y~ = v 2 s i n C r -  ~ lx r  (5.1) 

in which (x~, yr, ¢~) is the relative position and orientation of aircraft 2 with 
respect to aircraft 1, and v~ and w~ are the linear and angular velocities of 
each aircraft. 

In cooperative conflict resolution, safety is ensured by full coordination 
among the aircraft. The aircraft follow predefined maneuvers, inspired by 
robot collision avoidance maneuvers, which are proven to be safe. The class 
of maneuvers constructed to resolve conflicts must be rich enough to cover 
all possible conflict scenarios. In this case, the predefined resolution protocols 
dictate a hybrid nature in the overall system. 

We will discuss these two scenarios in some detail now. 

5.1 Noncooperat ive  Conflict Resolution 

First, we describe our noncooperative conflict resolution design philosophy 
on a general relative configuration model in l~ n. Consider the system 

= f ( x ,  u ,  d) x ( t )  = x (5.2) 

where x E ~ n  describes the relative configuration of one of the aircraft with 
respect to the other, u E N is the control input of one agent, and d E :D is 
the control of the other agent. We assume that the system starts at state x 
at initial time t. Both U and T~ are known sets, but whereas the control input 
u may be chosen by the designer, the disturbance d is unknown. 

The goal is to maintain safe operation of the system (5.2), meaning that 
the system trajectories do not enter a prespecified unsafe region of the state 
space, called the Target set and denoted T with boundary 0T. We assume 
that there exists a differentiable function l(x) so that T = {x E i~ ~ I l(x) <_ 
0} and OT = {x E K~ n I l(x) = 0}. In this chapter, T represents the protected 
zone around the aircraft at the origin of the relative axis frame (Fig. 5.1). 

Suppose that the two aircraft are conflict-prone, and they cannot cooper- 
ate to resolve conflict due to any one of the reasons mentioned in the previous 
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[ x : l ( x ) ~ O j ~ ~ , ~  
Target Set pursuer 

v~R n 

Fig. 5.1. The evader and pursuer, with Target set and its outward pointing nor- 
mal u 

section. Then the safest possible s trategy of each aircraft is to fiy a trajec- 
tory which guarantees that  the minimum allowable separation with the other 
aircraft is mMntained, regardless of the actions of the other Mrcraft. Since 
the intent of each aircraft is unknown to the other, then this s t ra tegy must 
be safe for the worst possible actions of the other aircraft. We formulate this 
problem as a two-person, zero-sum dynamical  game of the pursuer-evader 
variety. Call the aircraft at the origin of the relative frame the evader with 
control input u, and the other aircraft the pursuer with control input d; the 
goal of the evader is to drive the system outside T whereas the worst possible 
action of the disturbance is to t ry to drive the system into T. We solve the 
dynamical  game for system (5.2) over the t ime interval [t, ts], where ts is 
defined as 

t f  = inf{z e ~ +  [ x('r) e T} (5.3) 

with initial s tate x at t ime t. If  t f  = ec, then for all possible control actions 
and disturbances the t ra jectory never enters T. The game is a variational 
problem without a running cost, or Lagrangian: we are interested only in 
whether or not the s tate  enters T. The cost J1 (x, t, u, d) is therefore defined 
as a function (only) of the terminal state: 

Jl(X, t, u, d) = l(x(ti)) (5.4) 

Given J l (x ,  t ,u ,  d), we first characterize the unsafe portion of OT, defined 
as those states x COT for which there exists some disturbance d E 79 such 
that  for all inputs u E / , / the  vector field points into T; the safe portion of 
0T  consists of the states x E 0T for which there is some input u E b/ such 
that  for all disturbances d C 79, the vector field points outward from T. More 
formally, we denote the outward pointing normal to T as 

Ol 
u = ~x(X(t i ))  (5.5) 

as in Fig. 5.1 which allows us to define 

Safe portion of OT {x COT : 3uVd uTf (x ,  u, d) > 0} 
Unsafe portion of 0T  {x E OT : Vu3d uT f ( x ,u ,d )  < 0} (5.6) 
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Given the above anatomy of OT, the game is won by the pursuer if the 
terminal state x( t / )  belongs in the unsafe portion of the boundary, and is 
won by the evader otherwise. It is clear that the optimal control u* E U is 
the one which maximizes Yl(x, t ,u ,d) ,  and the worst disturbance d* E D is 
the one which minimizes Yl (x, t, u, d): 

u* = a r g m a x J l ( x , t , u , d )  (5.7) 
uE/~ 

d* = arg min Jl(X, t, u, d) (5.8) 
dED 

The game is said to have a saddle solution if the cost J;(x ,  t) does not depend 
on the order in which the maximization and minimization is performed: 

J~(x, t)  = m a x m i n Y l ( x , t , u , d )  = m i n m a x J l ( X , t , u , d )  (5.9) 
uEN dED d E ~  uEU 

The concept of a saddle solution is key to our computation of the safe regions 
of operation of the aircraft, since a solution of (5.2) with u = u* and d = d* 
represents an optimal trajectory for each player under the assumption that 
the other player plays its optimal strategy. 

Safety is maintained by operating within the safe set of states V1, which 
is the largest subset of H ~ \ T  which can be rendered invariant using inputs 
u E/~ regardless of the disturbance d E :D. We formally define V1 as 

V1 = { x E ~ n \ T I 3 u E l t ,  J l ( x , t , u , d ) > O ,  V d E ~ }  (5.10) 

= {x E ~ : ~ \ T l 3 u  ELt, S l (x , t ,u ,d*)  > 0} (5.11) 

Let OV1 denote the boundary of V1. At any instant t, the set {x E ~ n \ T  [ 
J ; (x , t )  >_ 0} defines the set of safe states starting from time t. We would 
like to calculate the "steady state" safe set, or the safe set of states for all 
t E ( -oo ,  tf]. For this purpose we construct the Hamilton-Jacobi (Isaacs) 
equation for this system and at tempt to calculate its steady state solution. 
Define the Hamiltonian H(x,  p, u, d) = p r f ( x ,  u, d) where p E T * ~  ~ is the 
costate. The optimal Hamiltonian is given by: 

H*(x,p)  = m a x m i n H ( x , p , u , d )  = g (x ,p ,u* ,d* )  (5.12) 
uEU dED 

and satisfies Hamilton's equations (provided H* (x, p) is smooth in x and p): 

OH* 
- -  ap ( x , p )  (5.13) 

OH* 
- -  O~ ( X , p )  

with the boundary conditions p(t f)  = Ol(x(t f)) /Ox and x(ty) E OT. If 
J~ (x, t) is a smooth function of x and t, then J~(x, t) satisfies the Hamilton- 
Jacobi equation: 

a J; (x, t) _ H* (x, OJi* (z, 
at Ox t)) (5.14) 
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with boundary  condition J{(x, tf) = l(x(tf)). Our goal is to compute the 
safe set 1/1 = {x C ~ '~\T  I J{ ( z , -oc)  >_ 0} where J{(x , -oc)  is the steady 
s tate  solution of Eq. 5.14. However, it is difficult to guarantee that  the P D E  
(Eq. 5.14) has solutions for all t < 0, due to the occurrence of "shocks", i.e. 
discontinuities in J as a function of x. If there are no shocks in the solution 
of Eq. 5.14, we may compute J{(x, -oo) by setting the left hand side of the 

Hamil ton-Jacobi  equation to zero, thus H*(x, oJ~(~,-oo)) = 0 which implies Oz 
oJ;(~,-~) 

that  o~ - is normal to the vector field f (x ,  u*, d*). 
To compute the safe set, we can propagate  the boundaries of the safe set 

(those points for which l(x) = 0 and H*(x,p) = 0) backwards in time, using 
the Hamil ton-Jacobi  (Isaacs) equation (Eq. 5.14) to determine the safe and 
unsafe sets over the state space zT~ n (see Fig. 5.2). 

of state 

)n of costate 

F ig .  5.2.  The unsafe set of states (shaded) and its complement  (the safe set V1) 

The set 1/1 defines the least restrictive control scheme for safety. If the 
pursuer is inside V1, any control input may be safely applied by the evader, 
whereas on the boundary, the only input which may be safely applied to 
ensure safety is u*. If the pursuer is inside the unsafe set, it will eventually 
end up in the target  set regardless of the actions of the evader. The safe set 
of control inputs associated with each state x E V1 is 

5/1 (X) : {ueh / IJ l (x , t ,u ,d )>_O,  V d e D }  (5.15) 

Since all u E 5/1 guarantee safety from state x, it is advantageous to find the 
optimal  control policy u C/41, for example the one that  minimizes deviation 
from the nominal trajectory, which is encoded by a second cost function J2, 
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usually a quadratic function of the tracking error. To do this, we solve the 
optimal  control problem which is nested inside the differential game calcula- 
tion: 

rain J2 (5.16) 
uEL/1 

subject to the original differential equations (5.2) which describe the aircraft 
motion in absolute coordinates. Additional system requirements, such as pas- 
senger comfort,  can now be incorporated by extending the above nested chain 
of games and optimal  control problems following the multiobjective design 
methodology of [15]. 

5.2 Resolution by Angular Velocity 

Let us first consider the case in which the linear velocities of both aircrafts 
are fixed, Vl, v2 E JR, and the aircrafts avoid conflict solely by using their 
angular velocities, thus u = wl and d = ~2, and the model (5.1) becomes: 

k~ = - V l  + ve cos ¢~ + uy~ 
yr = v2 sin ¢~ - uxr  (5.17) 
¢~ = d - u  

with state variables xT, y~ E JR, Or E [ -~ ,  ~), and control and disturbance 
inputs u C H = [w__1,~1 ] C JR, d E D = [w_2,~2 ] C JR. Without  loss of 
generality (we scale the coefficients of u and d if this is not met),  assume that  
~ - i = - I  a n d ~ i = l ,  f o r i = l , 2 .  

The target  set T is the protected zone of the evader: 

2 2 T = {(x~, y~) ~ JR~, ¢~ c [ -~ ,  ~ ) l x ~  + y~ _< 5 2} (5.1S) 

which is a 5-mile-radius cylinder in the (x~,y~, CT) space. Thus the function 
l (x)  may be defined as 

2 2 5 2 (5.19) l(x) = x~ + yr - 

The optimal  Hamiltonian is 

H* (x, p) = max min i -p ly1  +ply2 cos ¢~ +p2v2 sin ¢~ + ( P l y r - p u x ~ - p 3 ) u + p 3 d ]  
uEU dED 

(5.20) 
Defining the switching funct ions sl (t) and s2(t),  as 

sl (t) = pl (t)y~(t) - p2(t)x~(t)  - P3(t) (5.21) 
s2( t )  = p 3 ( t )  

the saddle solution u*,d* exists when sl # 0 and s2 # 0 and are calculated 
as 

~* = sgn(~l) (5.22) 
d* = -sgn(s2)  



Advanced Air Traffic Automation 277 

The equations for [9 are obtained through Eq. 5.13 and are 

[91 = u 'p2 
[92 = --u 'p1 (5.23) 
[93 = Pl v2 sin ¢~ -- p2v2 cos ¢~ 

with p ( t / )  = (x~,y~,O) T = v, the outward pointing normal to OT at any 
point (xr ,y~,¢~) on OT. 

The safe and unsafe portions of OT are calculated using Eqs. 5.6 with 
v = (x~,y~,O) T. Thus, those (x~,y~,¢~) on OT for which 

- vlx~ + v2(xr cosCr + yr sin ¢~) < 0 (5.24) 

consti tute the unsafe portion, and those (x~, y~, Cr) on OT for which 

- VlX~ + v2(x~ cos 0~ + y~ sin ¢~) = 0 (5.25) 

are the final s tate conditions for the boundary of the safe set V1. To solve for 
p(t) and x( t )  along this boundary for t < t ] ,  we must first determine u*( t / )  
and d*(t f ) .  Equations 5.22 are not defined at t = t f ,  since sl = s2 = 0 on OT, 
giving rise to "abnormal  extremals" (meaning that  the optimal Hanfiltonian 
loses dependence on u and d at these points). Analogously to [1] (Chapter  
8), we use an indirect method to calculate u*(tf)  and d*(t/): at any point 
(x~, y~, ¢~) on 0T,  the derivatives of the switching functions Sl and s2 are 

81 -~" yrVl (5.26) 

s2 = x~v2sin¢~ - y~v~cos¢~ (5.27) 

For example,  for points (x~, y~, ¢~) E 0T,  such that  ¢~ C (0, 7r), it is straight- 
forward to show that  sl > 0 and i2 > 0, meaning that  for values of t slightly 
less than t f ,  sl < 0 and s2 < 0. Thus for this range of points along OT, 
u*( t / )  = - 1  and d*(ty) = 1. These values for u* and d* remain valid for 
t < t /  as long as s l ( t )  < 0 and s2(t) < 0. When s l ( t )  = 0 and s2(t) = 0, the 
saddle solution switches and the computat ion of the boundary continues with 
the new values of u* and d*, thus introducing "kinks" into the safe set bound- 
ary. These points correspond to the shocks in the Hamilton-Jacobi  (Isaacs) 
equation discussed above. Figure 5.3 displays the resulting boundary of the 
safe set V1, for t < tf  until the first t ime that  either s l ( t )  or s2(t) switches. 

The au tomaton  illustrating the least restrictive control scheme for safety 
is shown in Fig. 5.4. 

The  computat ion of the boundary of V1 is in general difficult. For certain 
ranges of L/and 79, the surfaces shown in Fig. 5.3 intersect. At the intersection, 
it is not clear that  u* is the unique safe input. 
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2 F ig .  5.3. The Target set T = {(x~,yr),¢~ E (0,~r) I xr +Y~ ~ 52} (cylinder) and 
the boundary of the safe set V1 for t ~ t /  until the first switch in either s l ( t )  or 
s2(t). The unsafe set is enclosed by the boundary. The second picture is a top view 
of the first 
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. . . . . . . . . . . . . . . . . . .  

1 @ 
Fig.  5.4. Switching law governing the two aircraft system with angular velocity 
control inputs. The law is least restrictive in that  the control u is not restricted 
when the state is inside V1. The diagonal transitions in the automaton for the 
boundary of 1/1 are not labeled for legibility. This automaton may be thought of as 
the composition of two switching automata, one each for the pursuer and evader. 
The individual switching automaton for u is easily derived by neglecting transitions 
for d, and conversely 
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5.3 Resolut ion by Linear Velocity 

We now consider the case in which the angular velocities of the two aircraft are 
zero, and collision is avoided by altering the velocity profile of the trajectories. 
Thus, u = Vl, d = v2, and model (5.1) reduces to: 

~ = - u + d c o s C r  

9r dsin¢~ (5.28) 

4)~ = 0 

The input and disturbance lie in closed subsets of the positive real line u E 
U = [Vl,Vl] C ~ + ,  d C/9 = [v1,~2 ] C ~ + .  

The Target  set T and function l(x) are defined as in the previous ex- 
ample. In this example, it is straightforward to calculate the saddle solution 
(u*, d*) directly, by integrating Eqs. 5.28 for piecewise constant u and d, and 
substi tuting the solutions into the cost function (Eq. 5.4). To do this we first 
define the switching functions sl and s2 as 

81 (t) : Xr (5.29) 
s2(t) = x ~ c o s ¢ ~ + y ~ s i n ¢ ~  

P r o p o s i t i o n  5.1. [Saddle Solution for Linear Velocity Controls] The global 
saddle solution (u*,d*) to the game described by system (Eq. 5.28) for the 
cost gl (x, t, u, d) given by equation (Eq. 5.4) is 

U* : { v-1 i f sgn(81)  > 0 (5.30) 
Vl ifsgn(sl) < 0 

d* = { v2 /fsgn(s2)>0 (5.31) 
v2 ffsgn(s2) < 0 

As can be seen from equation (5.30), the optimal speed of the evader 
depends on the position of the pursuer relative to the evader. If the pursuer 
is ahead of the evader in the relative axis frame, then u* is at its lower limit, 
if the pursuer is behind the evader in the relative axis frame then u* is at its 
upper  limit. If  the pursuer is heading towards the evader, then d* is at its 
upper  limit, if the pursuer is heading away from the evader, d* is at its lower 
limit. The bang-bang nature of the saddle solution allows us to abstract  the 
system behavior by the hybrid automaton shown in Fig. 5.5, which describes 
the least restrictive control scheme for safety. 

The unsafe sets of states are illustrated in Fig. 5.6 for various values of 
CT, and speed ranges as illustrated. 
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Bouy_d_ ofV1 . . . . . . . . . . . . . . . . . . .  

is I ( t ) ~ )  > O: 

Fig. 5.5. Switching law governing the two aircraft system with linear velocity 
control inputs. The note in the caption of the automaton of the previous example, 
about the composition of automata for u and d, applies here also 
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Fig.  5.6.  Unsafe sets (x , ,y~)  for [ v ] , ~ l ] = [ 2 , 4 ] , [ v 2 , ~ 2 ] = [ 1 , 5  ] and 
¢~ = ~/2 ,  0, - ~ / 4 ,  ~nd - ~ / 2  

5 .4  C o o p e r a t i v e  C o n f l i c t  R e s o l u t i o n  

In cooperative conflict resolution the aircraft coordinate amongst  themselves 
if trajectory conflicts occur, and perform predefined, a-priori safe maneu- 
vers in order to resolve the conflict. The class of maneuvers constructed to 
resolve conflicts must be rich enough to cover most possible conflict scenar- 
ios. Examples of head-on and overtake maneuvers can be seen in Figs. 5.7 
and 5.8. 

In order to construct a complete set of collision avoidance maneuvers 
which cover general conflict scenarios involving more than two agents, there 
is a need to classify all kinds of possible collisions, and the maneuvers to 
resolve these. To do this, we use the strategy outlined in Fig. 5.9. First we 
employ the automated method of potential field based motion planning to 
generate "prototype maneuvers", which inspire the actual collision avoidance 
maneuver. We believe that distributed on-line motion planning techniques 
and their application to ATM can be inspirational for deriving a set of possible 
maneuvers for collision avoidance between aircraft. In spite of the fact that 
the feasibility of the individual trajectories can be asserted by simulations, the 
proof of the safety of the maneuvers for dynamic models of aircraft remains 
a challenging problem. It is for this reason that we wish to construct the 
simplest possible maneuvers from the prototypes,  those made up of straight 
lines. This discretized version of the maneuvers can be modeled as a hybrid 
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Fig. 5.7. Generalized head-on conflict 
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Fig. 5.8. Generalized overtake conflict 
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system and can be proven to be safe using hybrid verification techniques. The 
verification step is crucial for building an off-line database of safe conflict 
resolution maneuvers. 

Dynamic verification of 
maneuver 

t 
Maneuver generation 

t 
Prototype generation 
(using potential fields) - - - ~ t ,  ~- . . . . .  

F i g .  5 . 9 .  G e n e r a t i o n  of p o t e n t i a l  field i n s p i r e d  m a n e u v e r s  

5.4.1 R o b o t  col l is ion avo idance .  There is a large number of theoreti- 
cal studies in the classical motion planning literature regarding the multiple 
robot planning problem. Algorithms embedded in time-extended configura- 
tion space [5] prove to be computationally hard, and with additional veloc- 
ity bounds the multi-agent motion planning problem has been shown to be 
NP-complete [3]. In applications the scenarios considered most often involve 
navigation in the presence of other moving agents and obstacles [18]. The 
proposed solutions are geared towards distributed settings, in which only the 
local information about the state of the environment and the other agents 
in the vicinity is available to each agent. These techniques are based on po- 
tential and vortex field methods [19] and the complexity is proportional to 
the number of agents. An at tempt  to guarantee that the agents achieve their 
goals without colliding with each other has been proposed by Masoud [17]. 
In spite of the fact that collision avoidance is an integral part of agents' 
navigation capabilities, the requirements for safety and optimality have not 
been addressed to any great extent. This is partly due to the fact that  the 
agent velocities have traditionally been relatively small and safety issues not 
so prominent: low velocity collisions occasionally occur, but various recovery 
strategies allow the agents to further pursue their tasks. In path planning for 
more than two agents, prioritized schemes have been used to fix the order in 
which the conflicts are resolved. 

In our air traffic collision avoidance problem, we use the approach based 
on potential and vortex fields to generate prototype maneuvers from which 
we derive the qualitative properties of the actual maneuver that  each aircraft 
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follows, and then classify these prototypes into discrete sets of avoidance 
maneuvers which we prove to be safe. 

5.4.2 M a n e u v e r  g e n e r a t i o n .  We adopt the potential and vortex field ap- 
proach for distributed motion planning proposed in [17]. In ATM the absence 
of stat ionary obstacles and the approximation of individual agents by circles 
with a specified radius constitute reasonable assumptions prior to formulating 
the collision avoidance strategy 2. We consider the planar collision avoidance 
problem with multiple moving agents. 

The planner is obtained by the superposition of several vector fields rep- 
resenting qualitatively different steering actions of each agent. Suppose we 
have m agents, with the i-th agent represented by a circle with radius ri and 
its configuration denoted by x~ = (xi, yi). The desired destination of the i-th 
agent Xdi = (Xdi, Ydi) is represented by an attractive potential function: 

1 

In order to achieve the desired destination a force proportional to the negative 
gradient of the U~ needs to be exerted: 

F ~ ( ~ ,  ~ )  = -VU~(x~ ,  xd~) = - (x~  - ~d~) 

To prevent collisions between agents i and j ,  the following spherically sym- 
metric repulsive field Ur(x i ,  xy)  is associated with each agent: 

("~5 - (~'~ + 5rJ)) ~ 
Ur(aZi, x j )  = - 2~rj if r j  ~ vii  ~ r j  + ~rj 

0 otherwise 

where riy = V/(Xi - x j )  2 + (Yi - yj)2 is the distance between the i-th and 
j t h  agent, r j  is the radius of j t h  agent and 5~j is the influence zone of its 
repulsive field. The repulsive force associated with this field is: 

Fr(x i ,  x j )  = VU~(x~,  xj)  

A vortex field, used to ensure that all agents turn in the same direction 
when encountering a conflict, is constructed around each agent tangential to 
the repulsive field U~(xi,  xs): 

Fv(x i ,  x j )  = + Oy 
_ OU~(x~, x j )  

Ox 

Note that  by the choice of the sign in the above vortex field expression one 
can determine the direction of the circulating field. Setting the direction to 

2 The aircraft is considered to be a "hockey puck" of a specified safety radius 
representing the desired clearance from the other aircraft. 
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a particular sign for all agents corresponds essentially to a "rule of the road" 
which specifies the direction of the avoidance for conflict maneuvers. 

The dynamic planner for a single agent in the presence of multiple agents 
is obtained by superposition of participating potential and vector fields and 
becomes: 

x ~ -  IIF~(xi,xdi)ll j 

where j = 1,...,m, i ¢ j. The contributions from repulsive and vortex 
fields range between [0, 1], increasing as the agent approaches the boundary 
of another agent. Normalization of the attractive field component makes its 
contribution comparable to the magnitudes of the repulsive and vortex fields. 
The strength of the field then becomes independent of the distance to the 
goal, capturing merely the heading to the goal. The individual contributions 
are then weighted by k,i, k~i and the resulting vector is again normalized 
and scaled by k d i ,  a constant proportional to the desired velocity of the i-th 
agent. The velocity of i-th agent is then: 

V i = ~d i  - -  
ll~ill 

In the following paragraph we demonstrate the capability of the planner to 
generate trajectories for general classes of collision avoidance maneuvers. 
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F i g .  5 . 1 0 .  O v e r t a k e  m a n e u v e r s .  Top:  1.5kd0 = kdl, k~0 ---- kr l  ---- kvo : kvl = 1.0. 

Bottom: 1.5kd2 ---- kd3, k~2 ---- k~2 ---- 0.0; k~3 ---- k~3 = 1.0 
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5.4.3 O v e r t a k e  conf l ic ts .  The overtake conflict can be resolved by the 
planner in several qualitatively different ways obtained by adjusting the pa- 
rameters  in the individual contributions of the participating vector fields. In 
the outlined experiments two agents having different velocities part icipate in 
conflict resolution. In Fig. 5.10 agent 1 is 1.5 times faster than agent 0. In the 
top maneuver,  agent 1 overtakes agent 0 and agent 0 moves away from agent 
1, resulting in smaller deviations from the original t rajectory for both agents. 
The strength of contribution from the repulsive and vortex fields is the same 
for both agents. The willingness of the slower agent to cooperate in the over- 
take maneuver  can be modeled by the strength of the agent 's  repulsive and 
vortex fields: in the bot tom maneuver of Fig. 5.10 the contributions of agent 
2's vortex and repulsive fields are set to zero and agent 2 does not deviate 
from its original trajectory. Figure 5.11 demonstrates generalized overtake 
maneuvers 

lOOO 

-1oo 

-2ooc 

3ooo 

-.5ooc 

Fig. 5.11. Generalized overtake maneuver. In the conflict at the top both agents 
participate in the maneuver while at the bottom the conflict is resolved solely by 
agent 3 

5.4.4 H e a d - o n  conf l ic ts .  Similarly, several qualitatively different head-on 
maneuvers can be generated by changing the contributions of individual 
fields. In Fig. 5.12 there are two head-on maneuvers where both agents ac- 
tively cooperate in resolving the conflict, i.e. the strength of the repulsive and 
vortex fields is the same for each agent. 

Figure 5.13 demonstrates  generalized head-on maneuvers where the agents 
are not initially aligned. 

5.4.5 M u l t i p l e  a i r c r a f t  conf l ic ts .  When multiple aircraft are involved in 
conflict the vector field based planner is very instructional: the direction of 
the vortex field contribution serves as a coordination element between the 
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F i g .  5 . 1 2 .  Head-on maneuvers.  Top: symmetr ic  head-on wi th  all the parameters 
the same. Bot tom:  kd2 = kda = 10.0, k~2 = k~a = 0.3, kv2 = kv3 ----= 5.0 w i th  the  
influence of the vortex field emphas ized  
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F i g .  5 . 1 3 .  Generalized head-on maneuver.  Top: the  velocities of the agents are 
the  same and both  agents part ic ipate in the maneuver.  Bottom: agent 3 does not  
part ic ipate  in the  maneuver  since k~a = k~a = 0 
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aircraft. Figure 5.14 depicts a symmetric  roundabout maneuver similar to 
the one proposed in [26]. The agents involved in the resolution of the conflict 
are homogeneous ,  having the same velocities, willing to participate equally 
in the maneuver (the strength of the repulsive and vortex fields is the same 
for all agents).  Figure 5.15 demonstrates a scenario where agent 0 does not 
participate in the coordination (kv0 and k~0 are 0) and is willing only to 
adjust its velocity slightly. This particular conflict can be still resolved and 
the resulting trajectories are flyable. 

1000 
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Fig. 5.14.  Symmetric roundabout, gain factors for individual agents are the same 

1000 

0 

- 1000  

-2000  

-3000  

-4O0O 

-5000 

- 2000  -1000  0 1000 2000 3000 4000 5000 6000 7000 

Fig. 5.15.  Partial roundabout, k.~ = k~ = 1.0 and kao = 0 .5kd l  for i = 1,2,3 with 
the maximal velocity of agent 0 reduced by a factor of 2 and k~0 = k.o = 0 
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5.4.6 O b s e r v a t i o n s .  The presented planner has the capability of changing 
the spatial behavior of individual agents and always resolved the conflict if 
the agents were homogeneous and there were no restrictions on the temporal 
profiles of the agents' paths. Given particular constraints on agents' velocities 
certain conflicts may result in "loss of separation" or trajectories which are 
not flyable, due to the violation of the limits on turn angles (Fig. 5.16). In 
such cases the shape of the path can be affected by changing parameters 
of contributing vector fields. The adjustment of influence zones &i and ~ 
as well as the relative strength of the repulsive and vortex vector fields, kri 
and kvi, can affect the turn angle and maximal deviation from the original 
t rajectory needed to resolve the conflict. The change of the temporal profiles 
of the path by adjusting the velocities of individual agents (kdi) has the most 
profound affect on the capability of resolving general conflict scenarios. In 
Fig. 5.17 the unflyable t rajectory from Fig. 5.16 can be changed by adjusting 
the velocity of agent 2 resulting in a flyable trajectory. 

-2O0( 

- 3C~  

-400~ 

s o ~  
-10oo  

, , , , , 
o l o o o  2 o o ~  ~ c o  4 o 0 0  5 o o o  6 o o o  

Fig. 5.16. General conflict scenario. Trajectory of agent 2 is not flyable 

5.4.7 M a n e u v e r  a p p r o x i m a t i o n  a n d  ver i f i ca t ion .  The discretization of 
the prototype maneuver is motivated by techniques currently performed by 
air traffic controllers which resolve conflicts by "vectoring" the aircraft in 
the airspace. This is partly due to the current status of the communication 
technology between the air traffic control center and the aircraft as well as 
the state of current avionics (autopilot) on board the aircraft which operate 
in a set-point mode. We consider two types of approximations: turning point 
and offset. 

The individual approximation can be obtained from the trajectories gen- 
erated by the dynamic planner by recursive least squares linear fit (see 
Fig. 5.18). 
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Fig. 5.17. Velocity profile agent 2 is adjusted resulting in a flyable trajectory 

Turning point approximation 

_ _ .  

O f f s e t  approximation 

Fig. 5.18. Turning point and offset approximation 
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Fig. 5.19. Discretized roundabout maneuver 
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5.5 V e r i f i c a t i o n  o f  t h e  M a n e u v e r s  

The approximation phase is followed by the verification of the obtained ma- 
neuvers. The purpose of the verification step is to prove the safety of the 
maneuver by taking into account the velocity bounds and sets of initial con- 
ditions of individual aircraft. The collision avoidance problem lends itself 
to a hybrid system description: the continuous modes of the hybrid model 
correspond to individual parts of the maneuver (e.g. straight, turn right 01 
degrees, turn left 0~ degrees) and the transitions between modes correspond 
to switching between individual modes of the maneuver. Within each mode 
the speed of each aircraft can be specified in terms of lower and upper bounds. 
This suitable simplification of the problem allows us to model the collision 
avoidance maneuver in terms of hybrid automata. Each aircraft is modeled 
by a hybrid automaton,  and an additional controller automaton implements 
the discrete avoidance maneuver strategy. The verification results can assert 
that  the maneuver is safe for given velocity bounds and given set of initial 
conditions. To relate the verification of the cooperative schemes to the use of 
the Hamilton-Jacobi equation of the previous section, we only mention that 
this approach can be used to compute the safe set of initial conditions in the 
iterations required to verify the safety of the maneuver. Further details may 
be found in [12]. 

The previously presented simulation results suggest that  the generalized 
overtake and generalized head-on maneuvers may be used to solve all possible 
two-aircraft conflicts. This allows us to classify two-aircraft maneuvers by the 
angle at which the aircraft approach each other, and to design simple devia- 
tion maneuvers as sequences of straight line segments which approximate the 
trajectories derived from the potential and vortex field algorithm. For more 
than two aircraft the obtained discretized version of the roundabout maneu- 
ver is proposed. For this maneuver, the radius of a circular path around the 
conflict point is proportional to the influence zones of the aircrafts' repulsive 
and vortex fields. We propose this methodology as a suitable step of automa- 
tion of conflict resolution in ATM given currently available technology. The 
complete classification of a library of reasonably complete conflict scenarios 
and maneuvers remains ~/challenging problem. 

6.  C o n c l u s i o n s  

The technological advances that  make free flight feasible include on-board 
GPS, satellite datalink, and powerful on-board computation such as the Traf- 
fic Collision and Avoidance System (TCAS), currently certified by the FAA 
to provide warnings of ground, traffic, and weather proximity. Navigation 
systems use GPS which provides each aircraft with its four dimensional coor- 
dinates with extreme precision. For conflict detection, current radar systems 



Advanced Air Traffic Automation 293 

are adequate. Conflict prediction and resolution, however, require informa- 
tion regarding the position, velocity and intent of other aircraft in the vicin- 
ity. This will be accomplished by the proposed ADS-B broadcast information 
system. These advances will be economically feasible only for commercial avi- 
ation aircraft: how to merge the proposed architecture with general aviation 
aircraft (considered disturbances in the system in this chapter) is a critical 
issue. Furthermore,  the transition from the current to the proposed system 
must be smooth and gradual. Above all, the algorithms must be verified for 
correctness and safety before the implementation stage. This is one of the 
main challenges facing the systems and verification community. The accent 
in this chapter has been on "safety" proofs for hybrid systems. In fact there 
are other properties of hybrid system such as non-blockage of time, fairness, 
etc. which are so-called liveness properties which also need to verified. Tech- 
niques for studying these are in their infancy except for very simple classes 
of hybrid system models. 

Another important  area of investigation in large scale systems design 
(such as the ATMS just described) is the global or emergent characteris- 
tics of the system. We have discussed how conflict resolution can provide 
autonomy for aircraft to decide how to plan their trajectories in the airspace 
between TRACONs, and for air traffic controllers to implement conflict reso- 
lution inside the TRACONs. The study of the composite automated system 
frequently reveals some surprising characteristics. For example, it was found 
from the implementation of CTAS at Dallas Fort Worth and UPR in the 
flight sector from Dallas to Washington that all aircraft tended to prefer the 
same route resulting in congestion at specific times in the Dallas TRACON. 
Another phenomenon associated with UPR is the formation of "convoys" of 
aircraft in the Asian airspace en-route from South East Asia to Europe. This 
latter phenomenon has spurred the study of the benefits of explicitly convoy- 
ing aircraft in groups to their destination. Theoretical tools for the study of 
aggregate behavior arising from protocols for individual groups of agents are 
necessary to be able to assess the economic impact of air traffic automation 

strategies. 
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