## Adaptive Blind Signal

## and

## Image Processing

## Learning Algorithms and Applications

Unknown


## (8)WILEY

Andrzej CICHOCKI Shun-ichi AMARI
Adaptive Blind Signal and Image Processing

# Adaptive <br> Blind Signal and Image Processing 

## Learning Algorithms and Applications

## Andrzej CICHOCKI

Riken Brain Science Institute, JAPAN
and Warsaw University of Technology, POLAND
Shun-ichi AMARI
Riken Brain Science Institute, JAPAN

JOHN WILEY \& SONS, LTD

Copyright © 2002 by John Wiley \& Sons, Ltd
e-mail (for orders and customer service enquiries): cs-books@wiley.co.uk
Visit our Home Page on http://www.wiley.co.uk or http://www.wiley.com
All Rights Reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording, scanning or otherwise, except under the terms of the Copyright Designs and Patents Act 1988 or under the terms of a licence issued by the Copyright Licensing Agency, 90 Tottenham Court Road, London, W1P 9HE, UK, without the permission in writing of the Publisher, with the exception of any material supplied specifically for the purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the publication.

Neither the author(s) nor John Wiley \& Sons, Ltd accept any responsibility or liability for loss or damage occasioned to any person or property through using the material, instructions, methods or ideas contained herein, or acting or refraining from acting as a result of such use. The author(s) and Publisher expressly disclaim all implied warranties, including merchantability of fitness for any particular purpose. There will be no duty on the author(s) or Publisher to correct any errors or defects in the software.

Designations used by companies to distinguish their products are often claimed as trademarks. In all instances where John Wiley \& Sons, Ltd is aware of a claim, the product names appear in initial capital or capital letters. Readers, however, should contact the appropriate companies for more complete information regarding trademarks and registration.

Other Wiley Editorial Offices
John Wiley \& Sons, Inc., 605 Third Avenue,
New York, NY 10158-0012, USA
WILEY-VCH Verlag GmbH
Pappelallee 3, D-69469 Weinheim, Germany
John Wiley \& Sons Australia Ltd, 33 Park Road, Milton, Queensland 4064, Australia

John Wiley \& Sons (Canada) Ltd, 22 Worcester Road
Rexdale, Ontario, M9W 1L1, Canada

John Wiley \& Sons (Asia) Pte Ltd, 2 Clementi Loop \#02-01, Jin Xing Distripark, Singapore 129809

## British Library Cataloguing in Publication Data

A catalogue record for this book is available from the British Library

ISBN 0471607916

Produced from PostScript files supplied by the author
Printed and bound in Great Britain by Biddles Ltd, Guildford and King's Lynn.
This book is printed on acid-free paper responsibly manufactured from sustainable forestry, in which at least two trees are planted for each one used for paper production.

## Contents

Preface ..... xxix
1 Introduction to Blind Signal Processing: Problems and Applications ..... 1
1.1 Problem Formulations - An Overview ..... 2
1.1.1 Generalized Blind Signal Processing Problem ..... 2
1.1.2 Instantaneous Blind Source Separation and Independent Component Analysis ..... 5
1.1.3 Independent Component Analysis for Noisy Data ..... 11
1.1.4 Multichannel Blind Deconvolution and Separation ..... 14
1.1.5 Blind Extraction of Signals ..... 18
1.1.6 Generalized Multichannel Blind Deconvolution State Space Models ..... 19
1.1.7 Nonlinear State Space Models - Semi-Blind Signal Processing ..... 21
1.1.8 Why State Space Demixing Models? ..... 22
1.2 Potential Applications of Blind and Semi-Blind Signal Processing ..... 23
1.2.1 Biomedical Signal Processing ..... 24
1.2.2 Blind Separation of Electrocardiographic Signals of Fetus and Mother ..... 25
1.2.3 Enhancement and Decomposition of EMG Signals ..... 27
1.2.4 EEG and Data MEG Processing ..... 27
1.2.5 Application of ICA/BSS for Noise and Interference Cancellation in Multi-sensory Biomedical Signals ..... 29
1.2.6 Cocktail Party Problem ..... 34
1.2.7 Digital Communication Systems ..... 35
1.2.7.1 Why Blind? ..... 37
1.2.8 Image Restoration and Understanding ..... 37
2 Solving a System of Algebraic Equations and Related Problems ..... 43
2.1 Formulation of the Problem for Systems of Linear Equations ..... 44
2.2 Least-Squares Problems ..... 45
2.2.1 Basic Features of the Least-Squares Solution ..... 45
2.2.2 Weighted Least-Squares and Best Linear Unbiased Estimation ..... 47
2.2.3 Basic Network Structure-Least-Squares Criteria ..... 49
2.2.4 Iterative Parallel Algorithms for Large and Sparse Systems ..... 49
2.2.5 Iterative Algorithms with Non-negativity Constraints ..... 51
2.2.6 Robust Circuit Structure by Using the Interactively Reweighted Least-Squares Criteria ..... 54
2.2.7 Tikhonov Regularization and SVD ..... 57
2.3 Least Absolute Deviation (1-norm) Solution of Systems of Linear Equations ..... 61
2.3.1 Neural Network Architectures Using a Smooth Approximation and Regularization ..... 62
2.3.2 Neural Network Model for LAD Problem Exploiting Inhibition Principles ..... 64
2.4 Total Least-Squares and Data Least-Squares Problems ..... 67
2.4.1 Problems Formulation ..... 67
2.4.1.1 A Historical Overview of the TLS Problem ..... 67
2.4.2 Total Least-Squares Estimation ..... 69
2.4.3 Adaptive Generalized Total Least-Squares ..... 73
2.4.4 Extended TLS for Correlated Noise Statistics ..... 75
2.4.4.1 Choice of $\overline{\mathbf{R}}_{\mathrm{NN}}$ in Some Practical Situations ..... 77
2.4.5 Adaptive Extended Total Least-Squares ..... 77
2.4.6 An Illustrative Example - Fitting a Straight Line to a Set of Points ..... 78
2.5 Sparse Signal Representation and Minimum Fuel Consumption Problem ..... 79

| 2.5.1 Approximate Solution of Minimum Fuel Problem |  |
| :--- | :--- |
|  | Using Iterative LS Approach |

2.5.2 FOCUSS Algorithms 83

3 Principal/Minor Component Analysis and Related Problems 87
3.1 Introduction 87
3 3.2 Basic Properties of PCA 88
3.2.1 Eigenvalue Decomposition 88
3.2.2 Estimation of Sample Covariance Matrices 90

| 3.2.3 Signal and Noise Subspaces - AIC and MDL Criteria |  |
| :--- | :--- |
|  | for their Estimation |
|  |  |

3.2.4 Basic Properties of PCA 93
3.3 Extraction of Principal Components 94
3.4 Basic Cost Functions and Adaptive Algorithms for PCA 98
3.4.1 The Rayleigh Quotient - Basic Properties 98

| 3.4.2 Basic Cost Functions for Computing Principal and |  |
| :--- | :--- |
|  | Minor Components |

3.4.3 Fast PCA Algorithm Based on the Power Method 101
3.4.4 Inverse Power Iteration Method 104
3.5 Robust PCA 104
3.6 Adaptive Learning Algorithms for MCA 107
3.7 Unified Parallel Algorithms for PCA/MCA and PSA/MSA 110
3.7.1 Cost Function for Parallel Processing 111
3.7.2 Gradient of $J(\mathbf{W}) \quad 112$
3.7.3 Stability Analysis 113
3.7.4 Unified Stable Algorithms 116
3.8 SVD in Relation to PCA and Matrix Subspaces 118
3.9 Multistage PCA for BSS 119

| Appendix A. Basic Neural Networks Algorithms for Real and |  |
| :--- | :--- |
| Complex-Valued PCA |  |

Appendix B. Hierarchical Neural Network for Complex-valued
PCA 125
4 Blind Decorrelation and SOS for Robust Blind Identification 129
4.1 Spatial Decorrelation - Whitening Transforms 130
4.1.1 Batch Approach 130
$\begin{array}{lll}\text { 4.1.2 } & \text { Optimization Criteria for Adaptive Blind Spatial } \\ & \text { Decorrelation } & \\ & & \end{array}$
4.1.3 Derivation of Equivariant Adaptive Algorithms for Blind Spatial Decorrelation ..... 133
4.1.4 Simple Local Learning Rule ..... 136
4.1.5 Gram-Schmidt Orthogonalization ..... 138
4.1.6 Blind Separation of Decorrelated Sources Versus Spatial Decorrelation ..... 139
4.1.7 Bias Removal for Noisy Data ..... 139
4.1.8 Robust Prewhitening - Batch Algorithm ..... 140
4.2 SOS Blind Identification Based on EVD ..... 141
4.2.1 Mixing Model ..... 141
4.2.2 Basic Principles: SD and EVD ..... 143
4.3 Improved Blind Identification Algorithms Based on EVD/SVD ..... 148
4.3.1 Robust Orthogonalization of Mixing Matrices for Colored Sources ..... 148
4.3.2 Improved Algorithm Based on GEVD ..... 153
4.3.3 Improved Two-stage Symmetric EVD/SVD Algorithm ..... 155
4.3.4 BSS and Identification Using Bandpass Filters ..... 156
4.4 Joint Diagonalization - Robust SOBI Algorithms ..... 157
4.4.1 Modified SOBI Algorithm for Nonstationary Sources: SONS Algorithm ..... 160
4.4.2 Computer Simulation Experiments ..... 161
4.4.3 Extensions of Joint Approximate Diagonalization Technique ..... 162
4.4.4 Comparison of the JAD and Symmetric EVD ..... 163
4.5 Cancellation of Correlation ..... 164
4.5.1 Standard Estimation of Mixing Matrix and Noise Covariance Matrix ..... 164
4.5.2 Blind Identification of Mixing Matrix Using the Concept of Cancellation of Correlation ..... 165
Appendix A. Stability of the Amari's Natural Gradient and the Atick-Redlich Formula ..... 168
Appendix B. Gradient Descent Learning Algorithms with Invariant Frobenius Norm of the Separating Matrix ..... 171
Appendix C. JADE Algorithm ..... 173
5 Sequential Blind Signal Extraction ..... 177
5.1 Introduction and Problem Formulation ..... 178
5.2 Learning Algorithms Based on Kurtosis as Cost Function ..... 180
5.2.1 A Cascade Neural Network for Blind Extraction of Non-Gaussian Sources with Learning Rule Based on Normalized Kurtosis ..... 181
5.2.2 Algorithms Based on Optimization of Generalized Kurtosis ..... 184
5.2.3 KuicNet Learning Algorithm ..... 186
5.2.4 Fixed-point Algorithms ..... 187
5.2.5 Sequential Extraction and Deflation Procedure ..... 191
5.3 On Line Algorithms for Blind Signal Extraction of Temporally Correlated Sources ..... 193
5.3.1 On Line Algorithms for Blind Extraction Using Linear Predictor ..... 195
5.3.2 Neural Network for Multi-unit Blind Extraction ..... 197
5.4 Batch Algorithms for Blind Extraction of Temporally Correlated Sources ..... 199
5.4.1 Blind Extraction Using a First Order Linear Predictor ..... 201
5.4.2 Blind Extraction of Sources Using Bank of Adaptive Bandpass Filters ..... 202
5.4.3 Blind Extraction of Desired Sources Correlated with Reference Signals ..... 205
5.5 Statistical Approach to Sequential Extraction of Independent Sources ..... 206
5.5.1 Log Likelihood and Cost Function ..... 206
5.5.2 Learning Dynamics ..... 208
5.5.3 Equilibrium of Dynamics ..... 209
5.5.4 Stability of Learning Dynamics and Newton's Method ..... 210
5.6 Statistical Approach to Temporally Correlated Sources ..... 212
5.7 On-line Sequential Extraction of Convolved and Mixed Sources ..... 214
5.7.1 Formulation of the Problem ..... 214
5.7.2 Extraction of Single i.i.d. Source Signal ..... 215
5.7.3 Extraction of Multiple i.i.d. Sources ..... 217
5.7.4 Extraction of Colored Sources from Convolutive Mixture ..... 218
5.8 Computer Simulations: Illustrative Examples ..... 219
5.8.1 Extraction of Colored Gaussian Signals ..... 219
5.8.2 Extraction of Natural Speech Signals from Colored Gaussian Signals ..... 221
5.8.3 Extraction of Colored and White Sources ..... 222
5.8.4 Extraction of Natural Image Signal from Interferences ..... 223

|  | Concluding Remarks | 224 |
| :---: | :---: | :---: |
|  | Appendix A. Global Convergence of Algorithms for Blind Source Extraction Based on Kurtosis |  |
|  | Appendix B. Analysis of Extraction and Deflation Procedure | 227 |
|  | Appendix C. Conditions for Extraction of Sources Using |  |
|  | Linear Predictor Approach | 228 |
| 6 | al Gradient Approach to Independent Component Analysis | 231 |
|  | Basic Natural Gradient Algorithms | 232 |
|  | 6.1.1 Kullback-Leibler Divergence - Relative Entropy as |  |
|  | Measure of Stochastic Independence | 232 |
|  | 6.1.2 Derivation of Natural Gradient Basic Learning Rules | 235 |
|  | Generalizations of Basic Natural Gradient Algorithm | 237 |
|  | 6.2.1 Nonholonomic Learning Rules | 237 |
|  | 6.2.2 Natural Riemannian Gradient in Orthogonality |  |
|  | Constraint | 239 |
|  | 6.2.2.1 Local Stability Analysis | 240 |
|  | NG Algorithms for Blind Extraction | 242 |
|  | 6.3.1 Stiefel Manifolds Approach | 242 |
|  | Generalized Gaussian Distribution Model | 243 |
|  | 6.4.1 The Moments of the Generalized Gaussian |  |
|  | Distribution | 248 |
|  | 6.4.2 Kurtosis and Gaussian Exponent | 249 |
|  | 6.4.3 The Flexible ICA Algorithm | 250 |
|  | 6.4.4 Pearson Model | 253 |
| 6.5 | Natural Gradient Algorithms for Non-stationary Sources | 254 |
|  | 6.5.1 Model Assumptions | 254 |
|  | 6.5.2 Second Order Statistics Cost Function | 255 |
|  | 6.5.3 Derivation of NG Learning Algorithms | 255 |
|  | Appendix A. Derivation of Local Stability Conditions for NG |  |
|  | ICA Algorithm (6.19) | 258 |
|  | Appendix B. Derivation of the Learning Rule (6.32) and |  |
|  | Stability Conditions for ICA | 260 |
|  | Appendix C. Stability of Generalized Adaptive Learning |  |
|  | Algorithm | 262 |
|  | Appendix D. Dynamic Properties and Stability of |  |
|  | Nonholonomic NG Algorithms | 264 |
|  | Appendix E. Summary of Stability Conditions | 267 |
|  | Appendix F. Natural Gradient for Non-square Separating |  |
|  | Matrix | 268 |

Appendix G. Lie Groups and Natural Gradient for General Case ..... 269
G.0.1 Lie Group Gl(n,m) ..... 270
G.0.2 Derivation of Natural Learning Algorithm for $m>n$ ..... 271
7 Locally Adaptive Algorithms for ICA and their Implementations ..... 273
7.1 Modified Jutten-Hérault Algorithms for Blind Separation of Sources ..... 274
7.1.1 Recurrent Neural Network ..... 274
7.1.2 Statistical Independence ..... 274
7.1.3 Self-normalization ..... 277
7.1.4 Feed-forward Neural Network and Associated Learning Algorithms ..... 278
7.1.5 Multilayer Neural Networks ..... 282
7.2 Iterative Matrix Inversion Approach to Derivation of Family of Robust ICA Algorithms ..... 285
7.2.1 Derivation of Robust ICA Algorithm Using Generalized Natural Gradient Approach ..... 288
7.2.2 Practical Implementation of the Algorithms ..... 289
7.2.3 Special Forms of the Flexible Robust Algorithm ..... 291
7.2.4 Decorrelation Algorithm ..... 291
7.2.5 Natural Gradient Algorithms ..... 291
7.2.6 Generalized EASI Algorithm ..... 291
7.2.7 Non-linear PCA Algorithm ..... 292
7.2.8 Flexible ICA Algorithm for Unknown Number of Sources and their Statistics ..... 293
7.3 Computer Simulations ..... 294
Appendix A. Stability Conditions for the Robust ICA Algorithm (7.50) [332] ..... 300
8 Robust Techniques for BSS and ICA with Noisy Data ..... 305
8.1 Introduction ..... 305
8.2 Bias Removal Techniques for Prewhitening and ICA Algorithms ..... 306
8.2.1 Bias Removal for Whitening Algorithms ..... 306
8.2.2 Bias Removal for Adaptive ICA Algorithms ..... 307
8.3 Blind Separation of Signals Buried in Additive Convolutive Reference Noise ..... 310
8.3.1 Learning Algorithms for Noise Cancellation ..... 311
8.4 Cumulants Based Adaptive ICA Algorithms ..... 314
8.4.1 Cumulants Based Cost Functions ..... 314
8.4.2 Family of Equivariant Algorithms Employing the Higher Order Cumulants ..... 315
8.4.3 Possible Extensions ..... 317
8.4.4 Cumulants for Complex Valued Signals ..... 318
8.4.5 Blind Separation with More Sensors than Sources ..... 318
8.5 Robust Extraction of Arbitrary Group of Source Signals ..... 320
8.5.1 Blind Extraction of Sparse Sources with Largest Positive Kurtosis Using Prewhitening and Semi- Orthogonality Constraint ..... 320
8.5.2 Blind Extraction of an Arbitrary Group of Sources without Prewhitening ..... 323
8.6 Recurrent Neural Network Approach for Noise Cancellation ..... 325
8.6.1 Basic Concept and Algorithm Derivation ..... 325
8.6.2 Simultaneous Estimation of a Mixing Matrix and Noise Reduction ..... 328
8.6.2.1 Regularization ..... 329
8.6.3 Robust Prewhitening and Principal Component Analysis (PCA) ..... 331
8.6.4 Computer Simulation Experiments for Amari- Hopfield Network ..... 331
Appendix A. Cumulants in Terms of Moments ..... 333
9 Multichannel Blind Deconvolution: Natural Gradient Approach ..... 335
9.1 SIMO Convolutive Models and Learning Algorithms for Estimation of Source Signal ..... 336
9.1.1 Equalization Criteria for SIMO Systems ..... 338
9.1.2 SIMO Blind Identification and Equalization via Robust ICA/BSS ..... 340
9.1.3 Feed-forward Deconvolution Model and Natural Gradient Learning Algorithm ..... 342
9.1.4 Recurrent Neural Network Model and Hebbian Learning Algorithm ..... 343
9.2 Multichannel Blind Deconvolution with Constraints Imposed on FIR Filters ..... 346
9.3 General Models for Multiple-Input Multiple-Output Blind Deconvolution ..... 349
9.3.1 Fundamental Models and Assumptions ..... 349
9.3.2 Separation-Deconvolution Criteria ..... 351
9.4 Relationships Between BSS/ICA and MBD ..... 354
9.4.1 Multichannel Blind Deconvolution in the Frequency Domain ..... 354
9.4.2 Algebraic Equivalence of Various Approaches ..... 355
9.4.3 Convolution as Multiplicative Operator ..... 357
9.4.4 Natural Gradient Learning Rules for Multichannel Blind Deconvolution (MBD) ..... 358
9.4.5 NG Algorithms for Double Infinite Filters ..... 359
9.4.6 Implementation of Algorithms for Minimum Phase Non-causal System ..... 360
9.4.6.1 Batch Update Rules ..... 360
9.4.6.2 On-line Update Rule ..... 360
9.4.6.3 Block On-line Update Rule ..... 360
9.5 Natural Gradient Algorithms with Nonholonomic Constraints ..... 362
9.5.1 Equivariant Learning Algorithm for Causal FIR
Filters in the Lie Group Sense ..... 363
9.5.2 Natural Gradient Algorithm for Fully Recurrent Network ..... 367
9.6 MBD of Non-minimum Phase System Using Filter Decomposition Approach ..... 368
9.6.1 Information Back-propagation ..... 370
9.6.2 Batch Natural Gradient Learning Algorithm ..... 371
9.7 Computer Simulations Experiments ..... 373
9.7.1 The Natural Gradient Algorithm vs. the Ordinary Gradient Algorithm ..... 373
9.7.2 Information Back-propagation Example ..... 375
Appendix A. Lie Group and Riemannian Metric on FIR Manifold ..... 376
A.0.1 Lie Group ..... 377
A.0.2 Riemannian Metric and Natural Gradient in the Lie Group Sense ..... 379
Appendix B. Properties and Stability Conditions for the Equivariant Algorithm ..... 381
B.0.1 Proof of Fundamental Properties and Stability Analysis of Equivariant NG Algorithm (9.126) ..... 381
B.0.2 Stability Analysis of the Learning Algorithm ..... 381
10 Estimating Functions and Superefficiency for ICA and Deconvolution ..... 383
10.1 Estimating Functions for Standard ICA ..... 384
10.1.1 What is Estimating Function? ..... 384
10.1.2 Semiparametric Statistical Model ..... 385
10.1.3 Admissible Class of Estimating Functions ..... 386
10.1.4 Stability of Estimating Functions ..... 389
10.1.5 Standardized Estimating Function and Adaptive
Newton Method ..... 392
10.1.6 Analysis of Estimation Error and Superefficiency ..... 393
10.1.7 Adaptive Choice of $\varphi$ Function ..... 395
10.2 Estimating Functions in Noisy Case ..... 396
10.3 Estimating Functions for Temporally Correlated Source Signals ..... 397
10.3.1 Source Model ..... 397
10.3.2 Likelihood and Score Functions ..... 399
10.3.3 Estimating Functions ..... 400
10.3.4 Simultaneous and Joint Diagonalization of Covariance Matrices and Estimating Functions ..... 401
10.3.5 Standardized Estimating Function and Newton Method ..... 404
10.3.6 Asymptotic Errors ..... 407
10.4 Semiparametric Models for Multichannel Blind Deconvolution407
10.4.1 Notation and Problem Statement ..... 408
10.4.2 Geometrical Structures on FIR Manifold ..... 409
10.4.3 Lie Group ..... 410
10.4.4 Natural Gradient Approach for Multichannel Blind Deconvolution ..... 410
10.4.5 Efficient Score Matrix Function and its Representation413
10.5 Estimating Functions for $M B D$ ..... 415
10.5.1 Superefficiency of Batch Estimator ..... 418
Appendix A. Representation of Operator $\mathcal{K}(z)$ ..... 419
11 Blind Filtering and Separation Using a State-Space Approach ..... 423
11.1 Problem Formulation and Basic Models ..... 424
11.1.1 Invertibility by State Space Model ..... 427
11.1.2 Controller Canonical Form ..... 428
11.2 Derivation of Basic Learning Algorithms ..... 428
11.2.1 Gradient Descent Algorithms for Estimation of Output Matrices $\mathbf{W}=[\mathbf{C}, \mathbf{D}]$ ..... 429
11.2.2 Special Case - Multichannel Blind Deconvolution with Causal FIR Filters ..... 432
11.2.3 Derivation of the Natural Gradient Algorithm for State Space Model ..... 432
11.3 Estimation of Matrices $[\mathbf{A}, \mathbf{B}]$ by Information Back- propagation ..... 434
11.4 State Estimator - The Kalman Filter ..... 437
11.4.1 Kalman Filter ..... 437
11.5 Two-stage Separation Algorithm ..... 439
Appendix A. Derivation of the Cost Function ..... 440
12 Nonlinear State Space Models - Semi-Blind Signal Processing ..... 443
12.1 General Formulation of The Problem ..... 443
12.1.1 Invertibility by State Space Model ..... 447
12.1.2 Internal Representation ..... 447
12.2 Supervised-Unsupervised Learning Approach ..... 448
12.2.1 Nonlinear Autoregressive Moving Average Model ..... 448
12.2.2 Hyper Radial Basis Function Neural Network Model ..... 449
12.2.3 Estimation of Parameters of HRBF Networks Using Gradient Approach ..... 451
13 Appendix - Mathematical Preliminaries ..... 453
13.1 Matrix Analysis ..... 453
13.1.1 Matrix inverse update rules ..... 453
13.1.2 Some properties of determinant ..... 454
13.1.3 Some properties of the Moore-Penrose pseudo-inverse ..... 454
13.1.4 Matrix Expectations ..... 455
13.1.5 Differentiation of a scalar function with respect to a vector ..... 456
13.1.6 Matrix differentiation ..... 457
13.1.7 Trace ..... 458
13.1.8 Matrix differentiation of trace of matrices ..... 459
13.1.9 Important Inequalities ..... 460
13.2 Distance measures ..... 462
13.2.1 Geometric distance measures ..... 462
13.2.2 Distances between sets ..... 462
13.2.3 Discrimination measures ..... 463
References ..... 465
14 Glossary of Symbols and Abbreviations ..... 547

## xvi CONTENTS

Index 552

## List of Figures

### 1.1 Block diagrams illustrating blind signal processing or blind

 identification problem.1.2 (a) Conceptual model of system inverse problem. (b)

Model-reference adaptive inverse control. For the switch in position 1 the system performs a standard adaptive inverse by minimizing the norm of error vector e, for switch in position 2 the system estimates errors blindly.
1.3 Block diaqram illustrating the basic linear instantaneous blind source separation (BSS) problem: (a) General block diagram represented by vectors and matrices, (b) detailed architecture. In general, the number of sensors can be larger, equal to or less than the number of sources. The number of sources is unknown and can change in time [264, 275].
1.4 Basic approaches for blind source separation with some a priori knowledge.
1.5 Illustration of exploiting spectral diversity in BSS. Three unknown sources and their available mixture and spectrum of the mixed signal. The sources are extracted by passing the mixed signal by three bandpass filters (BPF) with suitable frequency characteristics depicted in the bottom figure.
1.6 Illustration of exploiting time-frequency diversity in BSS. (a) Original unknown source signals and available mixed signal. (b) Time-frequency representation of the mixed signal. Due to non-overlapping time-frequency signatures of the sources by masking and synthesis (inverse transform), we can extract the desired sources. ..... 12
1.7 Standard model for noise cancellation in a single channel using a nonlinear adaptive filter or neural network. ..... 13
1.8 Illustration of noise cancellation and blind separation - deconvolution problem. ..... 14
1.9 Diagram illustrating the single channel convolution and inverse deconvolution process. ..... 15
1.10 Diagram illustrating standard multichannel blind deconvolution problem (MBD). ..... 15
1.11 Exemplary models of synaptic weights for the feed-forwardadaptive system (neural network) shown in Fig.1.3 : (a)Basic FIR filter model, (b) Gamma filter model, (c) Laguerrefilter model.17
1.12 Block diagram illustrating the sequential blind extraction of sources or independent components. Synaptic weights $w_{i j}$ can be time-variable coefficients or adaptive filters (see Fig.1.11).
1.13 Conceptual state-space model illustrating general linear
state-space mixing and self-adaptive demixing model for
Dynamic ICA (DICA). Objective of learning algorithms is estimation of a set of matrices $\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{L}\}[287, ~ 289, ~ 290, ~$ 1359, 1360, 1361].
1.14 Block diagram of a simplified nonlinear demixing NARMA model. For the switch in open position we have feed-forward MA model and for the switch closed we have a recurrent ARMA model.
1.15 Simplified model of RBF neural network applied for nonlinear semi-blind single channel equalization of binary sources; if the switch is in position 1, we have supervised learning, and unsupervised learning if it is in position 2.
1.16 Exemplary biomedical applications of blind signal processing: (a) A multi-recording monitoring system for blind enhancement of sources, cancellation of noise, elimination of artifacts and detection of evoked potentials, (b) blind separation of the fetal electrocardiogram ( $F E C G$ ) and maternal electrocardiogram (MECG) trom skin electrode signals recorded from a pregnant women, (c) blind enhancement and independent components of multichannel electromyographic (EMG) signals.
1.17 Non-invasive multi-electrodes recording of activation of the brain using EEG or MEG.
1.18 (a) A subset of the 122-MEG channels. (b) Principal and (c) independent components of the data. (d) Field patterns corresponding to the first two independent components. In (e) the superposition of the localizations of the dipole originating IC1 (black circles, corresponding to the auditory cortex activation) and IC'2 (white circles, corresponding to the SI cortex activation) onto magnetic resonance images (MRI) of the subject. The bars illustrate the orientation of the source net current. Results are obtained in collaboration with researchers from the Helsinki University of Technology, Finland [264].
1.19 Conceptual models for removing undesirable components like noise and artifacts and enhancing multi-sensory (e.g., EEG/MEG) data: (a) Using expert decision and hard switches, (b) using soft switches (adaptive nonlinearities in time, frequency or time-frequency domain), (c) using nonlinear adaptive filters and hard switches [286, 1254].
1.20 Adaptive filter configured for line enhancement (switches in position 1) and for standard noise cancellation (switches in position 2).

### 1.21 Illustration of the "cocktail party" problem and speech enhancement.

### 1.22 Wireless communication scenario.

1.23 Blind extraction of binary image from superposition of
several images [761].
1.24 Blind separation of text binary images from a single overlapped image [761].
1.25 Illustration of image restoration problem: (a) Original
image (unknown), (b) distorted (blurred) available image,
(c) restored image using blind deconvolution approach,
(d) final restored image obtained after smoothing (post-
processing) [329, 330].
2.1 Architecture of the Amari-Hopfield continuous-time (analog)
model of recurrent neural network (a) block diagram, (b)
detailed architecture.
56
2.2 Detailed architecture of the Amari-Hopfield continuous-time
(analog) model of recurrent neural network with regularization. 63
2.3 This figure illustrates the optimization criteria employed in
the total least-squares (TLS), least-squares (LS) and data
least-squares (DLS) estimation procedures for the problem of
finding a straight line approximation to a set of points. The
TLS optimization assumes that the measurements of the $x$
and $y$ variables are in error, and seeks an estimate such that
the sum of the squared values of the perpendicular distances
of each of the points from the straight line approximation
is minimized. The LS criterion assumes that only the
measurements of the $y$ variable is in error, and therefore
the error associated with each point is parallel to the $y$ axis.
Therefore the $L S$ minimizes the sum of the squared values
of such errors. The DLS criterion assumes that only the
measurements of the $x$ variable is in error.
2.4 Straight lines fit for the five points marked by ' $x$ ' obtained using the: (a) LS ( $L_{2}$-norm), (b) TLS, (c) DLS, (d) $L_{1}$-norm, (e) $L_{\infty}$-norm, and (f) combined results.
2.5 Straight lines fit for the five points marked by ' $x$ ' obtained using the LS, TLS and ETLS methods.80
3.1 Sequential extraction of principal components. ..... 96
3.2 On-line on chip implementation of fast RLS learning algorithm for the principal component estimation. ..... 97
4.1 Basic model for blind spatial decorrelation of sensor signals. ..... 130
4.2 Illustration of basic transformation of two sensor signals with uniform distributions. ..... 131
4.3 Block diagram illustrating the implementation of the learning algorithm (4.31). ..... 135
4.4 Implementation of the local learning rule (4.48) for the blind decorrelation. ..... 137
4.5 Illustration of processing of signals by using a bank of bandpass filters: (a) Filtering a vector $\mathbf{x}$ of sensor signals by a bank of sub-band filters, (b) typical frequency characteristics of bandpass filters. ..... 152
4.6 Comparison of performance of various algorithms as a function of the signal to noise ratio (SNR) [223, [235]. ..... 162
4.7 Blind identification and estimation of sparse images:
(a) Original sources, (b) mixed available images, (c) reconstructed images using the proposed algorithm (4.166)- (4.167). ..... 168
5.1 Block diagrams illustrating: (a) Sequential blind extractionof sources and independent components, (b) implementationof extraction and deflation principles. LAE and LAD meanlearning algorithm for extraction and deflation, respectively.180
5.2 Block diagram illustrating blind LMS algorithm. ..... 184
5.3 Implementation of BLMS and KuicNet algorithms. ..... 187
5.4 Block diagram illustrating the implementation of thegeneralized fixed-point learning algorithm developed byHyvärinen-Oja [595]. 〈〉 means averaging operator. In thespecial case of optimization of standard kurtosis, where$g\left(y_{1}\right)=y_{1}^{3}$ and $g^{\prime}\left(y_{1}\right)=3 y_{1}^{2}$.189
5.5 Block diagram illustrating implementation of learning algorithm for temporally correlated sources. ..... 194
5.6 The neural network structure for one-unit extraction using a linear predictor. ..... 196
5.7 The cascade neural network structure for multi-unit extraction. 19 ..... 98
5.8 The conceptual model of single processing unit for extraction of sources using adaptive bandpass filter. ..... 202
5.9 Frequency characteristics of 4-th order Butterworth bandpass filter with adjustable center frequency and fixed bandwidth. ..... 204
5.10 Exemplary computer simulation results for mixture of threecolored Gaussian signals, where $s_{i}, x_{1 j}$, and $y_{i}$ stand forthe j-th source signals, whiten mixed signals, and extractedsignals, respectively. The sources signals were extracted byemploying the learning algorithm (5.73)-(5.74) with $L=5$1142.220
5.11 Exemplary computer simulation results for mixture ofnatural speech signals and a colored Gaussian noise, where$s_{j}$ and $x_{1 i}$, stand for the $j$-th source signal and mixed signal,respectively. The signals $y_{j}$ was extracted by using the neuralnetwork shown in Fig. 5.'7 and associated learning algorithm(5.91) with $q=1,5,12$.221
5.12 Exemplary computer simulation results for mixture of threenon-i.i.d. signals and two i.i.d. random sequences, where sj,$x_{1 j}$, and $y_{j}$ stand for the j-th source signals, mixed signals,and extracted signals, respectively. The learning algorithm(5.81) with $L=10$ was employed [1142].222
5.13 Exemplary computer simulation results for mixture of three$512 \times 512$ image signals, where $s_{j}$ and $x_{1 j}$ stand for the $j$-thoriginal images and mixed images, respectively, and $y_{1}$ theimage extracted by the extraction processing unit shown inFig. 5.6. The learning algorithm (5.91) with $q=1$ wasemployed [68, 1142].223
6.1 Block diagram illustrating standard independent component analysis (ICA) and blind source separation (BSS) problem. ..... 232
6.2 Block diagram of fully connected recurrent network. ..... 237
6.3 (a) Plot of the generalized Gaussian pdf for various values of parameter $r$ (with $\sigma^{2}=1$ ) and (b) corresponding nonlinear activation functions. ..... 244
6.4 (a) Plot of generalized Cauchy pdf for various values of parameter $r$ (with $\sigma^{2}=1$ ) and (b) corresponding nonlinear activation functions. ..... 248
6.5 The plot of kurtosis $\kappa_{4}(r)$ versus Gaussian exponent $r$ : (a) for leptokurtic signal; (b) for platykurtic signal [232]. ..... 250
6.6 (a) Architecture of feed-forward neural network. (b) Architecture of fully connected recurrent neural network. ..... 256
7.1 Block diagrams: (a) Recurrent and (b) feed-forward neural network for blind source separation. ..... 275
7.2 (a) Neural network model and (b) implementation of the Jutten-Hérault basic continuous-time algorithm for two channels. ..... 276
7.3 Block diagram of the continuous-time locally adaptive learning algorithm (7.23). ..... 280

$$
\text { 7.4 Detailed analog circuit illustrating implementation of the } \quad 281
$$

7.5 (a) Block diagram illustrating implementation of continuoustime robust learning algorithm, (b) illustration of implementation of the discrete-time robust learning algorithm. 283
7.6 Various confiqurations of multilayer neural networks for blind source separation: (a) Feed-forward model, (b) recurrent model, (c) hybrid model (LA means learning algorithm).
7.7 Computer simulation results for Example 1: (a) Waveforms of primary sources $s_{1}, s_{2}, s_{2}$, (b) sensors signals $x_{1}, x_{2}, x_{3}$ and (c) estimated sources $y_{1}, y_{2}, y_{3}$ using the algorithm (7.32).295
7.8 Exemplary computer simulation results for Example 2 using the algorithm (7.25). (a) Waveforms of primary sources, (b) noisy sensor signals and (c) reconstructed source signals. 297
7.9 Blind separation of speech signals using the algorithm (7.80): (a) Primary source signals, (b) sensor signals, (c) recovered source signals.
7.10 (a) Eight ECG siqnals are separated into: Four maternal signals, two fetal signals and two noise signals. (b) Detailed plots of extracted fetal ECG signals. The mixed signals were obtained from 8 electrodes located on the abdomen of a pregnant woman. The signals are 2.5 seconds long, sampled at 200 Hz .
8.1 Ensemble-averaged value of the performance index for uncorrelated measurement noise in the first example: dotted line represents the original algorithm (8.8) with noise, dashed line represents the bias removal algorithm (8.10) with noise, solid line represents the original algorithm (8.8) without noise 404].
8.2 Conceptual block diagram of mixing and demixing systems with noise cancellation. It is assumed that reference noise is available.
8.3 Block diagrams illustrating multistage noise cancellation and blind source separation: (a) Linear model of convolutive noise, (b) more general model of additive noise modelled by nonlinear dynamical systems (NDS) and adaptive neural networks (NN): LA1 and LA2 denote learning algorithms performing the LMS or back-propagation supervising learning rules whereas LA3 denotes a learning algorithm for BSS.
8.4 Analog Amari-Hopfield neural network architecture for
8.5 Architecture of Amari-Hopfield recurrent neural network for simultaneous noise reduction and mixing matrix estimation: Conceptual discrete-time model with optional PCA.
8.6 Detailed architecture of the discrete-time Amari-Hopfield recurrent neural network with regularization.
8.7 Exemplary simulation results for the neural network in Fig.8.4 for signals corrupted by the Gaussian noise. The first three signals are the original sources, the next three signals are the noisy sensor signals, and the last three signals are the on-line estimated source signals using the learning rule given in (8.92)-(8.93). The horizontal axis represents time in seconds.
8.8 Exemplary simulation results for the neural network in Fig. 8.4 for impulsive noise. The first three signals are the mixed sensors signals contaminated by the impulsive (Laplacian) noise, the next three signals are the source signals estimated using the learning rule (8.8) and the last three signals are the on-line estimated source signals using the learning rule (8.92)-(8.93).
9.1 Conceptual models of single-input/multiple-output (SIMO) dynamical system: (a) Recording by an array of microphones an unknown acoustic signal distorted by reverberation, (b) array of antenna receiving distorted version of transmitted signal, (c) illustration of oversampling principle for two channels.
9.2 Functional diagrams illustrating SIMO blind equalization models: (a) Feed-forward model, (b) recurrent model, (c) detailed structure of the recurrent model.
9.3 Block diagrams illustrating the multichannel blind deconvolution problem: (a) Recurrent neural network, (b) feed-forward neural network (for simplicity, models for two channels are shown only).
9.4 Illustration of the multichannel deconvolution models: (a) Functional block diagram of the feed-forward model, (b) architecture of feed-forward neural network (each synaptic weight $W_{i j}(z, k)$ is an FIR or stable IIR filter, (c) architecture of the fully connected recurrent neural network.
9.5 Exemplary architectures for two stage multichannel deconvolution. ..... 353
9.6 Illustration of the Lie group's inverse of an FIR filter, where $\mathbf{H}(z)$ is an FIR filter of length $L=50, \mathbf{W}(z)$ is the Lie group's inverse of $\mathbf{H}(z)$, and $\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)$ is the composite transfer function. ..... 367
9.7 Cascade of two FIR filters (non-causal and causal) for blind deconvolution of non-minimum phase system. ..... 369
9.8 Illustration of the information back-propagation learning. ..... 371
9.9 Simulation results of two channel blind deconvolution forSIMO system in Example 9.2: (a) Parameters of mixingfilters $\left(H_{1}(z), H_{2}(z)\right)$ and estimated parameters of adaptivedeconvoluting filters $\left(W_{1}(z), W_{2}(z)\right.$ ), (b) coefficients of globalsub-channels $\left(G_{1}(z)=W_{1}(z) H_{1}(z), G_{2}(z)=W_{2}(z) H_{2}(z)\right)$, (c)parameters of global system $\left(G(z)=G_{1}(z)+G_{2}(z)\right)$.374
9.10 Typical performance index $M_{\text {ISI }}$ of the natural gradient algorithm for multichannel blind deconvolution in comparison with the standard gradient algorithm [1369]. ..... 375
9.11 The parameters of $\mathbf{G}(z)$ of the causal system in Example 9.3:
(a) The initial state, (b) after 3000 iterations [1368, 1374]]. ..... 376
9.12 Zeros and poles distributions of the mixing ARMA model in Example 9.4. ..... 377
9.13 The distribution of parameters of the global transfer function $\mathbf{G}(z)$ of non-causal system in Example 9.4: (a) The initial state, (b) after convergence [1369]. ..... 378
11.1 Conceptual block diagram illustrating the general linear state-space mixing and self-adaptive demixing model for blind separation and filtering. The objective of learning algorithms is the estimation of a set matrices $\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{L}\}$ [287, 289, 290, 1359, 1360, 1361, 1368]. ..... 425
11.2 Kalman filter for noise reduction. ..... 438
12.1 Typical nonlinear dynamical models: (a) The Hammerstein system, (b) the Wiener system and (c) Sandwich system. ..... 44412.2 The simple nonlinear dynamical model which leads to thestandard linear filtering and separation problem if thenonlinear function can be estimated and their inverses exist. 445
12.3 Nonlinear state-space models for multichannel semi-blind separation and filtering: (a) Generalized nonlinear model, (b) simplified nonlinear model. 446
12.4 Block diagram of a simplified nonlinear demixing NARMA model. For the switch open, we have a feed-forward nonlinear MA model, and for the switch closed we have a recurrent nonlinear ARMA model. 448
12.5 Conceptual block diagram illustrating HRBF neural network model employed for nonlinear semi-blind separation and filtering: (a) Block diagram, (b) detailed neural network model. 450
12.6 Simplified model of HRBF neural network for nonlinear
semi-blind single channel equalization; if the switch is in position 1, we have supervised learning, and unsupervised learning if it is in position 2, assuming binary sources.

## List of Tables

2.1 Basic robust loss functions $\rho(e)$ and corresponding influence functions $\Psi(e)=d \rho(e) / d e$. ..... 55
3.1 Basic cost functions which maximization leads to adaptive PCA algorithms. ..... 101
3.2 Basic adaptive learning algorithms for principal component analysis (PCA). ..... 102
3.3 Basic adaptive learning algorithms for minor component analysis (MCA). ..... 109
3.4 Parallel adaptive algorithms for PSA/PCA. ..... 114
3.5 Adaptive parallel MSA/MCA algorithms for complex valued data. ..... 116
A. 1 Fast implementations of PSA algorithms for complex-valued signals and matrices. ..... 124
5.1 Cost functions for sequential blind source extraction one by one, $y=\mathbf{w}^{T} \mathbf{x}$. (Some criteria require prewhitening of sensor data, i.e., $\mathbf{R}_{\mathbf{x x}}=\mathbf{I}$ or $\mathbf{A A}^{T}=\mathbf{I}$ ). ..... 216
6.1 Typical pdf $q(y)$ and corresponding normalized activation functions $f(y)=-d \log q(y) / d y$. ..... 246
xxviii CONTENTS
$\begin{array}{ll}8.1 \text { Basic cost functions for } I C A / B S S \text { algorithms without } & 319 \\ & \text { prewhitening. }\end{array}$
8.2 Family of equivariant learning algorithms for ICA for complex-valued signals.321
8.3 Typical cost functions for blind signal extraction of group of $e$-sources $(1 \leq e \leq n)$ with prewhitening of sensor signals, i.e., $\mathbf{A A}^{T}=\mathbf{I}$. 324
8.4 BSE algorithm based on cumulants without prewhitening [331]. 325
9.1 Relationships between instantaneous blind source separation and multichannel blind deconvolution for complexvalued signals and parameters. 361
11.1 Family of adaptive learning algorithms for state-space models. 435

## Preface

Signal Processing has always played a critical role in science and technology and development of new systems like computer tomography, (PET, fMRI, EEG/MEG, optical recordings), wireless communications, digital cameras, HDTV, etc. As demand for high quality and reliability in recording and visualization systems increases, signal processing has an even more important role to play.

Blind Signal Processing (BSP) is now one of the hottest and emerging areas in Signal Processing with solid theoretical foundations and many potential applications. In fact, BSP has become a very important topic of research and development in many areas, especially biomedical engineering, medical imaging, speech enhancement, remote sensing, communication systems, exploration seismology, geophysics, econometrics, data mining, etc. The blind signal processing techniques principally do not use any training data and do not assume a priori knowledge about parameters of convolutive, filtering and mixing systems. BSP includes three major areas: Blind Signal Separation and Extraction, Independent Component Analysis (ICA), and Blind Multichannel Blind Deconvolution and Equalization which are the main subjects of the book. Recent research in these areas is a fascinating blend of heuristic concepts and ideas and rigorous theories and experiments.

Researchers from various fields are interested in different, usually very diverse aspects of the BSP. For example, neuroscientists and biologists are interested in the development of biologically plausible neural network models with unsupervised learning. On the other hand, they need reliable methods and techniques which will be able to extract or separate useful information from superimposed biomedical source signals corrupted by huge noise and interferences, for example, by using non-invasive recordings of human brain activities, (e.g., by using EEG or MEG) in order to understand the brain ability to sense, recognize,
store and recall patterns as well as crucial elements of learning: association, abstraction and generalization. A second group of researchers: engineers and computer scientists, are fundamentally interested in possibly simple models which can be implemented in hardware in actual available VLSI technology and in the computational approach, where the aim is to develop flexible and efficient algorithms for specific practical engineering and scientific applications. The third group of researchers: mathematicians and physicists, have an interest in the development of fundamental theory, to understand mechanisms, properties and abilities of developed algorithms and in their generalizations to more complex and sophisticated models. The interactions among the groups make real progress in this very interdisciplinary research devoted to BSP and each group benefits from the others.

The theory built up around Blind Signal Processing is at present so extensive and applications are so numerous that we are, of course, not able to cover all of them. Our selection and treatment of materials reflects our background and our own research interest and results in this area during the last 10 years. We prefer to complement other books on the subject of BSP rather than to compete with them. The book provides wide coverage of adaptive blind signal processing techniques and algorithms both from the theoretical and practical point of view. The main objective is to derive and present efficient and simple adaptive algorithms that work well in practice for real-world data. In fact, most of the algorithms discussed in the book have been implemented in MATLAB and extensively tested. We attempt to present concepts, models and algorithms in possibly general or flexible forms to stimulate the reader to be creative in visualizing new approaches and adopt methods or algorithms for his/her specific applications.

The book is partly a textbook and partly a monograph. It is a textbook because it gives a detailed introduction to BSP basic models and algorithms. It is simultaneously a monograph because it presents several new results and ideas and further developments and explanation of existing algorithms which are brought together and published in the book for the first time. Furthermore, the research results previously scattered in many scientific journals and conference papers worldwide, are methodically collected and presented in the book in a unified form. As a result of its twofold character the book is likely to be of interest to graduate and postgraduate students, engineers and scientists working in the field of biomedical engineering, communication, electronics, computer science, finance, economics, optimization, geophysics, and neural networks. Furthermore, the book may also be of interest to researchers working in different areas of science, since a number of results and concepts have been included which may be advantageous for their further research. One can read this book through sequentially but it is not necessary since each chapter is essentially self-contained, with as few cross references as possible. So, browsing is encouraged.
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## 1

## Introduction to Blind Signal Processing: Problems and Applications

The fundamental problem of communication is that of reproducing at one point either exactly or approximately a message selected at another point.
-(Claude Shannon, 1948)
In this book, we describe various approaches, methods and techniques to blind and semiblind signal processing, especially principal and independent component analysis, blind source separation, blind source extraction, multichannel blind deconvolution and equalization of source signals when the measured sensor signals are contaminated by additive noise. An emphasis is given to an information-theoretical unifying approach, adaptive filtering models and the development of simple and efficient associated on-line adaptive nonlinear learning algorithms.

We derive, review and extend the existing adaptive algorithms for blind and semi-blind signal processing with a special emphasis on robust algorithms with equivariant properties in order to considerably reduce the bias caused by measurement noise, interferences and other parasitic effects. Moreover, novel adaptive systems and associated learning algorithms are presented for estimation of source signals and reduction of influence of noise. We discuss the optimal choice of nonlinear activation functions for various signals and noise distributions, e.g., Gaussian, Laplacian and uniformly-distributed noise assuming a generalized Gaussian distributed and other models. Extensive computer simulations have confirmed the usefulness and superior performance of the developed algorithms. Some of the research results presented in this book are new and are presented here for the first time.

### 1.1 PROBLEM FORMULATIONS - AN OVERVIEW

### 1.1.1 Generalized Blind Signal Processing Problem

A fairly general blind signal processing (BSP) problem can be formulated as follows. We observe records of sensor signals $\mathbf{x}(t)=\left[x_{1}(t), x_{2}(t), \ldots, x_{m}(t)\right]^{T}$ from a MIMO (multiple-input/multiple-output) nonlinear dynamical system ${ }^{1}$. The objective is to find an inverse system, termed a reconstruction system, neural network or an adaptive inverse system, if it exists and is stable, in order to estimate the primary source signals $\mathbf{s}(t)=\left[s_{1}(t), s_{2}(t), \ldots\right.$, $\left.s_{n}(t)\right]^{T}$. This estimation is performed on the basis of the output signals $\mathbf{y}(t)=\left[y_{1}(t)\right.$, $\left.y_{2}(t), \ldots, y_{n}(t)\right]^{T}$ and sensor signals as well as some a priori knowledge of the mixing system. Preferably, the inverse system should be adaptive in such a way that it has some tracking capability in nonstationary environments (see Fig.1.1). Instead of estimating the source signals directly, it is sometimes more convenient to identify an unknown mixing and filtering dynamical system first (e.g., when the inverse system does not exist or the number of observations is less than the number of source signals) and then estimate source signals implicitly by exploiting some a priori information about the system and applying a suitable optimization procedure.

In many cases, source signals are simultaneously linearly filtered and mixed. The aim is to process these observations in such a way that the original source signals are extracted by the adaptive system. The problems of separating and estimating the original source waveforms from the sensor array, without knowing the transmission channel characteristics and the sources can be expressed briefly as a number of related problems: Independent Components Analysis (ICA), Blind Source Separation (BSS), Blind Signal Extraction (BSE) or Multichannel Blind Deconvolution (MBD) 31.

Roughly speaking, they can be formulated as the problems of separating or estimating the waveforms of the original sources from an array of sensors or transducers without knowing the characteristics of the transmission channels.

There appears to be something magical about blind signal processing; we are estimating the original source signals without knowing the parameters of mixing and/or filtering processes. It is difficult to imagine that one can estimate this at all. In fact, without some $a$ priori knowledge, it is not possible to uniquely estimate the original source signals. However, one can usually estimate them up to certain indeterminacies. In mathematical terms these indeterminacies and ambiguities can be expressed as arbitrary scaling, permutation and delay of estimated source signals. These indeterminacies preserve, however, the waveforms of original sources. Although these indeterminacies seem to be rather severe limitations, but in a great number of applications these limitations are not essential, since the most relevant information about the source signals is contained in the waveforms of the source signals and not in their amplitudes or order in which they are arranged in the output of the system. For some dynamical models, however, there is no guarantee that the estimated or extracted signals have exactly the same waveforms as the source signals, and then the
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Fig. 1.1 Block diagrams illustrating blind signal processing or blind identification problem.
requirements must be sometimes further relaxed to the extent that the extracted waveforms are distorted (filtered or convolved) versions of the primary source signals [175, 1277] (see Fig (1.1).

We would like to emphasize the essential difference between the standard inverse identification problem and the blind or semi-blind signal processing task. In a basic linear identification or inverse system problem we have access to the input (source) signals (see Fig 1.2 (a)). Our objective is to estimate a delayed (or more generally smoothed or filtered) version of the inverse system of a linear dynamical system (plant) by minimizing the mean square error between the delayed (or model-reference) source signals and the output signals.
(a)

(b)


Fig. 1.2 (a) Conceptual model of system inverse problem. (b) Model-reference adaptive inverse control. For the switch in position 1 the system performs a standard adaptive inverse by minimizing the norm of error vector $\mathbf{e}$, for switch in position 2 the system estimates errors blindly.

In BSP problems we do not have access to source signals (which are usually assumed to be statistically independent), so we attempt, for example, to design an appropriate nonlinear filter that estimates desired signals as illustrated in the case of a inverse system in Fig 1.2 (a). Similarly, in the basic adaptive inverse control problem [1286], we attempt to estimate a form of adaptive controller whose transfer function is the inverse (in some sense) of that of the plant itself. The objective of such an adaptive system is to make the
plant to directly follow the input signals (commands). A vector of error signals defined as the difference between the plant outputs and the reference inputs are used by an adaptive learning algorithm to adjust parameters of the linear controller. Usually, it is desirable that the plant outputs do not track the input source (command) signals themselves but rather track a delayed or smoothed (filtered) version of the input signals represented in Fig. 1.2 (b) by transfer function $\mathbf{M}(z)$. It should be noted that in the general case the global system consisting of the cascade of the controller and the plant after convergence should model a dynamical response of the reference model $\mathbf{M}(z)$ (see Fig.1.2 (b)) [1286].

### 1.1.2 Instantaneous Blind Source Separation and Independent Component Analysis

In blind signal processing problems, the mixing and filtering processes of the unknown input sources $s_{j}(k)(j=1,2, \ldots, n)$ may have different mathematical or physical models, depending on specific applications.

In the simplest case, $m$ mixed signals $x_{i}(k)(i=1,2, \ldots, m)$ are linear combinations of $n$ (typically $m \geq n$ ) unknown mutually statistically independent, zero-mean source signals $s_{j}(k)$, and are noise-contaminated (see Fig.1.3). This can be written as

$$
\begin{equation*}
x_{i}(k)=\sum_{j=1}^{n} h_{i j} s_{j}(k)+\nu_{i}(k), \quad(i=1,2, \ldots, m) \tag{1.1}
\end{equation*}
$$

or in the matrix notation

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\boldsymbol{\nu}(k), \tag{1.2}
\end{equation*}
$$

where $\mathbf{x}(k)=\left[x_{1}(k), x_{2}(k), \ldots, x_{m}(k)\right]^{T}$ is a vector of sensor signals, $\mathbf{s}(k)=\left[s_{1}(k)\right.$, $\left.s_{2}(k), \ldots, s_{n}(k)\right]^{T}$ is a vector of sources, $\boldsymbol{\nu}(k)=\left[\nu_{1}(k), \nu_{2}(k), \ldots, \nu_{m}(k)\right]^{T}$ is a vector of additive noise, and $\mathbf{H}$ is an unknown full rank $m \times n$ mixing matrix. In other words, it is assumed that the signals received by an array of sensors (e.g., microphones, antennas, transducers) are weighted sums (linear mixtures) of primary sources. These sources are typically time-varying, zero-mean, mutually statistically independent and totally unknown as is the case of arrays of sensors for communications or speech signals.

In general, it is assumed that the number of source signals $n$ is unknown unless stated otherwise. It is assumed that only the sensor vector $\mathbf{x}(k)$ is available and it is necessary to design a feed-forward or recurrent neural network and an associated adaptive learning algorithm that enables estimation of sources, identification of the mixing matrix $\mathbf{H}$ and/or separating matrix $\mathbf{W}$ with good tracking abilities (see Fig(1.3).

The above problems are often referred to as BSS (blind source separation) and/or ICA (independent component analysis): the BSS of a random vector $\mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{m}\right]^{T}$ is obtained by finding an $n \times m$, full rank, linear transformation (separating) matrix $\mathbf{W}$ such that the output signal vector $\mathbf{y}=\left[y_{1}, y_{2}, \ldots, y_{n}\right]^{T}$, defined by $\mathbf{y}=\mathbf{W} \mathbf{x}$, contains components that are as independent as possible, as measured by an information-theoretic cost function such as the Kullback-Leibler divergence or other criteria like sparseness, smoothness or linear predictability. In other words, it is required to adapt the weights $w_{i j}$ of the $n \times m$ matrix $\mathbf{W}$ of the linear system $\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k)$ (often referred to as a single-layer feed-forward neural network) to combine the observations $x_{i}(k)$ to generate estimates of the
(a)
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Fig. 1.3 Block diagram illustrating the basic linear instantaneous blind source separation (BSS) problem: (a) General block diagram represented by vectors and matrices, (b) detailed architecture. In general, the number of sensors can be larger, equal to or less than the number of sources. The number of sources is unknown and can change in time [264, 275].
source signals

$$
\begin{equation*}
\hat{s}_{j}(k)=y_{j}(k)=\sum_{i=1}^{m} w_{j i} x_{i}(k), \quad(j=1,2, \ldots, n) . \tag{1.3}
\end{equation*}
$$

The optimal weights correspond to the statistical independence of the output signals $y_{j}(k)$ (see Fig.1.3).
Remark 1.1 In this book, unless otherwise mentioned, we assume that the source signals (and consequently output signals) are zero-mean. Non zero-mean source can be modelled by zero-mean source with an additional constant source. This constant source can be usually detected but its amplitude cannot be recovered without some a priori knowledge.

There are several definitions of ICA. In this book, depending on the problem, we use different definitions given below.

Definition 1.1 (Temporal ICA) The ICA of a noisy random vector $\mathbf{x}(k) \in \mathbb{R}^{m}$ is obtained by finding an $n \times m$, (with $m \geq n$ ), a full rank separating matrix $\mathbf{W}$ such that the output signal vector $\mathbf{y}(k)=\left[y_{1}(k), y_{2}(k), \ldots, y_{n}(k)\right]^{T}$ defined by

$$
\begin{equation*}
\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k), \tag{1.4}
\end{equation*}
$$

contains the estimated source components $\mathbf{s}(k) \in \mathbb{R}^{n}$ that are as independent as possible, evaluated by an information-theoretic cost function such as the minimum Kullback-Leibler divergence.

Definition 1.2 For a random noisy vector $\mathbf{x}(k)$ defined by

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\boldsymbol{\nu}(k), \tag{1.5}
\end{equation*}
$$

where $\mathbf{H}$ is an $(m \times n)$ mixing matrix, $\mathbf{s}(k)=\left[s_{1}(k), s_{2}(k), \ldots, s_{n}(k)\right]^{T}$ is a source vector of statistically independent signals, and $\boldsymbol{\nu}(k)=\left[\nu_{1}(k), \nu_{2}(k), \ldots, \nu_{m}(k)\right]^{T}$ is a vector of uncorrelated noise terms, ICA is obtained by estimating both the mixing matrix $\mathbf{H}$ and the independent components $\mathbf{s}(k)=\left[s_{1}(k), s_{2}(k), \ldots, s_{n}(k)\right]^{T}$.

Definition 1.3 ICA task is formulated as estimation of all the source signals and their numbers and/or identification of a mixing matrix $\widehat{\mathbf{H}}$ or its pseudo-inverse separating matrix $\mathbf{W}=\widehat{\mathbf{H}}^{+}$assuming only the statistical independence of the primary sources and linear independence of columns of $\mathbf{H}$.

The mixing (ICA) model can be represented in a batch form as

$$
\begin{equation*}
\mathbf{X}=\mathbf{H} \mathbf{S}, \tag{1.6}
\end{equation*}
$$

where $\mathbf{X}=[\mathbf{x}(1), \mathbf{x}(2), \ldots, \mathbf{x}(N)]^{T} \in \mathbb{R}^{m \times N}$ and $\mathbf{S}=[\mathbf{s}(1), \mathbf{s}(2), \ldots, \mathbf{s}(N)]^{T} \in \mathbb{R}^{n \times N}$. In many applications, especially where the number of ICs is large and they have sparse (or other specific) distributions, it is more convenient to use the following equivalent form:

$$
\begin{equation*}
\mathbf{X}^{T}=\mathbf{S}^{T} \mathbf{H}^{T} \tag{1.7}
\end{equation*}
$$

By taking the transpose, we simply interchange the roles of the mixing matrix $\mathbf{H}=$ $\left[\mathbf{h}_{1}, \mathbf{h}_{2}, \ldots, \mathbf{h}_{n}\right]$ and the ICs $\mathbf{S}=[\mathbf{s}(1), \mathbf{s}(2), \ldots, \mathbf{s}(N)]^{T}$, thus the vectors of the matrix $\mathbf{H}^{T}$ can be considered as independent components and the matrix $\mathbf{S}^{T}$ as the mixing matrix and vice-versa. In the standard temporal ICA model, it is usually assumed that ICs $\mathbf{s}(k)$ are time signals and the mixing matrix $\mathbf{H}$ is a fixed matrix without imposing any constraints on its elements. In the spatio-temporal ICA, the distinction between ICs and the mixing matrix is completely abolished [1105, 595]. In other words, the same or similar assumptions are made on the ICs and the mixing matrix. In contrast to the conventional ICA the spatio-temporal ICA maximizes the degree of independence over time and space.

Definition 1.4 (Spatio-temporal ICA) The spatio-temporal ICA of random matrix $\mathbf{X}^{T}$ $=\mathbf{S}^{T} \mathbf{H}^{T}$ is obtained by estimating both the unknown matrices $\mathbf{S}$ and $\mathbf{H}$ in such a way that rows of $\mathbf{S}$ and columns of $\mathbf{H}$ be as independent as possible and both $\mathbf{S}$ and $\mathbf{H}$ consist of the same or very similar statistical properties (e.g., the Laplacian distribution or sparse representation).

The real-world sensor data often build up complex nonlinear structures, so applying ICA to global data may lead to poor results. Instead, applying ICA for all available data, we can preprocess this data by grouping it into clusters or sub-bands with specific features and then apply ICA individually to each cluster or sub-band separately. The preprocessing stage of suitable grouping or clustering of data is responsible for an overall coarse nonlinear representation of the data, while the linear ICA models of individual clusters are used for describing local features of the data.

Definition 1.5 (Local ICA) In the local ICA raw available sensor data are suitably preprocessed, for example, by transforming (filtering) them through a bank of bandpass filters, applying wavelets transform, joint time-frequency analysis, by grouping them into clusters in space, or in the frequency or in the time-frequency domain, and then applying linear ICA to each cluster (sub-band) locally. More generally, an optimal local ICA can be implemented as the result of mutual interaction of two processes: A suitable clustering process and the ICA process to each cluster.

In many blind signal separation problems, one may want to estimate only one or several desired components with particular statistical features or properties, but discard the rest of uninteresting sources and noises. For such problems, we can define Blind Signal Extraction (BSE) (see Chapter 5 for more detail and algorithms).

Definition 1.6 (Blind Signal Extraction) BSE is formulated as a problem of estimation of one source or a selected number of the sources with particular desired properties or characteristics, sequentially one by one or estimation of a specific group of sources. Equivalently the problem is formulated as an identification of the corresponding vector $(s) \widehat{\mathbf{h}}_{j}$ of the mixing matrix $\widehat{\mathbf{H}}$ and/or their pseudo-inverses $\mathbf{w}_{j}$ which are rows of the separating matrix $\mathbf{W}=\widehat{\mathbf{H}}^{+}$, assuming only the statistical independence of its primary sources and linear independence of columns of $\mathbf{H}$.

Remark 1.2 It is worth emphasizing that in the literature the terms of BSS/BES and ICA are often confused or interchanged, although they refer to the same or similar models and are


Fig. 1.4 Basic approaches for blind source separation with some a priori knowledge.
solved with the same or similar algorithms under the assumption that the primary sources are mutually independent. However, in the general case, especially for real-world problems, the objective for the ICA and the BSS are somewhat different. In fact, the objective of $B S S$ is to estimate the original source signals even if they are not completely mutually statistically independent, while the objective of ICA is to determine such transformation which assures that the output signals are as independent as possible. It should be noted that ICA methods use higher-order statistics (HOS) in many cases, while BSS methods are apt to use only second order statistics (SOS). The second order methods assume that sources have some temporal structure, while the higher order methods assume their mutual independence. Another difference is that the higher-order statistics methods can not be applied to Gaussian signals while second order methods do not have such constraints. In fact, BSS methods do not really replace ICA and vice versa, since each approach is based on different assumptions and often different objectives.

Although many different source separation algorithms are available, their principles can be summarized by the following four approaches (see Fig.1.4):

- The most popular approach exploits as the cost function some measure of signals independence, non-Gaussianity or sparseness. When original sources are assumed to be statistically independent without a temporal structure, the higher-order statistics (HOS) are essential (implicitly or explicitly) to solve the BSS problem. In such case, the method does not allow more than one Gaussian source (see Chapters 5 and 6 for more detail).
- If sources have temporal structures, then each source has non-vanishing temporal correlation, less restrictive conditions than statistical independence can be used, namely, the second-order statistics (SOS) is sufficient to estimate the mixing matrix and sources. Along this line, several methods have been developed [1160, 1156, 854, 92]. Note that these SOS methods do not allow the separation of sources with identical power spectra shapes or i.i.d. (independent and identically distributed) sources (see Chapter (4).
- The third approach exploits nonstationarity (NS) properties and second order statistics (SOS). Mainly, we are interested in the second-order nonstationarity in the sense that source variances vary in time. The nonstationarity was first taken into account by Matsuoka et al. [832] and it was shown that a simple decorrelation technique is able to perform the BSS task. In contrast to other approaches, the nonstationarity information based methods allow the separation of colored Gaussian sources with identical power spectra shapes. However, they do not allow the separation of sources with identical nonstationarity properties. There are some recent works on nonstationary source separation [223, 224, 968] (see Chapters 4, 6 and 8 for overview and).
- The fourth approach exploits the various diversities ${ }^{2}$ of signals, typically, time, frequency, (spectral or "time coherence") and/or time-frequency diversities, or more generally, joint space-time-frequency (STF) diversity.

Remark 1.3 In fact, the space-time-frequency diversities concepts are widely used in wireless communications systems. Signals can be separated easily if they do not overlap in either the time-, the frequency- or the time-frequency domain (see Fig. 1.5 and Fig.1.6). When signals do not overlap in the time-domain then one signal stops (is silent) before another one begins. Such signals are easily separated when a receiver is accessible only while the signal of interest is sent. This multiple access method is called TDMA (Time Division Multiple Access). If two or more signals do not overlap in the frequency domain, then they can be separated with bandpass filters as is illustrated in Fig.1.5. The method based on this principle is called FDMA (Frequency Division Multiple Access). Both TDMA and FDMA are used in many modern digital communication systems [479]. Of course, if the source power spectra overlap, the spectral diversity is not sufficient to extract sources, therefore, we need to exploit another kind of diversities. If the source signals have different time-frequency diversity and time-frequency signatures of the sources do not (completely) overlap then still they can be extracted from one (or more) sensor signal by masking individual source signals or interference in time-frequency domain and then syntheses from time-frequency domain as illustrated in Fig.1.6. However, in such the cases some a priory information about source signals is necessary and separation is not completely blind but only semi-blind.

More sophisticated or advanced approaches use combinations or integration of all the above mentioned approaches: HOS, SOS, NS and STF (Space-Time-Frequency) diversity, in order to separate or extract sources with various statistical properties and to reduce the influence of noise and undesirable interferences. Methods that exploit either the temporal structure
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Fig. 1.5 Illustration of exploiting spectral diversity in BSS. Three unknown sources and their available mixture and spectrum of the mixed signal. The sources are extracted by passing the mixed signal by three bandpass filters (BPF) with suitable frequency characteristics depicted in the bottom figure.
of sources (mainly second-order correlations) and/or the nonstationarity of sources, lead to the second-order BSS methods. In contrast to BSS methods based on HOS, all the secondorder statistics based methods do not have to infer the probability distributions of sources or nonlinear activation functions.

### 1.1.3 Independent Component Analysis for Noisy Data

As the estimation of a separating (unmixing) matrix $\mathbf{W}$ and a mixing matrix $\widehat{\mathbf{H}}$ in the presence of noise is rather difficult; the majority of past research efforts have been devoted to only the noiseless case, where $\boldsymbol{\nu}(k)=\mathbf{0}$. One of the objectives of this book is to present promising novel approaches and associated algorithms that are more robust with respect to noise and/or that can reduce the noise in the estimated output vector $\mathbf{y}(k)$. Usually, it is assumed that the source signals and additive noise components are statistically independent.
(a)

(b)


Fig. 1.6 Illustration of exploiting time-frequency diversity in BSS. (a) Original unknown source signals and available mixed signal. (b) Time-frequency representation of the mixed signal. Due to non-overlapping time-frequency signatures of the sources by masking and synthesis (inverse transform), we can extract the desired sources.

In some models described in this book, it is assumed that sources of additive noise are incorporated as though they were unknown source signals. In other words, the effect of incident noise fields impinging on several sensors may be considered to be equivalent to additional sources, and thus are subject to the same separation process as the desired signals. Of course, there may be more than one noise source. However, for the separation


Fig. 1.7 Standard model for noise cancellation in a single channel using a nonlinear adaptive filter or neural network.
of noise sources, at most one noise source may have a Gaussian distribution, and all other sources must have non-Gaussian distributions. It may well be that one is not interested in separation of the noise sources.

In general, the problem of noise cancellation is difficult and even impossible to treat because we have $(m+n)$ unknown source signals ( $n$ sources and $m$ noise signals, see Fig.1.8). Various signal processing methods have been developed for noise cancelling [1236, 1237, 1234 and with some modifications they can be applied to noise cancellation in BSS. In many practical situations, we can measure or model the environmental noise. Such noise is termed reference noise (denoted by $\nu_{R}$ in Fig 1.7). For example, in the acoustic "cocktail party" problem, we can measure or record the environmental noise by using an isolated microphone. In a similar way, noise in biomedical applications can be measured by appropriately placed auxiliary sensors (or electrodes). The noise $\nu_{R}(k)$ may influence each sensor in some unknown manner due to environmental effects; hence, such effects as delays, reverberations, echo, nonlinear distortions etc. may occur. It may be assumed that the reference noise is processed by some unknown dynamical system before reaching the sensors. In a simple case, a convolutive model of noise is assumed where the reference noise is processed by some FIR filters (see Fig (1.8). In this case, two learning processes are performed simultaneously: An un-supervised learning procedure performing blind separation and a supervised learning algorithm performing noise reduction [267]. This approach has been successfully applied to the elimination of noise under the assumption that the reference noise is available [267, 671].


Fig. 1.8 Illustration of noise cancellation and blind separation - deconvolution problem.

In a traditional linear Finite Impulse Response (FIR) adaptive noise cancellation filter, the noise is estimated as a weighted sum of delayed samples of the reference interference. However, the linear adaptive noise cancellation systems mentioned above may not achieve an acceptable level of cancellation of noise in many real world situations when interference signals are related to the measured reference signals in a complex dynamic and nonlinear way.

In many applications, especially in biomedical signal processing, the sensor signals are corrupted by various interference and noise sources. Efficient interference and noise cancellation usually require nonlinear adaptive processing of the observed signals. In this book we describe various neural network models and associated on-line adaptive learning algorithms for noise and interference cancellation. In particular, we propose to use the Hyper Radial Basis Function Network (HRBFN) with all of its parameters being fully adaptive. Moreover, we examine Amari-Hopfield recurrent neural networks [260. We study the problem from the perspective of optimal signal estimation and nonlinear adaptive systems. Our mathematical analysis and computer simulations demonstrate that such neural networks can be quite effective and useful in removing of interference and noise. In particular, it will be shown that the Amari-Hopfield recurrent neural network (see Chapter 8) can be more effective than feed-forward networks for certain noise distributions, where the data exhibit a long memory structure (temporal correlation).

### 1.1.4 Multichannel Blind Deconvolution and Separation

A single channel convolution and deconvolution process is illustrated in Fig [1.9,


Fig. 1.9 Diagram illustrating the single channel convolution and inverse deconvolution process.


Fig. 1.10 Diagram illustrating standard multichannel blind deconvolution problem (MBD).

A multichannel blind deconvolution problem can be considered as a natural extension or generalization of the instantaneous blind separation problem (see Fig 1.10). In the multidimensional blind deconvolution problem, an $m$-dimensional vector of received discrete-time signals $\mathbf{x}(k)=\left[x_{1}(k), x_{2}(k), \ldots, x_{m}(k)\right]^{T}$ at time $k$ is assumed to be produced from an $n$-dimensional vector of source signals $\mathbf{s}(k)=\left[s_{1}(k), s_{2}(k), \ldots, s_{n}(k)\right]^{T}, m \geq n$, by using a stable mixture model [39, 31, 253, 612 ]

$$
\begin{equation*}
\mathbf{x}(k)=\sum_{p=-\infty}^{\infty} \mathbf{H}_{p} \mathbf{s}(k-p)=\mathbf{H}_{p} * \mathbf{s}(k), \quad \text { with } \sum_{p=-\infty}^{\infty}\left\|\mathbf{H}_{p}\right\|<\infty \tag{1.8}
\end{equation*}
$$

where $*$ denotes the convolution operator and $\mathbf{H}_{p}$ is an $(m \times n)$ matrix of mixing coefficients at time-lag $p$.
Define

$$
\begin{equation*}
\mathbf{H}(z)=\sum_{p=-\infty}^{\infty} \mathbf{H}_{p} z^{-p} \tag{1.9}
\end{equation*}
$$

where $z^{-1}$ denotes the unit time-delay (backward shift) operator (i.e. $z^{-p}\left[s_{i}(k)\right]=s_{i}(k-p)$. It should be noted that if $z$ is replaced with the complex variable $\tilde{z}=\exp (-\sigma+j \omega T)$, then $\mathbf{H}(\tilde{z})$ is the $\mathcal{Z}$-transform of $\left\{\mathbf{H}_{p}\right\}$, i.e., it is the system matrix transfer function [379, 479]. Using (1.9), (1.8) may be rewritten as

$$
\begin{equation*}
\mathbf{x}(k)=[\mathbf{H}(z)] \mathbf{s}(k) . \tag{1.10}
\end{equation*}
$$

The goal of multichannel deconvolution is to calculate the possibly scaled and timedelayed (or filtered) versions of the source signals from the received signals by using an approximate knowledge of the source signal distributions and statistics. Typically, every source signal $s_{i}(k)$ is an i.i.d. (independent and identically-distributed) sequence that is independent of all the other source sequences.

In order to recover the source signals, we can use the neural network models depicted in Fig 1.3 (b) and Fig. 1.10 but the synaptic weights should be generalized to filters (e.g., the FIR or IIR) as is illustrated in Fig.1.11. In this book, many such extensions and generalizations are described.

Let us consider briefly one example of such a generalization: A standard multichannel blind deconvolution where each weight [38, 216, 612]

$$
\begin{equation*}
W_{j i}(z, k)=\sum_{p=0}^{M} w_{j i p}(k) z^{-p} \tag{1.11}
\end{equation*}
$$

is described by a multichannel finite-duration impulse response (FIR) adaptive filter at discrete-time $k$ [612, 657.

We will consider a stable feed-forward model that estimates the source signals directly by using a truncated version of a doubly-infinite multichannel equalizer of the form 612 (see Fig 1.11 (a))

$$
\begin{equation*}
y_{j}(k)=\sum_{i=1}^{m} \sum_{p=-\infty}^{\infty} w_{j i p} x_{i}(k-p), \quad(j=1,2, \ldots, n) \tag{1.12}
\end{equation*}
$$

or in the compact matrix form as

$$
\begin{equation*}
\mathbf{y}(k)=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p}(k) \mathbf{x}(k-p)=\mathbf{W}_{p}(k) * \mathbf{x}(k)=[\mathbf{W}(z, k)] \mathbf{x}(k) \tag{1.13}
\end{equation*}
$$

where $\mathbf{y}(k)=\left[y_{1}(k), y_{2}(k), \ldots, y_{n}(k)\right]^{T}$ is an $n$-dimensional vector of outputs and $\mathbf{W}(k)=$ $\left\{\mathbf{W}_{p}(k),-\infty \leq p \leq \infty\right\}$ is a sequence of $n \times m$ coefficient matrices used at time $k$, and the matrix transfer function is given by

$$
\begin{equation*}
\mathbf{W}(z, k)=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p}(k) z^{-p} \tag{1.14}
\end{equation*}
$$

The goal of adaptive blind deconvolution or equalization is then to adjust $\mathbf{W}(z, k)$ such that the global system be described as

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{G}(z, k)=\mathbf{W}(z, k) \mathbf{H}(z)=\mathbf{P} \mathbf{D}(z) \tag{1.15}
\end{equation*}
$$



Fig. 1.11 Exemplary models of synaptic weights for the feed-forward adaptive system (neural network) shown in Fig 1.3 : (a) Basic FIR filter model, (b) Gamma filter model, (c) Laguerre filter model.
where $\mathbf{P}$ is an $n \times n$ permutation matrix, $\mathbf{D}(z)$ is an $n \times n$ diagonal matrix whose $(i, i)$-th entry is $c_{i} z^{-\Delta_{i}}, c_{i}$ is a non-zero scalar factor, and $\Delta_{i}$ is an integer delay. We assume that both $\mathbf{H}(z)$ and $\mathbf{W}(z, k)$ are stable with non-zero eigenvalues on the unit circle $|z|=1$. In addition, the derivatives of quantities with respect to $\mathbf{W}(z, k)$ can be understood as a series of matrices indexed by the lag $p$ of $\mathbf{W}_{p}(k)$ [38, 39, 612].

Fig 1.11 (b) and (c) show alternative neural network models with the weights in the form of stable constrained infinite impulse response (IIR) filters. In these models, the weights $W_{j i}$ are generalized to real- or complex-valued Gamma 990, 989 or Laguerre filters (see Fig 1.11 (b) and (c)) or other structures like state-space models (see Fig.1.13) which may have some useful properties [31, 1359, 1375]. In all these models, it is assumed that only the sensor vector $\mathbf{x}(k)$ is available and it is necessary to design a feed-forward or recurrent


Fig. 1.12 Block diagram illustrating the sequential blind extraction of sources or independent components. Synaptic weights $w_{i j}$ can be time-variable coefficients or adaptive filters (see Fig 1.11).
neural network and an associated adaptive learning algorithm that enables estimation of the source signals.

### 1.1.5 Blind Extraction of Signals

There are two main approaches to solve the problem of blind separation and deconvolution. The first approach, which was mentioned briefly in previous sections, is to simultaneously separate all sources. In the second one, we extract sources sequentially in a blind fashion, one by one, rather than separating them all simultaneously. In many applications, a large number of sensors (electrodes, microphones or transducers) are available but only a very few source signals are subjects of interest. For example, in the EEG or MEG devices, we observe typically more than 64 sensor signals, but only a few source signals are interesting; the rest can be considered as interfering noise. In another example, the cocktail party problem, it is usually essential to extract the voices of specific persons rather than separate all the source signals available from a large array of microphones. For such applications it is essential to develop reliable, robust and effective learning algorithms which enable us to extract only a small number of source signals that are potentially interesting and contain useful information (see Fig.1.12). This problem is the subject of Chapter 5. The blind signal extraction approach may have several advantages over simultaneous blind separation/deconvolution, such as.

- Signals can be extracted in a specified order according to the statistical features of the source signals, e.g., in the order determined by absolute values of generalized normalized kurtosis. Blind extraction of sources can be considered as a generalization of PCA (principal components analysis), where decorrelated output signals are extracted according to the decreasing order of their variances.
- Only "interesting" signals need to be extracted. For example, if the source signals are mixed with a large number of Gaussian noise terms, we may extract only specific signals which possess some desired statistical properties.
- The available learning algorithms for BSE are purely local and biologically plausible. In fact, the learning algorithms derived below can be considered as extensions or modifications of the Hebbian/anti-Hebbian learning rule. Typically, they are simpler than those of instantaneous blind source separation.

In summary, blind signal extraction is a useful approach when our objective is to extract several source signals with specific statistical properties from a large number of mixtures. Extraction of a single source is closely related to the problem of blind deconvolution 612, 615, 1067, 1078. In blind signal extraction (BSE), our objective is to extract the source signals sequentially, i.e. one by one, rather than to separate all of them simultaneously. This procedure is called the sequential blind signal extraction in contrast with the simultaneous blind signal separation (BSS). Sequential blind signal extraction can be performed by using a cascade neural network similar to the one used for the extraction of principal components. However, in contrast with PCA, the optimization criteria for BSE are different. A single processing unit (artificial neuron) is used in the first step to extract one source signal with specified statistical properties. In the next step, a deflation technique can be used to eliminate the already extracted signals from the mixtures.

### 1.1.6 Generalized Multichannel Blind Deconvolution - State Space Models

In the general case, linear dynamical mixing and demixing systems can be described by state-space models. In fact, any stable mixing dynamical system can be described as (see Fig (1.13)

$$
\begin{align*}
\overline{\boldsymbol{\xi}}(k+1) & =\overline{\mathbf{A}} \overline{\boldsymbol{\xi}}(k)+\overline{\mathbf{B}} \mathbf{s}(k)+\overline{\mathbf{N}} \boldsymbol{\nu}_{P}(k),  \tag{1.16}\\
\mathbf{x}(k) & =\overline{\mathbf{C}} \overline{\boldsymbol{\xi}}(k)+\overline{\mathbf{D}} \mathbf{s}(k)+\boldsymbol{\nu}(k), \tag{1.17}
\end{align*}
$$

where $\boldsymbol{\xi} \in \mathbb{R}^{r}$ is the state vector of the system, $\mathbf{s}(k) \in \mathbb{R}^{n}$ is a vector of unknown input signals (assumed to be zero-mean, non-Gaussian independent and identically distributed (i.i.d.) and mutually (spatially) independent), $\mathbf{x}(k)$ is an available vector of sensor signals, $\boldsymbol{\nu}_{P}(k)$ is the vector of process noise, and the state matrices have dimensions: $\overline{\mathbf{A}} \in \mathbb{R}^{r \times r}$ is a state matrix, $\overline{\mathbf{B}} \in \mathbb{R}^{r \times n}$ an input mixing matrix, $\overline{\mathbf{C}} \in \mathbb{R}^{m \times r}$ an output mixing matrix, $\overline{\mathbf{D}} \in \mathbb{R}^{m \times n}$ an input-output mixing matrix and $\overline{\mathbf{N}} \in \mathbb{R}^{r \times p}$ is a noise matrix. The transfer function is an $m \times n$ matrix of the form

$$
\begin{equation*}
\mathbf{H}(z)=\overline{\mathbf{C}}(z \mathbf{I}-\overline{\mathbf{A}})^{-1} \overline{\mathbf{B}}+\overline{\mathbf{D}} \tag{1.18}
\end{equation*}
$$

where $z^{-1}$ is a delay operator (i.e., $z^{-1} x(k)=x(k-1)$ ).
Analogously, we can assume that the demixing model is another linear state-space system described as (see Fig 1.13)

$$
\begin{align*}
\boldsymbol{\xi}(k+1) & =\mathbf{A} \boldsymbol{\xi}(k)+\mathbf{B} \mathbf{x}(k)+\mathbf{L} \boldsymbol{\nu}_{R}(k)  \tag{1.19}\\
\mathbf{y}(k) & =\mathbf{C} \boldsymbol{\xi}(k)+\mathbf{D} \mathbf{x}(k) \tag{1.20}
\end{align*}
$$



Fig. 1.13 Conceptual state-space model illustrating general linear state-space mixing and selfadaptive demixing model for Dynamic ICA (DICA). Objective of learning algorithms is estimation of a set of matrices $\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{L}\}$ [287, 289, 290, 1359, 1360, 1361].
where the unknown state-space matrices, respectively have the dimension: $\mathbf{A} \in \mathbb{R}^{M \times M}$, $\mathbf{B} \in \mathbb{R}^{M \times m}, \mathbf{C} \in \mathbb{R}^{m \times M}, \mathbf{D} \in \mathbb{R}^{m \times m}, \mathbf{L} \in \mathbb{R}^{M \times m}$, with $M \geq r$ (i.e., the order of the demixing system should be at least the same or larger than the order of the mixing system).

It is easy to see that the linear state-space model is an extension of the instantaneous blind source separation model. In the special case when the matrices $\overline{\mathbf{A}}, \overline{\mathbf{B}}, \overline{\mathbf{C}}$ in the mixing model and $\mathbf{A}, \mathbf{B}, \mathbf{C}$ in the demixing model are null matrices, the problem is simplified to the standard ICA problem. In general, the matrices $\boldsymbol{\Theta}=[\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{L}]$ are parameters to be determined in a learning process on the basis of knowledge of the sequence $\mathbf{x}(k)$ and some a priori knowledge about the system. The transfer function of the demixing model is $\mathbf{W}(z)=\mathbf{C}(z \mathbf{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}$. We formulate the dynamical blind separation problem as a task to recover original source signals from the observations $\mathbf{x}(k)$ without a priori knowledge of the source signals or the state-space matrices $[\overline{\mathbf{A}}, \overline{\mathbf{B}}, \overline{\mathbf{C}}, \overline{\mathbf{D}}]$, by assuming, for
example, that the sources are mutually independent, zero-mean signals. Other assumptions like smoothness or linear predictability of sources can also be used. We also usually assume that the output signals $\mathbf{y}(k)=\left[y_{1}(k), y_{2}(k), \ldots, y_{m}(k)\right]^{T}$ will recover the source signals for the noiseless case in the following sense

$$
\begin{equation*}
\mathbf{y}(k)=[\mathbf{W}(z) \mathbf{H}(z)] \mathbf{s}(k)=[\mathbf{D}(z)] \mathbf{P} \mathbf{s}(k), \tag{1.21}
\end{equation*}
$$

where $\mathbf{P}$ is an $m \times n$ generalized permutation matrix which consists of $n$ nonzero elements and only one nonzero element in each column and $\mathbf{D}(z)=\operatorname{diag}\left\{D_{11}(z), D_{22}, \ldots, D_{m m}(z)\right\}$ is a diagonal matrix with transfer functions $D_{i i}(z)$ of shaping filters. In some applications, like equalization problems, it is required that $D_{i i}(z)=\lambda_{i} z^{-\tau_{i}}$, where $\lambda_{i}$ is a nonzero constant scaling factor and $\tau_{i}$ is any positive integer delay (i.e., constant scaling factors and/or pure delays are only acceptable).

A question arising here is whether matrices $[\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}]$ exist for the demixing model shown in Fig 1.13 such that the transfer function $\mathbf{W}(z)$ satisfies (1.21). The answer is affirmative [1356, 1375, 1376]. It will be shown later that if there is a filter $\mathbf{W}_{*}(z)$, which is the inverse of $\mathbf{H}(z)$ in the sense of (1.21), then for the given specific matrices [A,B], there are matrices $[\mathbf{C}, \mathbf{D}]$, such that the transfer matrix $\mathbf{W}(z)$ satisfies equation (1.21).

Remark 1.4 It should be noted that we assume that $\mathbf{D}$ is an $m \times m$ square matrix, i.e., the number of outputs of the system is equal to the number of sensors, although in practice the number of sources can be less than the number of sensors ( $m \geq n$ ). Such a model is justified by two facts. First of all, the number of sources is generally unknown and may change over time. Secondly, in practice we have additive noise signals that can be considered as auxiliary unknown sources; therefore, it is also reasonable to extract these noise signals. In the ideal noiseless case, the redundant $(m-n)$ output signals $y_{j}$ should decay during adaptive learning process to zero and then only $n$ outputs will correspond to the recovered sources.

### 1.1.7 Nonlinear State Space Models - Semi-Blind Signal Processing

The above linear state-space demixing and filtering model is relatively easy to generalize into a flexible nonlinear model as (see Fig.1.14)

$$
\begin{align*}
\boldsymbol{\xi}(k) & =\mathbf{f}[\underline{\mathbf{x}}(k), \underline{\boldsymbol{\xi}}(k)]  \tag{1.22}\\
\mathbf{y}(k) & =\mathbf{C}(k) \boldsymbol{\xi}(k)+\mathbf{D}(k) \mathbf{x}(k) \tag{1.23}
\end{align*}
$$

where $\boldsymbol{\xi}(k)=\left[\xi_{1}(k), \xi_{1}(k), \ldots, \xi_{M}(k)\right]^{T}$ is the state vector, $\mathbf{x}(k)=\left[x_{1}(k), x_{2}(k), \ldots, x_{m}(k)\right]^{T}$ is an available vector of sensor signals, $\mathbf{f}[\underline{x}(k), \underline{\boldsymbol{\xi}}(k)]$ is an $M$-dimensional vector of nonlinear functions (with $\underline{x}(k)=\left[\mathbf{x}^{T}(k), \mathbf{x}^{T}(k), \ldots, \mathbf{x}^{T}\left(k-L_{x}\right)\right]^{T}$ and $\underline{\boldsymbol{\xi}}(k)=\left[\boldsymbol{\xi}^{T}(k), \boldsymbol{\xi}^{T}(k-\right.$ $\left.\left.1), \ldots, \boldsymbol{\xi}^{T}\left(k-L_{x}\right)\right]^{T}\right), \mathbf{y}(k)=\left[y_{1}(k), y_{2}(k), \ldots, y_{m}(k)\right]^{T}$ is the vector of output signals, and $\mathbf{C} \in \mathbb{R}^{m \times M}$ and $\mathbf{D} \in \mathbb{R}^{m \times m}$ are output matrices. It should be noted that equation (1.22) describes the nonlinear autoregressive moving average (NARMA) model while the output model (1.23) is linear. Our objective will be to estimate the output matrices $\mathbf{C}$ and $\mathbf{D}$, as well as to identify the NARMA model by using a neural network on the basis of sensor signals $\mathbf{x}(k)$ and source (desired) signals $\mathbf{s}(k)$ (which are available for short-time windows).


Fig. 1.14 Block diagram of a simplified nonlinear demixing NARMA model. For the switch in open position we have feed-forward MA model and for the switch closed we have a recurrent ARMA model.

In order to solve this challenging and difficult problem, we attempt to apply a semi-blind approach, i.e., we combine both supervised and un-supervised learning algorithms. Such an approach is justified in many practical applications. For example, for MEG or EEG, we can use a phantom of the human head with known artificial source excitations located in specific places inside of the phantom. Similarly, for the cocktail party problem, we can record for short-time windows original test speech sources. These short-time window training sources enable us to determine, on the basis of a supervised algorithm, a suitable nonlinear demixing model and associated nonlinear basis functions of the neural network and their parameters.

However, we assume that the mixing system is a slowly time-varying system for which some parameters fluctuate slightly over time, mainly due to the change in localization of source signals in space. Furthermore, we assume that training sources are available only for short-time slots. During the time windows in which the training signals are not available, we can apply an unsupervised learning algorithm which performs a fine adjustment of the output matrices $\mathbf{C}$ and $\mathbf{D}$ (by keeping the nonlinear model fixed). In this way, we will be able to estimate continuously in time the source signals. An exemplary implementation of the nonlinear state-space model using the radial basis function ( RBF ) neural network is shown in Figure 1.15 (see Chapter 12 for detail).

### 1.1.8 Why State Space Demixing Models?

There are several essential reasons why the state-space models provide a useful and powerful approach in blind signal processing:

- The mixing and filtering processes of unknown input sources $s_{j}(k),(j=1,2, \ldots, n)$ may have different mathematical or physical models, depending on specific applications. The state-space demixing model is a flexible and universal linear model which describes a wide class of stable dynamical systems including standard multichannel deconvolution models with finite impulse response (FIR) filters, Gamma filters or


Fig. 1.15 Simplified model of RBF neural network applied for nonlinear semi-blind single channel equalization of binary sources; if the switch is in position 1, we have supervised learning, and unsupervised learning if it is in position 2.
more general models: AR (autoregressive), MA (moving average) and ARMA (autoregressive moving average) models as special cases.

- Moreover, such a dynamical demixing model enables us to generate many canonical realizations of the same dynamical system by using equivalent transformations.
- It is easy to note that the linear state-space model is an extension of the instantaneous mixture blind source separation model.
- State-space models have two subsystems: A linear, memoryless output layer and a dynamical linear or nonlinear recurrent network, which can be identified or updated using different approaches [289, 290, 291, 1365.


### 1.2 POTENTIAL APPLICATIONS OF BLIND AND SEMI-BLIND SIGNAL PROCESSING

The problems of independent component analysis (ICA), blind separation and multichannel deconvolution of source signals have received wide attention in various fields such as biomedical signal analysis and processing (EEG, MEG, ECG), geophysical data processing, data mining, speech enhancement, image recognition and wireless communications
[31, 39, 456, 1089]. In such applications a number of observations of sensor signals or data that are filtered superpositions of separate signals from different independent sources are available, and the objective is to process the observations in such a way that the outputs correspond to the separate primary source signals.

Acoustic applications include the situations where signals from several microphones in a sound field that is produced by several speakers (the so-called cocktail-party problem) and the signals from several acoustic transducers in an underwater sound field from the engine noises of several ships (sonar problem). Radio and wireless communication examples include the observations corresponding to outputs of antenna array elements in response to several transmitters, and the observations may also include the effects of the mutual couplings of the elements. Other radio communication examples include the use of polarization multiplexing in microwave links; the maintenance of the orthogonality of the polarization cannot be perfect and there is still interference between the separate transmissions. Radar examples include the superposition of signals from different target modulating mechanisms as observed by multiple receivers whose elements are sensitive to different polarizations.

Let us consider some exemplary promising biomedical applications in more detail.

### 1.2.1 Biomedical Signal Processing

A great challenge in biomedical engineering is to non-invasive asses the physiological changes occurring in different internal organs of the human body (Figure 1.16(a)). These variations can be modelled and measured often as biomedical source signals that indicators of the function or malfunction of various physiological systems. To extract the relevant information for diagnosis and therapy, expert knowledge in medicine and engineering is also required.

Biomedical source signals are usually weak, nonstationary signals and distorted by noise and interferences. Moreover, they are usually mutually superimposed. Besides classical signal analysis tools (like adaptive supervised filtering, parametric or non-parametric spectral estimation, time-frequency analysis, and higher-order statistics) intelligent blind signal processing techniques (IBSP) can be used for preprocessing, noise and artifact reduction, enhancement, detection and estimation of biomedical signals by taking into account their spatio-temporal correlation and mutual statistical dependence.

One successful and promising application domain of blind signal processing includes those biomedical signals acquired with multi-electrode devices: Electrocardiography (ECG), electromyography (EMG), electroencephalography (EEG) and magnetoencephalography (MEG).

Exemplary applications in biomedical problems include the following:

- Fetal electrocardiogram (ECG) extraction, i.e., removing/filtering maternal electrocardiogram signals and noise from fetal electrocardiogram signals.
- Enhancement of low-level ECG components.
- Separation of transplanted heart signals from residual original heart signals.
- Separation of heart sounds from gastrointestinal acoustic phenomena (bowel-sounds). Bowel sounds can be measured in a non-invasive way by using microphones or accelerometers positioned on the skin.
- Reduction or blind separation of heart sounds from lung sounds using multichannel blind deconvolution.
- Cancellation of artifacts and noise from electroencephalographic and magnetoencephalographic recordings.
- Enhancement evoked potentials (EP) and categorize detected brain signals. (The brain potentials evoked by sensory stimulations such as visual, acoustic or somatosensory are generally called evoked potentials).
- Detection and estimation of sleep-spindles. (Sleep-spindles are specific phenomena of electroencephalograms (ECG) appearing during sleep; they are characterized by a group of oscillation in the range $11.5-15 \mathrm{~Hz}$ ).
- Decomposition of brain sources as independent components and then localizing them in time and space.

Let us consider in more detail, some exemplary promising biomedical applications.

### 1.2.2 Blind Separation of Electrocardiographic Signals of Fetus and Mother

The mechanical action of the heart muscles is stimulated by an electrical depolarization and repolarization signals. These quasi-periodical signals project potential differences to the skin level which can be measured and visualized as functions of time using electrocardiogram (ECG). Like for adults, it would also be possible to measure the electrical activity of a fetal heart [726, 728]. The characteristics of a fetal electrocardiogram (FECG) can be very useful for determining if a fetus is developing or being delivered properly. These characteristics include an elevated heart rate that indicates fetal stress, cardiac arrythmia and ST segment depression which may indicate acidosis.

It is a non-trivial task to obtain an accurate and reliable FECG in a non-invasive fashion by using several electrodes. Problems develop due to the facts, that the electrocardiogram (ECG) also contains a maternal electrocardiogram (MECG) which can be from one-half to one-thousandth the magnitude of the MECG. Moreover, the FECG will occasionally overlap the MECG and make it normally impossible to detect. Along with the MECG, extensive electromyographic (EMG) noise also interferes with the FECG and it can completely mask the FECG. The separation of fetal and maternal electrocardiograms from skin electrodes located on a pregnant woman's body may be modelled as a Blind Signal Processing problem (see Figure 1.16). The recordings pick up a mixture of FECG, MECG contributions, and other interferences, such as maternal electromyogram (MEMG), power supply interference, thermal noise from the electrodes and other electronic equipment. In fact, BSP techniques can be successfully applied to efficiently solve this problem and the first results are very promising [230, 232, 883]. Ordinary filtering and signal processing techniques have great difficulties with this problem [1286.


Fig. 1.16 Exemplary biomedical applications of blind signal processing: (a) A multi-recording monitoring system for blind enhancement of sources, cancellation of noise, elimination of artifacts and detection of evoked potentials, (b) blind separation of the fetal electrocardiogram (FECG) and maternal electrocardiogram (MECG) from skin electrode signals recorded from a pregnant women, (c) blind enhancement and independent components of multichannel electromyographic (EMG) signals.

### 1.2.3 Enhancement and Decomposition of EMG Signals

The movement and positioning of limbs are controlled by electrical signals travelling back and forth between the central nervous system and the muscles. Electromyography is a technique of recording of the electrical signals in the muscle (muscle action potentials). Electromyographic (EMG) signals recorded by a multi-electrode system provide important information about the brain motor system and the diagnosis of neuromuscular disorders that affect the brain, spinal cord, nerves or muscles. EMG signals, which are recorded simultaneously by several electrodes at low and moderate force levels can be composed of motor unit action potentials (MUAPs) generated by different motor units. The motor unit is the smallest functional unit of the muscle that can be voluntary activated: It consists of a group of muscle fibers all innervated from the same motor neuron. In other words, MUAP consists of the spatial and temporal summation of all single fiber potentials innervated by the same motor neuron. The MUAP waveforms give information about the structural organization of the motor units 1389 .

Blind signal processing techniques can be used for the enhancement of EMG signals. A more challenging problem is to apply BSS for decomposition of EMG signals into independent components and MUAPs. Such blind or semi-blind processing may enable to easily cluster MUAPs into groups of similar waveforms, providing important information about the brain motor system and for the assessment of neuromuscular pathology.

### 1.2.4 EEG and Data MEG Processing

Applications of BSP show special promises in the areas of non-invasive human brain imaging techniques to delineate the neural processes that underlie human cognition and sensoromotoric functions.

To understand human neurophysiology, we rely on several types of non-invasive neuroimaging techniques. These techniques include electroencephalography (EEG), magnetoencephalography (MEG), anatomical magnetic resonance imaging (MRI) and functional MRI (fMRI). While each of these techniques is useful, there is no single technique that provides both the spatial and temporal resolution necessary to make inferences about the intracranial brain sources of activity.

Very recently, several research groups have demonstrated that the techniques and methods of blind source separation (BSS) are related to those currently used in electromagnetic source localization (ESL) [840]. This framework provides a methodology by which several different types of information can be combined to aid in making inferences about a problem. Neural activity in the cerebral cortex generates small electric currents which create potential differences on the surface of the scalp (detected by EEG) as well as very small magnetic fields which can be detected using SQUIDs (SuperConducting QUantum Interference Devices). The greatest benefit of MEG is that it provides information that is complementary to EEG. In addition, the magnetic fields (unlike the electric currents) are not distorted by the intervening biological mass. Under certain circumstances, this allows precise localization of the neural currents responsible for the measured magnetic field.

We begin with a description of the situation for EEG or MEG recordings. We here give a very brief introduction of EEG and MEG [1250, 1251]. When a region of neural


Fig. 1.17 Non-invasive multi-electrodes recording of activation of the brain using EEG or MEG.
tissue (consisting of about 100,000 neurons) is synchronously active, detectable extracellular electric currents and magnetic fields are generated. These regions of activity can be modelled as "current dipoles" because they generate a dipolar electric current field in the surrounding volume of the head. These extracellular currents flow throughout the volume of the head and create potential differences on the surface of the head that can be detected with surface electrodes in a procedure called electroencephalography (EEG). One can also place superconducting coils above the head and detect the magnetic fields generated by the activity in a procedure called magnetoencephalography (MEG).

If one knows the positions and orientations of the sources in the brain, one can calculate the patterns of electric potentials or magnetic fields on the surface of the head. This is called the forward problem. If otherwise one has only the patterns of electric potential or magnetic fields then one needs to calculate the locations and orientations of the sources. This is called the inverse problem. Inverse problems are notoriously more difficult to solve than forward problems. In this case, given only the electric potentials and magnetic fields on the surface there is no unique solution to the problem. The only hope is that there is some additional information available that can be used to constrain the infinite set of possible solutions to a single unique solution. This is where intelligent blind signal processing will be used.

The idea is that one must use all the available information to solve the problem. We will demonstrate this by focusing on an inverse problem, where we have information delivered from one or several devices, say EEG and/or MEG.

In Figure 1.17, we depicted three neural sources, represented in this case by equivalent current dipoles, in the cortical gray matter of the brain. The electrodes on the surface of the head detect the potential differences due to the extracellular currents generated by these active sources. The arrows merely demonstrate that each electrode detects some of
the current flow from each neural source. The currents do not flow directly from the sources to the electrodes, but instead they flow throughout the volume of the entire head.

Determining which regions of the brain are active, given EEG/MEG measurements on the scalp level is an important problem. An accurate and reliable solution to such a problem can give information about the higher brain functions and patient-specific cortical activity. However, estimating the location and distribution of electric current sources within the brain from EEG/MEG recording is an ill-posed problem, because there is no unique solution and the solution does not depend continuously on data. The ill-posedness of the problem and distortion of sensor signals by large noise sources makes finding a correct solution a challenging analytic and computational problem.

The ICA approach and blind signal extraction methods are promising techniques for the extraction of useful signals from the EEG/MEG recorded raw data. The EEG/MEG data can be first decomposed into useful signal and noise subspaces using standard techniques like local and robust PCA, SVD and nonlinear adaptive filtering. Next, we apply ICA algorithms to decompose the observed signals (signal subspace) into independent components. The ICA approach enables us to project each independent component (independent "brain source") onto an activation map at the skull level. For each activation map, we can perform next an EEG/MEG source localization procedure, looking only for a single dipole (or 2 dipole) per map. By localizing multiple dipoles independently, we can dramatically reduce the complexity of the computation and increase the likelihood of efficiently converging to the correct and reliable solution.

Figure 1.18 illustrates an example of a promising application of blind source separation and independent component analysis (ICA) algorithms for localization of the brain source signals activated after the auditory and somatosensory stimulus applied simultaneously. In the MEG experiments performed in collaboration with the Helsinki University of Technology, Finland, the stimulus presented to the subject was produced with a sub-woofer, and the acoustic energy was transmitted to the shielded-room via a plastic tube with a balloon on the end [264]. The subject had his hands in contact with the balloon and sensed the vibration. In addition, the sound produced by the sub-woofer was listened to by the subject, constituting the auditory stimulation. Using ICA, we successfully extracted auditory and somatosensory evoked fields (AEF and SEF, respectively) and localized the corresponding brain sources [264] (see Figure 1.18).

### 1.2.5 Application of ICA/BSS for Noise and Interference Cancellation in Multi-sensory Biomedical Signals

The nervous systems of humans and animals must encode and process sensory information within the context of noise and interference, and the signals which are encoded (the images, sounds, etc.) have very specific statistical properties. One of the challenging tasks is how to reliably detect, enhance and localize very weak, nonstationary brain source signals corrupted by noise (e.g., evoked and event related potentials EP/ERP) by using EEG/MEG data.

Independent Component Analysis (ICA) and related methods like Adaptive Factor Analysis (AFA) are promising approaches for elimination of artifacts and noise from EEG/MEG data [259, 631]. In fact, for these applications, ICA/BSS techniques have been success-


Fig. 1.18 (a) A subset of the 122-MEG channels. (b) Principal and (c) independent components of the data. (d) Field patterns corresponding to the first two independent components. In (e) the superposition of the localizations of the dipole originating IC1 (black circles, corresponding to the auditory cortex activation) and IC2 (white circles, corresponding to the SI cortex activation) onto magnetic resonance images (MRI) of the subject. The bars illustrate the orientation of the source net current. Results are obtained in collaboration with researchers from the Helsinki University of Technology, Finland 264.
fully applied to remove efficiently artifacts and noise including background brain activity, electrical activity of the heart, eye-blink and other muscle activity, and environmental noise.

However, most of the methods require manual detection, classification of interference components and the estimation of the cross-correlation between independent components and the reference signals corresponding to specific artifacts [595, 811, 812, 1250, 1251].

One of the important problem is how to automatically detect, extract and eliminate noise and artifacts. Another related problem is how to classify independent "brain sources" and artifacts. The automatic on-line elimination of artifacts and other interference sources is especially important for extended recordings, e.g., EEG/MEG recording during sleep.

Evoked potentials (EPs) of the brain are meaningful for clinical diagnosis and they are important factors in understanding higher order mechanisms in the brain. The EPs are usually embedded within the ongoing EEG/MEG with a signal to noise ratio (SNR) less than 0 dB , making them very difficult to extract by using only a single trial. The traditional method of EPs extraction uses ensemble averaging to improve the SNR. This often requires hundreds or even thousands of trials to obtain a usable noiseless waveform. Therefore, it is important to develop novel techniques that can rapidly improve the SNR and reduce the number of trials required to a minimum. Traditional signal processing techniques, such as Wiener filtering, adaptive noise cancellation, latency-corrected averaging [553] and
invertible wavelet transform filtering, have recently been proposed for SNR improvements and ensemble reduction. However, these methods require a priori knowledge pertaining to the nature of the signal [537, 1138]. Since EP signals are known to be nonstationary, sparse and changing their characteristics from trial to trial, it is essential to develop novel algorithms for enhancement of single trial EEG/MEG noisy data.

The formulation of the problem can be given in the following form: Denote by $\mathbf{x}(k)=$ $\left[x_{1}(k), x_{2}(k), \ldots, x_{m}(k)\right]^{T}$ the observed $m$-dimensional vector of noisy signals that must be "cleaned" from the noise and interferences. Here we have two types of noise. The first is so called "inner" noise generated by some primary sources that cannot be observed directly but contained in the observations. They are mixtures of useful signals and random noise signals or other undesirable sources. The second type of noise is the sensor additive noise (observation errors) at the output of the measurement system. This noise is not directly measurable, either. Formally, we can write that an observed $n$-dimensional vector of sensor signals $\mathbf{x}(k)$ is a mixture of source signals plus observation errors

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\boldsymbol{\nu}(k) \tag{1.24}
\end{equation*}
$$

where $k=0,1,2, \ldots$ is a discrete-time index; $\mathbf{H}$ is a full $\operatorname{rank}(m \times n)$ mixing matrix; $\mathbf{s}(k)=$ $\left[s_{1}(k), s_{2}(k), \ldots, s_{n}(k)\right]^{T}$ is an $n$-dimensional vector of sources containing useful signals and $\boldsymbol{\nu}(k)$ is an $m$-dimensional vector of additive white noise. We also assume that some useful sources are not necessarily statistically independent. Therefore, we cannot achieve perfect separation of primary sources by using any ICA procedure. However, our purpose here is not the separation of the sources but the removal of independent or uncorrelated noisy sources.

Let us emphasize that the problem consists of cancellation of the noise sources and reduction of observation errors based only on information about observed vector $\mathbf{x}(k)$.

A conceptual model for elimination of noise and other undesirable components from multi-sensory data is depicted in Figure 1.19, Firstly, ICA is performed using any robust (with respect to Gaussian noise) algorithm [25], 31], [260, 261], 854] by a linear transformation of sensory data as $\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k)$, where the vector $\mathbf{y}(k)$ represents independent components. However, robust ICA methods allow us only to obtain an unbiased estimate of the unmixing matrix $\mathbf{W}$. Furthermore, due to memoryless structure such methods by definition, cannot remove the additive noise. Noise removal can be performed using optional nonlinear adaptive filtering and nonlinear noise shaping (see Figure 1.20). In the next stage, we classify independent signals $\hat{y}_{j}(k)$ and then remove noise and undesirable components by switching corresponding switches "off".

The projection of interesting or useful independent components (e.g., independent activation maps) $\tilde{y}_{j}(k)$ back onto the sensors (electrodes) can be done by the transformation $\hat{\mathbf{x}}(k)=\mathbf{W}^{+} \tilde{\mathbf{y}}(k)$, where $\mathbf{W}^{+}$is the pseudo-inverse of the unmixing matrix $\mathbf{W}$. In the typical case, where the number of independent components is equal to the number of sensors, we have $\mathbf{W}^{+}=\mathbf{W}^{-1}$.

The standard adaptive noise and interference cancellation systems may be subdivided into the following classes [553, 555]:

1. Noise cancellation (see Figure 1.20). This term is normally referred to the case, when we have both the primary signal $y_{j}(k)=\hat{y}_{j}(k)+n_{j}(k)$ contaminated with noise and
(a)

(b)

(c)


Fig. 1.19 Conceptual models for removing undesirable components like noise and artifacts and enhancing multi-sensory (e.g., EEG/MEG) data: (a) Using expert decision and hard switches, (b) using soft switches (adaptive nonlinearities in time, frequency or time-frequency domain), (c) using nonlinear adaptive filters and hard switches [286, 1254].
reference noise $n_{j}(k)$, which is correlated with the noise $n_{j}(k)$ but is independent of the primary signal $\hat{y}_{j}(k)$. By feeding the reference signal to the linear adaptive filter we are able to estimate or reconstruct the noise, then subtract it from the primary signal and thereby enhance the signal to noise ratio.
2. Deconvolution-reverberation and echo cancelling. This kind of interference cancelling is often referred to as echo cancelling, because it enables the removal of reverberations and echo from a single observed signal. A delayed version of the primary input signal is fed to the linear adaptive filter thus enabling the filter to reconstruct and remove reverberation from the primary signal. The deconvolver may also be used to cancel periodic interference components in the primary input such as power line interference, etc. The adaptive filter is able to extrapolate the periodic interference and subtract this component from the undelayed primary input (see Figure 1.20). This approach normally provides superior performance compared to standard notch or comb filtering techniques.
3. Line enhancement. In this case the objective is to estimate or extract a periodic or quasi periodic signal buried in noise. The adaptive filter is receiving the same input as the deconvolver, however, instead of subtracting the extrapolated periodic signal from the input, it outputs directly the enhanced signal (see Fig.1.20).
4. Adaptive bandpass filtering. Often we may take advantage of some a priori knowledge regarding the bandwidth of the signal we wish to denoise. By bandpass filtering of the signal, we eliminate a part of the frequency range where the useful signal is weak and the noise is comparatively strong, thus enhancing the overall signal to noise ratio.

In a traditional linear Finite Impulse Response (FIR) adaptive noise cancellation filter, the noise is estimated as a weighted sum of the delayed samples of reference interference. However, for many real world problems (when interference signals are related to the measured reference signals in a complex dynamic and nonlinear way) the linear adaptive noise cancellation systems mentioned above may not achieve acceptable levels of noise cancellation. Optimum interference and noise cancellation usually requires nonlinear adaptive processing of the recorded and measured on-line signals [264, 267.

A common technique for noise reduction is to split the signal in two or more bands. The high-pass bands are subjected to a threshold nonlinearity that suppresses low amplitude values while retaining high amplitude values (see Fig. 1.20) [556, 552]. In addition to denoising and artifacts removal, ICA/BSS techniques can be used to decompose of EEG/MEG data into separate components, each representing physiologically distinct process or brain source. The main idea here is to apply localization and imaging methods to each of these components in turn. The decomposition is usually based on the underlying assumption of statistical independence between the activation of different cell assemblies involved. An alternative criterion for decomposition is temporal predictability or smoothness of components. These approaches lead to interesting and exciting new ways of investigating and analyzing brain data and developing new hypotheses how the neural assemblies communicate and process information. This is actually a very extensive and potentially promising research area, however these approaches still remain to be validated at least experimentally.


Fig. 1.20 Adaptive filter configured for line enhancement (switches in position 1) and for standard noise cancellation (switches in position 2).

### 1.2.6 Cocktail Party Problem

In the EEG/MEG brain source separation algorithms, we make the fundamental assumption that the recorded signals from an instantaneous mixture, meaning that all of the signals are time-aligned so that they enter the sensors simultaneously without any delays.

Consider now an application to speech separation in which the sounds are recorded in a typical room using an array of microphones (see Fig 1.21). Each microphone will receive a direct copy of the sound source (at some propagation delay based on the location of both the sources and the microphone) as well as several reflected and modified (attenuated and delayed) copies of the sound sources (as the sound waves bounce off walls and objects in the room).

The distortions of the recorded signals are dependent upon the reverberation and absorption characteristics of the room, as well as the objects within the room, and can be modelled as an impulse response in a linear system. The impulse response provides a model of all the possible paths that the sound sources take to arrive at the microphones.

To find a specific original sound source that was recorded with the microphones in the conference room, we must cancel out, or deconvolve, the rooms impulse response to the original sound source. Since we have no prior knowledge of what this room impulse response is, we call this process as the multichannel blind deconvolution or cocktail party problem.

In the "cocktail party problem" our objective is to design intelligent adaptive systems and associated learning algorithms that have similar abilities to humans to focus attention on one conversation among the many that would be occurring concurrently in a hypothetical cocktail party.

The "cocktail party" problem can be described as the ability to focus one's listening attention on a single talker among a cacophony of conversations and background noise; it has long been recognized as an interesting and challenging problem. Also known as the "cocktail party effect" or more technically, "multichannel blind deconvolution", this problem of separating a set of mixtures of convolved (filtered) signals, detected by an array of microphones, into their original source signals is performed extremely well by the human brain, and over the years attempts have been made to capture this function by using assemblies of abstracted neurons or adaptive processing units.


Fig. 1.21 Illustration of the "cocktail party" problem and speech enhancement.

Humans are able to concentrate on listening to one voice in the midst of other conversations and noise, but not all the mechanisms for this process are completely understood. This specialized listening ability may be because of characteristics of the human speech production system, auditory system, or high-level perceptual and language processing.

### 1.2.7 Digital Communication Systems

Blind and semi-blind signal processing models and algorithms also arise in a wide variety of digital communications applications, for example, digital radio with diversity, dually polarized radio channels, high speed digital subscriber lines, multi-track digital magnetic recording, multiuser/multi-access communications systems, multi-sensor sonar/radar systems, to mention just a few. BSP algorithms are promising tools for a unified and optimal design of MIMO equalizers/filters/combiners for suppression of intersymbol interference (ISI), cochannel and adjacent channel interferences (CCI and ACI) and multi-access interferences (MAI). The state-of-the-art in this area incorporates complete knowledge of the MIMO transfer functions which is unrealistic for practical communication systems. The op-


Fig. 1.22 Wireless communication scenario.
erating environment may consist of dispersive media involving multipath propagation and frequency-selective fading, the characteristics of which are unknown at the receiver. The blind signal processing methods may result in more effective and computationally efficient algorithms for a broad class of digital communication systems such as high-speed digital subscriber lines, multi-track digital magnetic recording and multiuser wireless communications [991, 1085, 1086, 1192, 1199].

In Fig. 1.22, we have an illustration of multiple signal propagation in a wireless communication scenario; a number of users broadcast digitally modulated signals $s_{i}, s_{2}, \ldots, s_{n}$ towards a base station in a multi-path propagation environment. In other words, via multiple paths digital signals are received at an antenna array from many users. The transmitted signals interact with various objects in the physical region before reaching the antenna array or the base station. Each path follows a different direction, with some unknown propagation delay and attenuation. This phenomenon of receiving a superposition of many delayed signals is called multi-path fading.

Moreover, in some cellular networks, there is another additional source of distortion, so called co-channel interferences. This interference may be caused by multiple users that share the same frequency and time slot. The level of interference depends on the propagation environment, mobile location and mobile transmission power. Each transmitted signal is susceptible to multiple interference, multi-user interference and additive noise. In addition, the channel may be time-varying due to user mobility. Advanced blind signal processing algorithms are required to extract desired signals from the interference noise. Even more challenging signal processing problem is the blind joint space-time separation and equalization of transmitted signals, i.e. to estimate source signals and their channels in the presence of other co-channel signals and noise without the use of a training set.


Fig. 1.23 Blind extraction of binary image from superposition of several images [761].
1.2.7.1 Why Blind? Blind signal processing techniques are promising because they require neither prior knowledge of the array response geometry nor any training signals in order to equalize the channels. Moreover, they are usually robust under severe multi-path fading environments. In situations where prior spatial knowledge or a set of short training sequences is available, the prior information can be incorporated in the semi-blind techniques applied.

There are several reasons to apply blind signal processing techniques [1085, 1132, 1133, 1134, such as

- Training examples for interference are often not available.
- In rapid time-varying channels, training may not be efficient.
- Capacity of the system can be increased by eliminating or reducing training sets.
- Multi-path fading during the training period may lead to poor source or channel estimations.
- Training in distributed systems requires synchronization and/or sending a training set each time a new link is to be set up and this may not be feasible in a multi-user scenario.


### 1.2.8 Image Restoration and Understanding

Image restoration involves the removal or minimization of degradation (blur, clutter, noise, interferences etc.) in an image using a priori knowledge about the degradation phenomena. Blind restoration is the process of estimating both the true image and the blur from the degraded image characteristics, using only partial information about degradation sources and the imaging system.

Scientists and engineers are actively seeking to overcome the degradation of image quality caused by optical recording devices, the effects of atmospheric turbulence and other image degradation processes.


Fig. 1.24 Blind separation of text binary images from a single overlapped image 761 .

In many applications, for example, an image with specific properties is corrupted or superimposed with other images and it is necessary to extract or enhance the target image. This is illustrated in Figure 1.23. In some applications, it is necessary to extract or separate all superimposed images as is illustrated in Figure 1.24. In many instances, the degraded observation $g(x, y)$ can be modelled as the two-dimensional convolution of the true image $f(x, y)$ and the point-spread function (also called the blurring function) $h(x, y)$ of a linear shiftinvariant system plus some additive noise $n(x, y)$. That is, $g(x, y)=f(x, y) * h(x, y)+n(x, y)$. In many situations, the point-spread function $h(x, y)$ is known explicitly. The goal of the general blind deconvolution problem is to recover convolved signals, when only a noisy version of their convolution is available along with some or no partial information about either signal. In practice, all blind deconvolution algorithms require some partial information to be known and some conditions to be satisfied. Our main interest concerns image enhancement, where the degradation involves a convolution process. Blind deconvolution is a technique that permits recovery of the target object from a set of "blurred" images in the presence of a poorly determined or unknown point spread function (PSF). Regular linear and non-linear deconvolution techniques require a known PSF. In many situations, the point-spread function is known explicitly prior to the image restoration process. In these cases, the recovery of the image is known as the classical linear image restoration problem. This problem has been thoroughly studied and a long list of restoration methods for this situation includes numerous well-known techniques, a few examples of which are as inverse filtering, Wiener filtering, subspace filtering and least-squares filtering. However, there are numerous situations in which the point-spread function is not explicitly known, and the


Fig. 1.25 Illustration of image restoration problem: (a) Original image (unknown), (b) distorted (blurred) available image, (c) restored image using blind deconvolution approach, (d) final restored image obtained after smoothing (post-processing) [329, 330.
true image must be identified directly from the observed image $g(x, y)$ by using partial or no information about the true image and the point-spread function. In these cases, we have the more difficult problem of blind deconvolution of images. For the "blind" case a set of multiple images (data cube) of the same target object is preferable, each having dissimilar PSF's. The blind deconvolution algorithm would be then able to restore not only the target object but also the PSFs. A good estimate of the PSF is helpful for quicker convergence but not necessary.

The algorithmic way of processing and analyzing digital images have developed powerful means to interpret specific kinds of images, but failed to provide general image understanding methods that work on all kinds of images. This is mostly due to the fact that every image can be interpreted in many ways, as long as we do not know anything about what we expect to be in it. Thus, we need to build models about the expected contents of images in order to be able to "understand" them. There are many successful applications of image
processing; but they are almost always fragile in the sense that it is difficult to adapt them to slightly different forms of imagery or to slightly different circumstances. The aim of the Image Understanding is to address this fundamental problem by providing a set of image processing competences within an architecture that can observe the performance of each process, reflect on them, and choose to use/reject certain processes.

Obviously, there is a wide gap between the nature of images and descriptions. It is the bridging of this gap that has kept researchers very busy over the last two decades in the fields of Artificial Intelligence, Scene Analysis, Image Analysis, Image Processing, and Computer Vision. Nowadays we summarize these fields as "Image Understanding" research.

In order to make the link between image data and domain descriptions, an intermediate level of description is introduced. It generally contains geometric information. Processing usually starts with some image processing, where noise and distortion are reduced and certain important aspects of the imagery are emphasized. Then, events are extracted from the images that characterize the information needed for description. Typically, these events are such as blobs, edges, lines, corners, regions. They are stored at the intermediate level of abstraction. These are referred to in the literature as "features". Such descriptions are free of domain information - they are not specifically objects or entities of the domain of understanding, but they contain spatial and other information. It is the spatial/geometric (and other) information that can be analyzed in terms of the domain in order to interpret the images.

Image understanding is one of the most important and difficult tasks on the way towards what is known as artificial intelligence (AI). There is no working system yet which comes close to the capabilities of the human visual system. Some reasons are:

- Biological systems cannot be easily imitated.
- Specialized problem solving methods can hardly be generalized.
- The computational power needed for real-time digital image analysis exceeds the capacity of even the best workstation.

BSP, especially ICA/PCA, are promising approaches to Image Understanding. One of the ideas of a transform based image/signal description is to expand a signal by using a set of transform basis functions. A well-suited signal description allows us to extract characteristic signal properties which can be used for a variety of signal processing tasks, such as signal estimation, signal compression, or signal analysis. The suitability of an image transform in this context is connected to the efficiency of the transform in representing a given image, i.e. how many coefficients does a transform need to represent the image. The measure for efficiency is the sparseness of the transform coefficients, represented by the decay of the ordered coefficients from a given transform. The local singularities are characterized by location, orientation, and spatial extension. Finding a suitable signal transform for the description of linear singularities is the key for an analysis of the underlying information on natural images.

The question arises: How to efficiently describe images which contain a linear or nonlinear mixture of very different signal components. The application of classical signal transforms (such as Fourier or wavelet transform) to such images is limited since there is no single
dominant signal component that can be efficiently estimated with one transform. The idea of ICA or related decomposition approaches is to decompose the image to basic independent components and to start with a large set of independent components. For the image description, only those components that contribute to a sparse description are used. We want to have a small (sparse) number of large coefficients that condense the image information. The reason for desiring a sparse representation is that under certain assumptions it will also reduce statistical dependencies among units: This provides a more efficient representation of the image structure.

One of the specific goals of research is to understand the coding strategies used by the human visual system for accomplishing tasks such as object recognition and scene analysis. In a task such as face recognition, much of the important information may be contained in the high-order relationships among the image pixels. ICA and related decomposition/separation techniques are able to recover signal components out of signal mixtures. Moreover, ICA/BSS image decomposition allows us to efficiently represent signal components in images. It also allows us to determine the "interesting" signal components in images (see Fig.1.19). Therefore, ICA image decomposition is a promising tool for image analysis, reconstruction, and classification, as well as for feature detection and image indexing. Statistically independent basis images (e.g., for the faces) that can be viewed as a set of independent (facial) features. These ICA basis images are spatially localized, unlike the PCA basis vectors. The representation consists of the coefficients for the linear combinations of basis images that comprised each image. Theories of sensory coding based on the idea of maximizing information transmission while eliminating statistical redundancy from the raw sensory signal have been successful in explaining several properties of neural responses in the visual system including the population of receptive fields in the visual cortex.

The long-term goal of the Image Understanding research is to develop computational theories and techniques for use in artificial vision systems for which the performance matches or exceeds that of humans, by analyzing sequence of images in space, time and frequency domains.

## 2

## Solving a System of Linear Algebraic Equations and Related Problems

A problem well stated is a problem half solved.
-(C.F. Kettering)
A problem adequately stated is a problem well on it's way to being solved.
-(R. Buckminster Fuller)

In modern signal and image processing fields like biomedical engineering, computer tomography (image reconstruction from projections), automatic control, robotics, speech and communication, linear parametric estimation, models such as auto-regressive movingaverage (ARMA) and linear prediction (LP) have been extensively utilized. In fact, such models can be mathematically described by an overdetermined system of linear algebraic equations. Such systems of equations are often contaminated by noise or errors, thus the problem of finding an optimal and robust with respect noise solution arises if some a priori information about the error is available. On the other hand, wide classes of extrapolation, reconstruction, estimation, approximation, interpolation and inverse problems can be converted to minimum norm problems of solving underdetermined systems of linear equations. Generally speaking, in signal processing applications, the overdetermined system of linear equations describes filtering, enhancement, deconvolution and identification problems, while the underdetermined case describes inverse and extrapolation problems. This chapter provides a tutorial to the problem of solving large overdetermined and underdetermined systems of linear equations, especially when there is an uncertainty in parameter values and/or the systems are contaminated by noise. A special emphasis is placed in on-line fast adaptive and iterative algorithms for arbitrary noise statistics. This chapter also gives several illustrative examples that demonstrate the characteristics of the developed algorithms.

### 2.1 FORMULATION OF THE PROBLEM FOR SYSTEMS OF LINEAR EQUATIONS

Let us assume that we want to solve a large set of linear algebraic equations written in scalar form as

$$
\begin{equation*}
\sum_{j=1}^{n} h_{i j} s_{j}=x_{i}, \quad(i=1,2, \ldots, m) \tag{2.1}
\end{equation*}
$$

or in the matrix form

$$
\begin{equation*}
\mathrm{Hs}=\mathrm{x} . \tag{2.2}
\end{equation*}
$$

Here, $\mathbf{s}$ is the $n$-dimensional unknown vector, $\mathbf{x}$ is the $m$-dimensional sensor or measurement vector and $\mathbf{H}=\left[h_{i j}\right]$ is the $m \times n$ real, typically a full column rank matrix with known elements. ${ }^{11}$ Note that the number of equations is generally not restricted to $m=n$; it can be less than, equal to or greater than the number of variables, i.e., the components of $\mathbf{s}$. If $m<n$, then the system of equations is called underdetermined, and if $m>n$, then the system of equations is called overdetermined. Of course, such a system of equations may have a unique solution $\mathbf{s}_{*}$, an infinite number of solutions or no exact solution may exist. In practice, for linear estimation problems, a system of linear (overdetermined) equations is formulated in a more general form as

$$
\begin{equation*}
\mathbf{H} \mathbf{s}=\mathbf{x}-\mathbf{e}=\mathbf{x}_{\text {true }}, \tag{2.3}
\end{equation*}
$$

where $\mathbf{H}=\left[h_{i j}\right] \in \mathbb{R}^{m \times n}$ is the matrix model, $\mathbf{x} \in \mathbb{R}^{m}$ is the vector of observations or measurements, $\mathbf{e} \in \mathbb{R}^{m}$ is the vector of unknown noise or measurement errors ${ }^{2}$, $\mathbf{x}_{\text {true }} \in \mathbb{R}^{m}$ is the vector of true but unknown values and $\mathbf{s} \in \mathbb{R}^{n}$ is the vector of the system parameters or sources to be estimated or computed. From a practical point of view, it is usually desirable to find a (minimal norm) solution $\mathbf{s}_{*}$, if a solution exists, or to find an approximate solution which comes as close as possible to the original one, subject to a suitable optimality criterion if no exact solution exists. The problem can be formulated as an optimization problem:

Find a vector $\mathbf{s} \in \mathbb{R}^{n}$ that minimizes the scalar objective (cost) function

$$
\begin{equation*}
J_{p}(\mathbf{s})=\|\mathbf{x}-\mathbf{H} \mathbf{s}\|_{p}=\|\mathbf{e}(\mathbf{s})\|_{p}, \quad p \geq 1 \tag{2.4}
\end{equation*}
$$

where the residual error vector $\mathbf{e}$ for a given vector $\mathbf{s}$

$$
\begin{equation*}
\mathbf{e}(\mathbf{s})=\left[e_{1}(\mathbf{s}), e_{2}(\mathbf{s}), \ldots, e_{m}(\mathbf{s})\right]^{T} \tag{2.5}
\end{equation*}
$$

has the components

$$
\begin{equation*}
e_{i}(\mathbf{s})=x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}=x_{i}-\sum_{j=1}^{n} h_{i j} s_{j}, \quad(i=1,2, \ldots, m) \tag{2.6}
\end{equation*}
$$

[^2]and $\|\mathbf{e}\|_{p}$ is the $p$-norm of the vector $\mathbf{e}$. The $p$-norm solution $\mathbf{s}_{*}$ satisfies the equation
\[

$$
\begin{equation*}
\mathbf{H} \mathbf{s}_{*}+\mathbf{e}\left(\mathbf{s}_{*}\right)=\mathbf{x} \tag{2.7}
\end{equation*}
$$

\]

Thus, $\mathbf{s}_{*}$ minimizes the $p$-norm of the residual vector $\mathbf{e}(\mathbf{s})=\mathbf{x}-\mathbf{H s}$ with respect to the vector $\mathbf{s}$, i.e., the following relation holds:

$$
\begin{equation*}
\left\|\mathbf{x}-\mathbf{H} \mathbf{s}_{*}\right\|_{p} \leq\|\mathbf{x}-\mathbf{H} \mathbf{s}\|_{p} \quad \forall \mathbf{s} \in \mathbb{R}^{n} \tag{2.8}
\end{equation*}
$$

For the optimization problem (2.4), there are three special cases which are important in practice:
(a) For $p=1$, the problem is referred to as the 1-norm or least absolute deviation (LAD) problem.
(b) For $p=2$, the problem is called the 2-norm or linear least-squares (LS) problem.
(c) For $p=\infty$, the problem is referred to as the Chebyshev (infinity - norm) or minimax problem.

A proper choice of the norm depends on the specific applications and the distribution of the errors within the data $\mathbf{x}$. If the error distributions have sharply defined transitions (such as the uniform distribution), then the Chebyshev (infinity) norm may be the most suitable choice. For the Laplacian error distribution one can use the 1-norm. For the normal distribution of the errors, the best choice would be the 2-norm. It should be noted that, in the special case of zero noise and the matrix $\mathbf{H}$ is square and nonsingular, $\left\|\mathbf{e}\left(\mathbf{s}_{*}\right)\right\|_{p}=0$ and all the three special cases $(p=1,2, \infty)$ mentioned above are equivalent, i.e., they provide the same unique solution as $\mathbf{s}_{*}=\mathbf{H}^{-1} \mathbf{x}$. However, in general, for the noisy case for all the three problems above, the solutions are different. Moreover, both the 1-norm and infinity-norm solutions are not necessarily unique [282].

In some applications, for $m \leq n$, a more general optimization problem is considered in which the minimization of the $p$-norm of the residual error vector $\mathbf{e}(\mathbf{s})=\mathbf{x}-\mathbf{H} \mathbf{s}$ is subject to the linear constraints given by

$$
\begin{align*}
& \mathbf{c}_{i}^{T} \mathbf{s}=u_{i}, \quad(i=1,2, \ldots, l),  \tag{2.9}\\
& \mathbf{c}_{i}^{T} \mathbf{s} \geq u_{i}, \quad(i=l+1, \ldots, k), \\
& a_{j} \leq s_{j} \leq b_{j}, \\
&(j=1,2, \ldots, n),
\end{align*}
$$

where $\mathbf{c}_{i}=\left[c_{i 1}, c_{i 2}, \ldots, c_{i n}\right]^{T}, u_{i}, a_{j}$ and $b_{j}$ are the given constraint parameters.

### 2.2 LEAST-SQUARES PROBLEMS

### 2.2.1 Basic Features of the Least-Squares Solution

The linear least-squares (LS) problem is a special case of the nonlinear least-squares problem (NLS) which is probably the most fundamental operation in signal processors. It is basic
to Fourier analysis, deconvolution, correlation, optimum parameter estimation in Gaussian noise, linear prediction and many other signal processing methods (cf. next chapters).
The linear least-squares problem associated with the problem (2.4) can be formulated as follows:
Find the vector $\mathbf{s} \in \mathbb{R}^{n}$ that minimizes the cost (energy) function

$$
\begin{align*}
J(\mathbf{s}) & =\frac{1}{2}\|\mathbf{x}-\mathbf{H} \mathbf{s}\|_{2}^{2}=\frac{1}{2}(\mathbf{x}-\mathbf{H} \mathbf{s})^{T}(\mathbf{x}-\mathbf{H} \mathbf{s})  \tag{2.10}\\
& =\frac{1}{2} \mathbf{e}^{T} \mathbf{e}=\frac{1}{2} \sum_{i=1}^{m} e_{i}^{2}
\end{align*}
$$

where

$$
\begin{equation*}
e_{i}(\mathbf{s})=x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}=x_{i}-\sum_{j=1}^{n} h_{i j} s_{j} \tag{2.11}
\end{equation*}
$$

The cost function achieves the global minimum when its gradient equals zero:

$$
\begin{equation*}
\nabla J(\mathbf{s})=\mathbf{H}^{T}(\mathbf{x}-\mathbf{H} \mathbf{s})=\mathbf{0} \tag{2.12}
\end{equation*}
$$

Hence, $\mathbf{s}_{*}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{x}$.

Remark 2.1 The cost function $J(\mathbf{s})$ has an interesting statistical interpretation. When the noise vector $\mathbf{e}$ is drawn from the Gaussian distribution with zero-mean and unity variance, the cost function $J(\mathbf{s})$ is proportional to the negative of the logarithm of the likelihood. Hence, minimizing $J(\mathbf{s})$ is equivalent to maximizing the log likelihood.

The solutions of the LS problem can be grouped into three categories:
(i) $\mathbf{H} \in \mathbb{R}^{n \times n}, \operatorname{rank}[\mathbf{H}]=n=m$ (determined case): a unique solution

$$
\begin{equation*}
\mathbf{s}_{*}=\mathbf{H}^{-1} \mathbf{x} \text { exists with } J\left(\mathbf{s}_{*}\right)=0 \tag{2.13}
\end{equation*}
$$

(ii) $\mathbf{H} \in \mathbb{R}^{m \times n}, \operatorname{rank}[\mathbf{H}]=n<m$ (overdetermined case): an exact solution of the problem (2.2) generally does not exist, but the least-squares error solution can be expressed uniquely as

$$
\begin{equation*}
\mathbf{s}_{*}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{x}=\mathbf{H}^{+} \mathbf{x} \tag{2.14}
\end{equation*}
$$

with

$$
\begin{equation*}
J\left(\mathbf{s}_{*}\right)=\frac{1}{2} \mathbf{x}^{T}\left(\mathbf{I}-\mathbf{H} \mathbf{H}^{+}\right) \mathbf{x} \geq 0 \tag{2.15}
\end{equation*}
$$

where $\mathbf{H}^{+}$is the Moore-Penrose pseudo-inverse,
(iii) $\mathbf{H} \in \mathbb{R}^{m \times n}$, $\operatorname{rank}[\mathbf{H}]=m<n$ (underdetermined case): the solution of the problem (2.2) is not unique, but the LS problem can give the minimum 2-norm $\|\mathbf{s}\|_{2}^{2}$ unique solution 689]:

$$
\begin{equation*}
\mathbf{s}_{*}=\mathbf{H}^{T}\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1} \mathbf{x}=\mathbf{H}^{+} \mathbf{x} \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
J\left(\mathbf{s}_{*}\right)=0 \tag{2.17}
\end{equation*}
$$

and thereby the resulting value of the norm leads to

$$
\begin{equation*}
\left\|\mathbf{s}_{*}\right\|_{2}^{2}=\mathbf{x}^{T}\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1} \mathbf{x} \tag{2.18}
\end{equation*}
$$

Remark 2.2 We can straightforwardly derive formula (2.16) by formulating the Lagrange function as

$$
\begin{equation*}
L(\mathbf{s}, \boldsymbol{\lambda})=\frac{1}{2} \mathbf{s}^{T} \mathbf{s}+\boldsymbol{\lambda}^{T}(\mathbf{x}-\mathbf{H} \mathbf{s}) \tag{2.19}
\end{equation*}
$$

where $\boldsymbol{\lambda}=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right]^{T}$ is the vector of Lagrangian multipliers. For the optimal solution, the gradient of the Lagrange function becomes zero

$$
\begin{equation*}
\nabla_{\mathbf{s}} L(\mathbf{s}, \boldsymbol{\lambda})=\mathbf{s}_{*}-\mathbf{H}^{T} \boldsymbol{\lambda}_{*}=\mathbf{0} \tag{2.20}
\end{equation*}
$$

Hence, we have $\boldsymbol{\lambda}_{*}=\left(\mathbf{H H}^{T}\right)^{-1} \mathbf{H} \mathbf{s}_{*}$ and $\mathbf{s}_{*}=\mathbf{H}^{T} \boldsymbol{\lambda}_{*}=\mathbf{H}^{T}\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1} \mathbf{x}=\mathbf{H}^{+} \mathbf{x}$.
It should be noted that generalized (the Moore-Penrose) pseudo-inverse matrix for the underdetermined case is $\mathbf{H}^{+}=\mathbf{H}^{T}\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1}, \quad(n \geq m)$, while for the overdetermined case is $\mathbf{H}^{+}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T}, \quad(m \geq n)$.

In the general case, when rank $(\mathbf{H})<\min (m, n)$, i.e., matrix $\mathbf{H}$ may be rank deficient, we seek the minimum norm solution $\mathbf{s}_{*}$, which minimizes both $\|\mathbf{s}\|_{2}$ and $\|\mathbf{x}-\mathbf{H} \mathbf{s}\|_{2}$.

Assuming that the matrix $\mathbf{H}$ is not ill-conditioned, we can use (2.14) in a straightforward manner to find the parameters of the least-squares solution. For ill-conditioned problems, direct inversion of the matrix $\mathbf{H}^{T} \mathbf{H}$ may cause the noise to be amplified to a degree which is unacceptable in practice. In such cases, more robust solutions to the estimation problem need to be found.

### 2.2.2 Weighted Least-Squares and Best Linear Unbiased Estimation

In some applications (for $m>n$ ), it is reasonable to satisfy some of the more important equations at the expense of the others, i.e., it is required that some of the equations in (2.1) are nearly satisfied while "larger" errors are acceptable in the remaining equations. In such a case, a more general weighted least-squares problem can be formulated:

Minimize the cost function

$$
\begin{equation*}
J(\mathbf{s})=\frac{1}{2}(\mathbf{x}-\mathbf{H} \mathbf{s})^{T} \boldsymbol{\Sigma}_{e}(\mathbf{x}-\mathbf{H} \mathbf{s})=\frac{1}{2}\left\|\boldsymbol{\Sigma}_{e}^{1 / 2} \mathbf{e}\right\|_{2}^{2} \tag{2.21}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{e}$ is an $m \times m$ positive definite (typically diagonal) matrix which reflects a weighted error.

Remark 2.3 The cost function (2.21) corresponds to a negative likelihood when the zeromean error vector $\mathbf{e}$ is drawn from the Gaussian distribution with covariance matrix $\boldsymbol{\Sigma}_{e}^{-1}$.

In the case that the matrix $\boldsymbol{\Sigma}_{e}$ is diagonal, i.e., $\boldsymbol{\Sigma}_{e}=\operatorname{diag}\left(\sigma_{1 e}^{2}, \sigma_{2 e}^{2}, \ldots, \sigma_{m e}^{2}\right)$, the 2-norm $\frac{1}{2}\left\|\boldsymbol{\Sigma}_{e}^{1 / 2} \mathbf{e}\right\|_{2}^{2}=\frac{1}{2} \sum_{i=1}^{m} \sigma_{i e}^{2} e_{i}^{2}$ will be minimized instead of $\frac{1}{2}\|\mathbf{e}\|_{2}^{2}$. Using such a transformation, it is easy to show that the optimal weighted least-squares solution has the form ${ }^{3}$

$$
\begin{equation*}
\mathbf{s}_{*}=\mathbf{s}_{\mathrm{WLS}}=\left(\mathbf{H}^{T} \boldsymbol{\Sigma}_{e} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \boldsymbol{\Sigma}_{e} \mathbf{x} \tag{2.22}
\end{equation*}
$$

and its minimum LS error is

$$
\begin{equation*}
J\left(\mathbf{s}_{*}\right)=\mathbf{x}^{T}\left[\boldsymbol{\Sigma}_{e}-\boldsymbol{\Sigma}_{e} \mathbf{H}\left(\mathbf{H}^{T} \boldsymbol{\Sigma}_{e} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \boldsymbol{\Sigma}_{e}\right] \mathbf{x} \tag{2.23}
\end{equation*}
$$

It turns out that an optimal and natural choice for the weighting matrix $\boldsymbol{\Sigma}_{e}$ is the inverse of the covariance matrix of the noise under the assumptions that the noise is zeromean with the positive definite covariance matrix $\mathbf{R}_{\text {ee }}$ and $\mathbf{H}$ is deterministic. ${ }^{4]}$ Assuming that $\boldsymbol{\Sigma}_{e}=\mathbf{R}_{\text {ee }}^{-1}$ is known or can be estimated, we obtain so called BLUE (the Best Linear Unbiased Estimator)

$$
\begin{equation*}
\mathbf{s}_{*}=\mathbf{s}_{\mathrm{BLUE}}=\left(\mathbf{H}^{T} \mathbf{R}_{\mathrm{ee}}^{-1} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{R}_{\mathrm{ee}}^{-1} \mathbf{x} \tag{2.24}
\end{equation*}
$$

which also minimizes the mean-square error.
The matrix $\mathbf{R}_{\text {ee }}^{-1}$ emphasizes (amplifies) the contributions of the precise measurements and suppresses the contributions of the imprecise or noisy measurements. The above results can be summarized in the form of the following well known Gauss-Markov Theorem [689]:

Theorem 2.1 Gauss-Markov Estimator If a system is described by the set of linear equations

$$
\begin{equation*}
\mathbf{x}=\mathbf{H} \mathbf{s}+\mathbf{e} \tag{2.25}
\end{equation*}
$$

where $\mathbf{H}$ is a known $m \times n$ matrix, $\mathbf{s}$ is an $n \times 1$ vector of parameters to be estimated, and $\mathbf{e}$ is an $m \times 1$ arbitrary distributed noise vector with zero-mean and known covariance matrix $\mathbf{R}_{\mathbf{e e}}=E\left\{\mathbf{e e}^{T}\right\}$, then the BLUE of $\mathbf{s}$ is

$$
\begin{equation*}
\mathbf{s}_{B L U E}=\left(\mathbf{H}^{T} \mathbf{R}_{\mathbf{e e}}^{-1} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{R}_{\mathbf{e e}}^{-1} \mathbf{x} \tag{2.26}
\end{equation*}
$$

where $\mathbf{s}_{B L U E}=\left[\hat{s}_{1}, \hat{s}_{2}, \ldots, \hat{s}_{n}\right]^{T}$ and the minimum variance of $\hat{s}_{j}$ is written as

$$
\begin{equation*}
\operatorname{var}\left(\hat{s}_{j}\right)=E\left\{\hat{s}_{j}^{2}\right\}=\left[\mathbf{H}^{T} \mathbf{R}_{\mathrm{ee}}^{-1} \mathbf{H}\right]_{j j} \tag{2.27}
\end{equation*}
$$

If the noise has the same variance, i.e., $\mathbf{R}_{\mathbf{e e}}=\sigma_{e}^{2} \mathbf{I}_{m}$, the BLUE reduces to the standard Least-Squares formula

$$
\begin{equation*}
\mathbf{s}_{\mathrm{LS}}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{x} \tag{2.28}
\end{equation*}
$$

[^3]
### 2.2.3 Basic Network Structure-Least-Squares Criteria

To formulate the above problems (2.1)-(2.3) in terms of artificial neural networks (ANNs), the key step is to construct an appropriate computational cost (energy) function $J(\mathbf{s})$ such that the lowest energy state corresponds to the optimal solution $\mathbf{s}_{*}$ [282]. The derivations of the energy function enable us to transform the minimization problem into a set of differential or difference equations, on the basis of which we design ANN architectures with appropriate connection weights (synaptic strengths) and input excitations [282].

There are many ways to connect neuron-like computing units (cells) into large-scaled neural networks. These different patterns of connections between the cells are called architectures or circuit structures. The purpose of this section is to review known circuit structures and to propose some new configurations with improved performance and/or with a reduced set of such computing units. Using a general gradient approach for minimization of the energy function, the problem formulated by Eq. (2.10) can be mapped to a set of differential equations (an initial value problem) written in the matrix form as

$$
\begin{equation*}
\frac{d \mathbf{s}}{d t}=-\boldsymbol{\mu} \nabla J(\mathbf{s})=\boldsymbol{\mu} \mathbf{H}^{T}(\mathbf{x}-\mathbf{H} \mathbf{s})=\boldsymbol{\mu} \mathbf{H}^{T} \mathbf{e} \tag{2.29}
\end{equation*}
$$

where $\boldsymbol{\mu}=\left[\mu_{i j}\right]$ is an $n \times n$ positive definite matrix which is often chosen to be a diagonal one. The specific choice of the coefficients $\mu_{i j}$ must ensure both the stability of the differential equations and an appropriate convergence speed to the stationary solution (equilibrium) state. It is straightforward to prove that the system of differential Eqs. (2.29) is stable (i.e., it always has an asymptotically stable solution) since

$$
\begin{equation*}
\frac{d J}{d t}=\sum_{j=1}^{n} \frac{\partial J(\mathbf{s})}{\partial s_{j}} \frac{d s_{j}}{d t}=-(\nabla J(\mathbf{s}))^{T} \boldsymbol{\mu} \nabla J(\mathbf{s}) \leq 0 \tag{2.30}
\end{equation*}
$$

under the condition that the matrix $\boldsymbol{\mu}$ is positive definite, and in the absence of round-off errors in the full rank matrix $\mathbf{H}$.

### 2.2.4 Iterative Parallel Algorithms for Large and Sparse Systems

The system of differential equations (2.29) can be easily and directly converted to the parallel iterative algorithm as 282 ]

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\boldsymbol{\eta}(k) \mathbf{H}^{T}[\mathbf{x}-\mathbf{H} \mathbf{s}(k)], \tag{2.31}
\end{equation*}
$$

where $\boldsymbol{\eta}$ is a symmetric positive definite matrix with upper bounded eigenvalues to ensure the stability of the algorithm. In the special case, for $\boldsymbol{\eta}(k)=\eta_{k} \mathbf{I}$ the algorithm is sometimes called the Landweber algorithm, which is known to converge to a LS solution of $\mathbf{H s}=\mathbf{x}$, whenever the learning rate $\eta_{k}$ is chosen so that $\mathbf{I}-\eta_{k} \mathbf{H}^{T} \mathbf{H}$ is nonnegative definite. In other words, the learning rate $\eta_{k}$ should satisfy the constraint $0<\eta_{k} \leq 1 / \lambda_{\max }$, where $\lambda_{\max }$ is the maximum eigenvalue of $\mathbf{H}^{T} \mathbf{H}$. Generally, the algorithm converges faster if the $\eta_{k}$ is near the upper limit. In order to apply the algorithm efficiently, we must first estimate the largest eigenvalue of $\mathbf{H}^{T} \mathbf{H}$, to determine the upper limit. By suitably rescaling the
system of linear equations, we can accelerate the convergence and relatively easy estimate the upper limit. For example, let $\mathbf{H}$ be an $m \times n$ matrix normalized so that the Euclidean norm of each row is unity. Furthermore, let $r_{j}$ be the number of non-zero entries in the $j$-th column of $\mathbf{H}$ and $r_{\max }$ be maximum of the $\left\{r_{j}\right\}$. Then, the maximum eigenvalue of the matrix $\mathbf{H}^{T} \mathbf{H}$ does not exceed $r_{\max }\left[122\right.$. This property allows us to take $\eta_{k}=1 / r_{\max }$, which, for very sparse matrices $\mathbf{H}$, can considerably accelerate the convergence rate.

A further increase of convergence speed can be obtained by applying the block iterative or ordered subset version of the algorithm [122, 170]. We obtain the block iterative algorithms by partitioning the set $\{i=1,2, \ldots, m\}$ into (not necessary disjoint) subsets $S_{t}, t=$ $1,2, \ldots, T$, for $T \geq 1$. At each iteration we select the current block and then we use only those data $x_{i}$ with $i$ in the current block. The use of blocks tends to increase the upper bounds of the learning rate and thereby increase the convergence speed.

The block iterative algorithm, called the BI-ART [170] (block iterative- algebraic reconstruction technique) can be written as

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\eta_{k} \sum_{i \in S_{t}} \frac{x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}(k)}{\mathbf{h}_{i}^{T} \mathbf{h}_{i}} \mathbf{h}_{i} \tag{2.32}
\end{equation*}
$$

In each iterative step the sum is taken only over the subset $S_{t}$.
In extreme case for $T=1$, we obtain the Kaczmarz algorithm [170, 282] (also called as the row-action-projection method) which iterates through the set of equations in a periodic fashion, and can be written as

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\eta_{k} \frac{x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}(k)}{\mathbf{h}_{i}^{T} \mathbf{h}_{i}} \mathbf{h}_{i}, \quad i=k \text { modulo }(m+1) \tag{2.33}
\end{equation*}
$$

where, $0<\eta_{k}<2$ and at each iteration, we use only one row of $\mathbf{H}$ and a corresponding component of $\mathbf{x}$ successively. In other words, the index $i$ is taken modulo $(m+1)$, i.e., the equations are processed in a cyclical order.

The Kaczmarz algorithm ${ }^{5}$, developed in 1937, has relatively low computational complexity and converges fast to an exact solution if the system of equations is consistent without having to explicitly invert the matrix $\mathbf{H}^{T} \mathbf{H}$ or $\mathbf{H} \mathbf{H}^{T}$. This is important from a practical point of view, especially when $\mathbf{H}$ has a large number of rows. For inconsistent systems, the algorithm may fail to converge for the fixed learning rate and it can generate limit cycles, i.e., the solution fluctuates in the vicinity of the least-squares solution as has been shown by Amari 19 and Tanabe [122. To remove this drawback, we can gradually reduce the learning rate $\eta_{k}$ to zero [19].

A more elegant way, which does not easily generalize to other algorithms, is simply apply Kaczmarz algorithm twice. The procedure is sometimes called DART (double ART) [122]. Let us assume that for any $\mathbf{x}$ the inconsistent system of equations satisfies after the

[^4]convergence of the equation $\mathbf{H} \mathbf{s}_{*}+\mathbf{e}_{*}=\mathbf{x}$. The minimal error vector $\mathbf{e}_{*}$ is the orthogonal projection of $\mathbf{x}$ onto the null space of the matrix transformation $\mathbf{H}^{T}$. Therefore, if $\mathbf{H}^{T} \mathbf{e}_{*}=\mathbf{0}$ then $\mathbf{s}_{*}$ is a minimizer of $\|\mathbf{x}-\mathbf{H} \mathbf{s}\|_{2}$. The DART procedure is summarized as follows: first, we apply the Kaczmarz algorithm to the $\mathbf{H e}=\mathbf{0}$, with initial conditions $\mathbf{e}(0)=\mathbf{x}$. After the convergence the optimal error $\mathbf{e}_{*}$, will be the member of the null space closest to $\mathbf{x}$. In the second step, we apply the Kaczmarz algorithm to the consistent system of the linear equations $\mathbf{H s}=\mathbf{x}-\mathbf{e}_{*}=\mathbf{H} \mathbf{s}_{*}$.

For sparse matrices, a significant acceleration of the convergence speed without the use of blocks can also be achieved by the overrelaxation.

In general, the iterative algorithm takes the form

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\overline{\boldsymbol{\eta}}(k) \mathbf{D} \mathbf{H}^{T}(\mathbf{x}-\mathbf{H} \mathbf{s}(k)) \tag{2.34}
\end{equation*}
$$

where $\overline{\boldsymbol{\eta}}(k)$ is a diagonal matrix with the learning rates and $\mathbf{D}$ is a diagonal and positive definite matrix ensuring the normalization of actual errors $x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}(k)$. The diagonal matrix D can take different forms depending on the data structure and applications. Typically, for large, sparse and unstructured problems it can take the form 170

$$
\begin{equation*}
\mathbf{D}=\operatorname{diag}\left\{\frac{1}{\left\|\mathbf{h}_{1}\right\|_{\mathbf{r}}^{2}}, \frac{1}{\left\|\mathbf{h}_{2}\right\|_{\mathbf{r}}^{2}}, \ldots, \frac{1}{\left\|\mathbf{h}_{m}\right\|_{\mathbf{r}}^{2}}\right\} \tag{2.35}
\end{equation*}
$$

where $\mathbf{h}_{i}^{T}$ is the $i$-th row of $\mathbf{H}$ and $\left\|\mathbf{h}_{i}\right\|_{\mathbf{r}}^{2}$ denotes a weighted norm of the vector $\mathbf{h}_{i}$. For a large and sparse matrix the norm is usually defined as $\left\|\mathbf{h}_{i}\right\|_{\mathbf{r}}^{2}=\sum_{j=1}^{n} r_{j} h_{i j}^{2}$, where $r_{j}$ is the number of the non-zero elements $h_{i j}$ of the column $j$ of $\mathbf{H}$. In such a case, the above iterative formula, which is called as the CAV (Component Averaging) algorithm [170], can be written in a vector form as

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\bar{\eta}(k) \sum_{i=1}^{m} \frac{x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}(k)}{\sum_{j=1}^{n} r_{j} h_{i j}^{2}} \mathbf{h}_{i} \tag{2.36}
\end{equation*}
$$

with $0<\bar{\eta}(k)<2$.

### 2.2.5 Iterative Algorithms with Non-negativity Constraints

In many applications, some constraints may be imposed to obtain valid solutions of the system of linear equations $\mathbf{H s}=\mathbf{x}$. For example, in the reconstruction of medical images in computer tomography, it is convenient to transform an arbitrary system of linear equations to equivalent systems in which both the matrix $\mathbf{H}$ and vector $\mathbf{x}$ have only nonnegative entries.

Remark 2.4 There is no loss of generality in considering here only the systems of linear equations in which all the entries of matrix $\mathbf{H} \in \mathbb{R}^{n \times m}$ are nonnegative. Such transformation can be done as follows [122]: Suppose that $\mathbf{H s}=\mathbf{x}$ is an arbitrary (real) system of linear equation with the full-rank matrix $\mathbf{H}$. After rescaling of some equations, if necessary, we may assume that all $\mathbf{x}_{i}$ are non-negative and that for each $j$ the column sum $\sum_{i=1}^{m} h_{i j}$ is non-zero. Now, we can redefine $\mathbf{H}$ and $\mathbf{s}$ as follows: $\tilde{h}_{k j}=h_{k j} / \sum_{i=1}^{m} h_{i j}$ and
$\tilde{s}_{j}=s_{j}\left(\sum_{i} h_{i j}\right)$. After such transformation, the new matrix $\tilde{\mathbf{H}}$ has column sums equal to one and the vector $\mathbf{x}=\tilde{\mathbf{H}} \tilde{\mathbf{s}}$ is unchanged. Due to the fact that sums of all columns are unity, we have $\sum_{j=1}^{n} \tilde{s}_{j}=s_{+}=\sum_{i=1}^{m} x_{i}=x_{+}$. We can always find such positive coefficient $\beta$ in that the matrix defined as $\mathbf{B}=\tilde{\mathbf{H}}+\beta \overline{\mathbf{1}}$ has all the nonnegative entries, where $\overline{\mathbf{1}}$ is an $m \times n$ matrix of which entries are all unity. Hence, we have $\mathbf{B} \tilde{\mathbf{s}}=\tilde{\mathbf{H}} \tilde{\mathbf{s}}+\left(\beta s_{+}\right) \mathbf{1}$, where $\mathbf{1}$ is the vector of which entries are all one. Thus the new system of the equations to solve is $\mathbf{B} \tilde{\mathbf{s}}=\mathbf{x}+\left(\beta x_{+}\right) \mathbf{1}=\overline{\mathbf{x}}$.

We often made a further assumption that the column-sums of the matrix $\mathbf{B}$ are all unity. To achieve this, we make one additional renormalization: replace $b_{k j}$ with $\bar{h}_{k j}=$ $b_{k j} /\left(\sum_{i=1}^{m} b_{i j}\right.$ and $\tilde{s}_{j}$ with $\bar{s}_{j}=\tilde{s}_{j} \sum_{i=1}^{m} b_{i j}$. Note that the vector $\mathbf{B} \tilde{\mathbf{s}}$ is identical to $\overline{\mathbf{H}} \overline{\mathbf{s}}$ and the new matrix $\overline{\mathbf{H}}$ is nonnegative and has column sums equal to one.

Let us consider the problem of solving of a system of linear equations $\overline{\mathbf{H}} \mathbf{s}=\overline{\mathbf{x}}$ with nonnegative elements $\bar{h}_{i j}$ and $\bar{x}_{i}$ and the constraints $\mathbf{s} \geq \mathbf{0}$ (i.e., $s_{j} \geq 0, \forall j$ ) [122, 878]. Without loss of generality, we assume that such system is normalized in a way that

$$
\begin{equation*}
\overline{\mathbf{H}}^{T} \mathbf{1}=\mathbf{1} \tag{2.37}
\end{equation*}
$$

where $\mathbf{1}$ is the vector of all ones. This indicates that all the columns of $\overline{\mathbf{H}}$ are normalized to have their 1-norm equals unity.

To solve the problem, we can apply the standard LS criterion: minimize $J(\mathbf{s})=\|\overline{\mathbf{x}}-\overline{\mathbf{H}} \mathbf{s}\|^{2}$ subject to the constraints $\mathbf{s} \geq \mathbf{0}$ or alternatively by applying the Shannon entropy type penalty term as $J(\mathbf{s})=\|\overline{\mathbf{x}}-\overline{\mathbf{H}} \mathbf{s}\|^{2}+\alpha \sum_{j=1}^{n} s_{j} \log s_{j}$ with $s_{j} \geq 0$.

Non-negativity can alternatively be enforced by choosing the Kullback-Leibler distance or maximum likelihood functional [122, 878]. The use of the maximum likelihood functional is justified by the assumption of Poisson noise, which is a typical case in medical image reconstruction 878.

To find a solution, we minimize the Kullback-Leibler distance defined as

$$
\begin{align*}
K L(\overline{\mathbf{x}} \| \overline{\mathbf{H}} \mathbf{s}) & =\sum_{i=1}^{M} K L\left(\bar{x}_{i}, \overline{\mathbf{h}}_{i}^{T} \mathbf{s}\right) \\
& =\sum_{i=1}^{m} \bar{x}_{i} \log \frac{\bar{x}_{i}}{\overline{\mathbf{h}}_{i}^{T} \mathbf{s}}+\overline{\mathbf{h}}^{T} \mathbf{s}-\bar{x}_{i} \tag{2.38}
\end{align*}
$$

subject to $\mathbf{s} \geq \mathbf{0}$, where $K L(a, b)=a \log (a / b)+b-a, K L(0, b)=b$ and $K l(a, 0)=+\infty$ for positive scalars $a$ and $b, \log$ denotes the natural logarithm and, by definition, $0 \log 0=0$. It is straightforward to check that the above cost function can be simplified to a likelihood function 878

$$
\begin{equation*}
J(\mathbf{s})=\sum_{i=1}^{m}\left[\overline{\mathbf{h}}_{i}^{T} \mathbf{s}-\bar{x}_{i} \log \left(\overline{\mathbf{h}}_{i}^{T} \mathbf{s}\right)\right] \tag{2.39}
\end{equation*}
$$

subject to $\mathbf{s} \geq \mathbf{0}$.
The above constrained optimization problem can be easily transformed into an unconstrained minimization problem by introducing a simple parametrization $\mathbf{s}=\exp (\mathbf{u})$, that
is, $s_{j}=\exp \left(u_{j}\right), \forall j$. With this parameterizations and taking into account that $\overline{\mathbf{H}}^{T} \mathbf{1}=\mathbf{1}$, we are able to evaluate the gradient of the cost function as follows 878 ]

$$
\begin{align*}
\nabla_{\mathbf{u}} J(\mathbf{s})=\mathbf{D}_{\mathbf{s}} \nabla_{\mathbf{s}} J(\mathbf{s}) & =\mathbf{D}_{\mathbf{s}} \overline{\mathbf{H}}^{T} \mathbf{D}_{\overline{\mathbf{H}} \mathbf{s}}^{-1}(\overline{\mathbf{H}} \mathbf{s}-\overline{\mathbf{x}}) \\
& =\mathbf{D}_{\mathbf{s}} \overline{\mathbf{H}}^{T}\left(\mathbf{1}-\mathbf{D}_{\overline{\mathbf{H}} \mathbf{s}}^{-1} \overline{\mathbf{x}}\right)=\mathbf{s}-\mathbf{D}_{\mathbf{s}} \overline{\mathbf{H}}^{T} \mathbf{D}_{\overline{\mathbf{H}} \mathbf{s}}^{-1} \overline{\mathbf{x}} \tag{2.40}
\end{align*}
$$

where $\mathbf{D}_{\mathbf{s}}=\operatorname{diag}\{\mathbf{s}\}=\operatorname{diag}\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ and $\mathbf{D}_{\overline{\mathbf{H}}} \mathbf{s}=\operatorname{diag}\{\overline{\mathbf{H}} \mathbf{s}\}=\operatorname{diag}\left\{\overline{\mathbf{h}}_{1}^{T} \mathbf{s}, \overline{\mathbf{h}}_{2}^{T} \mathbf{s}, \ldots, \overline{\mathbf{h}}_{n}^{T} \mathbf{s}\right\}$. Hence, by setting the gradient to zero, we obtain the fixed point algorithm, which is alternatively called as the EMML (expectation maximization maximum likelihood) algorithm [122, 878 ]

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{D}_{\mathbf{s}}(k) \overline{\mathbf{H}}^{T} \mathbf{D}_{\overline{\mathbf{H}} \mathbf{s}}^{-1}(k) \overline{\mathbf{x}} \tag{2.41}
\end{equation*}
$$

where $\mathbf{D}_{\mathbf{s}}(k)=\operatorname{diag}\{\mathbf{s}(k)\}$ and $\mathbf{D}_{\overline{\mathbf{H}} \mathbf{s}}^{-1}(k)=\operatorname{diag}\{\overline{\mathbf{H}} \mathbf{s}(k)\}$. The EMML algorithm can be written in scalar form as

$$
\begin{equation*}
s_{j}(k+1)=s_{j}(k) \sum_{i=1}^{m} \bar{h}_{i j} \frac{\bar{x}_{i}}{\overline{\mathbf{h}}_{i}^{T} \mathbf{s}(k)}, \quad(j=1,2, \ldots, n) . \tag{2.42}
\end{equation*}
$$

If we had not normalized $\mathbf{H}$ so as to have the columns of $\overline{\mathbf{H}}$ sum to one, the EMML algorithm would have had the iterative step

$$
\begin{equation*}
s_{j}(k+1)=\frac{s_{j}(k)}{\sum_{i}^{m} h_{i j}} \sum_{i=1}^{m} h_{i j} \frac{x_{i}}{\mathbf{h}_{i}^{T} \mathbf{s}(k)}, \quad(j=1,2, \ldots, n) \tag{2.43}
\end{equation*}
$$

The closely related to the EMML algorithm is the SMART (Simultaneous Multiplicative Algebraic Reconstruction Technique) developed and analyzed by Byrne [122]:

$$
\begin{align*}
s_{j}(k+1) & =s_{j}(k) \exp \left(\sum_{i=1}^{m} \bar{h}_{i j} \log \left(\frac{\bar{x}_{i}}{\overline{\mathbf{h}}_{i}^{T} \overline{\mathbf{s}}(k)}\right)\right) \\
& =s_{j}(k) \prod_{i=1}^{m}\left(\frac{\bar{x}_{i}}{\overline{\mathbf{h}}_{i}^{T} \mathbf{s}(k)}\right)^{\bar{h}_{i j}}, \quad(j=1,2, \ldots, n) \tag{2.44}
\end{align*}
$$

which can be considered as the minimization of the Kullback-Leibler distance

$$
\begin{equation*}
K L(\overline{\mathbf{H}} \mathbf{s} \| \mathbf{x})=\sum_{i=1}^{M} K L\left(\overline{\mathbf{h}}_{i}^{T} \mathbf{s}, \bar{x}_{i}\right) \tag{2.45}
\end{equation*}
$$

over the nonnegative orthant.
In the consistent case (that is, when there is a vector $\mathbf{s} \geq \mathbf{0}$ which satisfies $\overline{\mathbf{x}}=\overline{\mathbf{H}} \mathbf{s}$ ), the both SMART and EMML algorithms converge to the nonnegative solution that minimizes $K L(\mathbf{s} \| \mathbf{s}(0))$. When there are no such nonnegative vectors, the SMART converges to the unique nonnegative minimizer of the cost function $K L(\overline{\mathbf{H}} \mathbf{s} \| \overline{\mathbf{x}})$ for which $K L(\mathbf{s} \| \mathbf{s}(0))$ is minimized, while the EMML converges to the to the unique minimizer of $K L(\overline{\mathbf{x}} \| \overline{\mathbf{H}} \mathbf{s})$. It is interesting to note that in the case when entries of the initial vector $\mathbf{s}(0)$ are all equal, the SMART converges to the solution for which the Shannon entropy $J_{S}=-\sum_{i=1}^{n} s_{j} \log s_{j}$, is maximized [122].

### 2.2.6 Robust Circuit Structure by Using the Interactively Reweighted Least-Squares Criteria

Although the ordinary (standard) least-squares (2-norm) criterion discussed in the previous section is optimal for a Gaussian error distribution, it nevertheless, provides very poor estimates of the vector $\mathbf{s}_{*}$ in the presence of large errors (called outliers) or spiky noise. ${ }^{[6]}$ In order to mitigate the influence of outliers (i.e., to provide a more reliable and robust estimate of the unknown vector s), we can employ the iteratively reweighted least-squares criterion (also called as the robust least-squares criterion). According to this criterion, we wish to solve the following minimization problem:

Find the vector $\mathbf{s} \in \mathbb{R}^{n}$ that minimizes the energy function

$$
\begin{equation*}
J_{\rho}(\mathbf{s})=\sum_{i=1}^{m} \rho\left[e_{i}(\mathbf{s})\right] \tag{2.46}
\end{equation*}
$$

where $\rho[e]$ is a given (usually convex) function called as the weighting or loss function and its derivative $\Psi(e)=d \rho(e) / d e$ is called as the influence function. ${ }^{[7}$ Typical robust loss functions and corresponding influence functions are summarized in Table 2.1.

Remark 2.5 From the statistical point of view this corresponds to the negative of the log likelihood, when the noise vector $\mathbf{e}$ has a distribution expressed by the pdf

$$
\begin{equation*}
p(\mathbf{e})=c \prod_{i=1}^{m} \exp \left(-\rho\left(e_{i}\right)\right) \tag{2.47}
\end{equation*}
$$

Note that by taking $\rho\left(e_{i}\right)=e_{i}^{2} / 2$, we obtain the ordinary linear least-squares problem considered in the previous section ${ }^{[8]}$ However, in order to reduce the influence of the outliers, other weighting functions should be chosen. One of the most popular weighting (loss) functions is the logistic function 282

$$
\begin{equation*}
\rho_{L}[e]=\beta^{2} \log (\cosh (e / \beta)) \tag{2.48}
\end{equation*}
$$

where $\beta$ is a problem dependent parameter, which is called the cut-off parameter. The iteratively reweighted least-squares problem given by Eq. (2.46), often used in robust statistics, is usually solved numerically by repeatedly solving a weighted least-squares problem. We will attack this problem by mapping the minimization problem (2.46) into a system of differential equations. For simplicity, in our further considerations, let us assume that the weighting function is the logistic function given by Eq. (2.48). Applying the gradient

[^5]Table 2.1 Basic robust loss functions $\rho(e)$ and corresponding influence functions $\Psi(e)=d \rho(e) / d e$.

| Name | Loss Function $\rho(e)$ | Influence Functions $\Psi(e)$ |
| :---: | :---: | :---: |
| Logistic | $\rho_{L}=\frac{1}{\beta} \log (\cosh (\beta e))$ | $\Psi_{L}=\tanh (\beta e)$ |
| Huber | $\rho_{H}= \begin{cases}e^{2} / 2, & \text { for }\|e\| \leq \beta ; \\ \beta\|e\|-\frac{\beta^{2}}{2}, & \text { otherwise }\end{cases}$ | $\Psi_{H}= \begin{cases}e, & \text { for }\|e\| \leq \beta ; \\ \beta \operatorname{sign}(e), & \text { otherwise }\end{cases}$ |
| $L_{p}$ | $\rho_{L p}=\frac{1}{p}\|e\|^{p}$ | $\Psi_{L_{p}}=\|e\|^{p-1} \operatorname{sign}(e)$ |
| Cauchy | $\rho_{C}=\frac{\sigma^{2}}{2} \log \left[1+\left(\frac{e}{\sigma}\right)^{2}\right]$ | $\Psi_{C}=\frac{e}{1+\left(\frac{e}{\sigma}\right)^{2}}$ |
| Geman, McCulre | $\rho_{G}=\frac{1}{2} \frac{e^{2}}{\sigma^{2}+e^{2}}$ | $\Psi_{G}=\frac{\sigma^{2} e}{\left(\sigma^{2}+e^{2}\right)^{2}}$ |
| Welsh | $\rho_{W}=\frac{\sigma^{2}}{2}\left[1-\exp \left(-\left(\frac{e}{\sigma}\right)^{2}\right)\right]$ | $\Psi_{W}=e \exp \left(-\left(\frac{e}{\sigma}\right)^{2}\right)$ |
| Fair | $\rho_{F}=\sigma^{2}\left[\frac{\|e\|}{\sigma}-\log \left(1+\frac{\|e\|}{\sigma}\right)\right]$ | $\Psi_{F}=\frac{e}{1+\frac{\|e\|}{\sigma}}$ |
| $L_{1}-L_{2}$ | $\rho_{L 12}=2\left(\sqrt{1+e^{2} / 2}-1\right)$ | $\Psi_{L 12}=\frac{e}{\sqrt{1+e^{2} / 2}}$ |
| Talvar | $\rho_{T a}= \begin{cases}e^{2} / 2, & \text { for }\|e\| \leq \beta ; \\ \beta^{2} / 2, & \text { otherwise }\end{cases}$ | $\Psi_{T a}= \begin{cases}e, & \text { for }\|e\|<\beta \\ 0, & \text { otherwise }\end{cases}$ |
| Hampel | $\rho_{H a}= \begin{cases}\frac{\beta^{2}}{\pi}(1-\cos (\pi e / \beta)), & \text { for }\|e\| \leq \beta ; \\ \frac{2 \beta^{2}}{\pi}, & \text { otherwise }\end{cases}$ | $\Psi_{H a}=\left\{\begin{array}{l} \beta \sin (\pi e / \beta), \\ 0 \end{array}\right.$ |

(a)

(b)


Fig. 2.1 Architecture of the Amari-Hopfield continuous-time (analog) model of recurrent neural network (a) block diagram, (b) detailed architecture.
approach for the minimization of the energy function (2.46), we obtain

$$
\begin{align*}
& \frac{d s_{j}}{d t}=\mu_{j}\left(\sum_{i=1}^{m} h_{i j} \Psi_{i}\left[x_{i}-\sum_{p=1}^{n} h_{i p} s_{p}\right]\right) \quad(j=1,2, \ldots, n),  \tag{2.49}\\
& \text { with } \quad s_{j}(0)=s_{j}^{(0)}
\end{align*}
$$

where $\Psi_{i}\left[e_{i}\right]$ is the sigmoidal activation function described as

$$
\begin{equation*}
\Psi_{i}\left[e_{i}\right]=\frac{\partial \rho_{L}\left[e_{i}(\mathbf{s})\right]}{\partial e_{i}}=\beta \tanh \left(e_{i} / \beta\right) \tag{2.50}
\end{equation*}
$$

The above system of differential equations can be rewritten in the compact matrix form

$$
\begin{equation*}
\frac{d \mathbf{s}}{d t}=\boldsymbol{\mu} \mathbf{H}^{T} \Psi(\mathbf{x}-\mathbf{H} \mathbf{s})=\boldsymbol{\mu} \mathbf{H}^{T} \Psi(\mathbf{e}) \tag{2.51}
\end{equation*}
$$

where $\boldsymbol{\mu}=\operatorname{diag}\left\{\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right\}$. The above system of differential equations can be implemented by a flexible Amari-Hopfield neural network shown in Fig 2.1] [282].

Note that the above system of equations has a form similar to that given by Eqs. (2.29) and that they can be easily implemented by a similar network architecture under the assumption that in the first (sensor) layer of neurons the sigmoidal nonlinearities are incorporated. The use of the sigmoidal nonlinearities in the first layer of neurons is essential, since they enable us to compress large residuals $e_{i}(\mathbf{s})$, that is, to prevent their absolute values from being greater than the prescribed cut-off parameter $\beta$. Therefore, we are able to obtain a more robust solution which is less sensitive to large errors (outliers) (in comparison with the ordinary least-squares implementation).

### 2.2.7 Tikhonov Regularization and SVD

The noise in the measurements $x_{i}$, in combination with the ill-conditioning of matrix $\mathbf{H}$, means that the exact solution of the standard LS problem (2.10) usually deviates strongly from the noise-free solution and therefore is often worthless. To alleviate the problem, we can apply regularization. The Russian mathematician Tikhonov was probably the first who studied the concepts of regularization [282]. The idea behind this technique is to define a criterion to select an approximate solution from a set of admissible solutions. The basic feature of the regularization is a compromise between fidelity to data and fidelity to some a priori information about the solution. In other words, the regularization method imposes a weak smoothness constraint on the set of possible solutions.

According to the regularization theory, the regularized energy function (i.e., the function to be minimized) is the weighted sum of two (or even more) terms:

$$
\begin{equation*}
J(\mathbf{s}, \alpha)=J_{d}(\mathbf{s})+\alpha J_{s}(\mathbf{s}) \tag{2.52}
\end{equation*}
$$

where $J_{d}$ is the data energy and $J_{s}$ is the smoothness constraint (also called stabilizer energy) [282].

Remark 2.6 This formulation has the following Bayesian statistical interpretation. Let us assume that the true signal $\mathbf{s}$ has the prior distribution

$$
\begin{equation*}
\omega(\mathbf{s})=\exp \left\{-\alpha J_{s}(\mathbf{s})\right\} \tag{2.53}
\end{equation*}
$$

Then the joint distribution of $\mathbf{s}$ and $\mathbf{x}$ can be written as

$$
\begin{equation*}
p(\mathbf{x}, \mathbf{s})=c \exp \left\{-J_{d}(\mathbf{s})-\alpha J_{s}(\mathbf{s})\right\} \tag{2.54}
\end{equation*}
$$

Hence, the criterion of maximizing the posteriori distribution $p(\mathbf{s} \mid \mathbf{x})$ of the source signals $\mathbf{s}$ given $\mathbf{x}$ is equivalent to minimizing $J(\mathbf{s}, \alpha)$.

For our linear least-squares problem (cf. Eq. (2.10)), a regularized solution can simply be defined as the solution of the following problem:

$$
\begin{equation*}
\mathbf{s}(\alpha)=\arg \min _{\mathbf{s} \in \mathbb{R}^{n}} J(\mathbf{s}, \alpha) \tag{2.55}
\end{equation*}
$$

where

$$
\begin{align*}
& J(\mathbf{s}, \alpha)=\frac{1}{2}\left(\|\mathbf{x}-\mathbf{H} \mathbf{s}\|_{2}^{2}+\alpha\|\mathbf{s}\|_{2}^{2}\right)  \tag{2.56}\\
& \text { with } \quad \alpha>0
\end{align*}
$$

Thus, in this case, the smoothness constraint energy is the squared 2-norm of the vector s. Here, the regularization parameter $\alpha$ controls the "smoothness" of the regularized solution. ${ }^{9}$

Applying the standard gradient descent approach to the cost function (2.56), we obtain a system of differential equations with leaky integrators [282]

$$
\begin{equation*}
\frac{d \mathbf{s}}{d t}=\boldsymbol{\mu}\left[\mathbf{H}^{T}(\mathbf{x}-\mathbf{H} \mathbf{s})-\alpha \mathbf{s}\right] \tag{2.57}
\end{equation*}
$$

It should be noted that the minimization of the energy function $J(\mathbf{s}, \alpha)(\overline{2.56})$, with respect to $\mathbf{s}$, is equivalent to the solution of the normal equation

$$
\begin{equation*}
\left(\mathbf{H}^{T} \mathbf{H}+\alpha \mathbf{I}\right) \mathbf{s}=\mathbf{H}^{T} \mathbf{x} \tag{2.58}
\end{equation*}
$$

It can be shown that the condition number of the realized matrix $\tilde{\mathbf{H}}=\mathbf{H}^{T} \mathbf{H}+\alpha \mathbf{I}$ is given by

$$
\begin{equation*}
\operatorname{cond}(\tilde{\mathbf{H}})=\frac{\sigma_{\max }^{2}+\alpha}{\sigma_{\min }^{2}+\alpha} \tag{2.59}
\end{equation*}
$$

where $\sigma_{\max }$ and $\sigma_{\min }$ are respectively the maximum and the minimum singular values of the matrix $\mathbf{H}^{T} \mathbf{H}$. Thus, the condition number of the regularized matrix $\tilde{\mathbf{H}}=\mathbf{H}^{T} \mathbf{H}+\alpha \mathbf{I}$ can be much lower than that of the matrix $\mathbf{H}^{T} \mathbf{H}$ (i.e., $\tilde{\mathbf{H}}$ for $\alpha=0$ ). For example, for the setting $\sigma_{\max }=1, \sigma_{\min }=0.1$ and $\alpha=0.1$, the condition number is improved by a factor of 10 (from 100 down to 10 ).

The solution of Eq. (2.58) can be interpreted by the use of the singular value decomposition (SVD) theory. Assume that the $m \times n$, matrix $\mathbf{H}$, with rank $n(m \geq n)$ has the following SVD:

$$
\begin{equation*}
\mathbf{H}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}=\sum_{i=1}^{n} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{T} \tag{2.60}
\end{equation*}
$$

where both $\mathbf{U}=\left[\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{m}\right] \in \mathbb{R}^{m \times m}$ and $\mathbf{V}=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right] \in \mathbb{R}^{n \times n}$ are orthogonal matrices and $\boldsymbol{\Sigma}$ is a pseudo-diagonal $m$ by $n$ matrix whose top $n$ rows contain

[^6]$\operatorname{diag}\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right\}$ (with ordered diagonal entries $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}$ ) and whose bottom $(m-n)$ rows are all zero. It can be shown that if $\left\{\mathbf{u}_{i}\right\}$ and $\left\{\mathbf{v}_{i}\right\}$ are the columns of $\mathbf{U}$ and $\mathbf{V}$, respectively, then the minimum norm least-squares Tikhonov regularized solution to Eq. (2.58) can be approximated by
\[

$$
\begin{equation*}
\mathbf{s}_{*}(\alpha)=\sum_{i=1}^{n} \frac{\sigma_{i}^{2}}{\sigma_{i}^{2}+\alpha} \frac{\mathbf{u}_{i}^{T} \mathbf{x}}{\sigma_{i}} \mathbf{v}_{i}=\sum_{i=1}^{n} \frac{\beta_{i}}{\sigma_{i}+\alpha / \sigma_{i}} \mathbf{v}_{i} \tag{2.61}
\end{equation*}
$$

\]

where $\beta_{i}=\mathbf{u}_{i}^{T} \mathbf{x}$ and $\alpha>0$ is the regularization parameter. It is interesting to note that, if the singular values $\sigma_{i}$ of the matrix $\mathbf{H}$ are much larger than the regularization parameter $\alpha$, then the regularization has little effect on the final (optimal) solution. However, if one of the singular values $\sigma_{i}$ is much smaller than $\alpha$, the corresponding term in Eq. (2.61) can be expressed as

$$
\begin{equation*}
\frac{\beta_{i} \mathbf{v}_{i}}{\sigma_{i}+\alpha / \sigma_{i}} \cong \frac{\sigma_{i}}{\alpha} \beta_{i} \mathbf{v}_{i} \quad\left(\sigma_{i} \ll \alpha\right) \tag{2.62}
\end{equation*}
$$

Note that this term approaches zero as $\sigma_{i}$ tends to zero. This demonstrates the required continuity in the solution of a real physical system. Note also that such continuity of the solution cannot be achieved if $\alpha=0$. We then see that the role of the regularization parameter $\alpha$ is to damp or filter the terms in the sum corresponding to the singular values $\sigma_{i}$ smaller than $\alpha$. Hence, in any practical application, $\alpha$ will always satisfy $\sigma_{n} \leq \alpha<\sigma_{i}$, where $\sigma_{i}$ corresponds to significant gap in the singular values spectrum [282, 923].

In contrast to the Tikhonov regularized solution (2.61), the true solution for the noise free problem is

$$
\begin{equation*}
\mathbf{s}_{\text {true }}=\sum_{i=1}^{n} \frac{\beta_{i}-\epsilon_{i}}{\sigma_{i}} \mathbf{v}_{i} \tag{2.63}
\end{equation*}
$$

where $\epsilon_{i}=\mathbf{u}_{i}^{T} \mathbf{e}$ represents the unknown noise components. The goal of the optimal regularization is to produce a solution as close as possible to the true solution. In other words, the near to optimal value of the regularized parameter can be obtained by minimizing the distance $\tilde{J}(\alpha)=\left\|\mathbf{s}_{*}(\alpha)-\mathbf{s}_{\text {true }}\right\|^{2}$, which after some mathematical operation leads to the following algebraic equation [923]:

$$
\begin{equation*}
f(\alpha)=\sum_{i=1}^{n} \frac{\alpha\left(\mathbf{u}_{i}^{T} \mathbf{x}\right)^{2}}{\left(\sigma_{i}^{2}+\alpha\right)^{3}}-\frac{\left(\mathbf{u}_{n}^{T} \mathbf{x}\right)^{2}}{\left(\sigma_{n}^{2}+\alpha\right)^{2}}-\hat{\sigma}_{e}^{2} \sum_{i=1}^{n-1} \frac{\mathbf{1}}{\left(\sigma_{i}^{2}+\alpha\right)^{2}} \tag{2.64}
\end{equation*}
$$

where $\hat{\sigma}_{e}^{2}$ is the estimated variance of noise. As has been shown by O'Leary, finding the zero of such function gives an approximation of the Tikhonov regularization parameter $\alpha$ close to its optimal value 923.

An alternative method for the regularization of (2.10) is the truncated SVD approach, in which we discard the smallest singular values simply by truncating the sum in Eq. (2.61) at some $r<n$.

In practice, it appears that instead of keeping $\|\mathbf{s}\|_{2}^{2}$ small as in Eq. (2.57), it is often more effective to keep $\|\mathbf{L s}\|_{2}^{2}$ small, where $\mathbf{L}$ is suitably chosen matrix (typically, $\mathbf{L}=\mathbf{I}$ ).

We now state a generalized regularized least-squares solution, which corresponds to the minimum of the cost function

$$
\begin{equation*}
\min _{\mathbf{s} \in \mathbb{R}^{n}}\left\{\frac{1}{2}\left(\left\|\boldsymbol{\Sigma}_{e}(\mathbf{x}-\mathbf{H} \mathbf{s})\right\|_{2}^{2}+\alpha\left\|\mathbf{L}\left(\mathbf{s}-\overline{\mathbf{s}}_{*}\right)\right\|_{2}^{2}\right)\right\} \tag{2.65}
\end{equation*}
$$

where $\overline{\mathbf{s}}_{*}$ is the expected mean value of the estimated vector $\hat{\mathbf{s}}$ (typically it is assumed that $\overline{\mathbf{s}}_{*}=\mathbf{0}$ ), both $\boldsymbol{\Sigma}_{e}$ and $\mathbf{L}^{T} \mathbf{L}$ are positive definite weighting matrices. The matrix $\mathbf{L}$ is the regularization matrix, which is the identity matrix or a discrete approximation to some derivative operator. Typical examples of such $\mathbf{L}$ are: the 1st derivative approximation $\mathbf{L}_{1} \in \mathbb{R}^{(n-1) \times n}$ and the 2 nd derivative approximation $\mathbf{L}_{2} \in \mathbb{R}^{(n-2) \times n}$ given by

$$
\mathbf{L}_{1}=\left[\begin{array}{ccccc}
1 & -1 & & & 0  \tag{2.66}\\
& 1 & -1 & & \\
\vdots & & \ddots & \ddots & \\
0 & & & 1 & -1
\end{array}\right], \quad \mathbf{L}_{2}=\left[\begin{array}{ccccc}
-1 & 2 & -1 & & 0 \\
& -1 & 2 & -1 & \\
& & \ddots & \ddots & \ddots \\
0 & & -1 & 2 & -1
\end{array}\right]
$$

It is straightforward to show that the regularized solution (called the generalized Tikhonov regularized solution) can be written in the form

$$
\begin{equation*}
\hat{\mathbf{s}}_{\alpha}=\left(\mathbf{H}^{T} \boldsymbol{\Sigma}_{e} \mathbf{H}+\alpha \mathbf{L}^{T} \mathbf{L}\right)^{-1}\left(\mathbf{H}^{T} \boldsymbol{\Sigma}_{e} \mathbf{x}+\alpha \mathbf{W} \overline{\mathbf{s}}_{*}\right) \tag{2.67}
\end{equation*}
$$

Such regularization has a close relationship with the Bayesian approach, where we use prior information in addition to the available data for the solution of the problem. In fact, it can be shown that if the errors e are jointly Gaussian with zero-mean, the elements of vector $\mathbf{s}$ are jointly Gaussian random variables with mean $\overline{\mathbf{s}}_{*}$ and the covariance matrix $\mathbf{R}_{\mathbf{s s}}=E\left\{\mathbf{s}(k) \mathbf{s}^{T}(k)\right\}$ (where $\mathbf{s}(k)$ is $k$-th observation of the vector $\mathbf{s}$ ), then the solution

$$
\begin{equation*}
\hat{\mathbf{s}}_{\alpha}=\left(\mathbf{H}^{T} \mathbf{R}_{\mathrm{ee}}^{-1} \mathbf{H}+\mathbf{R}_{\mathrm{ss}}^{-1}\right)^{-1}\left(\mathbf{H}^{T} \mathbf{R}_{\mathrm{ee}}^{-1} \mathbf{x}+\mathbf{R}_{\mathrm{ss}}^{-1} \overline{\mathbf{s}}_{*}\right) \tag{2.68}
\end{equation*}
$$

minimizes the Bayesian mean square estimation criterion $E\left\{\|\mathbf{s}-\hat{\mathbf{s}}\|^{2}\right\}$. It should be noted that the above formula simplifies to the ordinary BLUE (Gauss-Markov minimum variance) estimate:

$$
\begin{equation*}
\hat{\mathbf{s}}_{\mathrm{BLUE}}=\left(\mathbf{H}^{T} \mathbf{R}_{\mathrm{ee}}^{-1} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{R}_{\mathrm{ee}}^{-1} \mathbf{x} \tag{2.69}
\end{equation*}
$$

by setting $\mathbf{R}_{\mathbf{s s}}^{-1}=\mathbf{0}$. This setting corresponds to an "infinite" variance of the parameters, that is, there is no assumption on the properties of the parameters.

In fact, for such case $\left(\boldsymbol{\Sigma}_{e}=\mathbf{R}_{\text {ee }}^{-1}\right)$, the minimization problem (2.65) is equivalent to the solution of the normal equation

$$
\begin{equation*}
\left(\mathbf{H}^{T} \mathbf{R}_{\mathbf{e e}}^{-1} \mathbf{H}+\alpha \mathbf{L}^{T} \mathbf{L}\right) \mathbf{s}=\mathbf{H}^{T} \mathbf{R}_{\mathbf{e e}}^{-1} \mathbf{x}, \tag{2.70}
\end{equation*}
$$

which corresponds to the maximum a posteriori (MAP) estimates [595].
In the subspace regularization approach, we combine two approaches: subspace method (SVD) and the Tikhonov regularization by setting $\mathbf{R}_{\mathbf{s s}}^{-1}=\alpha \mathbf{H}^{T}\left(\mathbf{I}-\mathbf{H}_{\mathcal{S}} \mathbf{H}_{\mathcal{S}}^{T}\right) \mathbf{H}$, where $\mathbf{H}_{\mathcal{S}}$ contains the $n$ first principal eigenvectors of the data covariance matrix $\mathbf{R}_{\mathbf{x x}}=E\left\{\mathbf{x x}^{T}\right\}=$ $\mathbf{U} \boldsymbol{\Sigma} \mathbf{U}^{T}$ associated with the $n$ largest singular values 682].

Similarly, we select in the cost function (2.65) $\mathbf{L}=\left(\mathbf{I}-\mathbf{H}_{\mathcal{S}} \mathbf{H}_{\mathcal{S}}^{T}\right)^{1 / 2} \mathbf{H}$ in order to keep the second term $\|\mathbf{L s}\|$ small for all expectable $\overline{\mathbf{s}}_{*}$. Since

$$
\begin{equation*}
\mathbf{L}^{T} \mathbf{L}=\mathbf{H}^{T}\left(\mathbf{I}-\mathbf{H}_{\mathcal{S}} \mathbf{H}_{\mathcal{S}}^{T}\right) \mathbf{H} \tag{2.71}
\end{equation*}
$$

the desired subspace regularized solution can be written in the form

$$
\begin{equation*}
\hat{\mathbf{s}}_{\alpha}=\left[\mathbf{H}^{T} \mathbf{R}_{\mathbf{e e}}^{-1} \mathbf{H}+\alpha \mathbf{H}^{T}\left(\mathbf{I}-\mathbf{H}_{\mathcal{S}} \mathbf{H}_{\mathcal{S}}^{T}\right) \mathbf{H}\right]^{-1} \mathbf{H}^{T} \mathbf{R}_{\mathbf{e e}}^{-1} \mathbf{x} . \tag{2.72}
\end{equation*}
$$

The above approach is closely related to the Bayesian estimation. In this approach, the second-order statistics of the set of the observations is used to form a priori information model for the regularization 682].

### 2.3 LEAST ABSOLUTE DEVIATION (1-NORM) SOLUTION OF SYSTEMS OF LINEAR EQUATIONS

The use of the minimum 1-norm or least absolute deviation (LAD) can often provide a useful alternative to the minimum 2-norm (least-squares) or the infinity- (Chebyshev) norm solution of a system of linear and nonlinear equations, especially in signal processing applications [282]. These applications span the areas of deconvolution, state space estimation, inversion and parameter estimation. The (LAD) solutions of systems of linear algebraic equations have certain properties not shared by the ordinary least-squares solutions, such as:
(1) The minimum 1-norm solution of an overdetermined system of linear equations always exists though the 1-norm solution is not necessarily unique in contrast to the minimum 2-norm solution, where the solution is always unique when the matrix $\mathbf{H}$ has a full rank.
(2) The minimum 1-norm solutions are robust to outliers, that it, the solution is resistant (insensitive) to some large changes in the data. It is an extremely useful property when the data are known to be contaminated by occasional "wild points" (outliers) or spiky noise.
(3) For fitting a number of data points by a constant, the 1-norm estimate can be interpreted as the median while the interpretation of the 2 -norm estimate is the mean.
(4) The minimum 1-norm solutions are in general sparse, in the sense that they have a small number of non-zero components in the underdetermined case (see Section 2.5).
(5) Minimum 1-norm problems are equivalent to linear programming problems and vice versa. Linear programming problems may also be formulated as the minimum 1-norm problems, while linear least-squares problems can be considered as a special case of the quadratic programming problem [282].

### 2.3.1 Neural Network Architectures Using a Smooth Approximation and Regularization

The most straightforward approach for solving the problem of the least absolute value problem is to approximate the absolute value functions $\left|e_{i}(\mathbf{s})\right| \quad(i=1,2, \ldots, m)$ by smooth differentiable functions, for example

$$
\begin{equation*}
J_{\rho}(\mathbf{s})=\sum_{i=1}^{m} \rho\left[e_{i}(\mathbf{s})\right] \tag{2.73}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho\left[e_{i}(\mathbf{s})\right]=\frac{1}{\gamma} \log \left(\cosh \left(\gamma e_{i}(\mathbf{s})\right)\right), \tag{2.74}
\end{equation*}
$$

with $\gamma \gg 1$. To ensure a good approximation, the coefficient $\gamma$ must be sufficiently large (although its actual value is not critical). Applying the gradient approach, we obtain the associated system of differential equations

$$
\begin{equation*}
\frac{d s_{j}}{d t}=\mu_{j} \sum_{i=1}^{m} h_{i j} \Psi_{i}\left[e_{i}(\mathbf{s})\right] \tag{2.75}
\end{equation*}
$$

where

$$
\begin{gather*}
\Psi_{i}\left[e_{i}(\mathbf{s})\right]=\frac{\partial \rho\left[e_{i}(\mathbf{s})\right]}{\partial e_{i}(\mathbf{s})}=\tanh \left(\gamma e_{i}(\mathbf{s})\right)  \tag{2.76}\\
e_{i}(\mathbf{s})=\mathbf{x}_{i}-\sum_{j=1}^{n} h_{i j} s_{j}, \quad \mu_{j}=\frac{1}{\tau_{j}}>0
\end{gather*}
$$

It should be noted that, for a large value of the gain parameter $\gamma$ (typically $\gamma>50$ ), the sigmoidal activation function $\Psi_{i}\left[e_{i}(\mathbf{s})\right]$ quite good approximates the sign (hard-limiter) function and such a network is able to find a solution which approaches the minimum 1norm solution as $\gamma \rightarrow \infty$. On the other hand, for small values of $\gamma$ (typically $0.1<\gamma<1$ ) the activation function is almost linear over a wide range and the network is able to solve approximately the least-squares (a minimum 2-norm) problem.

In fact, by controlling the gain parameter $\gamma$ (i.e., by changing its value over a wide range, say over the range $0.1<\gamma<1000$ ) the network is able to solve a system of linear equations in the minimum $p$-norm sense with $1<p<2$. ${ }^{10}$ However, in order to achieve the exact 1-norm solution, it is necessary that the gain $\gamma$ approaches infinity. Unfortunately, a large value of the parameter $\gamma$ is difficult to control, and this is inconvenient from a practical implementation point of view, since an infinite gain is in fact often responsible for various parasitic effects, such as parasitic oscillations which can decrease the final accuracy. To
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Fig. 2.2 Detailed architecture of the Amari-Hopfield continuous-time (analog) model of recurrent neural network with regularization.
avoid this problem (especially the ill-conditioned problems), we have developed a modified cost function with regularization [282]

$$
\begin{equation*}
J(\mathbf{s}, \alpha)=\sum_{i=1}^{m}\left(\rho\left[e_{i}(\mathbf{s})\right]+\alpha_{j} \vartheta_{i}\left(s_{j}\right)\right) \tag{2.77}
\end{equation*}
$$

where $\vartheta(s)$ is convex function, typically $\vartheta(s)=s^{2}$. The minimization of the above energy function leads to the set of differential equations

$$
\begin{align*}
\frac{d s_{j}}{d t} & =\mu_{j}\left[\sum_{i=1}^{m} h_{i j} \Psi_{i}\left(e_{i}\right)-\alpha_{i} \varphi\left(s_{j}\right)\right]  \tag{2.78}\\
e_{i}(t) & =x_{i}(t)-\sum_{j=1}^{n} h_{i j} s_{j}(t)
\end{align*}
$$

where $\varphi_{i}\left(s_{j}\right)=d \vartheta_{j} / d s_{j}$. On the basis of the above system of differential equations, we can easily realize an appropriate neural network called the Amari-Hopfield network illustrated in Fig 2.2, Such a network will force the residuals $e_{i}(\mathbf{s})$ with the smallest absolute values
to tends to zero, while other residuals with large values (corresponding to outliers) will be inhibited (suppressed). The algorithm given by Eqs. (2.78) makes it possible to obtain an approximate minimum 1-norm solution, even when the gain parameter $\gamma$ has a relatively low value (typically $\gamma>80$ ) [282].

### 2.3.2 Neural Network Model for LAD Problem Exploiting Inhibition Principles

Inhibition plays an important role of self-regulatory control in biologically plausible neural networks and also in many artificial neural networks (ANN), mainly in various decisionmaking and selection tasks [282]. The extremal form of inhibition is the Winner-Take-All (WTA) function. In general, the function of an inhibition sub-network is to suppress some signals (e.g., the strongest signals) while allowing other signals to be transmitted for further processing. Our goal in this section is to employ this mechanism explicitly for solving the LAD problem 282.

For an overdetermined linear system of equations (cf. Eq. (2.3)), in general, it is impossible to satisfy all the $m$ equations exactly, but there may exist a point $\mathbf{s}_{*}$ in the $n$-space satisfying at least the $n$ equations if the matrix $\mathbf{H}$ is of full rank. This can be formulated by the following Theorem [282:

Theorem 2.2 There exists a minimizer $\mathbf{s}_{L A D} \in \mathbb{R}^{n}$ of the energy function $J_{1}(\mathbf{s})=\|\mathbf{e}\|_{1}=$ $\sum_{i=1}^{m}\left|e_{i}(\mathbf{s})\right|$ (with $\mathbf{e}=\mathbf{x}-\mathbf{H} \mathbf{s}$ and $m>n$ ) for which the residuals $e_{i}\left(\mathbf{s}_{*}\right)=0$ for at least $n$ values of $i$, say $i_{1}, i_{2}, \ldots, i_{n}$, where $n$ denotes the rank of matrix $\mathbf{H}$.

From this theorem, it follows that the minimum 1-norm solution $\mathbf{s}_{\mathrm{LAD}}$ of the overdetermined $m \times n$ system interpolates at least $n$ points of the $m$ (with $m>n$ ) observed or measured data points, assuming $\mathbf{H}$ is of full rank. We can say that the minimum 1-norm solution is the median solution. On the other hand, the ordinary minimum 2-norm LS solution is the mean solution, since it tries to satisfy most of the equations in the set, but this solution will usually not solve exactly any of these equations. However, in the special case that the matrix $\mathbf{H}$ is nonsingular (for $m=n$ ), all the n equations are exactly solved with residuals equal to zero. From this analysis, it follows that by using the ordinary least-squares technique, we can solve the LAD problem iteratively in two stages. In the first stage, we compute all the residuals $e_{i}\left(\mathbf{s}_{\mathrm{LS}}\right)(i=1,2, \ldots, m)$ and select, from the $m$ set of equations only the $n$ equations corresponding to the $n$ residuals which are the smallest in absolute value, the rest of equations are ignored (or inhibited). In the second stage, we use the reduced number of determined equation to estimate the vector $\mathbf{s}_{\mathrm{LAD}}$. The algorithm is summarized as follows:

## Algorithm Outline: LAD Solution Using Multi-stage LS Procedure

Step 1. Compute the LS solution as

$$
\begin{equation*}
\mathbf{s}_{\mathrm{LS}}=\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1} \mathbf{H}^{T} \mathbf{x} \tag{2.79}
\end{equation*}
$$

and on the basis of residual vector $\mathbf{e}(\mathbf{s})=\mathbf{x}-\mathbf{H} \mathbf{s}_{\mathrm{LS}}$ select the reduced set of equations corresponding to the modulus of the smallest residuals. After eliminating the ( $m-n$ )
equations, we obtain the reduced set of determined equations in the form

$$
\mathbf{H}_{r} \mathbf{s}=\mathbf{x}_{r}
$$

where $\mathbf{H}_{r}$ is a nonsingular $n \times n$ reduced matrix and $\mathbf{x}_{r} \in \mathbb{R}^{n}$ is a reduced sensor vector.

Step 2. Compute the LAD solution as

$$
\begin{equation*}
\mathbf{s}_{\mathrm{LAD}}=\mathbf{H}_{r}^{-1} \mathbf{x}_{r} \tag{2.80}
\end{equation*}
$$

Example 2.1 Let us consider the following ill-conditioned LAD problem:
Minimize $J(\mathbf{s}, \mathbf{H})=\|\mathbf{x}-\mathbf{H} \mathbf{s}\|_{1}$,
where

$$
\mathbf{H}^{T}=\left[\begin{array}{lllll}
1.1 & 4.0 & 7.0 & -3.1 & 5.5 \\
2.0 & 5.1 & 8.0 & -4.0 & 6.9 \\
3.1 & 6.0 & 8.9 & -5.0 & 8.1
\end{array}\right]
$$

and $\mathbf{x}=\left[\begin{array}{lllll}-2 & 1.1 & 4.2 & -0.5 & 2.1\end{array}\right]^{T}$.
In the first step, we can obtain the LS (2-norm) solution and corresponding vector of the residuals as

$$
\begin{aligned}
& \mathbf{s}_{2}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{x}=\left[\begin{array}{llll}
1.6673 & 1.4370 & -2.1198
\end{array}\right]^{T} \\
& \mathbf{e}_{2}=\mathbf{x}-\mathbf{H} \mathbf{s}_{2}=\left[\begin{array}{lllll}
0.1368 & -0.1795 & -0.1015 & -0.1821 & 0.1844
\end{array}\right]^{T}
\end{aligned}
$$

Since the residuals corresponding to the fourth and fifth row have the largest amplitude, we can remove them and compute the optimal LAD solution as

$$
\mathbf{s}_{1}=\mathbf{H}_{r}^{-1} \mathbf{x}_{r}=\left[\begin{array}{lll}
2 & 1 & -2 \tag{2.81}
\end{array}\right]^{T}
$$

where $\mathbf{x}_{r}=\left[\begin{array}{lll}-2 & 1.1 & 4.2\end{array}\right]^{T}$ and

$$
\mathbf{H}_{r}=\left[\begin{array}{ccc}
1.1 & 2 & 3.1 \\
4 & 5.1 & 6 \\
7 & 8 & 8.9
\end{array}\right]
$$

Let us consider now a more difficult example with some ambiguities.

Example 2.2 Let us consider the following LAD problem:

Minimize $J(\mathbf{s})=\|\mathbf{x}-\mathbf{H} \mathbf{s}\|_{1}$,
where

$$
\mathbf{H}^{T}=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5
\end{array}\right]
$$

and $\mathbf{x}=\left[\begin{array}{lllll}1 & 1 & 2 & 3 & 3\end{array}\right]^{T}$.
It is impossible to explicitly find the LAD solution in one step. In the first step, we can obtain the LS (2-norm) solution and the error vector (residuals) as

$$
\begin{aligned}
& \mathbf{s}_{2}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{x}=\left[\begin{array}{lll}
0.2 & 0.6
\end{array}\right]^{T} \\
& \mathbf{e}_{2}=\mathbf{x}-\mathbf{H} \mathbf{s}_{2}=\left[\begin{array}{llll}
0.2 & -0.4 & 0 & 0.4
\end{array}-0.2\right]^{T}
\end{aligned}
$$

Since the residuals corresponding to the second or fourth rows have the same largest amplitude, we can remove only the second and the fourth row. Then, the optimal solution is computed as

$$
\mathbf{s}_{1}=\left(\mathbf{H}_{r}^{T} \mathbf{H}_{r}\right)^{-1} \mathbf{H}_{r}^{T} \mathbf{x}_{r}=\left[\begin{array}{ll}
0.5 & 0.5 \tag{2.82}
\end{array}\right]^{T}
$$

where $\mathbf{x}_{r}=\left[\begin{array}{lll}1 & 2 & 3\end{array}\right]^{T}$ and

$$
\mathbf{H}_{r}=\left[\begin{array}{ll}
1 & 1 \\
1 & 3 \\
1 & 5
\end{array}\right]
$$

The above simple algorithm can easily be implemented on-line by the Amari-Hopfield neural network shown in $\mathrm{Fig}\left[2.2\right.$, with the adaptive activation functions $\Psi_{i}\left(e_{i}\right)$ (taking one of two forms: $e_{i}$ or 0 ). In the first phase of the computation, all the activation functions are $\Psi_{i}\left(e_{i}\right)=e_{i}$, thus both the LS estimation $\mathbf{s}_{\mathrm{LS}}$ and corresponding residuals $\mathbf{e}(\mathbf{s})=\mathbf{x}-\mathbf{H} \mathbf{s}_{\mathrm{LS}}$ are simultaneously estimated automatically by the neural network.

In the second phase of the computation, the inhibition control circuit (not explicitly shown on Fig 2.2$)$ selects the $(m-n)$ largest modulus of the residuals $e_{p}\left(\mathbf{s}_{\mathrm{LS}}\right)$ from the set of all the $m$ residuals $e_{i}\left(\mathbf{s}_{\mathrm{LS}}\right)$ and inhibits the corresponding ( $m-n$ ) hidden neurons by switching their activation functions to $\Psi_{p}\left(e_{p}\right)=0$, allowing the smallest $n$ residuals to be further processed in the network. In this way, in the second phase of the computation, only $n$ equations are selected for which the residuals are minimized to zero, while the rest of the equations are simply discarded.

The inhibition control subnetwork can be realized on the basis of the Winner-Take-All principle. Firstly, the circuit selects the largest signal $\left|e_{p}\left(\mathbf{s}_{\mathrm{LS}}\right)\right|$ which is immediately inhibited and the corresponding switch is opened. Then, the procedure is sequentially repeated for $(n-m)$ times for the rest of the signals $\left|e_{i}(\mathbf{s})\right|$.

While both the LS and LAD formulation of the estimation problem and their solution are commonly employed in practice, it is worthy to mention of not only their usefulness, but also their limitations [282]. These techniques are able to provide unbiased estimates of the
coefficient vector in an ergodic environment, only when the entries of matrix $\mathbf{H}$ are known precisely. In other words, an implicit assumption employed in the LS and LAD estimation procedures and many of their variations is that there is negligible noise or contained in the data matrix $\mathbf{H}$. In other words, we attributed till now all the uncertainty about the system parameters to the noise contained in the sensor signals $\mathbf{x}$.

### 2.4 TOTAL LEAST-SQUARES AND DATA LEAST-SQUARES PROBLEMS

### 2.4.1 Problems Formulation

In the previous sections of this chapter, we have considered the case where only vector $\mathbf{x}$ is contaminated by the error and the matrix $\mathbf{H}$ is known precisely. The total least-squares approach is suitable for solving estimation problems that can be formulated as a system of over-determined linear equations of the form $\mathbf{H s} \approx \mathbf{x}$, in which both the entries of data matrix $\mathbf{H}$ and the sensor vector $\mathbf{x}$ are contaminated by noise, i.e., we have the system of linear equations

$$
\begin{equation*}
\left(\mathbf{H}_{\text {true }}+\mathbf{N}\right) \mathbf{s} \approx \mathbf{x}_{\text {true }}+\mathbf{n}=\mathbf{x} \tag{2.83}
\end{equation*}
$$

where the true data (the data matrix $\mathbf{H}_{\text {true }}$ and the measurement vector $\mathbf{x}_{\text {true }}$ ) are unknown. In contrast to the TLS, in the LS problems it is assumed that the data matrix $\mathbf{H}_{\text {true }}$ is known precisely, i.e., the noise matrix $\mathbf{N} \in \mathbb{R}^{m \times n}$ is zero or negligibly small and only the measurement vector $\mathbf{x}$ is contaminated by the unknown noise $\mathbf{n}$, while, in the data least squares (DLS) problem, it is assumed that noise $\mathbf{n}$ is zero or negligibly small and only the noise contained in the matrix $\mathbf{N}$ exists. In TLS problem, it is assumed that the noise has zero-mean with a Gaussian distribution.

In many signal processing applications the TLS problem is reformulated as an approximate linear regression problem of the form

$$
\begin{equation*}
x_{i} \approx \mathbf{h}_{i}^{T} \mathbf{s} ; \quad(i=1,2, \ldots, m) \tag{2.84}
\end{equation*}
$$

where $\mathbf{h}_{i}^{T}=\left[h_{i 1}, h_{i 2}, \ldots, h_{i n}\right]$ is the $i$-th row of $\mathbf{H}$.
The TLS solution that eliminates the effects of certain types of noise in the signals can be shown to be related to a lower-rank approximation of the augmented matrix $\overline{\mathbf{H}}=\left[\begin{array}{ll}\mathbf{x} & \mathbf{H}\end{array}\right]$. Based on this result, we show how the unknown vector $\mathbf{s}$ can be estimated from noisy data. This section is concerned with the estimation algorithms that are designed to alleviate the effects of noise present in both the input and the sensor signals. We will show that the total least-squares estimation procedure can produce unbiased estimates in the presence of certain types of noise disturbances in the signals. This procedure will then be extended to the case of arbitrary noise distribution. There is a large class of problems requiring on-line estimation of the signals and the parameters of the underlying systems.
2.4.1.1 A Historical Overview of the TLS Problem The total least-squares (TLS) method was independently derived in several areas of science, and is known to statisticians as the orthogonal regression or the error-in-variables problem. The error-in-variables problem


Fig. 2.3 This figure illustrates the optimization criteria employed in the total least-squares (TLS), least-squares (LS) and data least-squares (DLS) estimation procedures for the problem of finding a straight line approximation to a set of points. The TLS optimization assumes that the measurements of the $x$ and $y$ variables are in error, and seeks an estimate such that the sum of the squared values of the perpendicular distances of each of the points from the straight line approximation is minimized. The LS criterion assumes that only the measurements of the $y$ variable is in error, and therefore the error associated with each point is parallel to the $y$ axis. Therefore the LS minimizes the sum of the squared values of such errors. The DLS criterion assumes that only the measurements of the $x$ variable is in error.
has a long history in statistical literature. Pearson in 1901 581] solved the two-variable model fitting problem that may be formulated as follows: given a set of points $\left(x_{k}, y_{k}\right)$ for $k=1,2 \ldots, m$, we wish to find the optimal straight line

$$
\begin{equation*}
y=m x+c \tag{2.85}
\end{equation*}
$$

that minimizes the sum of the squared values of the perpendicular distances between the points in the set and the straight line. Figure 2.3 describes this problem graphically. Pearson solved this problem and expressed the modelling errors associated with the points in terms of the mean, standard deviation and correlation coefficients of the data. In the classical leastsquares problem, we wish to find the values of slope and intercept $(m, c)$ which minimizes the sum of the squared distances between $y_{k}$ and its predicted values. In other words, the LS solution results from minimizing the sum of the squared values of the vertical distances between the line and the measurements $y_{k}$. It assumes that the variables $x_{k}$ are error free and all the noise is contained in $y_{k}$. The Data Least-Squares (DLS) algorithms are another class of estimation techniques based on the assumption that points $y_{k}$ are error-free and all the noise is contained only in the measurements $x_{k}$. Therefore, the DLS algorithm attempts to minimize the sum of the squared distances between the line and the measurements $x_{k}$ along the horizontal axis. For example, the DLS solution is useful in equalization problems that involve certain types of deconvolution models. Unlike both the LS and DLS approaches,
the TLS algorithms assume that both $x_{k}$ and $y_{k}$ are contaminated by noise. Consequently, we can consider the standard LS and DLS algorithms as special cases of the extended TLS technique.

Example 2.3 Let us determine the optimal line $y=m x+c$ by the ordinary LS, TLS, DLS algorithm and also the solution to the minimum 1-norm and infinity-norm problem, for the data points:

$$
\left(x_{k}, y_{k}\right)=(1,2),(2,1.5),(3,3),(4,2.5),(5,3.5)
$$

This problem is equivalent to solving the system of linear equations with respect to $\mathbf{s}$ : $\mathbf{H s} \approx \mathbf{x}$ or equivalently to minimize $\|\mathbf{x}-\mathbf{H s}\|$, where $\mathbf{x}=\left[\begin{array}{lllll}2 & 1.5 & 3 & 2.5 & 3.5\end{array}\right]^{T}$, $\mathbf{s}=\left[\begin{array}{ll}m & c\end{array}\right]^{T}$ and data (input) matrix

$$
\mathbf{H}^{T}=\left[\begin{array}{lllll}
1 & 2 & 3 & 4 & 5 \\
1 & 1 & 1 & 1 & 1
\end{array}\right]
$$

Fig 2.4 illustrates solutions of this problem using different criteria.
The problem of fitting a straight line to a noisy data set has been generalized to that of fitting a hyper-plane to noisy, higher-dimensional data [581, 582 ].

In the field of numerical analysis, the total least-squares problem was first introduced by Golub and Van Loan in 1980 [501], studied extensively and refined by Van Huffel, Vandevalle, Lemmerling et. al. [581, 582, Hansen and O'Leary, and many other researchers 581, 582 .

There are many applications that require on-line adaptive computation of the parameters $\mathbf{s}$ for the system model. Adaptive algorithms that employ the TLS formulation and their extensions have been developed and analyzed by Amari and Kawanabe, Mathews, Cichocki, Unbehauen, Xu, Oja, Douglas along with many others [41, 581, 582, 282, 827, 1309, 293, 294.

### 2.4.2 Total Least-Squares Estimation

The TLS solution explicitly recognizes that both the input matrix $\mathbf{H}$ and the sensor vector $\mathbf{x}$ may be contaminated by noise. Let $\mathbf{H}_{\text {true }}=\mathbf{H}-\mathbf{N}$ represent the noise-free input matrix, and let $\mathbf{x}_{\text {true }}=\mathbf{x}-\mathbf{n}$ represent the noise-free desired response vector. Here, we do not consider any possible relationships that might exist among the elements of $\mathbf{H}$. Such constraints may be incorporated into the TLS formulation, but this will result in a considerable increase in the complexity of the solution. The TLS procedure attempts to estimate both the noise matrix $\mathbf{N}$ and the noise vector $\mathbf{n}$ to satisfy an exact solution of the system of linear equations:

$$
\begin{equation*}
(\mathbf{H}-\mathbf{N}) \mathbf{s}_{\mathrm{TLS}}=(\mathbf{x}-\mathbf{n}) \tag{2.86}
\end{equation*}
$$



Fig. 2.4 Straight lines fit for the five points marked by ' $x$ ' obtained using the: (a) LS ( $L_{2}$-norm), (b) TLS, (c) DLS, (d) $L_{1}$-norm, (e) $L_{\infty}$-norm, and (f) combined results.

Generally, there may be many choices of $\mathbf{N}$ and $\mathbf{n}$ that satisfy (2.86). Among all such choices, we select $\mathbf{N}$ and $\mathbf{n}$ such that ${ }^{11}$

$$
\left\|\left[\begin{array}{ll}
\mathbf{n} & \mathbf{N} \tag{2.87}
\end{array}\right]\right\|_{\mathrm{F}}^{2}=\sum_{i=1}^{m} n_{i}^{2}+\sum_{i=1}^{m} \sum_{j=1}^{n} n_{i j}^{2}
$$

[^8]is minimized, where $n_{i j}$ is the $(i, j)$-th element of $\mathbf{N}$ and $n_{i}$ is the $i$-th element of $\mathbf{n}$. To solve the above problem, we rewrite (2.86) as
\[

\left(\overline{\mathbf{H}}-\left[$$
\begin{array}{ll}
\mathbf{n} & \mathbf{N}
\end{array}
$$\right]\right)\left[$$
\begin{array}{c}
-1  \tag{2.88}\\
\mathbf{s}_{\mathrm{TLS}}
\end{array}
$$\right]=\mathbf{0}
\]

where $\overline{\mathbf{H}}=[\mathbf{x}, \mathbf{H}]$. In the above equation, $\mathbf{0}$ is an $m$-dimensional vector filled with all zeros. In general, because of the noise, the augmented input matrix $\overline{\mathbf{H}}$ is full rank. If we assume that $m>n+1$, the rank of $\overline{\mathbf{H}}$ is $(n+1)$.

The problem of finding $\mathbf{n}$ and $\mathbf{N}$ can be recast as that of finding the smallest perturbation of the augmented input matrix $\overline{\mathbf{H}}$ that results in a rank- $n$ matrix.

Let us expand the matrix $\overline{\mathbf{H}}$ using the singular value decomposition as

$$
\overline{\mathbf{H}}=\left[\begin{array}{ll}
\mathbf{x} & \mathbf{H} \tag{2.89}
\end{array}\right]=\sum_{i=1}^{n+1} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{T}
$$

where $\sigma_{i}$ 's are the singular values of $\overline{\mathbf{H}}$, arranged in the descending order of magnitude, $\mathbf{u}_{i}$ 's and $\mathbf{v}_{i}$ 's are respectively the left singular vectors containing $m$ elements each, and the right singular vectors containing $(n+1)$ elements each. We assume that we have selected the singular vectors such that they have unit length, and that the sets $\left\{\mathbf{u}_{i} ; i=1,2, \ldots, n+1\right\}$ and $\left\{\mathbf{v}_{i} ; i=1,2, \ldots, n+1\right\}$ contain orthogonal elements so that $\mathbf{u}_{i}^{T} \mathbf{u}_{j}=0$ and $\mathbf{v}_{i}^{T} \mathbf{v}_{j}=0$ for $i \neq j$. It is well-known that the rank- $n$ approximation of $\overline{\mathbf{H}}$ introducing the least amount of perturbation to its entries is given by [581]

$$
\begin{equation*}
\widehat{\mathbf{H}}=\sum_{i=1}^{n} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{T} \tag{2.90}
\end{equation*}
$$

Moreover, the error matrix [ $\left.\begin{array}{ll}\mathbf{n} & \mathbf{N}\end{array}\right]$ is given by

$$
\left[\begin{array}{ll}
\mathbf{n} & \mathbf{N} \tag{2.91}
\end{array}\right]=\sigma_{n+1} \mathbf{u}_{n+1} \mathbf{v}_{n+1}^{T}
$$

Taking into account (2.88) and (2.90), we can write

$$
\widehat{\mathbf{H}}\left[\begin{array}{c}
-1  \tag{2.92}\\
\mathbf{s}_{\mathrm{TLS}}
\end{array}\right]=\left[\sum_{i=1}^{n} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{T}\right]\left[\begin{array}{c}
-1 \\
\mathbf{s}_{\mathrm{TLS}}
\end{array}\right]=\mathbf{0}
$$

Since $\mathbf{v}_{n+1}$ is orthogonal to the rest of the vectors: $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$, the TLS solution for the coefficient vector given by

$$
\left[\begin{array}{c}
-1  \tag{2.93}\\
\mathbf{s}_{\mathrm{TLS}}
\end{array}\right]=-\frac{\mathbf{v}_{n+1}}{v_{n+1,1}}
$$

(where $v_{n+1,1}$ is the first non-zero entry of the right singular vector $\mathbf{v}_{n+1}$ ) satisfies (2.92). Thus, the total least-squares solution is described by the right singular vector corresponding
to the smallest singular value of the augmented input matrix $\overline{\mathbf{H}}$. An efficient approach to computing this singular vector is to find the vector $\mathbf{v}$ that minimizes the cost function ${ }^{12}$

$$
\begin{equation*}
J(\mathbf{v})=\frac{\mathbf{v}^{T} \overline{\mathbf{H}}^{T} \overline{\mathbf{H}} \mathbf{v}}{\|\mathbf{v}\|_{2}^{2}} \tag{2.94}
\end{equation*}
$$

and then to normalize the resulting vector so that

$$
\left[\begin{array}{c}
-1  \tag{2.95}\\
\mathbf{s}_{\mathrm{TLS}}
\end{array}\right]=-\frac{\mathbf{v}_{o p t}}{v_{o p t, 1}},
$$

where $\mathbf{v}_{\text {opt }}$ denotes the solution to the optimization problem in (2.94), and $v_{o p t, 1}$ is the first entry of $\mathbf{v}_{\text {opt }}$. Simple calculations will show that the vector $\mathbf{v}$ minimizing $J(\mathbf{v})$ is identical to the $(n+1)$-th right singular vector of $\overline{\mathbf{H}}$, and choosing $\mathbf{v}=\mathbf{v}_{n+1}$ will provide the minimum value of $J(\mathbf{v})$ given by

$$
\begin{equation*}
J\left(\mathbf{v}_{o p t}\right)=\sigma_{n+1}^{2} \tag{2.96}
\end{equation*}
$$

It is also straightforward to show that the optimum choice for $\mathbf{v}$ corresponds to the eigenvector corresponding to the smallest eigenvalue of the matrix $\overline{\mathbf{H}}^{T} \overline{\mathbf{H}}$. Thus, a numerical method based on SVD or minor component analysis (MCA) for finding the TLS estimate of the coefficients can be applied. The above derivation assumes that the smallest singular value of the augmented data matrix $\overline{\mathbf{H}}$ is unique. If this is not the case, the TLS problem has an infinite number of solutions. To uniquely define $\mathbf{s}_{\text {TLS }}$ in such situations, usually a solution is chosen for which $\left\|\mathbf{s}_{\text {TLS }}\right\|^{2}$ is the smallest among all the possibilities.

When the noise in the entries of the augmented data matrix $\overline{\mathbf{H}}$ belongs to independent and identically distributed (i.i.d.) Gaussian processes with zero-mean, it can be shown that the TLS solution obtained by minimizing the cost function in (2.94) is the maximum likelihood estimate of the coefficient vector. When the noise sequences satisfy the i.i.d. condition, the standard TLS estimate is unbiased. In other words, we obtain an unbiased estimate if both the noise variance of the vector $\mathbf{x}$ (sensor signals) and the data matrix $\mathbf{H}$ are the same, i.e., $\left(\sigma_{n}^{2}=\sigma_{N}^{2}\right)$.

Consequently, even though the standard total least-squares approach described above results in unbiased estimates of the parameters of the system model, it does not necessarily provide a good estimate of the signals of interest. In order to obtain better estimates of the parameters, one may use an augmented data matrix $\overline{\mathbf{H}}$ with the number of columns $n^{\prime} \gg n+1$ (where $(n+1)$ is the minimum number of columns needed by the TLS approach) and then approximate this matrix with a rank- $n$ matrix. The noise matrix estimated using such an approximation has a rank larger than one, and therefore it is considered that the estimate is a better one than that provided by the standard TLS algorithm described above.

[^9]
### 2.4.3 Adaptive Generalized Total Least-Squares

The standard (ordinary) TLS is a method which gives an improved unbiased estimator only when both the noise (errors) in the data matrix $\mathbf{H}$ and the sensor vector $\mathbf{x}$ are i.i.d. and exhibit the same variance. However, in practice, the data matrix $\mathbf{H}$ and the observation vector $\mathbf{x}$ represent different physical quantities and are therefore usually subject to different noise or error levels. The generalized TLS (GTLS) problem deals with the case where the data errors $\Delta h_{i j}=n_{i j}$ are i.i.d. with zero-mean and variance $\sigma_{N}^{2}$ (i.e., $\mathbf{R}_{N N}=\sigma_{N}^{2} \mathbf{I}_{n}$ ) and where the observation (sensor) vector components $\Delta x_{i}=n_{i}$ are also i.i.d. with zero-mean and variance $\sigma_{n}^{2} \neq \sigma_{N}^{2}$.

There are many situations in which the parameters of the underlying system in the estimation problem are time-varying, while the input signals are corrupted by uncorrelated noise. Even in the situations in which the characteristics of the operating environment do not vary over time, either adaptive or iterative solutions are often sought, because the singular value decomposition-based solutions tend to be computationally expensive and such methods usually do not exploit the special structures or sparseness of the system model to reduce the computational complexity. In this section, we discuss how the traditional adaptive filtering algorithms such as the least-mean-square (LMS) algorithm can be modified to account for the presence of the additive i.i.d. noise in both the sensor signals and the mixing (data) matrix.

Solving the generalized TLS problem consists in finding the vector $\mathbf{s}$ which minimizes [582, 294]

$$
\begin{equation*}
\gamma\|\Delta \mathbf{H}\|_{F}^{2}+(1-\gamma)\|\Delta \mathbf{x}\|_{F}^{2}, \quad \text { where } \quad \frac{1-\gamma}{\gamma}=\beta=\frac{\sigma_{n}^{2}}{\sigma_{N}^{2}} \tag{2.97}
\end{equation*}
$$

and $\Delta \mathbf{H}$ and $\Delta \mathbf{x}$ refer to perturbations of the matrix $\mathbf{H}$ and sensor vector $\mathbf{x}$, respectively. By changing the parameter $\gamma$ in the range $[0,1]$, we obtain the special cases: the standard LS, TLS and DLS problems. The parameter $\gamma=0(\beta=\infty)$ yields the standard LS formulation since in this case $\sigma_{N}^{2}=0$, whereas $\gamma=0.5$ gives the standard TLS formulation since $\sigma_{N}^{2}=\sigma_{n}^{2}$, and finally $\gamma=1(\beta=0)$ results in the DLS formulation with $\sigma_{n}^{2}=0$.

Let us first consider the standard mean square error cost function formulated as

$$
\begin{equation*}
\widetilde{J}(\mathbf{s})=E\left\{\mathbf{e}^{T}(k) \mathbf{e}(k)\right\} \tag{2.98}
\end{equation*}
$$

where the error vector $\mathbf{e}$ is defined as

$$
\begin{equation*}
\mathbf{e}(k)=\mathbf{x}-\mathbf{H} \mathbf{s}(k)=\left(\mathbf{x}_{\text {true }}+\mathbf{n}\right)-\left(\mathbf{H}_{\text {true }}+\mathbf{N}\right) \mathbf{s}(k) \tag{2.99}
\end{equation*}
$$

where $\mathbf{H}_{\text {true }}$ and $\mathbf{x}_{\text {true }}$ are unknown true parameters. The cost function (2.98) can be evaluated as follows

$$
\begin{align*}
\widetilde{J}(\mathbf{s}) & =E\left\{\left(\mathbf{x}_{\text {true }}-\mathbf{H}_{\text {true }} \mathbf{s}\right)^{T}\left(\mathbf{x}_{\text {true }}-\mathbf{H}_{\text {true }} \mathbf{s}\right)\right\}+\sigma_{n}^{2}+\mathbf{s}^{T} \mathbf{R}_{N N} \mathbf{s} \\
& =E\left\{\left(\mathbf{x}_{\text {true }}-\mathbf{H}_{\text {true }} \mathbf{s}\right)^{T}\left(\mathbf{x}_{\text {true }}-\mathbf{H}_{\text {true }} \mathbf{s}\right)\right\}+\sigma_{N}^{2}\left(\beta+\mathbf{s}^{T} \mathbf{s}\right) \tag{2.100}
\end{align*}
$$

on the assumption that noise components are uncorrelated i.i.d. and $\mathbf{R}_{N N}=\sigma_{N}^{2} \mathbf{I}_{n}$.

It is obvious that minimizing the cost function $\widetilde{J}(\mathbf{s})$ with respect to the vector $\mathbf{s}$ will yield a biased solution, since the noise components are the functions of $\mathbf{s}$. To avoid this problem, we can use the modified mean square error cost function formulated as the generalized TLS problem which can be further reformulated as the following optimization problem [282, 294]:

Minimize the cost function

$$
\begin{align*}
J(\mathbf{s}) & =\frac{1}{2} \frac{E\left\{\mathbf{e}^{T}(k) \mathbf{e}(k)\right\}}{\beta+\mathbf{s}^{T} \mathbf{s}} \\
& =\frac{1}{2} \frac{E\left\{\left(\mathbf{x}_{\text {true }}-\mathbf{H}_{\text {true }} \mathbf{s}(k)\right)^{T}\left(\mathbf{x}_{\text {true }}-\mathbf{H}_{\text {true }} \mathbf{s}(k)\right)\right\}}{\beta+\mathbf{s}^{T} \mathbf{s}}+\sigma_{N}^{2} \tag{2.101}
\end{align*}
$$

The above cost function removes the effect of the noise, assuming that the power ratio of the noise components $\beta=\sigma_{n}^{2} / \sigma_{N}^{2}$ is known, since the last term in (2.101) is independent of s.

To derive the iterative adaptive algorithm, we represent the cost function as

$$
\begin{equation*}
J(\mathbf{s})=\sum_{i=1}^{m} J_{i}(\mathbf{s}) \tag{2.102}
\end{equation*}
$$

where

$$
J_{i}(\mathbf{s})=E\left\{\varepsilon^{2}(k)\right\}=\frac{1}{2} \frac{E\left\{e_{i}^{2}(k)\right\}}{\beta+\mathbf{s}^{T} \mathbf{s}}
$$

and $e_{i}=x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}\left(\mathbf{h}_{i}^{T}\right.$ denotes the $i$-th row of $\left.\mathbf{H}\right)$.
Then the instantaneous gradient components can be evaluated as

$$
\begin{equation*}
\frac{d \varepsilon^{2}}{d \mathbf{s}}=\frac{e_{i}(k) \mathbf{h}_{i}}{\beta+\mathbf{s}^{T} \mathbf{s}}-\frac{e_{i}^{2}(k) \mathbf{s}}{\left[\beta+\mathbf{s}^{T} \mathbf{s}\right]^{2}} \tag{2.103}
\end{equation*}
$$

Hence, the iterative discrete-time algorithm exploiting the gradient descent approach can be written as

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\eta(k) \widetilde{e}_{i}(k)\left[\mathbf{h}_{i}+\widetilde{e}_{i}(k) \mathbf{s}(k)\right], \quad i=k \text { modulo }(m+1) \tag{2.104}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{e}_{i}(k)=\frac{e_{i}(k)}{\beta+\mathbf{s}^{T}(k) \mathbf{s}(k)}=\frac{x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}(k)}{\beta+\mathbf{s}^{T}(k) \mathbf{s}(k)} \tag{2.105}
\end{equation*}
$$

Since the term $\left(\beta+\mathbf{s}^{T}(k) \mathbf{s}(k)\right)^{-1}$ is always positive, it can therefore, be absorbed by the positive learning rate, thus the algorithm can be represented in a simplified form as

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\eta(k) e_{i}(k)\left[\mathbf{h}_{i}+\widetilde{e}_{i}(k) \mathbf{s}(k)\right], \quad i=k \text { modulo }(m+1) \tag{2.106}
\end{equation*}
$$

Remark 2.7 It should be noted that the index $i$ is taken modulo $(m+1)$, i.e., the rows $\mathbf{h}_{i}$ of matrix $\mathbf{H}$ and elements $x_{i}$ of vector $\mathbf{x}$ are selected and processed in a cyclical order. In
other words, after the first $m$ iterations, for the $(m+1)$ th iteration, we revert back to the first row of $\mathbf{H}$ and the first component of $\mathbf{x}$. We continue with the $(m+2)$-nd iteration using the second row of $\mathbf{H}$ and second component of $\mathbf{x}$, and so on, repeating the cycle every $m$ iterations. Moreover, it is interesting to note that the above algorithm simplifies to the standard LMS algorithm when $\beta=\infty$, while it becomes the standard DLS algorithm for $\beta=0$.

Using the concept of component averaging (say, for block of all indices $i$ in one iteration cycle) and by applying self-normalization like in the Kaczmarz or NLMS algorithms, we can easily derive a novel GTLS iterative formula for the sparse matrix $\mathbf{H}$ as

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\bar{\eta}(k) \sum_{i=1}^{m} \frac{x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}(k)}{\sum_{j=1}^{n} r_{j} h_{i j}^{2}}\left[\mathbf{h}_{i}+\frac{x_{i}-\mathbf{h}_{i}^{T} \mathbf{s}(k)}{\beta+\mathbf{s}^{T}(k) \mathbf{s}(k)} \mathbf{s}(k)\right], \tag{2.107}
\end{equation*}
$$

where $0<\bar{\eta}(k)<2$ is the normalized learning rate (relaxation parameter) and $r_{j}$ is the number of non-zero elements $h_{i j}$ of the column $j$.

### 2.4.4 Extended TLS for Correlated Noise Statistics

We noted earlier that the TLS solution is unbiased when the noise in $\overline{\mathbf{H}}$ belongs to an i.i.d. process. When the noise is i.i.d. Gaussian-distributed this is also the maximum likelihood solution. Unfortunately, when the noise is correlated in turn, the estimates are no longer guaranteed to be unbiased. In such a case a modification is needed to make the TLS approach useful, especially when the input signal is corrupted by non-i.i.d. noise sequences. For the purpose of the derivation, we will assume that the noise samples are Gaussian distributed with zero-mean. If the noise is non-Gaussian, the procedure described here will still result in unbiased estimates of the system model parameters. However, these estimates will no longer satisfy the maximum likelihood property. Let the statistical expectation of the product of the augmented input matrix $\overline{\mathbf{H}}$ with its own transpose be given by [827]

$$
\begin{equation*}
E\left\{\overline{\mathbf{H}}^{T} \overline{\mathbf{H}}\right\}=\mathbf{R}_{\mathbf{H H}}+\overline{\mathbf{R}}_{\mathrm{NN}} \tag{2.108}
\end{equation*}
$$

where

$$
\mathbf{R}_{\mathbf{H H}}=E\left\{\left[\begin{array}{lll}
\mathbf{x}_{\text {true }} & \mathbf{H}_{\text {true }}
\end{array}\right]^{T}\left[\begin{array}{ll}
\mathbf{x}_{\text {true }} & \mathbf{H}_{\text {true }} \tag{2.109}
\end{array}\right]\right\}
$$

and

$$
\overline{\mathbf{R}}_{\mathrm{NN}}=E\left\{\left[\begin{array}{ll}
\mathbf{n} & \mathbf{N}
\end{array}\right]^{T}\left[\begin{array}{ll}
\mathbf{n} & \mathbf{N} \tag{2.110}
\end{array}\right]\right\}
$$

respectively represent the autocorrelation matrices of the unbiased by noise signal component and the zero-mean noise component. We have assumed that the two components are uncorrelated with each other. Let $\tilde{\mathbf{H}}$ denote the transformation of the augmented input matrix given by

$$
\begin{equation*}
\tilde{\mathbf{H}}=\overline{\mathbf{H}} \overline{\mathbf{R}}_{\mathrm{NN}}^{-1 / 2} \tag{2.111}
\end{equation*}
$$

The (scaled) autocorrelation matrix of $\tilde{\mathbf{H}}$ is then

$$
\begin{equation*}
E\left\{\tilde{\mathbf{H}}^{T} \tilde{\mathbf{H}}\right\}=\overline{\mathbf{R}}_{\mathrm{NN}}^{-1 / 2} \mathbf{R}_{\mathrm{HH}} \overline{\mathbf{R}}_{\mathrm{NN}}^{-1 / 2}+\mathbf{I} \tag{2.112}
\end{equation*}
$$

Thus, the transformed input matrix is corrupted by a noise process that is i.i.d. Gaussian with zero-mean. Therefore, the maximum likelihood estimate $\tilde{\mathbf{s}}_{\text {Etls }}$ of the coefficient vector for the transformed input matrix is given by the solution of the optimization problem

$$
\begin{equation*}
\min _{\tilde{\mathbf{s}}} J(\tilde{\mathbf{s}})=\frac{\tilde{\mathbf{s}}^{T} \tilde{\mathbf{H}}^{T} \tilde{\mathbf{H}} \tilde{\mathbf{s}}}{\tilde{\mathbf{s}}^{T} \tilde{\mathbf{s}}} \tag{2.113}
\end{equation*}
$$

Obviously, this solution is unbiased. Let $\hat{\mathbf{s}}_{\text {Etls }}$ denote the coefficient vector for $\overline{\mathbf{H}}$, obtained by appropriately transforming the optimal solution $\tilde{\mathbf{S}}_{\text {ETLS }}$ of (2.113). Since

$$
\begin{equation*}
\tilde{\mathbf{H}} \tilde{\mathbf{s}}_{\mathrm{ETLS}}=\overline{\mathbf{H}} \overline{\mathbf{R}}_{\mathrm{NN}}^{-1 / 2} \tilde{\mathbf{s}}_{\mathrm{ETLS}}, \tag{2.114}
\end{equation*}
$$

we conclude that $\hat{\mathbf{s}}_{\text {ETLS }}$, which is the optimal solution for the correlated noise problem, is related to $\tilde{\mathbf{s}}_{\text {ETLS }}$ through the transformation

$$
\begin{equation*}
\hat{\mathbf{s}}_{\mathrm{ETLS}}=\overline{\mathbf{R}}_{\mathrm{NN}}^{-1 / 2} \tilde{\mathbf{s}}_{\mathrm{ETLS}} \tag{2.115}
\end{equation*}
$$

The entries for the augmented regression vector $\left[\begin{array}{ll}x_{i} & \mathbf{h}_{i}^{T}\end{array}\right]^{T}$ are obtained by an appropriate scaling of $\hat{\mathbf{s}}_{\text {EtLS }}$ and given as

$$
\left[\begin{array}{c}
-1  \tag{2.116}\\
\mathbf{s}_{\mathrm{ETLS}}
\end{array}\right]=-\frac{\hat{\mathbf{s}}_{\mathrm{ETLS}}}{\hat{s}_{\mathrm{ETLS}, 1}},
$$

where $\hat{s}_{\text {EtLs, } 1}$ is the first non-zero element of $\hat{\mathbf{s}}_{\text {EtLS }}$. Since scaling the solution vector does not change the cost function, after substituting $(2.115)$ and $(2.116)$ in $(2.113)$, we can state the optimization problem for the extended TLS approach as [827]

$$
\min _{\mathbf{s}} J(\mathbf{s})=\frac{\left[\begin{array}{c}
-1  \tag{2.117}\\
\mathbf{s}
\end{array}\right]^{T} \overline{\mathbf{H}}^{T} \overline{\mathbf{H}}\left[\begin{array}{c}
-1 \\
\mathbf{s}
\end{array}\right]}{\left[\begin{array}{c}
-1 \\
\mathbf{s}
\end{array}\right]^{T} \overline{\mathbf{R}}_{\mathbf{N N}}\left[\begin{array}{c}
-1 \\
\mathbf{s}
\end{array}\right]}
$$

The solution to the above optimization problem is given by the generalized eigenvector ${ }^{13}$ corresponding to the smallest generalized eigenvalue of the matrix pencil ( $\overline{\mathbf{H}}^{T} \overline{\mathbf{H}}, \overline{\mathbf{R}}_{\mathrm{NN}}$ ).

[^10]2.4.4.1 Choice of $\overline{\mathbf{R}}_{\mathrm{NN}}$ in Some Practical Situations The coefficient estimate obtained by solving the optimization problem of (2.117) can be shown to be unbiased for any noise correlation matrix $\overline{\mathbf{R}}_{\text {NN }}$. However, we need to have a priori knowledge of the noise correlation matrix in order to implement the procedure. Fortunately, we need to use only a scaled version of the noise correlation matrix, since the minimization of the cost function
\[

J(\mathbf{s})=\frac{\left[$$
\begin{array}{c}
-1  \tag{2.118}\\
\mathbf{s}
\end{array}
$$\right]^{T} \overline{\mathbf{H}}^{T} \overline{\mathbf{H}}\left[$$
\begin{array}{c}
-1 \\
\mathbf{s}
\end{array}
$$\right]}{\left[$$
\begin{array}{c}
-1 \\
\mathbf{s}
\end{array}
$$\right]^{T} c \overline{\mathbf{R}}_{\mathrm{NN}}\left[$$
\begin{array}{c}
1 \\
-\mathbf{s}
\end{array}
$$\right]}
\]

where $c$ is a scalar positive constant, gives the same solution as the optimization problem in (2.117). There are many situations in which we can provide an estimate of such scaled noise correlation matrices. Some of these situations are:

- Uncorrelated Noise in the Input Signals: In many estimation problems, the matrix $\mathbf{H}$ or equivalently each of its column vector $\mathbf{h}_{i}$ is corrupted by the additive i.i.d. noise with variance $\sigma_{N}^{2}$, and the vector of sensor signals $\mathbf{x}$ is contaminated by independent noise with variance $\sigma_{n}^{2}$. In such cases, we can use

$$
\begin{equation*}
c \overline{\mathbf{R}}_{\mathrm{NN}}=\operatorname{diag}\{\beta, 1,1, \ldots, 1\} \tag{2.119}
\end{equation*}
$$

where $\beta=\sigma_{n}^{2} / \sigma_{N}^{2}$ is the ratio of the variance of the noise sequences associated with $x_{i}$ and $\mathbf{h}_{i}$.

- Data Least-Squares (DLS) problem: In a variety of the estimation problems that belong to this class, the sensor signal $x_{i}$ contains no noise and the noise in $\mathbf{h}_{i}$ can be reliably modelled as i.i.d. An appropriate choice of $c \overline{\mathbf{R}}_{\mathrm{NN}}$ in this case can be

$$
\begin{equation*}
c \overline{\mathbf{R}}_{\mathrm{NN}}=\operatorname{diag}\{0,1,1, \ldots, 1\} \tag{2.120}
\end{equation*}
$$

- Least-Squares (LS) Problems: In this situation, we assume that the regression vector $\mathbf{h}_{i}$ is noise-free and that only $x_{i}$ is corrupted by noise. Then, choosing

$$
\begin{equation*}
c \overline{\mathbf{R}}_{\mathrm{NN}}=\operatorname{diag}\{1,0,0, \ldots, 0\} \tag{2.121}
\end{equation*}
$$

results in the standard least-squares problem formulation.

### 2.4.5 Adaptive Extended Total Least-Squares

In this section, we discuss a more general case when the noise components can be mutually correlated and the covariance matrix of the noise is known or can be estimated, but when the noise is independent of vector $\mathbf{s}(k)$.

In this derivation, we consider the most general situation considered in section 2.4.4 [827]. Recall from (2.117) that the extended TLS solution minimizes the cost function

$$
J(\mathbf{s})=\frac{\left[\begin{array}{c}
-1  \tag{2.122}\\
\mathbf{s}
\end{array}\right]^{T} \overline{\mathbf{H}}^{T} \overline{\mathbf{H}}\left[\begin{array}{c}
-1 \\
\mathbf{s}
\end{array}\right]}{\left[\begin{array}{c}
-1 \\
\mathbf{s}
\end{array}\right]^{T} \overline{\mathbf{R}}_{\mathrm{NN}}\left[\begin{array}{c}
-1 \\
\mathbf{s}
\end{array}\right]}
$$

The ETLS adaptive filter attempts to vary its coefficients at each iteration in a way that it reduces an instantaneous version of the above cost function defined as

$$
J(\mathbf{s}(k))=\frac{\left[\begin{array}{c}
-1  \tag{2.123}\\
\mathbf{s}(k)
\end{array}\right]^{T}\left[\begin{array}{l}
x_{i} \\
\mathbf{h}_{i}
\end{array}\right]\left[\begin{array}{ll}
x_{i} & \mathbf{h}_{i}^{T}
\end{array}\right]\left[\begin{array}{c}
-1 \\
\mathbf{s}(k)
\end{array}\right]}{\left[\begin{array}{c}
-1 \\
\mathbf{s}(k)
\end{array}\right]^{T} \overline{\mathbf{R}}_{\mathbf{N N}}(k)\left[\begin{array}{c}
-1 \\
\mathbf{s}(k)
\end{array}\right]}
$$

by shifting the coefficients along the direction that is opposite to that of the gradient of $J(\mathbf{s}(k))$ with respect to the current coefficient values. We will use a discrete-time index $k$ for the noise correlation matrix to indicate that the noise statistics may vary over time. We will also assume that the noise correlation matrix $\overline{\mathbf{R}}_{\mathrm{NN}}(k)$ is available to the user at all times.

Let us decompose $\overline{\mathbf{R}}_{\mathrm{NN}}(k)$ as

$$
\overline{\mathbf{R}}_{\mathrm{NN}}(k)=\left[\begin{array}{cc}
r_{\mathrm{nn}}(k) & \left(\mathbf{r}_{\mathrm{nN}}(k)\right)^{T}  \tag{2.124}\\
\mathbf{r}_{\mathrm{nN}}(k) & \mathbf{R}_{\mathbf{N N}}(k)
\end{array}\right]
$$

where $r_{\mathrm{nn}}(k)$ is a scalar corresponding to the autocorrelation of the noise in the sensor signal, $\mathbf{r}_{\mathrm{nN}}(k)$ is the vector containing the cross-correlation of the noise components in $x_{i}$ and $\mathbf{h}_{i}$, and $\mathbf{R}_{\mathrm{NN}}(k)$ denotes the autocorrelation matrix of the noise components in the regression vector $\mathbf{h}_{i}$. Recently in 827] Mathews and Cichocki have shown directly calculating the gradient of $J(\mathbf{s}(k))$ with respect to the coefficient vector is given by

$$
\begin{equation*}
\frac{\partial J(\mathbf{s}(k))}{\partial \mathbf{s}(k)}=-2\left(\bar{e}_{i}(k) \mathbf{h}_{i}+\bar{e}_{i}^{2}(k)\left(-\mathbf{r}_{\mathrm{nN}}(k)+\mathbf{R}_{\mathrm{NN}}(k) \mathbf{s}(k)\right)\right), \tag{2.125}
\end{equation*}
$$

where $\bar{e}_{i}(k)$ is a normalized version of the estimation error defined as

$$
\bar{e}_{i}(k)=\frac{e_{i}(k)}{\left[\begin{array}{c}
-1  \tag{2.126}\\
\mathbf{s}(k)
\end{array}\right]^{T} \overline{\mathbf{R}}_{\mathrm{NN}}(k)\left[\begin{array}{c}
-1 \\
\mathbf{s}(k)
\end{array}\right]} .
$$

Thus, the on-line version of the ETLS learning formula can be compactly written as

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{s}(k)+\eta \bar{e}_{i}(k)\left(\mathbf{h}_{i}+\bar{e}_{i}(k)\left(-\mathbf{r}_{\mathbf{n N}}(k)+\mathbf{R}_{\mathbf{N N}}(k) \mathbf{s}(k)\right)\right) \tag{2.127}
\end{equation*}
$$

In the special case of stationary, white noise in matrix $\mathbf{H}$, and in the sensor signals, the above ETLS adaptive algorithm simplifies to the GTLS algorithm.

The superiority of the extended TLS approach can be clearly seen for the correlated noise. However, it is worth to note that the ETLS estimates make use of perfect knowledge of the noise correlation matrices [827.

### 2.4.6 An Illustrative Example - Fitting a Straight Line to a Set of Points

Example 2.4 Consider the problem of estimating the slope and the intercept of a straight line that fits the points $(1,2.0),(2,1.5),(3,3.0),(4,2.5),(5,3.5)$. The augmented data
matrix for this problem is given by

$$
\overline{\mathbf{H}}=\left[\begin{array}{lll}
2.0 & 1 & 1 \\
1.5 & 2 & 1 \\
3.0 & 3 & 1 \\
2.5 & 4 & 1 \\
3.5 & 5 & 1
\end{array}\right]
$$

The entries in the third column of this matrix are all fixed to ones because the $y$-intercept of the line does not depend on the independent variable. The estimated autocorrelation matrix of the data matrix $\overline{\mathbf{H}}$ is given by

$$
\hat{\mathbf{R}}_{\mathbf{H H}}=\overline{\mathbf{H}}^{T} \overline{\mathbf{H}}=\left[\begin{array}{rrr}
33.75 & 41.50 & 12.50 \\
41.50 & 55.00 & 15.00 \\
12.50 & 15.00 & 5.00
\end{array}\right]
$$

The least-squares estimate of the slope and the intercept may be found as

$$
\left[\begin{array}{c}
m_{\mathrm{LS}} \\
c_{\mathrm{LS}}
\end{array}\right]=\left[\begin{array}{rr}
55.00 & 15.00 \\
15.00 & 5.00
\end{array}\right]^{-1}\left[\begin{array}{l}
41.50 \\
12.50
\end{array}\right]=\left[\begin{array}{l}
0.40 \\
1.30
\end{array}\right]
$$

The total least-squares solution assumes that there is noise in all the entries of the matrix $\overline{\mathbf{H}}$, and the solution is obtained from the eigenvector corresponding to the smallest eigenvalue of $\hat{\mathbf{R}}_{\mathbf{H H}}$. This estimate can be calculated as

$$
\left[\begin{array}{c}
m_{\mathrm{TLS}} \\
c_{\mathrm{TLS}}
\end{array}\right]=\left[\begin{array}{c}
0.2660 \\
1.7958
\end{array}\right]
$$

A drawback of the above solution is that we have assumed that the last column of $\overline{\mathbf{H}}$ is in error, even though this column can be exactly specified in our problem. Consequently, here we can utilize the extended TLS approach to estimate the parameters. Let us assume that the noise in the first two columns of the data matrix $\overline{\mathbf{H}}$ are uncorrelated with each other. Then, a scaled autocorrelation matrix for the noise is given by $\operatorname{diag}\{1,1,0\}$. The extended TLS solution for the slope and intercept of the straight line is specified by the generalized eigenvector corresponding to the smallest generalized eigenvalue of the matrix pencil $\left(\hat{\mathbf{R}}_{H H}, \operatorname{diag}\{1,1,0\}\right)$, and is given by

$$
\left[\begin{array}{c}
m_{\mathrm{ETLS}} \\
c_{\mathrm{ETLS}}
\end{array}\right]=\left[\begin{array}{c}
0.4332 \\
1.2003
\end{array}\right]
$$

Figure 2.5 shows the plots of the straight lines estimated using the three approaches: LS, TLS and ETLS.

### 2.5 SPARSE SIGNAL REPRESENTATION AND MINIMUM FUEL CONSUMPTION PROBLEM

In the previous sections, we have considered the problems of solving overdetermined systems of linear equations. The problem of the underdetermined systems of linear equations can


Fig. 2.5 Straight lines fit for the five points marked by ' $x$ ' obtained using the LS, TLS and ETLS methods.
be usually formulated as the following constrained optimization problem:
Minimize

$$
\begin{equation*}
J_{p}(\mathbf{s})=\|\mathbf{s}\|_{p} \tag{2.128}
\end{equation*}
$$

subject to the constraint

$$
\mathbf{H s}=\mathbf{x}
$$

where $\mathbf{H} \in \mathbb{R}^{m \times n}$ (with $m<n$ ). For the standard 2-norm, the problem is usually called as the minimum energy solution whereas for the infinity-norm, it is called as the minimum amplitude solution. For $p=1$, the problem provides a sparse representation of the vector $\mathbf{s}$ and therefore is called as the minimum fuel solution. The term sparse representation or solution usually refers to a solution with $(m-n)$ or more zero entries in the vector s.

The minimum fuel problem is closely related to overcomplete signal representation and the best basis selection (matching pursuit) problems [704, 1002. In the overcomplete signal representation problem, we search for an efficient overcomplete dictionary to represent the signal. To solve the problem, a given signal is decomposed into a number of optimal basis components which can be found from an overcomplete basis dictionary via some optimization algorithms, such as matching pursuit and basis pursuit. The problem of basis selection, i.e., choosing a proper subset of vectors from the given dictionary naturally arises in the overcomplete representation of signals. In other words, in the problem of the best basis selection, it is necessary to identify or select a few columns $\mathbf{h}_{i}$ of matrix $\mathbf{H}$ that best
represent the sensor vector $\mathbf{x}$. This corresponds to finding a solution to (2.128) for $p \leq 1$ with a few non-zero entries [511, 704, 1001, 1002].

The above problems arise in many applications like electro-magnetic and biomagentic inverse problem, time-frequency representation, neural and speech coding, spectral estimation, direction of arrival estimation and failure diagnosis [511, 1002].

Finding an optimal (smallest) basis set of vectors is NP hard and requires a combinatorial search [1002. For example, if we were interested in selecting $r$ vectors $\mathbf{h}_{i}$ that best represent sensor data $\mathbf{x}$, this would require searching over $n!/(n-r)!r$ ! possible ways in which the basis set can be chosen as the best solution. This search cost is prohibitive for large value of $n$, causing a search for the optimal solution by applying combinatoric approaches non-feasible [1001, 1002].

The main objective of this section is to present several efficient and robust algorithms which enable us to find the suboptimal solutions for the minimum fuel problem and its generalizations, especially when the data are corrupted by noise.

### 2.5.1 Approximate Solution of Minimum Fuel Problem Using Iterative LS Approach

Intuitively, in order to find the minimum fuel solution, i.e., possibly a sparse representation, of the vector s, we must optimally select some columns of the matrix $\mathbf{H}$. Alternatively, using a neural network representation, we should impose some 'competition' between the columns of matrix $\mathbf{H}$ to represent optimally and sparsely the data vector $\mathbf{x}$. Due to this competition, certain columns will get emphasized, while others will be de-emphasized. In the end, at most $m$ columns will survive to represent $\mathbf{x}$, while the rest or at least $(n-m)$ will be ignored or neglected, thereby providing a sparse solution.

The minimum energy ( 2 -norm) solution is usually a rough approximation of the 1 -norm solution. However, in contrast to the 1-norm solution, the minimum 2-norm solution will not provide a sparse representation. It rather has the tendency to spread the energy among a large number of entries of $\mathbf{s}$, instead by putting all the energy (concentrating it) into just a few entries. The minimum energy problem can be easily solved explicitly using

$$
\mathbf{s}_{2}=\mathbf{H}^{+} \mathbf{x},
$$

where $\mathbf{H}^{+}=\mathbf{H}^{T}\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1}$ denotes the Moore-Penrose generalized pseudo-inverse. The solution has a number of computational advantages, but does not provide a desirable sparse solution. Exploiting these properties and features, we propose the following approximative multiple (at least two) stage algorithm based on the iterative minimum energy solution:

## Algorithm Outline: Approximate Procedure for Sparse Solution

Step 1. Estimate the minimum 2-norm solution of the problem (2.128) as

$$
\begin{equation*}
\mathbf{s}_{2 *}=\mathbf{H}^{T}\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1} \mathbf{x}=\mathbf{H}^{+} \mathbf{x}, \tag{2.129}
\end{equation*}
$$

where $\mathbf{H}^{+} \in \mathbb{R}^{n \times m}$ is the Moore-Penrose pseudo-inverse matrix of $\mathbf{H}$. On the basis of vector $\mathbf{s}_{2 *}$, we remove certain columns of the matrix $\mathbf{H}$ corresponding to the smallest
modulus of components of the vector $\mathbf{s}_{2 *}$. Then set these components of the vector $\mathbf{s}_{2 *}$ are set to zero as a partial solution of the minimum 1-norm problem.

Step 2. Estimate the remaining components of the vector $\mathbf{s}_{1}$ :

$$
\begin{equation*}
\mathbf{s}_{1 r}=\mathbf{H}_{r}^{T}\left(\mathbf{H}_{r} \mathbf{H}_{r}^{T}\right)^{-1} \mathbf{x}=\mathbf{H}_{r}^{+} \mathbf{x} \tag{2.130}
\end{equation*}
$$

where $\mathbf{H}_{r} \in \mathbb{R}^{m \times r}$ (with $r \geq m$ ) is the reduced matrix obtained by removing from the matrix $\mathbf{H}$ certain columns corresponding to the smallest amplitude and $\mathbf{s}_{1 r} \in \mathbb{R}^{r}$.

Step 3. Repeat Step 1 and 2 until at least $(n-m)$ or the specified number of columns from the original matrix $\mathbf{H}$ are removed.

The algorithm will be illustrated by a simple example.
Example 2.5 Let us consider the following minimum fuel problem:
Minimize $\|\mathbf{s}\|_{1}$ subject to the constraint $\mathbf{H s}=\mathbf{x}$,
where

$$
\mathbf{H}=\left[\begin{array}{rrrrrrrrr}
2 & 3 & -1 & 10 & 21 & 44 & -9 & 1 & -1 \\
1 & 2 & 2 & 8 & 15 & 35 & 8 & -3 & 1 \\
3 & 1 & 1 & 6 & 16 & 53 & -7 & 2 & 2
\end{array}\right]
$$

and $\mathbf{x}=\left[\begin{array}{lll}118 & 77 & 129\end{array}\right]^{T}$.
It is impossible to find the minimum fuel solution in one step. In the first step, we obtain the minimum energy (2-norm) solution as

$$
\left.\begin{array}{rl}
\mathbf{s}_{2} & =\mathbf{H}^{T}\left(\mathbf{H ~ H}^{T}\right)^{-1} \mathbf{x}  \tag{2.131}\\
& =\left[\begin{array}{llllllll}
0.131 & 0.086 & -0.104 & 0.302 & 0.795 & 2.022 & -0.9373 & 0.222
\end{array} 0.037\right.
\end{array}\right]^{T} .
$$

Since the components $s_{1}, s_{2}, s_{3}, s_{4}, s_{8}$ and $s_{9}$ have the smallest absolute values, we set them to zero and remove the corresponding columns (i.e., $[1,2,3,4,8,9]$ ) of the matrix $\mathbf{H}$ which yields its reduced version:

$$
\mathbf{H}_{r}=\left[\begin{array}{rrr}
21 & 44 & -9 \\
15 & 35 & 8 \\
16 & 53 & -7
\end{array}\right]
$$

In the second step, we compute the remaining components of the vector $\mathbf{s}_{1}$ as

$$
\mathbf{s}_{1 r}=\mathbf{H}_{r}^{-1} \mathbf{x}=\left[\begin{array}{lll}
1 & 2 & -1
\end{array}\right]^{T}
$$

Thus, the minimum 1-norm solution finally takes the sparse form as:

$$
\mathbf{s}_{1 *}=\left[\begin{array}{lllllllll}
0 & 0 & 0 & 0 & 1 & 2 & -1 & 0 & 0
\end{array}\right]^{T}
$$

In many signal processing applications, the sensor vector is available at a number of time instants, as in the multiple measurements or recordings, thus the system of linear equations $\mathbf{H s}(t)=\mathbf{x}(t), \quad(t=1,2 \ldots, N)$ can be written in a compact aggregated matrix form as

$$
\begin{equation*}
\mathbf{H S}=\mathbf{X} \tag{2.132}
\end{equation*}
$$

where $\mathbf{S}=[\mathbf{s}(1), \mathbf{s}(2), \ldots, \mathbf{s}(N)]$ and $\mathbf{X}=[\mathbf{x}(1), \mathbf{x}(2), \ldots, \mathbf{x}(N)]$.
Our objective is to find a sparse representation of the matrix $\mathbf{S}$. However, we require the individual columns of $\mathbf{S}$ involved not only have a sparse structure but also share the structure and have a common sparsity profile, that is, possibly a small number of rows $\mathbf{s}_{j}=\left[s_{j}(1), s_{j}(2), \ldots, s_{j}(N)\right](j=1,2, \ldots, n)$ of the matrix $\mathbf{S}$ have non-zero entries. In such a case, we can extend or modify the proposed algorithm as follows:

## Algorithm Outline: Extended Algorithm for Sparse Solution

Step 1. Estimate the minimum 2-norm solution of the problem (2.132) as

$$
\begin{equation*}
\mathbf{S}_{2 *}=\mathbf{H}^{T}\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1} \mathbf{X}=\mathbf{H}^{+} \mathbf{X} \tag{2.133}
\end{equation*}
$$

where $\mathbf{H}^{+} \in \mathbb{R}^{n \times m}$ is the Moore-Penrose pseudo-inverse of $\mathbf{H}$ and $\mathbf{S}_{2 *} \in \mathbb{R}^{n \times N}$ is the matrix of estimated sources $s_{j}(k)$.
Then, we remove certain columns of the matrix $\mathbf{H}$ corresponding to the smallest value of norm ${ }^{14]}\left\|\mathbf{s}_{j}\right\|$ of the row vectors $\mathbf{s}_{j}=\left[s_{j}(1), s_{j}(2), \ldots, s_{j}(N)\right]$ of the matrix $\mathbf{S}_{2 *}$. Next, certain components of these row vectors are set to zero if they are below some threshold value as a partial solution to the minimum fuel problem. In this stage, we can remove $(n-m)$ (or less) columns of $\mathbf{H}$.

Step 2. Estimate the remaining components of the matrix $\mathbf{S}$ :

$$
\begin{equation*}
\mathbf{S}_{1 r}=\mathbf{H}_{r}^{+} \mathbf{X}=\mathbf{H}_{r}^{T}\left(\mathbf{H}_{r} \mathbf{H}_{r}^{T}\right)^{-1} \mathbf{X} \tag{2.134}
\end{equation*}
$$

where $\mathbf{S}_{1 r} \in \mathbb{R}^{r \times N}$ is a required partial solution and $\mathbf{H}_{r}$ is the reduced version of the matrix $\mathbf{H}$ (with removed certain columns of $\mathbf{H}$ corresponding to the smallest norms of row vectors of the matrix $\mathbf{S}_{2 *}$ ).

Step 3 Repeat the Step 2 and 3 until at least $(n-m)$ or the required number of columns from the original matrix $\mathbf{H}$ are removed.

### 2.5.2 FOCUSS Algorithms

An alternative algorithm for the minimum fuel problem, called as FOCUSS (FOCal Underdetermined System Solver) has been proposed by Gorodnitsky and Rao 511] and extended

[^11]and generalized by Kreutz-Delgado and Rao [704, 1001, 1002].
Let us consider the following constrained optimization problem [704, 1001, 1002]:
\[

$$
\begin{aligned}
& \operatorname{minimize} J_{\rho}(\mathbf{s})=\sum_{j=1}^{n} \rho\left|s_{j}\right| \\
& \text { subject to } \mathbf{H s}=\mathbf{x},
\end{aligned}
$$
\]

where the cost function $J_{\rho}(\mathbf{s})$ (often called as the diversity measure) can take various forms 1002]:

1. The generalized $p$-norm diversity measures

$$
\begin{equation*}
J_{p}(\mathbf{s})=\operatorname{sign}(p) \sum_{j=1}^{n}\left|s_{j}\right|^{p}, \tag{2.135}
\end{equation*}
$$

where $p \leq 1$ and is selected by user.
2. The Gaussian entropy diversity measure

$$
\begin{equation*}
J_{G}(\mathbf{s})=H_{G}(\mathbf{s})=\sum_{j=1}^{n} \log \left|s_{j}\right|^{2} \tag{2.136}
\end{equation*}
$$

3. The Shannon entropy diversity measure

$$
\begin{equation*}
J_{S}(\mathbf{s})=H_{S}(\mathbf{s})=-\sum_{j=1}^{n} \tilde{s}_{j} \log \left|\tilde{s}_{j}\right|, \tag{2.137}
\end{equation*}
$$

where the components $\tilde{s}_{j}$ can take different forms, e.g. $\tilde{s}_{j}=\left|s_{j}\right|, \tilde{s}_{j}=\left|s_{j}\right| /\|\mathbf{s}\|_{2}$, $\tilde{s}_{j}=\left|s_{j}\right| /\|\mathbf{s}\|_{1}$ or $\tilde{s}_{j}=s_{j}$ for $s_{j} \geq 0$.
4. Renyi entropy diversity measure

$$
\begin{equation*}
J_{R}(\mathbf{s})=H_{R}(\mathbf{s})=\frac{1}{1-p} \log \sum_{j=1}^{n}\left(\tilde{s}_{j}\right)^{p}, \tag{2.138}
\end{equation*}
$$

where $\tilde{s}_{j}=s_{j} /\|\mathbf{s}\|_{1}$ and $p \neq 1$.
It should be noted that, for $p=1$, we obtain the formulation of the standard minimum fuel problem in which at least $(n-m)$ components are zero. Choosing above diversity measures, we can obtain a more sparse solution than for the minimum 1-norm solution (corresponding to $p=1$ ) (i.e., more than $(n-m)$ entries in the vector $\mathbf{s}$ are zero). Moreover, the solution can be much robust with respect to the additive noise. The general diversity measures based on the negative norm or Gaussian, Shannon and Renyi entropies ensure that a relatively large number of entries $s_{j}$ tend to be very small, albeit usually non-zero amplitudes. In such cases, we use a small threshold below which the entries are set to be zero.

To minimize the generalized $p$ norm diversity measure $J_{p}(\mathbf{s})$ in (2.135), subject to the equality constraint $\mathbf{H s}=\mathbf{x}$, we define the Lagrangian $L(\mathbf{s}, \boldsymbol{\lambda})$ as

$$
\begin{equation*}
L(\mathbf{s}, \boldsymbol{\lambda})=J_{p}(\mathbf{s})+\boldsymbol{\lambda}(\mathbf{x}-\mathbf{H} \mathbf{s}) \tag{2.139}
\end{equation*}
$$

where $\boldsymbol{\lambda} \in \mathbb{R}^{n}$ is the vector of the Lagrange multipliers [704, 1001, 1002].
The stationary points of the Lagrangian function above can be evaluated as follows

$$
\begin{align*}
\nabla_{\mathbf{s}} L\left(\mathbf{s}_{*} \boldsymbol{\lambda}_{*}\right) & =\nabla_{\mathbf{s}} J_{p}(\mathbf{s})-\mathbf{H}^{T} \boldsymbol{\lambda}_{*}=\mathbf{0}  \tag{2.140}\\
\nabla_{\boldsymbol{\lambda}} L\left(\mathbf{s}_{*} \boldsymbol{\lambda}_{*}\right) & =\mathbf{x}-\mathbf{H} \mathbf{s}_{*}=\mathbf{0} \tag{2.141}
\end{align*}
$$

where the gradient of the $p$ norm can be expressed as

$$
\begin{equation*}
\nabla_{\mathbf{s}} J_{p}(\mathbf{s})=|p| \mathbf{D}_{|\mathbf{s}|}^{-1}(\mathbf{s}) \mathbf{s} \tag{2.142}
\end{equation*}
$$

and $\mathbf{D}_{|\mathbf{s}|}(\mathbf{s}) \in \mathbb{R}^{n \times n}$ is a diagonal matrix with the entries $d_{j}=\left|s_{j}\right|^{2-p}$. Solving the above equations by simple mathematical operations, we obtain

$$
\begin{align*}
\boldsymbol{\lambda}_{*} & =|p|\left(\mathbf{H} \mathbf{D}_{|\mathbf{s}|}\left(\mathbf{s}_{*}\right) \mathbf{H}^{T}\right)^{-1} \mathbf{x}  \tag{2.143}\\
\mathbf{s}_{*} & =|p|^{-1} \mathbf{D}_{|\mathbf{s}|}\left(\mathbf{s}_{*}\right) \mathbf{H}^{T} \boldsymbol{\lambda}_{*} \\
& =\mathbf{D}_{|\mathbf{s}|}\left(\mathbf{s}_{*}\right) \mathbf{H}^{T}\left(\mathbf{H} \mathbf{D}_{|\mathbf{s}|}\left(\mathbf{s}_{*}\right) \mathbf{H}^{T}\right)^{-1} \mathbf{x} \tag{2.144}
\end{align*}
$$

The equation (2.144) is not in a convenient form for computation since the desired vector $\mathbf{s}_{*}$ is implicitly in the right side of the equation. However, it suggests that an iterative algorithm for estimation of the optimal vector $\mathbf{s}_{*}$ is given as

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{D}_{|\mathbf{s}|}(k) \mathbf{H}^{T}\left(\mathbf{H} \mathbf{D}_{|\mathbf{s}|}(k) \mathbf{H}^{T}\right)^{-1} \mathbf{x} \tag{2.145}
\end{equation*}
$$

where $\mathbf{D}_{|\mathbf{s}|}(k)=\operatorname{diag}\left\{\left|s_{1}(k)\right|^{2-p},\left|s_{1}(k)\right|^{2-p}, \ldots,\left|s_{n}(k)\right|^{2-p}\right\}$. The above algorithm, called as the generalized Focuss algorithm can be expressed in a more compact form [511]:

$$
\begin{equation*}
\mathbf{s}(k+1)=\tilde{\mathbf{D}}_{|\mathbf{s}|}(k)\left(\mathbf{H} \tilde{\mathbf{D}}_{|\mathbf{s}|}(k)\right)^{+} \mathbf{x} \tag{2.146}
\end{equation*}
$$

where the superscript $(\cdot)^{+}$denotes the Moore-Penrose pseudo-inverse and $\tilde{\mathbf{D}}_{|\mathbf{s}|}(k)=\mathbf{D}_{|\mathbf{s}|}^{1 / 2}(k)=$ $\operatorname{diag}\left\{\left|s_{1}\right|^{1-\frac{p}{2}}(k),\left|s_{2}\right|^{1-\frac{p}{2}}(k), \ldots,\left|s_{n}\right|^{1-\frac{p}{2}}(k)\right\}$. It should be noted that the matrix $\mathbf{D}_{|\mathbf{s}|}$ exists for all $\mathbf{s}$ and even for a negative $p$. For $p=2$, the matrix $\mathbf{D}_{|\mathbf{s}|}=\mathbf{I}$ and the Focuss algorithm simplifies to the standard LS or the minimum 2-norm solution $\mathbf{s}_{*}=\mathbf{H}^{T}\left(\mathbf{H} \mathbf{H}^{T}\right)^{-1} \mathbf{x}$. For another special case $p=0$, the diagonal matrix $\tilde{\mathbf{D}}_{|\mathbf{s}|}=\operatorname{diag}\left\{\left|s_{1}\right|,\left|s_{2}\right|, \ldots,\left|s_{n}\right|\right\}$. In order to derive rigorously the algorithm for $p=0$, we should instead of (2.135) use the Gaussian entropy $(2.136)$ for which the gradient can be expressed as

$$
\begin{equation*}
\nabla_{\mathbf{s}} J_{G}(\mathbf{s})=2 \mathbf{D}_{G}^{-1} \mathbf{s} \tag{2.147}
\end{equation*}
$$

where $\mathbf{D}_{G}(\mathbf{s})=\operatorname{diag}\left\{\left|s_{1}\right|^{2},\left|s_{2}\right|^{2}, \ldots,\left|s_{n}\right|^{2}\right\}$.

For noisy data, we can use a more robust regularized Focuss algorithm in the form:

$$
\begin{equation*}
\mathbf{s}(k+1)=\mathbf{D}_{|\mathbf{s}|}(k) \mathbf{H}^{T}\left(\mathbf{H} \mathbf{D}_{|\mathbf{s}|}(k) \mathbf{H}^{T}+\alpha(k) \mathbf{I}\right)^{-1} \mathbf{x} \tag{2.148}
\end{equation*}
$$

where $\alpha(k) \geq 0$ is the Tikhonov regularization parameter depending on the noise level [704, 1002].

Finally, it is worthy of mention that in order to solve the minimum fuel problem as in (2.132) for the case of the multiple sensor vectors, we can formulate the following generalized constrained optimization problem [704, 1002]:

Minimize

$$
\begin{equation*}
J_{p}(\mathbf{S})=\operatorname{sign}(p) \sum_{j=1}^{n}\left(\left\|\mathbf{s}_{j}\right\|_{2}\right)^{p}, \quad p \leq 1 \tag{2.149}
\end{equation*}
$$

subject to the constraints $\mathbf{H} \mathbf{S}=\mathbf{X}$,
where $\mathbf{s}_{j}=\left[s_{j}(1), s_{j}(2), \ldots, s_{j}(N)\right]^{T}$ and $\left\|\mathbf{s}_{j}\right\|_{2}=\left(\sum_{l=1}^{N}\left|s_{j}(l)\right|^{2}\right)^{1 / 2}$.
Similarly to the previous case, we can derive the Focuss algorithm for the multiple sensor vectors as

$$
\begin{equation*}
\mathbf{S}(k+1)=\mathbf{D}_{\|\mathbf{s}\|}(k) \mathbf{H}^{T}\left(\mathbf{H} \mathbf{D}_{\|\mathbf{s}\|}(k) \mathbf{H}^{T}\right)^{-1} \mathbf{X} \tag{2.150}
\end{equation*}
$$

where $\mathbf{D}_{\|\mathbf{s}\|}(k)=\operatorname{diag}\left\{d_{1}(k), d_{2}(k), \ldots, d_{n}(k)\right\}$ with $d_{j}(k)=\left\|\mathbf{s}_{j}\right\|^{2-p}(k)$. The algorithm can be considered as the natural generalization of the Focuss algorithm (2.145). and initialized by using the minimum Frobenius norm solution [1001, 1002]. Alternatively for noisy data, we can use the Tikhonov regularization technique, the truncated SVD or a modified L-curve approach for noisy data [704, 1001, 1002].


I want to get the structural problems out of the way first, so I can get to what matters more.
-(John McPhee)

### 3.1 INTRODUCTION

Neural networks with unsupervised learning algorithms organize themselves in such a way that they can detect or extract useful features, regularities, correlations of data or signals or separate or decorrelate some signals with little or no prior knowledge of the desired results. ${ }^{1}$ Normalized (constrained) Hebbian and anti-Hebbian learning rules are simple variants of basic unsupervised learning algorithms in particular, learning algorithms for principal component analysis (PCA), singular value decomposition (SVD) and minor component analysis (MCA) belong to this class of unsupervised rules [357, 910, 1207].

PCA is perhaps one of the oldest and the best-known techniques in multivariate analysis and data mining. It was introduced by Pearson, who used it in a biological context and next developed by Hotelling in works done on psychometry. PCA was also developed independently by Karhunen in the context of probability theory and was subsequently generalized by Loeve [357]. Recently, many efficient and powerful adaptive algorithms have been developed for PCA, SVD and MCA and their extensions [20, 910, 917, 64, 281]. The main objective of this chapter is a derivation and overview of the most important algorithms.

[^12]
### 3.2 BASIC PROPERTIES OF PCA

### 3.2.1 Eigenvalue Decomposition

The purpose of principal component analysis (PCA) is to derive a relatively small number of decorrelated linear combinations (principal components) of a set of random zero-mean variables while retaining as much of the information from the original variables as possible.

Among the objectives of Principal Components Analysis are the following.

1. dimensionality reduction;
2. determination of linear combinations of variables;
3. feature selection: the choosing of the most useful variables;
4. visualization of multidimensional data;
5. identification of underlying variables;
6. identification of groups of objects or of outliers.

PCA has been widely studied and used in pattern recognition and signal processing. In fact it is important in many engineering and scientific disciplines, e.g., in data compression, feature extraction, noise filtering, signal restoration and classification 357. PCA is used widely in data mining as a data reduction technique. In image processing and computer vision PCA representations have been used for solving problems such as face and object recognition, tracking, detection, background modelling, parameterizing shape, appearance and motion [1207, 712].

Often the principal components (PCs) (i.e., directions on which the input data have the largest variances) are regarded as important, while those components with the smallest variances called minor components (MCs) are regarded as unimportant or associated with noise. However, in some applications, the MCs are of the same importance as the PCs, for example, in curve and surface fitting or total least squares (TLS) problems 1309, 282.

Generally speaking, PCA is related and motivated by the following two problems:

1. Given random vectors $\mathbf{x}(k) \in \mathbb{R}^{m}$, with finite second order moments and zero mean, find the reduced $n$-dimensional $(n<m)$ linear subspace that minimizes the expected distance of $\mathbf{x}$ from the subspace. This problem arises in the area of data compression where the task is to represent all the data with a reduced number of parameters while assuring as low as possible distortion generated by the projection.
2. Given random vectors $\mathbf{x}(k) \in \mathbb{R}^{m}$, find the $n$-dimensional linear subspace that captures most of the variance of the data $\mathbf{x}$. This problem is related to feature extraction, where the objective is to reduce the dimension of the data while retaining most of its information content.

It turns out that both the problems have the same optimal solution (in the sense of leastsquares error) which is based on the second order statistics, in particular, on the eigen
structure of the data covariance matrix ${ }^{2}$. PCA can be converted to the eigenvalue problem of the covariance matrix of $\mathbf{x}$ and it is essentially equivalent to Karhunen-Loeve transform used in image and signal processing. In other words, PCA is a technique for computation of the eigenvectors and eigenvalues for the estimated covariance matrix ${ }^{3}$

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{x} \mathbf{x}}=E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k)\right\}=\mathbf{V} \boldsymbol{\Lambda} \mathbf{V}^{T} \in \mathbb{R}^{m \times m} \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right\}$ is a diagonal matrix containing the $m$ eigenvalues and $\mathbf{V}$ $=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right] \in \mathbb{R}^{m \times m}$ is the corresponding orthogonal or unitary matrix consisting of the unit length eigenvectors referred to as principal eigenvectors.

The Karhunen-Loeve-transform determines a linear transformation of an input vector $\mathbf{x}$ as

$$
\begin{equation*}
\mathbf{y}_{\mathrm{P}}=\mathbf{V}_{\mathcal{S}}^{T} \mathbf{x} \tag{3.2}
\end{equation*}
$$

where
$\mathbf{x}=\left[x_{1}(k), x_{2}(k), \ldots, x_{m}(k)\right]^{T}$ is a zero-mean input vector, $\mathbf{y}_{\mathrm{P}}=\left[y_{1}(k), y_{2}(k), \ldots, y_{n}(k)\right]^{T}$ is the output vector called the vector of principal components (PCs), and $\mathbf{V}_{\mathcal{S}}=\left[\mathbf{v}_{1}, \mathbf{v}_{2}\right.$, $\left.\ldots, \mathbf{v}_{n}\right]^{T} \in \mathbb{R}^{m \times n}$ is the set of signal subspace eigenvectors, with the orthonormal vectors $\mathbf{v}_{i}=\left[v_{i 1}, v_{i 2}, \ldots, v_{i m}\right]^{T}$, (i.e., $\left(\mathbf{v}_{i}^{T} \mathbf{v}_{j}=\delta_{i j}\right)$ for $j \leq i,\left(\delta_{i j}\right.$ is the Kronecker delta). The vectors $\mathbf{v}_{i}(i=1,2, \ldots, n)$ are eigenvectors of the covariance matrix, while the variances of the PCs $y_{i}$ are the corresponding principal eigenvalues. On the other hand, the $(m-n)$ minor components are given by

$$
\begin{equation*}
\mathbf{y}_{M}=\mathbf{V}_{\mathcal{N}}^{T} \mathbf{x} \tag{3.3}
\end{equation*}
$$

where $\mathbf{V}_{\mathcal{N}}=\left[\mathbf{v}_{m}, \mathbf{v}_{m-1}, \ldots, \mathbf{v}_{m-n+1}\right]$ consists of the $(m-n)$ eigenvectors associated with the smallest eigenvalues.

Therefore, the basic problem we try to solve is the standard eigenvalue problem which can be formulated by the equations

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x} \times} \mathbf{v}_{i}=\lambda_{i} \mathbf{v}_{i}, \quad(i=1,2, \ldots, n) \tag{3.4}
\end{equation*}
$$

where $\mathbf{v}_{i}$ are the eigenvectors, $\lambda_{i}$ are the corresponding eigenvalues and $\mathbf{R}_{\mathbf{x} \mathbf{x}}=E\left\{\mathbf{x} \mathbf{x}^{T}\right\}$ is the covariance matrix of zero-mean signal $\mathbf{x}(k)$ and $E$ is the expectation operator. Note that Eq.(3.4) can be written in matrix form $\mathbf{V}^{T} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{V}=\boldsymbol{\Lambda}$, where $\boldsymbol{\Lambda}$ is the diagonal matrix of the eigenvalues of the covariance matrix $\mathbf{R}_{\mathbf{x} \mathbf{x}}$.

In the standard numerical approach for extracting the principal components, first the covariance matrix $\mathbf{R}_{\mathbf{x} \mathbf{x}}=E\left\{\mathbf{x} \mathbf{x}^{T}\right\}$ is computed and then its eigenvectors and (corresponding) associated eigenvalues are determined by one of the known numerical algorithms. However, if the input data vectors have a large dimension (say 1000 elements), then the covariance matrix $\mathbf{R}_{\mathbf{x} \mathbf{x}}$ is very large ( $10^{6}$ entries) and it may be difficult to compute the required eigenvectors.

[^13]The neural network approach and adaptive learning algorithms enable us to find the eigenvectors and the associated eigenvalues directly from the input vectors $\mathbf{x}(k)$ without a need to compute or estimate the very large covariance matrix $\mathbf{R}_{\mathbf{x} \mathbf{x}}$. Such an approach will be especially useful for nonstationary input data, i.e., in the cases of tracking slow changes of correlations in the input data (signals) or in updating eigenvectors with new samples. Computing the sample covariance matrix itself is very costly. Furthermore, the direct diagonalization of matrix or eigenvalue decomposition can be extremely costly since this operation is of complexity $\mathcal{O}\left(m^{3}\right)$. Most of the adaptive algorithms presented in this chapter do not require computing the sample covariance matrix and they have low complexity.

### 3.2.2 Estimation of Sample Covariance Matrices

In practice, the ideal covariance matrix $\mathbf{R}_{\mathbf{x x}}$ is not available. We only have an estimate $\widehat{\mathbf{R}}_{\mathrm{xx}}$ of $\mathbf{R}_{\mathrm{xx}}$ called the sample covariance matrix based on a block of finite number samples:

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{x x}}=\frac{1}{N} \sum_{k=1}^{N} \mathbf{x}(k) \mathbf{x}^{T}(k) . \tag{3.5}
\end{equation*}
$$

We assume that the covariance matrix does not change (or change very slowly) over the length of the block. Alternatively, we can use the Moving Average (MA) approach to estimate on-line the sampling covariance matrix as follows:

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{x x}}^{(k)}=\left(1-\eta_{0}\right) \widehat{\mathbf{R}}_{\mathbf{x} \mathbf{x}}^{(k-1)}+\eta_{0} \mathbf{x}(k) \mathbf{x}^{T}(k) \tag{3.6}
\end{equation*}
$$

where $\eta_{0}>0$ is a learning rate (and $\left(1-\eta_{0}\right)$ is a forgetting factor) to be chosen according to the stationarity of the signal (typically $0.01 \leq \eta_{0} \leq 0.1$ ).

Alternatively, in real time applications, the sample covariance matrix can be recursively updated as

$$
\begin{align*}
\widehat{\mathbf{R}}_{N} & =\frac{1}{N} \sum_{l=k-N+1}^{k} \mathbf{x}(l) \mathbf{x}^{T}(l)=\frac{1}{N}\left[\sum_{l=k-N+1}^{k-1} \mathbf{x}(l) \mathbf{x}^{T}(l)+\mathbf{x}(k) \mathbf{x}^{T}(k)\right] \\
& =\frac{N-1}{N} \widehat{\mathbf{R}}_{N-1}+\frac{1}{N} \mathbf{x}(k) \mathbf{x}^{T}(k) \tag{3.7}
\end{align*}
$$

where $\widehat{\mathbf{R}}_{N}$ denotes the estimated covariance matrix at $k$-th data instant so that

$$
\widehat{\mathbf{R}}_{N-1}=\frac{1}{N-1} \sum_{l=k-N+1}^{k-1} \mathbf{x}(l) \mathbf{x}^{T}(l)
$$

The recursive update can be formulated in more general form as

$$
\begin{equation*}
\widehat{\mathbf{R}}_{N}=\alpha \widehat{\mathbf{R}}_{N-1}+\triangle \widehat{\mathbf{R}} \tag{3.8}
\end{equation*}
$$

where $\alpha$ is a parameter in the range $(0,1]$ and $\triangle \hat{\mathbf{R}}$ is a symmetric matrix of rank much less than that of $\widehat{\mathbf{R}}_{N-1}$. While working with stationary signals, we usually use rank-1 update
with $\alpha=(N-1) / N$ and $\triangle \widehat{\mathbf{R}}=(1 / N) \mathbf{x}(k) \mathbf{x}^{T}(k)$, where $\mathbf{x}(k)$ is the data vector at $k$-th instant. On the other hand, in the nonstationary case, rank-1 updating is carried out by choosing $0<\alpha \ll 1$ and $\triangle \widehat{\mathbf{R}}=\mathbf{x}(k) \mathbf{x}^{T}(k)$. Alternatively, in the nonstationary case, we can use the rank-2 update with $\alpha=1$ and $\triangle \widehat{\mathbf{R}}=\mathbf{x}(k) \mathbf{x}^{T}(k)-\mathbf{x}(k-N+1) \mathbf{x}^{T}(k-N+1)$, where $N$ is the sliding window length over which the covariance matrix is computed. The term $\widehat{\mathbf{R}}_{N-1}$ may be thought of as a prediction of $\mathbf{R}$ based on $N-1$ observations and $\mathbf{x}(k) \mathbf{x}^{T}(k)$ may be thought of as an instantaneous estimate of $\mathbf{R}$.

### 3.2.3 Signal and Noise Subspaces - AIC and MDL Criteria for their Estimation

A very important problem arising in many application areas is determination of the dimension of the signal and the noise subspace. To solve this problem, we usually exploit a fundamental property of PCA: It projects the input data $\mathbf{x}(k)$ from their original $m$ dimensional space onto the $n$-dimensional output subspace $\mathbf{y}(k)$ (typically, with $n \ll m$ ), thus performing a dimensionality reduction which retains most of the intrinsic information in the input data vectors. In other words, the principal components $y_{i}(k)=\mathbf{v}_{i}^{T} \mathbf{x}(k)$ are estimated in such a way that, for $n \ll m$, although the dimensionality of data is strongly reduced, the most relevant information must be retained in the sense that the original input data $\mathbf{x}$ can be reconstructed from the output data (signals) $\mathbf{y}$ by using the transformation $\hat{\mathbf{x}}=\mathbf{V}_{\mathcal{S}} \mathbf{y}$, that minimizes a suitable cost function. A commonly used criterion is the minimization of least mean squared error $\left\|\mathbf{x}-\mathbf{V}_{\mathcal{S}}^{T} \mathbf{V}_{\mathcal{S}} \mathbf{x}\right\|^{2}$.

PCA enables us to divide observed (measured), sensor signals: $\mathbf{x}(k)=\mathbf{x}_{s}(k)+\boldsymbol{\nu}(k)$ into two subspaces: the signal subspace corresponding to principal components associated with the largest eigenvalues called principal eigenvalues: $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n},(m>n)$ and associated eigenvectors $\mathbf{V}_{s}=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]$ called the principal eigenvectors and the noise subspace corresponding to the minor components associated with the eigenvalues $\lambda_{n+1}, \ldots, \lambda_{m}$. The subspace spanned by the $n$ first eigenvectors $\mathbf{v}_{i}$ can be considered as an approximation of the noiseless signal subspace. One important advantage of this approach is that it enables not only a reduction in the noise level, but also allows us to estimate the number of sources on the basis of distribution of eigenvalues. However, a problem arising from this approach, is how to correctly set or estimate the threshold which divides eigenvalues into the two subspaces, especially when the noise is large (i.e., the SNR is low).

Let us assume that we model the vector $\mathbf{x}(k) \in \mathbb{R}^{m}$ as

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\boldsymbol{\nu}(k), \tag{3.9}
\end{equation*}
$$

where $\mathbf{H} \in \mathbb{R}^{m \times n}$ is a full column rank mixing matrix with $m>n, \mathbf{s}(k) \in \mathbb{R}^{n}$ is a vector of zero-mean Gaussian sources with the nonsingular covariance matrix $\mathbf{R}_{\mathbf{s} \mathbf{s}}=E\left\{\mathbf{s}(k) \mathbf{s}^{T}(k)\right\}$ and $\boldsymbol{\nu}(k) \in \mathbb{R}^{m}$ is a vector of Gaussian zero-mean i.i.d. noise modelled by the covariance matrix $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\sigma_{\nu}^{2} \mathbf{I}_{m}$, furthermore, random vectors $\{\mathbf{s}(k)\}$ and $\{\boldsymbol{\nu}(k)\}$ are uncorrelated [773].

Remark 3.1 The model given by Eq. (3.9) is often referred as the probabilistic PCA, and have been introduced in machine learning context [1017, 1148]. Moreover, such model can be also considered as a special form of Factor Analysis (FA) with isotropic noise [1148].

For the model (3.9) and under the above assumptions the covariance matrix of $\mathbf{x}(k)$ can be written as

$$
\begin{align*}
\mathbf{R}_{\mathbf{x x}} & =E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k)\right\}=\mathbf{H} \mathbf{R}_{\mathbf{s s}} \mathbf{H}^{T}+\sigma_{\nu}^{2} \mathbf{I}_{m} \\
& =\left[\mathbf{V}_{\mathcal{S}}, \mathbf{V}_{\mathcal{N}}\right]\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{\mathcal{S}} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Lambda}_{\mathcal{N}}
\end{array}\right]\left[\mathbf{V}_{\mathcal{S}}, \mathbf{V}_{\mathcal{N}}\right]^{T} \\
& =\mathbf{V}_{\mathcal{S}} \boldsymbol{\Lambda}_{\mathcal{S}} \mathbf{V}_{\mathcal{S}}^{T}+\mathbf{V}_{\mathcal{N}} \boldsymbol{\Lambda}_{\mathcal{N}} \mathbf{V}_{\mathcal{N}}^{T} \tag{3.10}
\end{align*}
$$

where $\mathbf{H} \mathbf{R}_{\mathbf{s} \boldsymbol{s}} \mathbf{H}^{T}=\mathbf{V}_{\mathcal{S}} \widehat{\boldsymbol{\Lambda}}_{\mathcal{S}} \mathbf{V}_{\mathcal{S}}^{T}$ is a rank-n matrix, $\mathbf{V}_{\mathcal{S}} \in \mathbb{R}^{m \times n}$ contains the eigenvectors associated with $n$ principal (signal + noise subspace) eigenvalues of $\boldsymbol{\Lambda}_{\mathcal{S}}=\operatorname{diag}\left\{\lambda_{1} \geq \lambda_{2} \cdots \geq\right.$ $\left.\lambda_{n}\right\}$ in descending order. Similarly, the matrix $\mathbf{V}_{\mathcal{N}} \in \mathbb{R}^{m \times(m-n)}$ contains the ( $m-n$ ) (noise) eigenvectors that correspond to noise eigenvalues $\boldsymbol{\Lambda}_{\mathcal{N}}=\operatorname{diag}\left\{\lambda_{n+1}, \ldots, \lambda_{m}\right\}=\sigma_{\nu}^{2} \mathbf{I}_{m-n}$. This means that, theoretically, the $(m-n)$ smallest eigenvalues of $\mathbf{R}_{\mathbf{x x}}$ are equal to $\sigma_{\nu}^{2}$, so we can determine in theory the dimension of the signal subspace from the multiplicity of the smallest eigenvalues under assumption that variance of noise is relative low and we perfect estimate the covariance matrix. However, in practice, we estimate the sampled covariance matrix from limited number of samples and the smallest eigenvalues are usually different, so the determination of the dimension of the signal subspace is usually not easy task.

Instead of setting the threshold between the signal and noise eigenvalues by using some heuristic procedure or a rule of thumb, we can use one of two well-known information theoretic criteria, namely, Akaike's information criterion $(A I C)$ or the minimum description length ( $M D L$ ) criterion 671, 1266 .

Akaike's information theoretic criterion $(A I C)$ selects the model that minimizes the cost function [773]

$$
\begin{equation*}
A I C=-2 \log (p(\mathbf{x}(1), \mathbf{x}(2), \ldots, x(N) \mid \hat{\boldsymbol{\Theta}}))+2 n \tag{3.11}
\end{equation*}
$$

where $p(\mathbf{x}(1), \mathbf{x}(2), \ldots, x(N) \mid \hat{\boldsymbol{\Theta}})$ is a parameterized family of probability density, $\hat{\boldsymbol{\Theta}}$ is the maximum likelihood estimator of a parameter vector $\boldsymbol{\Theta}$, and $n$ is the number of free adjusted parameters.

The minimum description length $(M D L)$ criterion selects the model that instead minimizes

$$
\begin{equation*}
M D L=-\log (p(\mathbf{x}(1), \mathbf{x}(2), \ldots, x(N) \mid \hat{\boldsymbol{\Theta}}))+\frac{1}{2} n \log N \tag{3.12}
\end{equation*}
$$

Assuming that the observed vectors $\{\mathbf{x}(k)\}_{k=1}^{N}$ are zero-mean, i.i.d. Gaussian random vectors it can be shown [1266 that the dimension of the signal subspace can be estimated by taking the value of $n \in\{1,2, \ldots, m\}$ for which

$$
\begin{align*}
A I C(n) & =-2 N(m-n) \log \varrho(n)+2 n(2 m-n)  \tag{3.13}\\
M D L(n) & =-N(m-n) \log \varrho(n)+0.5 n(2 m-n) \log N \tag{3.14}
\end{align*}
$$

is minimized. Here, $N$ is the number of the data vectors $\mathbf{x}(k)$ used in estimating the data covariance matrix $\mathbf{R}_{\mathbf{x x}}$, and

$$
\begin{equation*}
\varrho(n)=\frac{\left(\lambda_{n+1} \lambda_{n+2} \cdots \lambda_{m}\right)^{\frac{1}{m-n}}}{\frac{1}{m-n}\left(\lambda_{n+1}+\lambda_{n+2}+\cdots+\lambda_{m}\right)} \tag{3.15}
\end{equation*}
$$

is the ratio of the geometric mean of the $(m-n)$ smallest PCA eigenvalues to their arithmetic mean. The estimate $\hat{n}$ of the number of terms (sources) is chosen so that it minimizes either the $A I C$ or $M D L$ criterion.

Both criteria provide rough estimates (of the number of sources) that are rather very sensitive to variations in the SNR and the number of available data samples [773]. Another problem with the $A I C$ and $M D L$ criteria given above is that they have been derived by assuming that the data vectors $\mathbf{x}(k)$ have a Gaussian distribution [1266]. This is done for mathematical tractability, by making it possible to derive closed form expressions. The Gaussianity assumption does not usually hold exactly in the BSS and other signal processing applications. Therefore, while the $M D L$ and $A I C$ criteria yield suboptimal estimates only, they still provide useful formulas that can be used for model order estimation.

Instead of setting the threshold between the signal and noise eigenvalues, one might even suppose that the $M D L$ and $A I C$ criteria cannot be used in the BSS problem, because there we assume that the source signals $s_{i}(k)$ are non-Gaussian. However, it should be noted that the components of the data vectors $\mathbf{x}(k)=\mathbf{H s}(k)+\boldsymbol{\nu}(k)$ are mixtures of the sources, and therefore often have distributions that are not so far from the Gaussian one. In practical experiments, the $M D L$ and $A I C$ criteria have quite often performed very well in estimating the number $n$ of the sources in the BSS problem 671. We have found two practical requirements for their successful use. Firstly, the number of the mixtures must be larger than the number of the sources. If the number of sources is equal to the number of sensors, both criteria inevitably underestimate $n$ by one. The second requirement is that there must be at least a small amount of noise. This also guarantees that the eigenvalues $\lambda_{n+1}, \lambda_{n+2}, \ldots, \lambda_{m}$, corresponding to noise, are nonzero. It is obvious that zero eigenvalues cause numerical difficulties in formulas (3.13) and (3.14).

### 3.2.4 Basic Properties of PCA

It is easy to obtain the following properties for principal components (PCs) $y_{i}=\mathbf{v}_{i}^{T} \mathbf{x}$ :

1. The factor $y_{1}(k)=\mathbf{v}_{1}^{T} \mathbf{x}(k)$ is the first principal component of $\mathbf{x}(k)$ if the variance of $y_{1}(k)$ is maximally large under constraint that the norm of vector $\mathbf{v}_{1}$ is constant 910 . Then the weight vector $\mathbf{v}_{1}$ maximizes the following criterion

$$
\begin{equation*}
J_{1}\left(\mathbf{v}_{1}\right)=E\left\{y_{1}^{2}\right\}=E\left\{\mathbf{v}_{1}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}\right\} \tag{3.16}
\end{equation*}
$$

subject to the constraint $\left\|\mathbf{v}_{1}\right\|_{2}=1$. The criterion can be extended for $n$ principal components (with $n$ any number between 1 and $m$ ) as

$$
\begin{equation*}
J_{n}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right)=E\left\{\sum_{i=1}^{n} y_{i}^{2}\right\}=E\left\{\sum_{i=1}^{n}\left(\mathbf{v}_{i}^{T} \mathbf{x}\right)^{2}\right\}=\sum_{i=1}^{n} \mathbf{v}_{i}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{i} \tag{3.17}
\end{equation*}
$$

subject to the constraints $\mathbf{v}_{i}^{T} \mathbf{v}_{j}=\delta_{i j}$.
2. The PCs have zero mean values

$$
\begin{equation*}
E\left\{y_{i}\right\}=0, \quad \forall i \tag{3.18}
\end{equation*}
$$

3. Different PCs are mutually uncorrelated

$$
\begin{equation*}
E\left\{y_{i} y_{j}\right\}=\delta_{i j} \lambda_{j}, \quad(i, j=1,2, \ldots, n) \tag{3.19}
\end{equation*}
$$

4. The variance of the $i$-th PC is equal to the $i$-th eigenvalue of the covariance matrix $\mathbf{R}_{\mathrm{xx}}$

$$
\begin{equation*}
\operatorname{var}\left\{y_{i}\right\}=\sigma_{y_{i}}^{2}=E\left\{y_{i}^{2}\right\}=E\left\{\left(\mathbf{v}_{i}^{T} \mathbf{x}\right)^{2}\right\}=\mathbf{v}_{i}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{i}=\lambda_{i} \tag{3.20}
\end{equation*}
$$

5. The PCs are hierarchically organized with respect to decreasing values of their variances

$$
\begin{equation*}
\sigma_{y_{1}}^{2} \geqslant \sigma_{y_{2}}^{2} \geqslant \cdots \geqslant \sigma_{y_{n}}^{2} \tag{3.21}
\end{equation*}
$$

i.e., $\lambda_{1} \geqslant \lambda_{2} \geqslant \cdots \geqslant \lambda_{n}$.
6. Best approximation property: for the mean-square error of approximation

$$
\begin{equation*}
\widehat{\mathbf{x}}=\sum_{i=1}^{n} y_{i} \mathbf{v}_{i}=\sum_{i=1}^{n} \mathbf{v}_{i} \mathbf{v}_{i}^{T} \mathbf{x}, \quad n<m \tag{3.22}
\end{equation*}
$$

we have

$$
\begin{equation*}
E\left\{\|\mathbf{x}-\widehat{\mathbf{x}}\|^{2}\right\}=E\left\{\left\|\sum_{i=n+1}^{m} y_{i} \mathbf{v}_{i}\right\|^{2}\right\}=\sum_{i=n+1}^{m} E\left\{\left|y_{i}\right|^{2}\right\}=\sum_{i=n+1}^{m} \lambda_{i} \tag{3.23}
\end{equation*}
$$

Taking into account that $\lambda_{1} \geqslant \lambda_{2} \geqslant \cdots \geqslant \lambda_{n}$ it is obvious that an approximation with these eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$, corresponding to the largest eigenvalues, leads to the minimal mean square error.

### 3.3 EXTRACTION OF PRINCIPAL COMPONENTS USING OPTIMAL COMPRESSION-RECONSTRUCTION PRINCIPLE

One of the simplest and intuitively understandable approach to the derivation of adaptive algorithms for PCA is based on self-association (called also self-supervising or replicator principle) [20, 281, 282. According to this approach, we first compress the data vector $\mathbf{x}(k)$ to one variable $y_{1}(k)=\mathbf{v}_{1}^{T} \mathbf{x}(k)$ and next we attempt to reconstruct the original data from $y_{1}(k)$ by using the transformation $\hat{\mathbf{x}}(k)=\mathbf{v}_{1} y_{1}(k)$. Let us assume, that we would like to extract principal components (PCs) sequentially by employing the concept of selfsupervising principle (replicator) and a cascade (hierarchical) neural network architecture [281, 277, 282].
Let us consider a single linear neuron (see Fig 3.1)

$$
\begin{equation*}
y_{1}(k)=\mathbf{v}_{1}^{T} \mathbf{x}=\sum_{p=1}^{m} v_{1 p} x_{p}(k) \tag{3.24}
\end{equation*}
$$

which extracts the first principal component, with $\lambda_{1}=E\left\{y_{1}^{2}\right\}$. Strictly speaking, the factor $y_{1}$ is called the first principal component of $\mathbf{x}$, if the variance of $y_{1}$ is maximally large under constraint that the principal vector $\mathbf{v}_{1}$ has unit length.

The vector $\mathbf{v}_{1}=\left[v_{11}, v_{12}, \ldots, v_{1 m}\right]^{T}$ should be determined in such a way that the reconstruction vector $\hat{\mathbf{x}}=\mathbf{v}_{1} y_{1}$ will reproduce (reconstruct) the input training vectors $\mathbf{x}(k)$ as correctly as possible, according to a suitable optimization criterion. In general, the loss (cost) function is expressed as

$$
\begin{equation*}
J_{1}\left(\mathbf{v}_{1}\right)=E\left\{\left\|\mathbf{x}-\mathbf{v}_{1} \mathbf{v}_{1}^{T} \mathbf{x}\right\|^{2}\right\} \cong \sum_{k=1}^{N} \gamma^{N-k}\left\|\mathbf{x}(k)-\mathbf{v}_{1} \mathbf{v}_{1}^{T} \mathbf{x}(k)\right\|^{2} \tag{3.25}
\end{equation*}
$$

where $\gamma$ is the forgetting factor. As a special case, we can consider the simplified (instantaneous) version of the cost function which can be written as

$$
\begin{equation*}
\tilde{J}_{1}\left(\mathbf{v}_{1}\right) \triangleq \frac{1}{2}\left\|\mathbf{e}_{1}\right\|_{2}^{2}=\sum_{p=1}^{m} e_{1 p}^{2} \tag{3.26}
\end{equation*}
$$

with

$$
\mathbf{e}_{1} \triangleq \mathbf{x}-\mathbf{v}_{1} y_{1}, \quad y_{1} \triangleq \mathbf{v}_{1}^{T} \mathbf{x}
$$

The formulation of the computational cost function $J_{1}\left(\mathbf{v}_{1}\right)$ is a key step in our approach, because this enables us to transform the minimization problem into a set of differential or difference equations, which then determines the adaptive learning algorithm [281, 282].

The minimization of the cost function (3.26), according to the standard gradient descent approach [281] for vector $\mathbf{v}_{1}$, leads to the following set of differential equations:

$$
\begin{equation*}
\frac{d v_{1 p}}{d t}=-\mu_{1} \frac{\partial J_{1}\left(\mathbf{v}_{1}\right)}{\partial v_{1 p}}=\mu_{1}\left[y_{1}(t) e_{1 p}(t)+x_{p}(t) \sum_{h=1}^{m} v_{1 h}(t) e_{1 h}(t)\right],(p=1,2, \ldots, m) \tag{3.27}
\end{equation*}
$$

which can be written in matrix form as

$$
\begin{equation*}
\frac{d \mathbf{v}_{1}}{d t}=\mu_{1}\left[y_{1} \mathbf{e}_{1}+\mathbf{x}_{1}^{T} \mathbf{e}_{1}\right] \tag{3.28}
\end{equation*}
$$

for any $\mathbf{v}_{1}(0) \neq \mathbf{0}, \mu_{1}>0$.
The above learning rule can be further simplified as

$$
\begin{equation*}
\frac{d \mathbf{v}_{1}}{d t}=\mu_{1} y_{1} \mathbf{e}_{1}=\mu_{1} y_{1}\left[\mathbf{x}-\mathbf{v}_{1} y_{1}\right] \tag{3.29}
\end{equation*}
$$

since the second term in Equation (3.28), which can be written as $\mathbf{x v}_{1}^{T} \mathbf{e}_{1}=\mathbf{x} \mathbf{v}_{1}^{T}\left(\mathbf{x}-\mathbf{v}_{1} y_{1}\right)=$ $\mathbf{x}\left(1-\mathbf{v}_{1}^{T} \mathbf{v}_{1}\right) y_{1}$, tends quickly to zero as $\mathbf{v}_{1}^{T} \mathbf{v}_{1}$ tends to 1 with $t \rightarrow \infty$ and can therefore be neglected. This feature has also been confirmed by extensive computer simulations.

It is interesting to note that the discrete-time realization of the learning rule:

$$
\begin{equation*}
\mathbf{v}_{1}(k+1)=\mathbf{v}_{1}(k)+\eta_{1}(k) y_{1}(k)\left[\mathbf{x}(k)-\mathbf{v}_{1}(k) y_{1}(k)\right], \quad(k=0,1,2, \ldots) \tag{3.30}
\end{equation*}
$$

which is in the form known as the Oja algorithm 910 .


Fig. 3.1 Sequential extraction of principal components.

Remark 3.2 It is not well known, that the first paper which shows that a normalized Hebbian learning performs PCA was [20]:

$$
\begin{align*}
\tilde{\mathbf{v}}_{1}(k+1) & =\mathbf{v}_{1}(k)+\eta_{1}(k) y_{1}(k) \mathbf{x}(k)  \tag{3.31}\\
\mathbf{v}_{1}(k+1) & =\frac{\tilde{\mathbf{v}}_{1}(k+1)}{\left\|\tilde{\mathbf{v}}_{1}(k+1)\right\|} \tag{3.32}
\end{align*}
$$

If the normalization step is combined together with the Hebbian rule, we obtain the learning algorithm (3.30).

The above learning rule can be easily extended for an arbitrary number of PCs using the self-supervising principle and the cascade hierarchical neural network shown in Fig 3.1.

In what follows, we will discuss a deflation approach for sequential extraction of principal components, corresponding to real-valued zero-mean signals without any need to estimate the large covariance matrix. We will extract principal components sequentially as long as the eigenvalues $\lambda_{i}$ are larger than some suitably chosen threshold. We assume that minor components for $i>n$ correspond to additive noise.

The learning algorithm for the extraction of the second PC corresponding to the second largest eigenvalue $\lambda_{2}=E\left\{y_{2}^{2}\right\}$ works in a way similar to the extraction of the first principal component. However, we apply the extraction process not directly to the input data $\mathbf{x}_{1}(k)=$ $\mathbf{x}(k)$ but to the residual error

$$
\mathbf{e}_{1}(k) \triangleq \mathbf{x}_{2}(k)=\mathbf{x}_{1}(k)-\hat{\mathbf{x}}_{1}(k)=\mathbf{x}_{1}(k)-\mathbf{v}_{1} y_{1}(k)
$$

and $y_{2}(k) \triangleq \mathbf{v}_{2}^{T} \mathbf{e}_{1}(k)$ (not $y_{2}(k)=\mathbf{v}_{2}^{T} \mathbf{x}(k)$ as usually is assumed). It can be easily shown that the learning rule for the $i-t h \mathrm{PC}$ can be written in the general form as follows

$$
\begin{equation*}
\mathbf{v}_{i}(k+1)=\mathbf{v}_{i}(k)+\eta_{i}(k) y_{i}(k) \mathbf{x}_{i+1}(k) \tag{3.33}
\end{equation*}
$$

where

$$
\mathbf{e}_{i}=\mathbf{x}_{i+1} \triangleq \mathbf{x}_{i}-\mathbf{v}_{i} y_{i}, \quad y_{i} \triangleq \mathbf{v}_{i}^{T} \mathbf{x}_{i}, \quad \mathbf{x}_{1}(k) \triangleq \mathbf{x}(k)
$$



Fig. 3.2 On-line on chip implementation of fast RLS learning algorithm for the principal component estimation.

The extracted output signals $y_{i}(k)$ after applying the above learning procedure will be decorrelated with decreasing values of the variances $\lambda_{i}=E\left\{y_{i}^{2}\right\}, \quad(i=1,2, \ldots, n)$.

In the accelerated version of the above algorithm, key roles are played by the learning rates $\eta_{i}(k) \geq 0$ and the forgetting factor $\gamma$. If the learning rate is too large, the algorithm is unstable. Otherwise, if it is a fixed or an exponentially decreasing parameter, the convergence speed of the algorithm may be very slow [281, [277, 282].

In order to increase convergence speed, we can minimize the cost function (3.25) by employing the recursive least-squares (RLS) or Kalman filtering approach for optimal updating of the learning rate $\eta_{i}$ [281, 357, 1318] (see Fig. 3.2):

$$
\begin{align*}
& \mathbf{x}_{1}(k)=\mathbf{x}(k), \quad \eta_{i}^{-1}(0)=2 \max \left\{\left\|\mathbf{x}_{i}(k)\right\|^{2}\right\}=2 \mathbf{x}_{i, \max }  \tag{3.34}\\
& \mathbf{v}_{i}(0)=\mathbf{x}_{i, \max } /\left\|\mathbf{x}_{i, \max }\right\|, \quad(i=1,2, \ldots, n)  \tag{3.35}\\
& y_{i}(k)=\mathbf{v}_{i}^{T}(k) \mathbf{x}_{i}(k),  \tag{3.36}\\
& \mathbf{v}_{i}(k+1)=\mathbf{v}_{i}(k)+\frac{y_{i}(k)}{\eta_{i}^{-1}(k)}\left[\mathbf{x}_{i}(k)-y_{i}(k) \mathbf{v}_{i}(k)\right]  \tag{3.37}\\
& \eta_{i}^{-1}(k+1)=\gamma \eta_{i}^{-1}(k)+\left|y_{i}(k)\right|^{2}  \tag{3.38}\\
& \mathbf{x}_{i+1}(k)=\mathbf{x}_{i}(k)-y_{i}(k) \mathbf{v}_{i *} \tag{3.39}
\end{align*}
$$

where $\gamma$ is the forgetting factor (typically, $0.9 \leq \gamma \leq 0.99$ ) and $\mathbf{v}_{i *}$ means vector $\mathbf{v}_{i}(k)$ after achieving convergence.

The above fast algorithm can be generalized for Principal Subspace Analysis (PSA) and nonlinear PCA.

### 3.4 BASIC COST FUNCTIONS AND ADAPTIVE ALGORITHMS FOR PCA

### 3.4.1 The Rayleigh Quotient - Basic Properties

Most of the adaptive algorithms for PCA and MCA (minor component analysis) can be defined directly or indirectly by using the Rayleigh quotient (RQ) of the specific covariance matrix as the cost function.

The Rayleigh quotient $r(\mathbf{v})$ is defined for $\mathbf{v} \neq \mathbf{0}$, as

$$
\begin{equation*}
r(\mathbf{v})=r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right)=\frac{\mathbf{v}^{T} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{v}}{\mathbf{v}^{T} \mathbf{v}} \tag{3.40}
\end{equation*}
$$

where $\mathbf{R}_{\mathbf{x x}}=E\left\{\mathbf{x x}^{T}\right\}$. The Rayleigh quotient has the following important properties:

## 1. Stationarity and critical points:

$$
\begin{align*}
\lambda_{1} & =\max r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right)  \tag{3.41}\\
\lambda_{m} & =\min r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right) \tag{3.42}
\end{align*}
$$

where $\lambda_{1}$ and $\lambda_{m}$ denote the largest and smallest eigenvalues of the covariance matrix $\mathbf{R}_{\mathbf{x x}}$.
More generally, the critical points and critical values of $r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right)$ are the eigenvectors and eigenvalues of $\mathbf{R}_{\mathbf{x x}}$. Let the eigenvalues of the covariance matrix be ordered as

$$
\begin{equation*}
\lambda_{1} \geqslant \lambda_{2} \geqslant \cdots \geqslant \lambda_{m} \tag{3.43}
\end{equation*}
$$

## 2. Homogeneity:

$$
\begin{equation*}
r\left(\alpha \mathbf{v}, \beta \mathbf{R}_{\mathbf{x x}}\right)=\beta r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right) \quad \forall \alpha \neq 0, \beta \neq 0 \tag{3.44}
\end{equation*}
$$

3. Translation invariance:

$$
\begin{equation*}
r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}-\alpha \mathbf{I}\right)=r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right)-\alpha \tag{3.45}
\end{equation*}
$$

4. Minimal residual:

$$
\begin{align*}
& \left\|\left(\mathbf{R}_{\mathbf{x x}}-r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right) \mathbf{I}\right) \mathbf{v}\right\| \leqslant\left\|\left(\mathbf{R}_{\mathbf{x x}}-\alpha \mathbf{I}\right) \mathbf{v}\right\|  \tag{3.46}\\
& \quad \forall \mathbf{v} \neq 0 \quad \text { and any scalar coefficient } \alpha . \tag{3.47}
\end{align*}
$$

5. Orthogonality:

$$
\begin{equation*}
\mathbf{v} \perp\left(\mathbf{R}_{\mathbf{x x}}-r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right) \mathbf{I}\right) \mathbf{v} \tag{3.48}
\end{equation*}
$$

6. The Hessian matrix of the Rayleigh quotient is:

$$
\begin{equation*}
\mathbf{H}_{r}\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right)=\left[\frac{\partial^{2} r\left(\mathbf{v}, \mathbf{R}_{\mathbf{x x}}\right)}{\partial v_{i} \partial v_{j}}\right]=\frac{2}{\|\mathbf{v}\|_{2}^{2}}\left(\mathbf{R}_{\mathbf{x x}}-r(\mathbf{v}) \mathbf{I}\right)\left(\mathbf{I}-\frac{4}{\|\mathbf{v}\|_{2}^{2}} \mathbf{v} \mathbf{v}^{T}\right) \tag{3.49}
\end{equation*}
$$

For the eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$ and the corresponding eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$, the Hessian can be expressed as [293]

$$
\begin{gather*}
\mathbf{H}_{r}\left(\mathbf{v}_{i}\right)=2\left(\mathbf{R}_{\mathbf{x x}}-\lambda_{i} \mathbf{I}\right)  \tag{3.50}\\
\mathbf{H}_{r}\left(\mathbf{v}_{i}\right) \mathbf{v}_{j}= \begin{cases}0, & i=j \\
2\left(\lambda_{j}-\lambda_{i}\right) \mathbf{v}_{j}, & i \neq j\end{cases}  \tag{3.51}\\
\operatorname{det} \mathbf{H}_{r}\left(\mathbf{v}_{i}\right)=\operatorname{det}\left[\mathbf{R}_{\mathbf{x x}}-\lambda_{i} \mathbf{I}\right]=0 \tag{3.52}
\end{gather*} \text { i.e., } \mathbf{H}_{r} \text { is singular for any eigenvector } \mathbf{v}_{i} .
$$

The Hessian matrix $\mathbf{H}_{r}$ has the same eigenvectors as $\mathbf{R}_{\mathbf{x x}}$ but with different eigenvalues.

Remark 3.3 It should be noted that it is not practical to use the Newton or quasi Newton method for minimization of the Rayleigh quotient, since the Hessian matrix $\mathbf{H}_{r}$ is singular at the extremum points and so the inverse matrix does not exist.

### 3.4.2 Basic Cost Functions for Computing Principal and Minor Components

The maximum and minimum eigenvalues of the covariance matrix $\mathbf{R}_{\mathbf{x x}}=E\left\{\mathbf{x} \mathbf{x}^{T}\right\}$ can be found as the extrema of the Rayleigh quotient, so the following basic cost can be used

$$
\begin{equation*}
J_{2}(\mathbf{v})=r(\mathbf{v})=\frac{\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}}{\mathbf{v}^{T} \mathbf{v}}, \quad \mathbf{v} \in \mathbb{R}^{m} \quad\|\mathbf{v}\|_{2} \neq 0 \tag{3.54}
\end{equation*}
$$

To find these extrema, we can compute the gradient as

$$
\begin{equation*}
\nabla_{\mathbf{v}} r(\mathbf{v})=\frac{\partial r(\mathbf{v})}{\partial \mathbf{v}}=2 \frac{\mathbf{R}_{\mathbf{x x}} \mathbf{v}\left(\mathbf{v}^{T} \mathbf{v}\right)-\mathbf{v}\left(\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}\right)}{\left(\mathbf{v}^{T} \mathbf{v}\right)^{2}} \tag{3.55}
\end{equation*}
$$

from which it follows that the stationary points corresponding to $\nabla_{\mathbf{v}} r(\mathbf{v})=\mathbf{0}$ satisfy

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}} \mathbf{v}=\frac{\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}}{\mathbf{v}^{T} \mathbf{v}} \mathbf{v} \tag{3.56}
\end{equation*}
$$

This equation can be easily satisfied if $\mathbf{v}$ is a unit length eigenvector of $\mathbf{R}_{\mathbf{x x}}$ with corresponding eigenvalue $\lambda=\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}$. Obviously, the minimum will correspond to the minimal eigenvalue of $\mathbf{R}_{\mathbf{x x}}$ and the maximum of $r(\mathbf{v})$ corresponds to the maximum eigenvalue. In the general case, the zeros of $\nabla_{\mathbf{v}} r(\mathbf{v})$ correspond to the eigenvectors of $\mathbf{R}_{\mathbf{x x}}$, which can be assumed to have unit length.

The above unconstrained optimization problem can also be formulated as a constrained one:

Maximize $\widetilde{\mathbf{J}}_{3}(\mathbf{v})=\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}$
subject to the constraints $\mathbf{v}^{T} \mathbf{v}=1$.
The Lagrangian for this constrained problem is

$$
\begin{equation*}
J_{3}(\mathbf{v}, \lambda)=\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}+\lambda\left(1-\mathbf{v}^{T} \mathbf{v}\right) \tag{3.57}
\end{equation*}
$$

where $\lambda \in \mathbb{R}$ is a scalar Lagrange multiplier. A necessary and sufficient condition for a stationary point corresponding to an eigenvalue of $\mathbf{R}_{\mathbf{x x}}$ is

$$
\begin{equation*}
\nabla_{\mathbf{v}} J_{3}(\mathbf{v}, \lambda)=\mathbf{0} \text { and } \nabla_{\lambda} J_{3}(\mathbf{v}, \lambda)=0 \tag{3.58}
\end{equation*}
$$

and corresponds to

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}} \mathbf{v}=\mathbf{v} \lambda, \quad \mathbf{v}^{T} \mathbf{v}=1 \tag{3.59}
\end{equation*}
$$

Alternatively, instead of the Lagrangian, we can employ the penalty method and formulate the following cost function

$$
\begin{equation*}
J_{4}(\mathbf{v})=\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}-\alpha\left(1-\mathbf{v}^{T} \mathbf{v}\right)^{2} \tag{3.60}
\end{equation*}
$$

where $\alpha$ is a positive penalty coefficient.
Alternative class of objective functions, based on an information-theoretic criterion has been recently proposed as ${ }^{4}$ [1, 3]

$$
\begin{equation*}
J_{5}(\mathbf{v})=\log \frac{\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}}{\mathbf{v}^{T} \mathbf{v}} \tag{3.61}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{6}(\mathbf{v})=\log \left(\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}\right)-\mathbf{v}^{T} \mathbf{v} \tag{3.62}
\end{equation*}
$$

Another important and relative simple cost function for PCA, that is not based on the Raleigh quotient is:

$$
\begin{equation*}
J_{7}((\mathbf{v}, c)=E\{\|\mathbf{x}-\mathbf{v} c\|\} \tag{3.63}
\end{equation*}
$$

where $c$ is a scalar 357.
Various cost functions used for derivation of PCA algorithms are summarized in Table 3.1 .

It is interesting to note that minimization of the above cost functions lead to adaptive algorithms written in the general form:

$$
\begin{equation*}
\mathbf{v}_{1}(k+1)=\mathbf{v}_{1}(k)+\eta_{1}(k) F\left[\mathbf{v}_{1}(k), \mathbf{R}_{\mathbf{x x}}^{(k)}\right] \tag{3.64}
\end{equation*}
$$

where the function $F$ can take various forms (see Table 3.2). The covariance matrix can be estimated on-line as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{x x}}^{(k-1)}+\eta_{0} \mathbf{x}(k) \mathbf{x}^{T}(k), \tag{3.65}
\end{equation*}
$$

where $\eta_{0}$ is the learning rate.

[^14]Table 3.1 Basic cost functions which maximization leads to adaptive PCA algorithms.
1.

$$
J_{1}(\mathbf{v})=-E\left\{\left\|\mathbf{x}-\mathbf{v} \mathbf{v}^{T} \mathbf{x}\right\|^{2}\right\} \cong-\sum_{k=1}^{N} \gamma^{N-k}\left\|\mathbf{x}(k)-\mathbf{v v}^{T} \mathbf{x}(k)\right\|^{2}
$$

2. $J_{2}(\mathbf{v})=\left(\mathbf{v}^{T} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{v}\right) /\left(\mathbf{v}^{T} \mathbf{v}\right)$
3. $\quad J_{3}(\mathbf{v})=\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}+\lambda\left(\mathbf{v}^{T} \mathbf{v}-1\right)$
4. $J_{4}(\mathbf{v})=\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}-\alpha\left(\mathbf{v}^{T} \mathbf{v}-1\right)^{2}$
5. $\quad J_{5}(\mathbf{v})=\log \left(\mathbf{v}^{T} \mathbf{R}_{\mathrm{xx}} \mathbf{v}\right) /\left(\mathbf{v}^{T} \mathbf{v}\right)$
6. $\quad J_{6}(\mathbf{v})=\log \left(\mathbf{v}^{T} \mathbf{R}_{\mathrm{xx}} \mathbf{v}\right)-\mathbf{v}^{T} \mathbf{v}$
7. $J_{7}(\mathbf{v})=E\{\|\mathbf{x}-\mathbf{v} c\|\}$

### 3.4.3 Fast PCA Algorithm Based on the Power Method

Alternative fast algorithms for PCA can easily be derived by using the power method and properties of the Rayleigh quotient [1003]. Assuming that the principal eigenvector $\mathbf{v}_{1}$ has unit length, i.e., $\mathbf{v}_{1}^{T} \mathbf{v}_{1}=1$, we can estimate it using the following iterations

$$
\begin{equation*}
\mathbf{v}_{1}(l+1)=\frac{\mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}(l)}{\mathbf{v}_{1}^{T}(l) \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}(l)} \tag{3.66}
\end{equation*}
$$

Taking into account that $y_{1}^{(l)}(k)=\mathbf{v}_{1}^{T}(l) \mathbf{x}(k)$ and $\widehat{\mathbf{R}}_{\mathbf{x} \mathbf{x}}=\left\langle\mathbf{x}(k) \mathbf{x}^{T}(k)\right\rangle$, we can finally use the following simplified formula

$$
\begin{equation*}
\mathbf{v}_{1}(l+1)=\frac{\sum_{k=1}^{N} y_{1}^{(l)}(k) \mathbf{x}(k)}{\sum_{k=1}^{N}\left[y_{1}^{(l)}(k)\right]^{2}} \tag{3.67}
\end{equation*}
$$

or more generally, for a number of higher PCs, we use the deflation approach as

$$
\begin{equation*}
\mathbf{v}_{i}(l+1)=\frac{\sum_{k=1}^{N} y_{i}^{(l)}(k) \mathbf{x}_{i}(k)}{\sum_{k=1}^{N}\left[y_{i}^{(l)}(k)\right]^{2}}, \quad(i=1,2, \ldots, n) \tag{3.68}
\end{equation*}
$$

where $y_{i}^{(l)}(k)=\mathbf{v}_{i}^{T}(l) \mathbf{x}_{i}(k)$. After convergence of the vector $\mathbf{v}_{i}(l)$ to $\mathbf{v}_{i *}$, we perform the deflation as: $\mathbf{x}_{i+1}=\mathbf{x}_{i}-\mathbf{v}_{i *} y_{i}, \quad \mathbf{x}_{1}=\mathbf{x}$.

Table 3.2 Basic adaptive learning algorithms for principal component analysis (PCA).

| No. Learning Algorithm | Notes, References |
| :--- | :--- |

1. $\tilde{\mathbf{v}}_{1}(k+1)=\mathbf{v}_{1}(k)+\eta_{1} \mathbf{v}_{1}^{T}(k) \mathbf{x}(k) \mathbf{x}(k) \quad$ Amari (1978) [20]
$\mathbf{v}_{1}(k+1)=\tilde{\mathbf{v}}_{1}(k+1) /\left\|\tilde{\mathbf{v}}_{1}(k+1)\right\|^{2}$
2. $\Delta \mathbf{v}_{1}=\eta_{1}\left[\mathbf{R}_{\mathrm{xx}} \mathbf{v}_{1}-\mathbf{v}_{1} \mathbf{v}_{1}^{T} \mathbf{R}_{\mathrm{xx}} \mathbf{v}_{1}\right] \quad$ Oja (1982) 918
$\cong \eta_{1}\left[y_{1} \mathbf{x}-\left|y_{1}\right|^{2} \mathbf{v}_{1}\right]$
3. $\Delta \mathbf{v}_{1}=\eta_{1}\left[\mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}\left(\mathbf{v}_{1}^{T} \mathbf{v}_{1}\right)-\mathbf{v}_{1} \mathbf{v}_{1}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}\right] \quad$ Chen, Amari (1998) [189]

$$
\cong \eta_{1}\left[y_{1} \mathbf{x v}_{1}^{T} \mathbf{v}_{1}-y_{1}^{2} \mathbf{v}_{1}\right]
$$

4. $\Delta \mathbf{v}_{1}=\eta_{1}\left[y_{1} \mathbf{x}-\left\|\mathbf{v}_{1}\right\|^{2} \mathbf{v}_{1}\right] \quad$ Yuille et al. (1994) 1341]
5. $\Delta \mathbf{v}_{1}=\left(\frac{\mathbf{R}_{\mathrm{xx}} \mathbf{v}_{1}}{\mathbf{v}_{1}^{T} \mathbf{R}_{\mathrm{xx}} \mathbf{v}_{1}}-\mathbf{v}_{1}\right) \quad$ Roweis (1998) 1017.

$$
\cong \frac{\sum_{k=1}^{N} y_{1}(k) \mathbf{x}(k)}{\sum_{k=1}^{N} y_{1}^{2}(k)}-\mathbf{v}_{1}
$$

6. $\Delta \mathbf{v}_{1}=\eta_{1} g\left(\mathbf{v}_{1}^{T} \mathbf{v}_{1}\right)\left[\mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}-\mathbf{v}_{1}\left(\mathbf{v}_{1}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1} / \mathbf{v}_{1}^{T} \mathbf{v}_{1}\right)\right] \quad$ Luo et al. (1996),
$g\left(\mathbf{v}_{1}^{T} \mathbf{v}_{1}\right)=1$ or $\mathbf{v}_{1}^{T} \mathbf{v}_{1}$ or $\left(\mathbf{v}_{1}^{T} \mathbf{v}_{1}\right)^{-1}$
Chatterje (1999) 177
7. $\Delta \mathbf{v}_{1}=\eta_{1}\left[\mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}-\mathbf{v}_{1} \mathbf{v}_{1}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}-\mathbf{v}_{1}\left(1-\mathbf{v}_{1}^{T} \mathbf{v}_{1}\right)\right] \quad$ Abed-Meraim, Douglas,

$$
\cong \eta_{1}\left[y_{1} \mathbf{x}-\left|y_{1}\right|^{2} \mathbf{v}_{1}-\mathbf{v}_{1}\left(1-\mathbf{v}_{1}^{T} \mathbf{v}_{1}\right)\right] \quad \text { Hua, Chatterje (1999) } 178
$$

8. $\left.\Delta \mathbf{v}_{1}=\eta_{1}\left[2 \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}-\mathbf{v}_{1} \mathbf{v}_{1}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}_{1}-\mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{v}_{1} \mathbf{v}_{1}^{T} \mathbf{v}_{1}\right)\right] \quad$ Abed-Meraim, Douglas, 3, 413,

$$
\left.\cong \eta_{1}\left[2 y_{1} \mathbf{x}-\left|y_{1}\right|^{2} \mathbf{v}_{1}-y_{1} \mathbf{v}_{1}^{T} \mathbf{v}_{1} \mathbf{x}\right)\right] \quad \text { Hua (1999) [578 }
$$

9. $\Delta \mathbf{v}_{1}=\eta_{1} y_{1} \Psi_{1}\left(\mathbf{x}-y_{1} \mathbf{v}_{1}\right)$

Robust Algorithm,
Cichocki - Unbehauen (1993) [281]
10. $\quad y_{i}(k)=\mathbf{v}_{i}^{T}(k) \mathbf{x}_{i}(k)$

Fast RLS Algorithm, Cichocki,
$\eta_{i}^{-1}(k)=\gamma \eta_{i}^{-1}(k-1)+\left|y_{i}(k)\right|^{2} \quad$ Kasprzak, Skarbek [281, 269,
$\mathbf{v}_{i}(k+1)=\frac{y_{i}(k)}{\eta_{i}^{-1}(k)}\left[\mathbf{x}_{i}(k)-y_{i}(k) \mathbf{v}_{i}(k)\right]$
Yang (1995) 1318
$\mathbf{x}_{i+1}(k+1)=\mathbf{x}_{i}(k)-y_{i}(k) \mathbf{v}_{i *}$
$\mathbf{x}_{1}(k)=\mathbf{x}(k), \quad \eta_{i}^{-1}(0)=\sigma_{y i}^{2}=E\left\{\left|y_{i}\right|^{2}\right\}$

The above fast PCA algorithm can be rigorously derived in a slightly modified form by minimizing the cost function:

$$
\begin{align*}
J_{1}\left(\mathbf{v}, y^{(l)}\right) & =\sum_{k=1}^{N}\left\|\mathbf{x}(k)-y^{(l)} \mathbf{v}\right\|_{2}^{2}  \tag{3.69}\\
& =\sum_{k=1}^{N}\|\mathbf{x}(k)\|_{2}^{2}+\|\left.\mathbf{v}\right|_{2} ^{2} \sum_{k=1}^{N}\left[y^{(l)}(k)\right]^{2}-2 \mathbf{v}^{T} \sum_{k=1}^{N} y^{(l)}(k) \mathbf{x}(k)
\end{align*}
$$

subject to the constraint $\|\mathbf{v}\|=1$. The above cost function achieves equilibrium when the gradient of $J_{2}$ is zero, i.e., at

$$
\begin{equation*}
\mathbf{v}_{*}=\frac{\sum_{k=1}^{N} y_{*}(k) \mathbf{x}(k)}{\sum_{k=1}^{N} y_{*}^{2}(k)} \tag{3.70}
\end{equation*}
$$

This suggests the following iteration formula [1017, 1148]:

$$
\begin{equation*}
\mathbf{v}(l+1)=\frac{\sum_{k=1}^{N} y^{(l)}(k) \mathbf{x}(k)}{\left\|\sum_{k=1}^{N} y^{(l)}(k) \mathbf{x}(k)\right\|_{2}} \tag{3.71}
\end{equation*}
$$

## Outline of the fast PCA algorithm:

1. Initialization: set $\mathbf{v}_{1}(0) \neq \mathbf{0}$ for $l=0$
2. Set $y_{1}^{(l)}(k)=\mathbf{v}_{1}^{T}(l) \mathbf{x}(k), \quad(k=1,2, \ldots, N)$
3. Compute

$$
\mathbf{v}_{1}(l+1)=\frac{\sum_{k=1}^{N} y_{1}^{(l)}(k) \mathbf{x}(k)}{\left\|\sum_{k=1}^{N} y_{1}^{(l)}(k) \mathbf{x}(k)\right\|_{2}}
$$

4. Stop if $\left(1-\frac{J_{1}\left(\mathbf{v}_{1}^{(l+1)}\right)}{J_{1}\left(\mathbf{v}_{1}^{(l)}\right)}\right)$ is less than a certain small threshold $\varepsilon$. Otherwise, let $l:=l+1$ and go to step 2.

It should be noted that the convergence rate of the power algorithm depends on a ratio $\lambda_{2} / \lambda_{\max }$, where $\lambda_{2}$ is the second largest eigenvalue of $\mathbf{R}_{\mathbf{x x}}$. This ratio is generally smaller than one, allowing adequate convergence of the algorithm. However, if the eigenvalue $\lambda_{1}=\lambda_{\max }$ has one or more other eigenvalues of $\mathbf{R}_{\mathbf{x x}}$ close by, in other words, when $\lambda_{1}$ belongs to a cluster of eigenvalues then the ratio can be very close to one, causing very slow convergence and in consequence the estimated eigenvector $\mathbf{v}$ may be inaccurate. For multiple eigenvalues the power method fails to converge.

### 3.4.4 Inverse Power Iteration Method

The drawback of the power method can be partially overcome by applying the power method to the matrix $\mathbf{T}_{\mathbf{x x}}=\left(\mathbf{R}_{\mathbf{x x}}-\sigma \mathbf{I}\right)^{-1}$ instead of $\mathbf{R}_{\mathbf{x x}}$, where $\sigma$ is positive coefficient, called shift, specified by the user. This method converges to the eigenvector corresponding to the eigenvalue $\lambda_{j}$ closest to $\sigma$ rather $\lambda_{\max }$. The method is called inverse power iteration and can formulated as the following algorithm:

$$
\begin{equation*}
\mathbf{v}_{T}(l+1)=\frac{\mathbf{T}_{\mathbf{x x}} \mathbf{v}_{T}(l)}{\left\|\mathbf{T}_{\mathbf{x x}} \mathbf{v}_{T}(l)\right\|_{2}}=\frac{\mathbf{z}^{(l)}}{\left\|\mathbf{z}^{(l)}\right\|_{2}} \tag{3.72}
\end{equation*}
$$

where $\mathbf{z}^{(l)}=\left[\mathbf{R}_{\mathbf{x x}}-\sigma \mathbf{I}\right]^{-1} \mathbf{v}(l)$. The stop criteria can be easily established as: $\| \mathbf{z}^{(l)}-$ $\lambda_{T}(l) \mathbf{v}(l) \|_{2} \leq \varepsilon$, where $\lambda_{T}=\mathbf{v}_{T}(l) \mathbf{z}^{(l)}$ and $\varepsilon$ is a small threshold. After convergence $\mathbf{v}_{j}=\mathbf{v}_{T} / \lambda_{T}$ and $\lambda_{j}=\sigma+1 / \lambda_{T}$.

The inverse power method converges if $\mathbf{v}_{T}(0)$ is not perpendicular to $\mathbf{v}_{j}$. The convergence rate is $\left|\left(\lambda_{j}-\sigma\right) /\left(\lambda_{i}-\sigma\right)\right|$, where $\lambda_{i}$ is an eigenvalue of $\mathbf{R}_{\mathbf{x x}}$ such that $\left|\lambda_{i}-\sigma\right|^{-1}$ is the second largest eigenvalue of $\mathbf{T}_{\mathbf{x x}}=\left(\mathbf{R}_{\mathbf{x x}}-\sigma \mathbf{I}\right)^{-1}$ in magnitude. The algorithm is particularly effective when we have a good approximation to an eigenvalue for which we want compute the eigenvector. By choosing $\sigma$ very close to a desired eigenvalue, the algorithm can converge very quickly [62]. One advantage of the inverse power method is its ability to converge to any desired eigenvalue closest to $\sigma$. Another efficient and fast algorithms for the eigenvalue problems the reader can find in the excellent book [62].

### 3.5 ROBUST PCA

The learning algorithms discussed in the previous sections (e.g., (3.27), (3.28)) are optimal only for a Gaussian distribution of the input data and they are rather very sensitive to impulsive noise or outliers.

Remark 3.4 It is well known that standard PCA is optimal in the sense of Mean Square Error (MSE). However, the estimation based on MSE is rather sensitive to non Gaussian noise or outliers, so it is not a robust estimator. It is interesting to note that choosing the 1-norm (or more generally robust criteria) instead of the 2 -norm cost function (3.69)), we may obtain a more robust estimation of components when signals are corrupted by noise or outliers.

Many approaches can be taken to increase the robustness of PCA with respect to noise and outliers. Firstly, outlying measurements can be eliminated from the data; secondly outliers can be suppressed or modified by replacing them with more appropriate values; and finally, more robust criteria can be applied.

In order to derive more robust algorithms, we can formulate a cost function as:

$$
\begin{equation*}
J_{1 \rho}\left(\mathbf{v}_{1}\right) \triangleq \boldsymbol{\rho}\left(\mathbf{e}_{1}\right)=\sum_{p=1}^{m} \rho_{p}\left(e_{1 p}\right) \tag{3.73}
\end{equation*}
$$

where

$$
\boldsymbol{\rho}\left(\mathbf{e}_{1}\right) \triangleq \sum_{p=1}^{m} \rho_{p}\left(e_{1 p}\right)
$$

and $\rho_{i}\left(e_{1 i}\right)$ are real, typically convex, functions known in statistics as "robust loss functions". In order to reduce the influence of outliers many different robust loss functions $\rho(e)$ have been proposed. Here, we give only four examples (see Table 2.1) [281]:

1. The absolute value function (i.e., 1-norm criterion)

$$
\begin{equation*}
\rho_{A}(e)=|e| \tag{3.74}
\end{equation*}
$$

2. Huber's function

$$
\rho_{H}(e)=\left\{\begin{array}{lll}
e^{2} / 2 & \text { for } & |e| \leq \beta,  \tag{3.75}\\
\beta|e|-\beta^{2} / 2 & \text { for } & |e|>\beta,
\end{array}\right.
$$

3. Talvar's function

$$
\rho_{T}(e)=\left\{\begin{array}{lll}
e^{2} / 2 & \text { for } & |e| \leq \beta,  \tag{3.76}\\
\beta^{2} / 2 & \text { for } & |e|>\beta,
\end{array}\right.
$$

4. The logistic function

$$
\begin{equation*}
\rho_{L}(e)=\beta^{2} \log (\cosh (e / \beta)), \tag{3.77}
\end{equation*}
$$

where $\beta>0$ is a problem dependent parameter, called the cut-off parameter (typically $1 \leq \beta \leq 3$ ). Typical robust loss (cost) functions and their influence (activation) functions defined by

$$
\begin{equation*}
\Psi_{p}\left(e_{p}\right) \triangleq \frac{\partial \rho_{p}}{\partial e_{p}} \tag{3.78}
\end{equation*}
$$

are collected in Table 2.1.
Generally speaking, a suitable choice of the loss function depends on the distribution of the input vector $\mathbf{x}(t)$. Applying a standard gradient descent approach to the energy function (3.73) after some mathematical manipulations, we obtain a learning algorithm (generalization of Equation (3.27)).

$$
\begin{equation*}
\frac{d v_{1 p}}{d t}=\mu_{1}\left[y_{1} \Psi_{p}\left(e_{1 p}\right)+x_{p} \sum_{h=1}^{m} v_{1 h} \Psi_{h}\left(e_{1 h}\right)\right], \tag{3.79}
\end{equation*}
$$

where $\mu_{1}(t)>0$ and

$$
\Psi_{p}\left(e_{1 p}\right) \triangleq \frac{\partial \rho_{p}\left(e_{1}\right)}{\partial e_{1 p}}
$$

The above learning algorithm can be written in matrix form as

$$
\begin{equation*}
\frac{d \mathbf{v}_{1}}{d t}=\mu_{1}\left[y_{1} \boldsymbol{\Psi}\left(\mathbf{e}_{1}\right)+\mathbf{x v}_{1}^{T} \boldsymbol{\Psi}\left(\mathbf{e}_{1}\right)\right] \tag{3.80}
\end{equation*}
$$

where

$$
\boldsymbol{\Psi}\left(\mathbf{e}_{1}\right) \triangleq\left[\Psi_{1}\left(e_{11}\right), \Psi_{2}\left(e_{12}\right), \ldots, \Psi_{n}\left(e_{1 m}\right)\right]^{T}
$$

The simplified (approximated) version of the above learning rule takes the form

$$
\begin{equation*}
\frac{d \mathbf{v}_{1}}{d t}=\mu_{1} y_{1} \mathbf{\Psi}\left(\mathbf{e}_{1}\right)=\mu_{1} y_{1} \mathbf{\Psi}\left[\mathbf{x}-\mathbf{v}_{1} y_{1}\right] \tag{3.81}
\end{equation*}
$$

with $\mu_{1}>0$.
By using the self-supervising principle and a cascade hierarchical neural network the above learning rules (3.79), (3.80) and (3.81) can easily be extended to obtain a number of (higher) PCs. In other words, the learning algorithm for the extraction of the second PC $\left(y_{2}\right)$ corresponding to the second largest eigenvalue $\lambda_{2}=E\left\{y_{2} y_{2}^{*}\right\}$, is performed in a similar way as the first component, but we apply the extraction process not directly to the input data $\mathbf{x}$ but to the available errors

$$
\begin{equation*}
\tilde{\mathbf{x}_{1}} \triangleq \mathbf{e}_{1}=\mathbf{x}-\hat{\mathbf{x}}=\left(\mathbf{x}-\mathbf{v}_{1} y_{1}\right) \tag{3.82}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{2} \triangleq \mathbf{v}_{2}^{T} \mathbf{e}_{1} \tag{3.83}
\end{equation*}
$$

In general, the sequence of the cost functions can be formulated as

$$
\begin{equation*}
J_{\rho}\left(\mathbf{v}_{i}\right) \triangleq \boldsymbol{\rho}\left(\mathbf{e}_{i}\right)=\sum_{p=1}^{m} \rho_{p}\left(e_{i p}\right), \quad(i=1,2, \ldots, n) \tag{3.84}
\end{equation*}
$$

where $\mathbf{e}_{i}=\mathbf{e}_{i-1}-\mathbf{v}_{i} y_{i}, y_{i}=\mathbf{v}_{i}^{T} \mathbf{e}_{i-1}$, with $\mathbf{e}_{0}(t) \triangleq \mathbf{x}(t)$. The minimization of these cost functions by the gradient descent technique leads to an adaptive learning algorithm

$$
\begin{equation*}
\frac{d \mathbf{v}_{i}}{d t}=\mu_{i}\left[y_{i} \boldsymbol{\Psi}\left(e_{i}\right)+\mathbf{e}_{i-1} \mathbf{v}_{i}^{T} \boldsymbol{\Psi}\left(\mathbf{e}_{i}\right)\right] \tag{3.85}
\end{equation*}
$$

for any $\mathbf{v}_{i}(0) \neq \mathbf{0},(i=1,2, \ldots, n)$, where

$$
\begin{aligned}
\mu_{i}(t) & >0 \\
\boldsymbol{\Psi}\left(\mathbf{e}_{i}\right) & =\left[\Psi_{1}\left(e_{i 1}\right), \Psi_{2}\left(e_{i 2}\right), \ldots, \Psi_{m}\left(e_{i m}\right)\right]^{T} \\
\Psi_{p}\left(e_{i p}\right) & =\frac{\partial \rho_{p}\left(e_{i p}\right)}{\partial e_{i p}}, \quad\left(\text { e.g., } \quad \Psi_{p}\left(e_{i p}\right)=\tanh \left(e_{i p} / \beta\right)\right) \\
\mathbf{e}_{0}(t) & =\mathbf{x}(t)
\end{aligned}
$$

Usually, the second term in Equation (3.85) is relatively small and can be neglected ${ }^{5}$, thus yielding a simplified version of the learning algorithm for extraction of the first $m$ PCs:

$$
\begin{equation*}
\frac{d \mathbf{v}_{i}(t)}{d t}=\mu_{i}(t) y_{i}(t) \boldsymbol{\Psi}\left[\mathbf{e}_{i}(t)\right] \tag{3.86}
\end{equation*}
$$

or in a discrete-time form as

$$
\begin{equation*}
\mathbf{v}_{i}(k+1)=\mathbf{v}_{i}(k)+\eta_{i}(k) y_{i}(k) \boldsymbol{\Psi}\left[\mathbf{e}_{i}(k)\right] \tag{3.87}
\end{equation*}
$$

with $\mathbf{v}_{i}(0) \neq \mathbf{0}, \eta_{i}(k)>0$.

### 3.6 ADAPTIVE LEARNING ALGORITHMS FOR SEQUENTIAL MINOR COMPONENTS EXTRACTION

In contrast to principal components which are directions in which the data have the largest variances the minor components are directions in which the data have the smallest variances. In other words, the minor component analysis (MCA) is the eigenvalue decomposition (EVD) problem of finding the smallest eigenvalues and corresponding eigenvectors.

One would expect that algorithms similar to PCA could be applied, however a simple change of sign of the learning rate causes most of the algorithms to be numerically unstable. Therefore, special stabilizing terms are usually introduced to provide stability for the algorithms. For example, the Amari/Oja learning rule for PCA can be modified for MCA as follows

$$
\begin{equation*}
\mathbf{v}(k+1)=\mathbf{v}(k)-\eta(k)\left[y(k) \mathbf{x}(k)-y^{2}(k) \mathbf{v}(k)+\left(\mathbf{v}^{T}(k) \mathbf{v}(k)-1\right) \mathbf{v}(k)\right] \tag{3.88}
\end{equation*}
$$

where $\mathbf{v}$ is the eigenvector corresponding to the smallest eigenvalue $\lambda_{\min }=E\left\{y^{2}\right\}=$ $E\left\{\left(\mathbf{v}^{T} \mathbf{x}\right)^{2}\right\}<1$. It should be noted that the auxiliary penalty term $\left(\mathbf{v}^{T} \mathbf{v}-1\right) \mathbf{v}$ is added ensuring stability of the algorithm by forcing vector $\mathbf{v}$ to tend towards unit length $(\|\mathbf{v}\|=1)$.

A wide class of MCA algorithms can be derived from the unconstrained minimization problem

$$
\begin{equation*}
\min _{\mathbf{v} \in \mathbb{R}^{m}} r(\mathbf{v}) / 2 \quad \text { with } \quad r(\mathbf{v})=\frac{\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}}{\mathbf{v}^{T} \mathbf{v}} \tag{3.89}
\end{equation*}
$$

Applying the gradient descent approach directly, we obtain a system of nonlinear ordinary differential equations (ODE)

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=-\mu \nabla_{v} r(\mathbf{v})=-\mu \frac{\partial r(\mathbf{v})}{\partial \mathbf{v}}=-\mu\left[\frac{\mathbf{R}_{\mathbf{x x}} \mathbf{v} \mathbf{v}^{T} \mathbf{v}-\mathbf{v}\left(\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}\right)}{\left(\mathbf{v}^{T} \mathbf{v}\right)^{2}}\right] \tag{3.90}
\end{equation*}
$$

where $\mu(t)>0$ is a learning rate.

[^15]An important property of the above flow is its isonormal property, i.e., the norm of the vector $\mathbf{v}(t)$ is constant over time. This is easy to prove due to

$$
\begin{equation*}
\frac{d\|\mathbf{v}\|^{2}}{d t}=2 \mathbf{v}^{T} \frac{d \mathbf{v}}{d t}=0 \tag{3.91}
\end{equation*}
$$

with initial conditions $\|\mathbf{v}(0)\| \neq \mathbf{0}$. Hence, $\mathbf{v}(t)$ is constant over time with

$$
\begin{equation*}
\|\mathbf{v}(t)\|=\|\mathbf{v}(0)\|, \quad \forall t \geqslant 0 \tag{3.92}
\end{equation*}
$$

Without loss of generality, we can assume that $\|\mathbf{v}(0)\|=1$. This means that the state vector of the above nonlinear system (3.91) evolves on a sphere with unit radius. In fact, the term $\mathbf{v}^{T} \mathbf{v}$ can be neglected or formally absorbed by a positive learning rate $\widetilde{\mu}(t)$, that is,

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=-\widetilde{\mu}\left(\mathbf{R}_{\mathbf{x x}} \mathbf{v}-\mathbf{v} \frac{\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}}{\mathbf{v}^{T} \mathbf{v}}\right) \tag{3.93}
\end{equation*}
$$

The flow is isonormal and it will converge to the eigenvector corresponding to the minimal eigenvalue of the covariance matrix $\mathbf{R}_{\mathbf{x x}}$. This flow can also be interpreted as a special case of Brockett's double bracket flow [113, 114].

On the basis of equation (3.93), several extensions or modifications have been proposed in the literature, which can be written in the general form as follows:

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=-\mu(t) g\left(\mathbf{v}^{T} \mathbf{v}\right)\left(\mathbf{R}_{\mathbf{x x}} \mathbf{v}-\frac{\mathbf{v}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{v}}{\mathbf{v}^{T} \mathbf{v}} \mathbf{v}\right) \tag{3.94}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=-\mu(t) \frac{g\left(\mathbf{v}^{T} \mathbf{v}\right)}{\mathbf{v}^{T} \mathbf{v}}\left[\mathbf{R}_{\mathbf{x x}} \mathbf{v} \mathbf{v}^{T} \mathbf{v}-\left(\mathbf{v}^{T} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{v}\right) \mathbf{v}\right] \tag{3.95}
\end{equation*}
$$

where $g\left(\mathbf{v}^{T} \mathbf{v}\right)$ can take various forms, e.g., $\left(\mathbf{v}^{T} \mathbf{v}\right), \mathbf{1},\left(\mathbf{v}^{T} \mathbf{v}\right)^{-1}$.
The discrete-time algorithms can be written in their simplest forms as:

$$
\begin{equation*}
\mathbf{v}(k+1)=\mathbf{v}(k)-\eta(k)\left[\mathbf{R}_{\mathbf{x} \mathbf{x}}^{(k)} \mathbf{v}(k)-\frac{\mathbf{v}^{T}(k) \mathbf{R}_{\mathbf{x} \mathbf{x}}^{(k)} \mathbf{v}(k)}{\mathbf{v}^{T}(k) \mathbf{v}(k)} \mathbf{v}(k)\right] \tag{3.96}
\end{equation*}
$$

and its on-line version

$$
\begin{equation*}
\mathbf{v}(k+1)=\mathbf{v}(k)-\eta(k) g\left(\left\|\mathbf{v}^{2}(k)\right\|\right)\left[y(k) \mathbf{x}(k)-\frac{y^{2}(k)}{\mathbf{v}^{T}(k) \mathbf{v}(k)} \mathbf{v}(k)\right] \tag{3.97}
\end{equation*}
$$

where $y(k)=\mathbf{v}^{T} \mathbf{x}(k)$.
Unfortunately, due to numerical approximation the above discrete-time algorithms are unstable (i.e., they can diverge after a large number of iterations unless the normalization to unit length is performed every few iterations). To prevent this instability, the learning

Table 3.3 Basic adaptive learning algorithms for minor component analysis (MCA).

No. Learning Algorithm
Notes, References

1. $\overline{\mathbf{v}}_{n}(k+1)=\mathbf{v}_{n}(k)-\eta_{n}(k) y_{n}(k)\left[\mathbf{x}(k)-y_{n}(k) \mathbf{v}_{n}(k)\right] \quad$ Oja (1992) 910
$\mathbf{v}_{n}(k+1)=\overline{\mathbf{v}}_{n}(k+1) /\left\|\overline{\mathbf{v}}_{n}(k+1)\right\|$
or
$\Delta \mathbf{v}_{n}(k)=-\eta_{n}(k)\left[y_{n}(k) \mathbf{x}(k)-y_{n}^{2}(k) \mathbf{x}(k)+\right.$ $\left.+\mathbf{v}_{n}(k)\left(\mathbf{v}_{n}^{T}(k) \mathbf{v}_{n}(k)-1\right)\right]$
2. $\Delta \mathbf{v}_{n}(k)=-\eta_{n}(k) g\left(\mathbf{v}_{n}^{T} \mathbf{v}_{n}\right)\left[y_{n}(k) \mathbf{x}(k)-\frac{y_{1}^{2}(k)}{\left\|\hat{\mathbf{v}}_{n}(k)\right\|_{2}^{2}} \mathbf{v}_{n}(k)\right] \quad$ Oja (1991) [910],
where
Luo et al. (1997),
$g\left(\mathbf{v}^{T} \mathbf{v}\right)=1$ or $\mathbf{v}_{n}^{T} \mathbf{v}_{n}$ or $\left(\mathbf{v}_{n}^{T} \mathbf{v}_{n}\right)^{-1} \quad$ Cirrincione (1998) [293]
3. $\Delta \mathbf{v}_{n}(k)=-\eta_{n}(k)\left[y_{n}(k) \mathbf{x}(k)-\frac{y_{1}^{2}(k)}{\left\|\mathbf{v}_{n}(k)\right\|_{2}^{4}} \mathbf{v}_{n}(k)\right] \quad \mathrm{Xu}(1994)$ [1309, 1310
4. $\Delta \mathbf{v}_{n}(k)=-\eta_{n}(k) y_{n}(k)\left[\left\|\mathbf{v}_{n}\right\|_{2}^{2} \mathbf{x}(k)-y_{n}(k) \mathbf{v}_{n}(k)\right]$

Chen, Amari, Lin 189
(1998)
5. $\quad \Delta \mathbf{v}_{n}(k)=-\eta_{n}(k) y_{n}(k)\left[\left\|\mathbf{v}_{n}\right\|_{2}^{4} \mathbf{x}(k)-y_{n}(k) \mathbf{v}_{n}(k)\right]$

Douglas, Kung, 413
Amari (1998) 189
6. $\quad \Delta \mathbf{v}_{n}(k)=-\eta_{n}(k)\left[y_{n}(k) \mathbf{x}(k)+\log \left(\left\|\mathbf{v}_{n}(k)\right\|_{p}\right) \mathbf{v}_{n}(k)\right]$
7. $\Delta \mathbf{v}_{n}(k)=-\eta_{n}(k)\left[y_{n}(k) \mathbf{x}(k)+\left(d-\left\|\mathbf{v}_{1}(k)\right\|_{p}\right) \mathbf{v}_{n}(k)\right]$ Zhang-Leung (1997)
where $d>\lambda_{\text {max }}$
8. $\quad \Delta \mathbf{v}_{n}(k)=-\eta_{n}(k)\left[\mathbf{v}_{n}(k)-y_{n}(k) \mathbf{x}(k)\left\|\mathbf{v}_{n}\right\|_{p}\right]$
9. $\quad y_{i}(k)=\mathbf{v}_{i}^{T}(k) \mathbf{x}_{i}(k)$

Sakai and Shimizu
$\eta_{i}^{-1}(k)=\gamma \eta_{i}^{-1}(k-1)+\left|y_{i}(k-1)\right|^{2}, \eta_{i}^{-1}(0)=E\left\{\left|y_{i}\right|^{2}\right\} \quad$ (1997) [1029]
$\overline{\mathbf{v}}_{i}(k+1)=\mathbf{v}_{i}(k)-\frac{y_{i}(k)}{\eta_{i}^{-1}(k)}\left[\mathbf{x}_{i}(k)-y_{i}(k) \mathbf{v}_{i}(k)\right]$
$\left.\overline{\mathbf{v}}_{i}:=\overline{\mathbf{v}}_{i}-\sum_{j=n}^{i+1}\left(\overline{\mathbf{v}}_{i}^{T} \overline{\mathbf{v}}_{j}\right) \overline{\mathbf{v}}_{j}, \quad \mathbf{v}_{i}=\overline{\mathbf{v}}_{i} / \| \overline{\mathbf{v}}_{i}\right) \|_{2}$
$\mathbf{x}_{i-1}(k)=\mathbf{x}_{i}(k)+\gamma_{n} y_{i}(k) \mathbf{v}_{i *}, \quad \mathbf{x}_{n}=\mathbf{x}(k)$
for $i=m, m-1, \ldots, m-n+1$
rate $\eta(k)$ must decay exponentially to zero or we need to orthonormalize the vector $\mathbf{v}(k)$ after every few iterations by formally taking:

$$
\begin{equation*}
\mathbf{v}(k):=\frac{\mathbf{v}(k)}{\|\mathbf{v}(k)\|} \tag{3.98}
\end{equation*}
$$

After extraction of the first minor component, in order to extract the next minor component, instead of eliminating the vector $\mathbf{v}=\mathbf{v}_{n}$ from the sampled covariance matrix, we attempt to make it the greatest principal component of the new covariance matrix defined as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}}^{(2)}=\mathbf{R}_{\mathbf{x x}}^{(1)}+\gamma_{n} \mathbf{v}_{n} \mathbf{v}_{n}^{T}, \tag{3.99}
\end{equation*}
$$

where $\mathbf{R}_{\mathbf{x x}}^{(1)}=E\left\{\mathbf{x} \mathbf{x}^{T}\right\}=\sum_{i=1}^{n} \lambda_{i} \mathbf{v}_{i} \mathbf{v}_{i}^{T}$ and $\gamma_{n}$ is a fixed constant larger that $\lambda_{1}$.
All the above algorithms for MCA are rather slow and their convergence speed strongly depends on the learning rate $\eta(k)$.

Recently, Sakai and Shimizu extended and modified a fast PCA RLS algorithm (3.34) (3.39) for MCA [1029] (see also ([281]):

$$
\begin{align*}
& y_{i}(k)=\mathbf{v}_{i}^{T}(k) y_{i}(k),  \tag{3.100}\\
& \overline{\mathbf{v}}_{i}(k+1)=\mathbf{v}_{i}(k)-\frac{y_{i}(k)}{\eta_{i}^{-1}(k)}\left[\mathbf{x}_{i}(k)-y_{i}(k) \mathbf{v}_{i}(k)\right]  \tag{3.101}\\
& \eta_{i}^{-1}(k+1)=\gamma \eta_{i}^{-1}(k)+\left|y_{i}(k)\right|^{2},  \tag{3.102}\\
& \overline{\mathbf{v}}_{i}:=\overline{\mathbf{v}}_{i}-\sum_{j=m}^{i+1}\left(\overline{\mathbf{v}}_{i}^{T} \overline{\mathbf{v}}_{j}\right) \overline{\mathbf{v}}_{j}, \quad \mathbf{v}_{i}(k)=\overline{\mathbf{v}}_{i}(k)\left(\overline{\mathbf{v}}_{i}^{T}(k) \overline{\mathbf{v}}_{i}(k)\right)^{-1 / 2}  \tag{3.103}\\
& \mathbf{x}_{i-1}(k)=\mathbf{x}_{i}+\gamma_{m} y_{i}(k) \mathbf{v}_{i}(k)  \tag{3.104}\\
& \mathbf{x}_{n}(k)=\mathbf{x}(k), \quad i=m, m-1, \ldots \tag{3.105}
\end{align*}
$$

where $\gamma_{m}>\lambda_{1}$.
The main difference between this algorithm and the RLS PCA algorithm (3.34) - (3.39) lies in changing the sign of the learning rate, the orthonormalization of vector $\mathbf{v}_{i}(k)$ in each iteration step and different deflation procedure, which shifts the already extracted minor components to the principal components.

### 3.7 UNIFIED PARALLEL ALGORITHMS FOR ESTIMATING PRINCIPAL COMPONENTS, MINOR COMPONENTS AND THEIR SUBSPACES

In the previous sections, we have presented simple fast local algorithms which enable us to extract principal and minor components sequentially one by one. In this section, we will present a more general and unified approach which allows us to estimate principal and minor components in parallel. Moreover, the discussed algorithms can also be used for principal subspace analysis (PSA) and minor subspace analysis (MSA). When we have interest only in the subspace spanned by the $n$ largest or smallest eigenvectors, we do not need to identify the respective eigenvectors $\mathbf{v}_{i}$, but any set of $\tilde{\mathbf{v}}_{i}$ 's, which span the same subspace as $\mathbf{v}_{i}$ 's, are
sufficient. Indeed, when there are multiplicity in the eigenvalues, say $\lambda_{1}=\lambda_{2}$, we cannot obtain $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ uniquely, but obtain the subspace spanned by $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$. Such a problem is called the principal subspace or minor subspace extraction.

All these problems (PCA, PSA, MCA and MSA) are very similar, including sequential extraction $(n=1)$ as a special case. Therefore, it is desirable to obtain a general unified principle applicable to all of these problems and obtain algorithms in a unified way. The principle should elucidate the structure of the PCA and MCA problems, and not only explain most algorithms proposed so far, but give unified algorithms.

### 3.7.1 Cost Function for Parallel Processing

We first explain the idea intuitively. Let $\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ and $\left\{d_{1}, \cdots, d_{m}\right\}$ be two sets of $m$ positive numbers, where $d_{1}>\cdots>d_{m}>0$. Consider the problem to maximize (or minimize) the sum

$$
\begin{equation*}
S=\sum_{i=1}^{m} \lambda_{i^{\prime}} d_{i} \tag{3.106}
\end{equation*}
$$

by rearranging the order of $\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ as $\left\{\lambda_{1^{\prime}}, \ldots, \lambda_{m^{\prime}}\right\}$, where $\left\{1^{\prime}, \ldots, m^{\prime}\right\}$ is a permutation of $\{1,2, \ldots, m\}$. It is easy to see that $S$ is maximized when $\left\{\lambda_{i^{\prime}}\right\}$ is arranged in a decreasing order (that is, $\lambda_{1^{\prime}}>\cdots>\lambda_{m^{\prime}}$ ) and is minimized when $\lambda_{1^{\prime}}<\cdots<\lambda_{m^{\prime}}$.

Brockett generalized this idea to a matrix calculation [113, 114]. Let $\mathbf{V}=\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}\right]$ be an orthogonal matrix whose columns satisfy

$$
\begin{equation*}
\mathbf{v}_{i}^{T} \mathbf{v}_{j}=\delta_{i j} \quad\left(\mathbf{V}^{T} \mathbf{V}=\mathbf{I}_{m}\right) \tag{3.107}
\end{equation*}
$$

Let us put

$$
\begin{equation*}
J(\mathbf{V})=\operatorname{tr}\left(\mathbf{D} \mathbf{V}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{V}\right)=\operatorname{tr}\left(\mathbf{V} \mathbf{D} \mathbf{V}^{T} \mathbf{R}_{\mathbf{x x}}\right) \tag{3.108}
\end{equation*}
$$

where $\mathbf{D}=\operatorname{diag}\left(d_{1}, \ldots, d_{m}\right)$. When $\mathbf{V}$ consists of $m$ eigenvectors of $\mathbf{R}_{\mathbf{x x}}, \mathbf{V}=\left[\mathbf{v}_{1^{\prime}}, \ldots, \mathbf{v}_{m^{\prime}}\right]$,

$$
\begin{equation*}
\mathbf{V}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{V}=\operatorname{diag}\left(\lambda_{1^{\prime}}, \ldots, \lambda_{m^{\prime}}\right) \tag{3.109}
\end{equation*}
$$

and Eq. (3.108) reduces to $J(\mathbf{V})=\sum d_{i} \lambda_{i^{\prime}}$. When $\mathbf{V}$ is a general orthogonal matrix, $\mathbf{V}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{V}$ is not a diagonal matrix. However, the following proposition holds.

Proposition 3.1 The cost function $J(\mathbf{V})$ is maximized when

$$
\begin{equation*}
\mathbf{V}=\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}\right] \tag{3.110}
\end{equation*}
$$

and minimized when

$$
\begin{equation*}
\mathbf{V}=\left[\mathbf{v}_{m}, \ldots, \mathbf{v}_{1}\right] \tag{3.111}
\end{equation*}
$$

provided the eigenvalues satisfy $\lambda_{1}>\cdots>\lambda_{m} . J(\mathbf{V})$ has no local minima nor local maxima except for the global ones.

Now consider the case where $d_{1}>\cdots>d_{n}>d_{n+1}=\cdots=d_{m}=0$. In such a case,

$$
\begin{align*}
\mathbf{V D V}^{T}= & {\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}, \mathbf{v}_{n+1}, \ldots, \mathbf{v}_{m}\right]\left[\begin{array}{llll}
d_{1} & & & \\
& \ddots & & \\
& & d_{n} & \\
& & & 0
\end{array}\right] } \\
& {\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}, \mathbf{v}_{n+1}, \ldots, \mathbf{v}_{m}\right]^{T} } \\
= & {\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right]\left[\begin{array}{lll}
d_{1} & & \\
& \ddots & \\
& & d_{n}
\end{array}\right]\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right]^{T}, } \tag{3.112}
\end{align*}
$$

so that the last $(m-n)$ columns of $\mathbf{V}$ automatically vanish. Let us use $n$ arbitrary mutually orthogonal unit vectors $\mathbf{w}_{1}, \ldots, \mathbf{w}_{m}$ and put

$$
\begin{equation*}
\mathbf{W}=\left[\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}\right] . \tag{3.113}
\end{equation*}
$$

We have

$$
\begin{equation*}
J(\mathbf{W})=\operatorname{tr}\left(\mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right)=\operatorname{tr}\left(\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}}\right) \tag{3.114}
\end{equation*}
$$

which plays the same role as $J(\mathbf{V})$. It is immediate visible that $J(\mathbf{W})$ is maximized (minimized) when $\mathbf{W}$ consists of the eigenvectors of $n$ largest (smallest) eigenvalues, and there are no local maxima nor minima except for the true solution. So this cost function is applicable for both PCA and MCA as well as PSA and MSA.

When $n=1, J(\mathbf{w})$ reduces to

$$
\begin{equation*}
J(\mathbf{w})=\mathbf{w}^{T} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{w} \tag{3.115}
\end{equation*}
$$

under the condition that $d_{1}=1, \mathbf{w}^{T} \mathbf{w}=1$. Hence, this is equivalent to the Rayleigh quotient or its constrained version.

When $d_{1}=d_{2}=\cdots=d_{n}=d, J(\mathbf{W})$ is maximized (minimized) when $\mathbf{W}$ is composed by the eigenvectors of the $n$ largest (smallest) eigenvalues. There are no other local maxima nor minima, but only the subspace, not the exact eigenvectors, can be extracted by maximizing (minimizing) this cost function.

### 3.7.2 Gradient of $\boldsymbol{J}(\mathbf{W})$

The matrix $\mathbf{W} \in \mathbb{R}^{n \times m}$ satisfies

$$
\begin{equation*}
\mathbf{W}^{T} \mathbf{W}=\mathbf{I}_{n} \tag{3.116}
\end{equation*}
$$

The set of such matrices is called the Stiefel manifold $\boldsymbol{O}_{m, n}$. We calculate the gradient of $J(\mathbf{W})$ in $\boldsymbol{O}_{m, n}$. Let $d \mathbf{W}$ be a small change of $\mathbf{W}$, and the corresponding change in $J(\mathbf{W})$ is $d J=J(\mathbf{W}+d \mathbf{W})-J(\mathbf{W})$. We have

$$
\begin{equation*}
d J=\operatorname{tr}\left(d \mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}}\right)+\operatorname{tr}\left(\mathbf{W} \mathbf{D} d \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}}\right) \tag{3.117}
\end{equation*}
$$

From (3.116), we have

$$
\begin{equation*}
d \mathbf{W}^{T} \mathbf{W}+\mathbf{W}^{T} d \mathbf{W}=0 \tag{3.118}
\end{equation*}
$$

Hence, from

$$
\begin{equation*}
d J=\frac{\partial J}{\partial \mathbf{W}} \cdot d \mathbf{W} \tag{3.119}
\end{equation*}
$$

where $\mathbf{A} \cdot \mathbf{B}$ is $\sum_{i, j} a_{i j} b_{i j}=\operatorname{tr}\left(\mathbf{A B} \mathbf{B}^{T}\right)$ and the gradient is a matrix given by

$$
\begin{align*}
\frac{\partial J}{\partial \mathbf{W}} & =-\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}+\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{W} \\
& =-\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}+\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D} \tag{3.120}
\end{align*}
$$

The gradient method for obtaining the principal components is written as

$$
\begin{equation*}
\Delta \mathbf{W}_{P}=\eta\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W}_{P} \mathbf{D}-\mathbf{W}_{P} \mathbf{D} \mathbf{W}_{P}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}_{P}\right) \tag{3.121}
\end{equation*}
$$

and, for the minor components,

$$
\begin{equation*}
\Delta \mathbf{W}_{M}=-\eta\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W}_{M} \mathbf{D}-\mathbf{W}_{M} \mathbf{D} \mathbf{W}_{M}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}_{M}\right) \tag{3.122}
\end{equation*}
$$

where $\mathbf{W}_{P}=\mathbf{V}_{\mathcal{S}}=\left[\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}\right]$ and $\mathbf{W}_{M}=\mathbf{V}_{\mathcal{N}}=\left[\mathbf{w}_{m}, \ldots, \mathbf{w}_{n+1}\right]$.
Let us consider the special case with $n=1$. By putting $d_{1}=1$, Eq. (3.121) reduces to

$$
\begin{equation*}
\Delta \mathbf{w}=\eta\left(\mathbf{R}_{\mathbf{x x}} \mathbf{w}-\mathbf{w} \mathbf{w}^{T} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{w}\right) \tag{3.123}
\end{equation*}
$$

which is the well-known algorithm. Its on-line version is

$$
\begin{equation*}
\Delta \mathbf{w}=\eta\left(y \mathbf{x}-y^{2} \mathbf{w}\right) \tag{3.124}
\end{equation*}
$$

where we replaced the covariance matrix $\mathbf{R}_{\mathbf{x x}}$ by its instantaneous version $\mathbf{x}^{T} \mathbf{x}$, and $y=$ $\mathbf{w}^{T} \mathbf{x}$. This is the classic algorithm found by Amari (1978) and by Oja (1982) in which the constraint term imposing $\mathbf{w}^{T} \mathbf{w}=1$ is treated separately [20, 910, 914, 1].

When $n=m$, this is the algorithm given by Brockett, while Xu derived it for $n<m$ [114, 1309, 1310]. If we put $d_{1}=\cdots=d_{n}=1$, we obtain the subspace algorithm.

How does the algorithm (3.122) for extracting minor components work? It is obtained from the same cost function, but it uses minimization instead of maximization. Hence, the MCA algorithm changes the sign of the gradient. However, computer simulations show that it does not work. We have shown that $J(\mathbf{W})$ has only one maximum and only one minimum, so that this looks strange. This was a puzzle for many years and it is interesting to know the reason. This is related with the stability of the algorithms. We need a more detailed stability analysis to elucidate the structure. Table 3.4 summarizes several parallel algorithms for the PCA and PSA while Table 3.5 summarizes algorithms for the MSA/MCA.

### 3.7.3 Stability Analysis

It is easier to replace a finite time difference equation by its continuous time version for analyzing the stability. The continuous time versions of (3.121) and (3.122) are

$$
\begin{align*}
\frac{d \mathbf{W}(t)}{d t} & =\mu\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D}-\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right)  \tag{3.125}\\
\frac{d \mathbf{W}(t)}{d t} & =-\mu\left(\mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{W} \mathbf{D}-\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right) \tag{3.126}
\end{align*}
$$

Table 3.4 Parallel adaptive algorithms for PSA/PCA.

| No. | Learning algorithm | Notes, References |
| :--- | :--- | :--- |
| 1. | $\Delta \mathbf{W}$ | $=\eta\left[\mathbf{x y}^{H}-\mathbf{W y y}^{H}\right]$ |$\quad$ Oja-Karhunen (1985) [914]

For diagonal matrix $\mathbf{D}$ with positive-valued strictly decreasing entries the Brockett and Chen-Amari algorithms perform parallel adaptive PCA [114, 188, 189].
where we omitted suffices $P$ and $M$.
We assume here that $\mathbf{W}$ is a general $n \times m$ matrix, not necessarily belonging to $\boldsymbol{O}_{m, n}$, and we put

$$
\begin{equation*}
\boldsymbol{U}(t)=\mathbf{W}^{T}(t) \mathbf{W}(t) \tag{3.127}
\end{equation*}
$$

We can prove that $\boldsymbol{U}(t)$ is invariant under the gradient dynamics (3.125) and (3.126), that is

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{U}(t)=\mathbf{0} \tag{3.128}
\end{equation*}
$$

when $\mathbf{W}(t)$ changes under the dynamics of $(3.125)$ or (3.126). This is easily proved by the direct calculations,

$$
\begin{align*}
\frac{d}{d t} \boldsymbol{U}(t) & =\frac{d \mathbf{W}^{T}}{d t} \mathbf{W}+\mathbf{W}^{T} \frac{d \mathbf{W}}{d t} \\
& =\mu\left(\mathbf{I}-\mathbf{W}^{T} \mathbf{W}\right)\left(\mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}+\mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D}\right)=\mathbf{0} \tag{3.129}
\end{align*}
$$

with the initial condition: $\boldsymbol{U}(0)=\mathbf{W}^{T}(0) \mathbf{W}(0)=\mathbf{I}$. Therefore, when $\mathbf{W}(0)$ at time $t=0$ belongs to the Stiefel manifold $\boldsymbol{O}_{m, n}$ it holds, $\boldsymbol{U}(0)=\mathbf{I}$, and hence $\boldsymbol{U}(t)=\mathbf{I}$ for any $t$, implying that $\mathbf{W}(t)$ always belongs to $\boldsymbol{O}_{m, n}$. Since any global extremum gives the true solution of $n$ principal or minor components, the dynamical equation (3.121) or (3.122) should converge to the true solution, provided $\boldsymbol{W}(t)$ always belong to $\boldsymbol{O}_{m, n}$.

If computer simulations show that (3.122) does not work for minor components extraction, the dynamics (3.122) defined in $\boldsymbol{O}_{m, n}$ is stable in $\boldsymbol{O}_{m, n}$ but is unstable when it is
extended to the entire space of $\mathbb{R}^{m \times n}$. In other words, if $\mathbf{W}(t)$ deviates to $\mathbf{W}(t)+d \mathbf{W}$ outside $\boldsymbol{O}_{m, n}$ due to noise or numerical rounding-off, the deviation grows and $\mathbf{W}(t)$ escapes from $\boldsymbol{O}_{m, n}$.

To show the above scenario, let $\delta \mathbf{W}$ be a small deviation of $\mathbf{W} \in \boldsymbol{O}_{m, n}$ in any direction. It is known that the deviation is in general decomposed into the three terms

$$
\begin{equation*}
\delta \mathbf{W}=\mathbf{W} \delta \boldsymbol{S}+\mathbf{W} \delta \boldsymbol{G}+\boldsymbol{N} \delta \boldsymbol{B} \tag{3.130}
\end{equation*}
$$

where $\delta \boldsymbol{S}$ is a $n \times n$ skew symmetric matrix, $\delta \boldsymbol{G}$ is a $n \times n$ symmetric matrix, $\delta \boldsymbol{B}$ is a $(m-n) \times n$ matrix, and $\boldsymbol{N}$ is a $m \times(m-n)$ matrix whose $(m-n)$ columns are orthogonal to the columns of $\boldsymbol{W}$. The current $\mathbf{W}$ consists of $n$ orthonormal vectors $\left\{\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}\right\}$ which define the $n$-dimensional subspace. The first term $\mathbf{W} \delta \boldsymbol{S}$ represents a change of $\mathbf{w}_{i}$ to $\mathbf{w}_{i}+\delta \mathbf{w}_{i}$, keeping the subspace spanned by $\mathbf{w}_{i}$ 's invariant although its orthonormal basis vectors change. The third term $\boldsymbol{N} \delta \boldsymbol{B}$ alters $\mathbf{w}_{i}$ from the subspace, so that it alters the directions of the subspace spanned by $\mathbf{W}$ but still staying in $\boldsymbol{O}_{m, n}$. The second term $\mathbf{W} \delta \boldsymbol{G}$ destroys the orthonormality of $\mathbf{W}$, so that it represents changes of $\mathbf{W}$ in the direction orthogonal to $\boldsymbol{O}_{m, n}$. Hence this term is 0 , when the dynamics is restricted only to inside of $\boldsymbol{O}_{m, n}$.

When $\mathbf{W}(t)$ deviates to $\mathbf{W}(t)+\delta \mathbf{W}(t)$, how such change $\delta \mathbf{W}(t)$ develops through dynamics. The dynamics of $\delta \mathbf{W}(t)$ is given by the variational equation

$$
\begin{align*}
\frac{d}{d t} \delta \mathbf{W}(t) & = \pm \mu \delta\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D}-\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right) \\
& = \pm \mu,\left(\mathbf{R}_{\mathbf{x x}} \delta \mathbf{W} \mathbf{D}-\delta \mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}-\mathbf{W} \mathbf{D} \delta \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right) \tag{3.131}
\end{align*}
$$

We analyze the variational equation in the neighborhood of the true solution, where the variation $\delta \mathbf{W}$ is not only inside $\boldsymbol{O}_{m, n}$ but also in the orthogonal directions.

The results are summarized as follows (see Chen and Amari, 2001; Chen et al. 1998) [188, 189].

1. The variational equations are stable at the true solution with respect to changes $\delta \boldsymbol{S}$ and $\delta \boldsymbol{B}$ inside $\boldsymbol{O}_{m, n}$, when all $d_{i}^{\prime}$ s are different and all $\lambda_{i}^{\prime}$ s are different.
2. When some $d_{i}^{\prime} \mathrm{s}$ are equal, or some $\lambda_{i}^{\prime} \mathrm{s}$ are equal, the variational equations are stable with respect to $\delta \boldsymbol{B}$ but only neutrally stable with respect to $\delta \boldsymbol{S}$.
3. The variational equation is stable at the true solution concerning changes in $\delta \boldsymbol{G}$ for principle component extraction (3.125), but is unstable for minor component extraction (3.126).

Result 1. shows that the gradient dynamics (3.125) and (3.126) are successful for obtaining the principal and minor components, respectively, in parallel, provided $\mathbf{W}(t)$ is exactly controlled to belong to $\boldsymbol{O}_{n, m}$.

Result 2. shows that the algorithms are successful for extracting principal and minor subspaces, under the same condition when some $d_{i}$ 's or $\lambda_{i}$ 's are equal.

Result 3. shows that algorithm (3.125) is successful for extraction principal components, but algorithm (3.126) fails for extracting minor components because of the instability in

Table 3.5 Adaptive parallel MSA/MCA algorithms for complex valued data.

| No. | Learning rule | Notes, References |
| :---: | :---: | :---: |
| 1. | $\begin{aligned} \Delta \mathbf{W} & =-\eta\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{W}^{H}-\mathbf{W} \mathbf{W}^{H} \mathbf{R}_{\mathbf{x x}}\right) \mathbf{W}= \\ & \cong-\eta\left[\mathbf{x} \mathbf{y}^{H} \mathbf{W}^{H} \mathbf{W}-\mathbf{W} \mathbf{y} \mathbf{y}^{H}\right] \end{aligned}$ | Chen, Amari, <br> Lin (1998) 189 |
| 2. | $\begin{aligned} \Delta \mathbf{W} & =-\eta\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W D W}^{H}-\mathbf{W D W}^{H} \mathbf{R}_{\mathbf{x x}}\right) \mathbf{W}+ \\ & +\mathbf{W}\left(\mathbf{D}-\mathbf{W}^{H} \mathbf{D W}\right) \end{aligned}$ | Chen, Amari <br> (2001) 188 |
| 3. | $\begin{aligned} \Delta \mathbf{W} & =-\eta\left[\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{W}^{H} \mathbf{W} \mathbf{W}^{H} \mathbf{W}-\mathbf{W} \mathbf{W}^{H} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right]= \\ & \cong-\eta\left[\mathbf{x} \mathbf{y}^{H} \mathbf{W}^{H} \mathbf{W} \mathbf{W}^{H} \mathbf{W}-\mathbf{W} \mathbf{y} \mathbf{y}^{H}\right] \end{aligned}$ | Douglas, Kung, <br> Amari (1998) 413] |
| 4. | $\begin{aligned} & \mathbf{y}(k)=\mathbf{W}^{H}(k) \mathbf{x}(k) \\ & \hat{\mathbf{x}}(k)=\mathbf{W}(k) \mathbf{y}(k) \\ & \mathbf{e}(k)=\mathbf{x}(k)-\hat{\mathbf{x}}(k) \\ & \alpha(k)=\left(1+\eta^{2}\\|\mathbf{e}(k)\\|^{2}\\|\mathbf{y}(k)\\|^{2}\right)^{-1 / 2} \\ & \beta(k)=(\alpha(k)-1) /\\|\mathbf{y}(k)\\|^{2} \\ & \overline{\mathbf{e}}(k)=-\beta(k) \hat{\mathbf{x}}(k) / \eta+\alpha(k) \mathbf{e}(k) \\ & \left(\Delta \mathbf{W}(k)=-\eta \overline{\mathbf{e}}(k) \mathbf{y}^{H}(k)\right) \\ & \text { or } \\ & \mathbf{u}(k)=\overline{\mathbf{e}}(k) /\\|\overline{\mathbf{e}}(k)\\| \\ & \mathbf{z}(k)=\mathbf{W}^{H}(k) \mathbf{u}(k) \\ & \Delta \mathbf{W}(k)=-2 \mathbf{u}(k) \mathbf{z}^{H}(k) \end{aligned}$ | Orthogonal Algorithm [1] <br> Abed-Meraim et al. (2000) |

For $\mathbf{D}=\mathbf{I}$ the Chen-Amari algorithm perform MSA [188, 189], however, for matrix $\mathbf{D}$ with positive strictly decreasing entries the algorithm performs stable MCA.
the directions orthogonal to $\boldsymbol{O}_{n, m}$. Such deviations caused by noises or numerical rounding-off, so that the $\boldsymbol{W}(t)$ should be adjusted in each step to satisfy (3.116).

### 3.7.4 Unified Stable Algorithms

In order to overcome the instability of minor components extraction, Chen et al. (1998) added a term which forces $\mathbf{W}(t)$ to return to $\boldsymbol{O}_{m, n}$ [189]. The algorithms of principal and
minor components extraction differ only in the signs:

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=\mu\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{W}-\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right) \tag{3.132}
\end{equation*}
$$

for PCA,

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{W}-\mathbf{W D W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right) \tag{3.133}
\end{equation*}
$$

for MCA. Here,

$$
\begin{equation*}
\mathbf{W}^{T}(t) \mathbf{W}(t)=\mathbf{I}_{n} \tag{3.134}
\end{equation*}
$$

is not necessarily guaranteed in the course of dynamics, although we choose the initial value to satisfy $\mathbf{W}^{T}(0) \mathbf{W}(0)=\mathbf{I}_{n}$. When (3.116) holds, (3.132) is the same as Xu's algorithm [1309, 1310. But it cannot be applied to MCA by changing the sign, while (3.133) works well for MCA.

However, the dynamics of (3.132) and (3.133) are neutrally stable with respect to changes in $\mathbf{W} \delta \boldsymbol{G}$. Douglas et al. performed detailed numerical simulations, and show that the discretized version of the algorithm does not work when $\mathbf{R}_{\mathbf{x x}}$ is replaced by $\mathbf{x}(t) \mathbf{x}^{T}(t)$ [412, 413, 414]. They proposed to strengthen the term to return to $\boldsymbol{O}_{m, n}$.

Taking this into account, Chen and Amari proposed the following algorithms [188]

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=\mu\left[\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{W}-\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right)+\mathbf{W}\left(\mathbf{D}-\mathbf{W D}^{T}\right)\right] \tag{3.135}
\end{equation*}
$$

for PCA, and

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu\left[\left(\mathbf{R}_{\mathbf{x x}} \mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{W}-\mathbf{W} \mathbf{D} \mathbf{W}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{W}\right)+\mathbf{W}\left(\mathbf{D}-\mathbf{W D}^{T}\right)\right] \tag{3.136}
\end{equation*}
$$

for MCA.
It is interesting to show that almost all algorithms proposed so far are induced by modifying the penalty term. See discussion in Chen and Amari for details [188.

Remark 3.5 Let $\lambda_{0}$ be an upper bound of all $\lambda_{i}$ that is a constant larger than $\lambda_{1}$. When we know a bound $\lambda_{0}$, we can define

$$
\begin{equation*}
\overline{\mathbf{R}}_{\mathbf{x x}}=\lambda_{0} \mathbf{I}-\mathbf{R}_{\mathbf{x x}} \tag{3.137}
\end{equation*}
$$

Then, the eigenvalues of $\overline{\mathbf{R}}_{\mathbf{x} \mathbf{x}}$ are $\lambda_{0}-\lambda_{1}, \lambda_{0}-\lambda_{2}, \ldots, \lambda_{0}-\lambda_{m}$. Hence, by performing $P C A$ on $\overline{\mathbf{R}}_{\mathbf{x x}}$, we can easily obtain the minor components and their eigenvectors. This was pointed out by Chen, Amari and Murata [190].

It is well known that the principal components of $\mathbf{R}_{\mathbf{x} \mathbf{x}}^{-1}$ correspond to the minor components of $\mathbf{R}_{\mathbf{x} \mathbf{x}}$. Hence any $P C A$ algorithm can be used for $M C A$ if we can calculate $\mathbf{R}_{\mathbf{x} \mathbf{x}}^{-1}$, but this needs an extra cost of matrix inversion.

### 3.8 SINGULAR VALUE DECOMPOSITION IN RELATION TO PCA AND FUNDAMENTAL MATRIX SUBSPACES

The singular value decomposition (SVD) is a tool of both practical and theoretical importance in signal processing and identification problems. The SVD of real valued matrix $\mathbf{X}=[\mathbf{x}(1), \mathbf{x}(2), \ldots, \mathbf{x}(N)] \in \mathbb{R}^{m \times N}(m \geq n)$ is given by

$$
\begin{equation*}
\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}, \tag{3.138}
\end{equation*}
$$

where $\mathbf{U} \in \mathbb{R}^{m \times m}$ and $\mathbf{V} \in \mathbb{R}^{N \times N}$ are orthogonal matrices and $\boldsymbol{\Sigma} \in \mathbb{R}^{m \times N}$ is a pseudodiagonal matrix whose top $n$ rows contain $\boldsymbol{\Sigma}_{\mathcal{S}}=\operatorname{diag}\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ (with non-negative diagonal entries ordered from the largest to the smallest one) and whose bottom ( $m-n$ ) rows are zero. Note that only $n$ singular values $\sigma_{i}$ are non zero and for the full rank matrix $\mathbf{X}$, $n=m$.

For noiseless data, we can use the following decomposition

$$
\mathbf{X}=\left[\mathbf{U}_{\mathcal{S}}, \mathbf{U}_{\mathcal{N}}\right]\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{\mathcal{S}} & \mathbf{0}  \tag{3.139}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\mathbf{V}_{\mathcal{S}}, \mathbf{V}_{\mathcal{N}}\right]^{T}
$$

where $\mathbf{U}_{\mathcal{S}}=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right] \in \mathbb{R}^{m \times n}, \boldsymbol{\Sigma}_{\mathcal{S}}=\operatorname{diag}\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ and $\mathbf{U}_{\mathcal{N}}=\left[\mathbf{u}_{n+1}, \ldots, \mathbf{u}_{m}\right]$. The set of matrices $\left\{\mathbf{U}_{\mathcal{S}}, \boldsymbol{\Sigma}_{\mathcal{S}}, \mathbf{V}_{\mathcal{S}}\right\}$ represents this signal subspace and the set of matrices $\left\{\mathbf{U}_{\mathcal{N}}, \boldsymbol{\Sigma}_{\mathcal{N}}, \mathbf{V}_{\mathcal{N}}\right\}$ represents null subspace or, in practice for noisy data, the noise subspace. The $n$ columns of $\mathbf{U}$ corresponding to these non-zero singular values that span the column space of $\mathbf{X}$ and they are called the left singular vectors. Similarly, the $n$ columns of $\mathbf{V}$ are called the right singular vectors and they span the row space of $\mathbf{X}$. Using these terms, the SVD of $\mathbf{X}$ can be written in more compact size:

$$
\begin{equation*}
\mathbf{X}=\mathbf{U}_{\mathcal{S}} \boldsymbol{\Sigma}_{\mathcal{S}} \mathbf{V}_{\mathcal{S}}^{T}=\sum_{i=1}^{n} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{T} . \tag{3.140}
\end{equation*}
$$

and we also have

$$
\begin{align*}
\mathbf{X} \mathbf{v}_{i} & =\sigma_{i} \mathbf{u}_{i}, \\
\mathbf{X}^{T} \mathbf{u}_{i} & =\sigma_{i} \mathbf{v}_{i} . \tag{3.141}
\end{align*}
$$

Perturbation theory of the SVD is partially based on the link between the SVD and the PCA and eigenvalue decomposition. It is obvious that from the SVD of matrix $\mathbf{X}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}$ with rank $n \leq m \leq N$, we have

$$
\begin{align*}
\mathbf{X} \mathbf{X}^{T} & =\mathbf{U} \boldsymbol{\Sigma}_{1}^{2} \mathbf{U}^{T},  \tag{3.142}\\
\mathbf{X}^{T} \mathbf{X} & =\mathbf{V} \boldsymbol{\Sigma}_{2}^{2} \mathbf{V}^{T}, \tag{3.143}
\end{align*}
$$

where $\boldsymbol{\Sigma}_{1}=\operatorname{diag}\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}$ and $\boldsymbol{\Sigma}_{2}=\operatorname{diag}\left\{\sigma_{1}, \ldots, \sigma_{N}\right\}$. This means that the singular values of $\mathbf{X}$ are the positive square roots of the eigenvalues of $\mathbf{X X}^{T}$ and the eigenvectors $\mathbf{U}$ of $\mathbf{X X}^{T}$ are the left singular vectors of $\mathbf{X}$. Note that if $m<N$, the matrix $\mathbf{X}^{T} \mathbf{X}$ will contain at least $N-m$ additional eigenvalues that are not included as singular values of $\mathbf{X}$.

As we discussed earlier, an estimate $\hat{\mathbf{R}}_{\mathbf{x x}}$ of the covariance matrix corresponding to a set of observed vectors $\mathbf{x}(k) \in \mathbb{R}^{m}$ may be computed as $\hat{\mathbf{R}}_{\mathbf{x x}}=(1 / N) \sum_{k=1}^{N} \mathbf{x}(k) \mathbf{x}^{T}(k)$. An alternate and equivalent way of computing $\widehat{\mathbf{R}}_{\mathbf{x x}}$ is to form a data matrix $\mathbf{X}=[\mathbf{x}(1), \mathbf{x}(2), \ldots, \mathbf{x}(N)]$ $\in \mathbb{R}^{m \times N}$ and represent the estimated covariance matrix by

$$
\begin{equation*}
\hat{\mathbf{R}}_{\mathbf{x x}}=\frac{1}{N} \mathbf{X} \mathbf{X}^{T} \tag{3.144}
\end{equation*}
$$

Hence, the eigenvectors of the sample covariance matrix $\hat{\mathbf{R}}_{\mathbf{x x}}$ are the left singular vectors $\mathbf{U}$ of $\mathbf{X}$ and the singular values $\sigma_{i}$ of $\mathbf{X}$ are the positive square roots of eigenvalues of $\hat{\mathbf{R}}_{\mathbf{x x}}$.

From this discussion it follows that all the algorithms discussed in this chapter for PCA and MCA can be applied (after some simple tricks) to the SVD of arbitrary matrix $\mathbf{X}=$ $[\mathbf{x}(1), \mathbf{x}(2), \ldots, \mathbf{x}(N)]$ without any need to directly compute or estimate the covariance matrix. The opposite is also true; the PCA or EVD of the covariance matrix $\hat{\mathbf{R}}_{\mathrm{xx}}$ can be performed via the SVD numerical algorithms. However, for large matrices $\mathbf{X}$, the SVD algorithms become usually more costly, than the relatively efficient and fast PCA adaptive algorithms although several reliable, and efficient numerical algorithms for the SVD exists 311.

Now suppose that the data matrix $\mathbf{X}$ is perturbed by some noise matrix $\boldsymbol{\mathcal { N }}$, such that $\tilde{\mathbf{X}}=\mathbf{X}+\boldsymbol{\mathcal { N }}$. The entries of $\boldsymbol{\mathcal { N }}$ are generated by an uncorrelated, zero mean, white noise process with variance $\sigma_{\mathcal{N}}^{2}$ so that the covariance matrix of noise is given by $E\left\{\boldsymbol{\mathcal { N }} \boldsymbol{\mathcal { N }}^{T} / N\right\}=$ $\sigma_{\mathcal{N}}^{2} \mathbf{I}_{m}$. Under these conditions, we have 1223 ]

$$
\begin{equation*}
E\left\{\tilde{\mathbf{X}} \tilde{\mathbf{X}}^{T} / N\right\}=E\left\{\mathbf{X X}^{T} / N\right\}+\sigma_{\mathcal{N}}^{2} \mathbf{I}_{m} \tag{3.145}
\end{equation*}
$$

so that for large $p$, the SVD of the noisy matrix $\tilde{\mathbf{X}}$ is approximated by

$$
\begin{equation*}
\tilde{\mathbf{X}} \approx \mathbf{U}\left(\boldsymbol{\Sigma}_{1}^{2}+N \sigma_{\mathcal{N}}^{2} \mathbf{I}_{m}\right)^{1 / 2} \tilde{\mathbf{V}}^{T} \tag{3.146}
\end{equation*}
$$

for some orthogonal matrix $\tilde{\mathbf{V}}$. This expression shows that, for large $N$ and small noise variance $\sigma_{\mathcal{N}}^{2}$, the subspace spanned by the left singular vectors and singular values of the perturbed covariance matrix $E\left\{\mathbf{X X}^{T} / N\right\}$ is relatively insensitive to the added perturbations in the entries of the matrix $\mathbf{X}$. Therefore, the SVD is a robust and numerically reliable approach. Moreover, the singular values of $\tilde{\mathbf{X}}$ increase by an amount approximately equal to $\sigma_{\mathcal{N}} \sqrt{N}$ while the left singular vectors remain the same as for a noiseless matrix $\mathbf{X}$. Furthermore, the matrix $\tilde{\mathbf{X}}$ is now a full rank one and its $(m-n)$ smallest singular values are no longer zero, but now equal to $\sigma_{\mathcal{N}} \sqrt{N}$. In theory, we can recover the noiseless matrix $\mathbf{X X}{ }^{T}$ by subtracting the term $N \sigma_{\mathcal{N}}^{2} \mathbf{I}_{m}$ from $\boldsymbol{\Sigma}_{1}$. However, it is impossible to recover matrix $\mathbf{V}$ or $\mathbf{X}$ because the length of the columns of $\mathbf{V}$ is equal to $N$ and hence these vectors do not participate in the averaging effect of increasing $N$ [1223].

### 3.9 MULTISTAGE PCA FOR BLIND SOURCE SEPARATION OF COLORED SOURCES

It is easy to show that, under some mild conditions, we can perform blind separation of source signals with a temporal structure using two-stage or multistage PCA.

Let us consider the instantaneous mixing model:

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\boldsymbol{\nu}(k) \tag{3.147}
\end{equation*}
$$

where $\mathbf{x}(k) \in \mathbb{R}^{m}$ is an available vector of sensor signals, $\mathbf{H} \in \mathbb{R}^{m \times n}$ is an unknown full rank mixing matrix, with $m \geq n, \mathbf{s}(k) \in \mathbb{R}^{n}$ is the vector of colored sources signals and $\boldsymbol{\nu}(k) \in \mathbb{R}^{m}$ is a vector of independent white noise signals.

In the first stage, we perform the standard PCA for the vector $\mathbf{x}(k)$, by formally making eigenvalue decomposition of the covariance matrix [357]:

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}}=\mathbf{V} \boldsymbol{\Lambda} \mathbf{V}^{T} \tag{3.148}
\end{equation*}
$$

On the basis of dominant (largest) eigenvalues, we perform the spatial whitening procedure

$$
\begin{equation*}
\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k)=\mathbf{\Lambda}_{\mathcal{S}}^{-1 / 2} \mathbf{V}_{\mathcal{S}}^{T} \mathbf{x}(k) \tag{3.149}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{\mathcal{S}}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ with $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$ and $\mathbf{V}_{\mathcal{S}}=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right] \in$ $\mathbb{R}^{n \times m}$.

In the second stage, we can perform PCA for a new vector of signals defined by 357, 223, 224.

$$
\begin{equation*}
\widetilde{\mathbf{x}}(k)=\overline{\mathbf{x}}(k)+\overline{\mathbf{x}}(k-p), \tag{3.150}
\end{equation*}
$$

where $p$ is an arbitrary time delay (typically, $p=1$ ). It is interesting to note that the covariance matrix of the vector $\widetilde{\mathbf{x}}(k)$ can be easily expressed as

$$
\begin{equation*}
\mathbf{R}_{\widetilde{\mathbf{x}}} \widetilde{\mathbf{x}}=\mathbf{R}_{\widetilde{\mathbf{x}}}(0)=E\left\{\widetilde{\mathbf{x}}(k) \widetilde{\mathbf{x}}^{T}(k)\right\}=2 \mathbf{R}_{\overline{\mathbf{x}}}(0)+\mathbf{R}_{\overline{\mathbf{x}}}(p)+\mathbf{R}_{\overline{\mathbf{x}}}^{T}(p) \tag{3.151}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\overline{\mathbf{x}} \overline{\mathbf{x}}}=\mathbf{R}_{\overline{\mathbf{x}}}(0)=E\left\{\overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right\}=\mathbf{A} \mathbf{R}_{\mathbf{s s}} \mathbf{A}^{T}=\mathbf{I} \tag{3.152}
\end{equation*}
$$

under the assumption that $\mathbf{A}=\mathbf{Q H}$ is orthogonal and $\mathbf{R}_{\mathrm{ss}}=\mathbf{I}$ and

$$
\begin{equation*}
\mathbf{R}_{\overline{\mathbf{x}}}(p)=E\left\{\overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k-p)\right\}=\mathbf{A} \mathbf{R}_{\mathbf{s}}(p) \mathbf{A}^{T} \tag{3.153}
\end{equation*}
$$

Hence, we obtain the matrix decomposition

$$
\begin{equation*}
\mathbf{R}_{\widetilde{\mathbf{x}} \widetilde{\mathbf{x}}}=\mathbf{A} \mathbf{D}(p) \mathbf{A}^{T}=\mathbf{V}_{\widetilde{\mathbf{x}}} \boldsymbol{\Lambda}_{\widetilde{\mathbf{x}}} \mathbf{V}_{\widetilde{\mathbf{x}}}^{T} \tag{3.154}
\end{equation*}
$$

where the $\mathbf{D}(p)$ is a diagonal matrix expressed as

$$
\mathbf{D}(p)=2 \mathbf{I}+\mathbf{R}_{\mathbf{s}}(p)+\mathbf{R}_{\mathbf{s}}^{T}(p)
$$

with diagonal elements $d_{i i}(p)=2\left(1+E\left\{s_{i}(k) s_{i}(k-p)\right\}\right.$. If the diagonal elements are distinct (i.e., $\left.E\left\{s_{i}(k) s_{i}(k-p)\right\} \neq E\left\{s_{j}(k) s_{j}(k-p)\right\}, \quad \forall i \neq j\right)$, then the eigenvalue decomposition is unique up to the permutation and sign of the eigenvectors and the mixing matrix can be estimated as $\mathbf{H}=\mathbf{Q}^{+} \mathbf{V}_{\widetilde{\mathbf{x}}}$ and the source signals can be estimated as

$$
\begin{equation*}
\hat{\mathbf{s}}(k)=\mathbf{V}_{\widetilde{\mathbf{x}}}^{T} \overline{\mathbf{x}}(k)=\mathbf{V}_{\widetilde{\mathbf{x}}}^{T} \mathbf{Q} \mathbf{x}(k) \tag{3.155}
\end{equation*}
$$

If some of the eigenvalues of the diagonal matrix $\boldsymbol{\Lambda}_{\widetilde{\mathbf{x}}}$ are very close to each other the performance of separation can be poor. In such the cases, we can try to repeat the last step for different time delays until all eigenvalues are distinct.

The above described procedure belongs to a wide class of second order statistics (SOS) techniques [1159, 92, 357, 223, 224]. More advanced and improved algorithms for BSS of colored sources with different auto-correlation functions based on SOS and spatio-temporal blind decorrelation will be described in the Chapter 4.

It should be noted that the above PCA algorithm can perform only BSS of colored sources with different temporal structure or equivalently with different power spectra. In order to perform ICA, we can apply rather nonlinear PCA which can performed by minimizing the following cost function 595]

$$
\begin{equation*}
J(\mathbf{W})=E\left\{\left\|\overline{\mathbf{x}}-\mathbf{W} \mathbf{g}\left(\mathbf{W}^{T} \overline{\mathbf{x}}\right)\right\|^{2}\right\} \tag{3.156}
\end{equation*}
$$

or equivalently

$$
\begin{align*}
J\left(\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}\right) & =E\left\{\left\|\overline{\mathbf{x}}-\sum_{i=1}^{n} \mathbf{w}_{i} g_{i}\left(y_{i}\right)\right\|^{2}\right\} \\
& =\sum_{i=1}^{n} E\left\{\left[y_{i}-g_{i}\left(y_{i}\right)\right]^{2}\right\} \tag{3.157}
\end{align*}
$$

where $\overline{\mathbf{x}}=\mathbf{Q} \mathbf{x}=\mathbf{W} \mathbf{y}, \mathbf{y}=\mathbf{W}^{T} \overline{\mathbf{x}}, \mathbf{w}_{i}$ is $i$-th vector of the orthogonal matrix $\mathbf{W}, y_{i}(k)=$ $\mathbf{w}_{i}^{T} \overline{\mathbf{x}}(k)$ and $g_{i}\left(y_{i}\right)$ are suitably chosen nonlinear functions, e.g., $g_{i}\left(y_{i}\right)=y_{i}+\operatorname{sign}\left(y_{i}\right) y_{i}^{2}$ or $g_{i}\left(y_{i}\right)=\tanh \left(\beta y_{i}\right)$.

There are at least several algorithms that can perform efficiently minimization of the above cost function in order to estimate the separating matrix $\mathbf{W}$. The modified recursive least squares (RLS) method leads to the following algorithm [595].

$$
\begin{align*}
& \mathbf{q}(k)=\mathbf{g}[\mathbf{y}(k)]=\mathbf{g}\left[\mathbf{W}^{T}(k) \overline{\mathbf{x}}(k)\right]  \tag{3.158}\\
& \mathbf{e}(k)=\overline{\mathbf{x}}(k)-\mathbf{W}(k) \mathbf{q}(k)  \tag{3.159}\\
& \mathbf{m}(k)=\frac{\mathbf{P}(k) \mathbf{q}(k)}{\gamma+\mathbf{q}^{T}(k) \mathbf{P}(k) \mathbf{q}(k)}  \tag{3.160}\\
& \mathbf{P}(k+1)=\frac{1}{\gamma} \operatorname{Tri}\left[\mathbf{P}(k)-\mathbf{m}(k) \mathbf{q}^{T}(k) \mathbf{P}^{T}(k)\right],  \tag{3.161}\\
& \mathbf{W}(k+1)=\mathbf{W}(k)+\mathbf{e}(k) \mathbf{m}^{T}(k) \tag{3.162}
\end{align*}
$$

with nonzero initial conditions, typically $\mathbf{W}(0)=\mathbf{P}(0)=\mathbf{I}_{n}$; where $\overline{\mathbf{x}}=\mathbf{Q} \mathbf{x}, \gamma$ is the forgetting factor and Tri means that only the upper triangular part of the matrix is computed and its transpose is copied to the lower triangular part, ensuring that the resulting matrix is symmetric.

Alternatively, it is possible to estimate the vectors $\mathbf{w}_{i}(k)$ in a sequential manner using algorithm similar to (3.34)-(3.39) as

$$
\begin{align*}
& \overline{\mathbf{x}}_{1}(k)=\overline{\mathbf{x}}(k), \quad \eta_{i}^{-1}(0)=2 \max \left\{\left\|\bar{x}_{i}(k)\right\|_{2}^{2}\right\}=2\left\|\bar{x}_{i, \max }\right\|^{2},  \tag{3.163}\\
& \mathbf{w}_{i}(0)=\overline{\mathbf{x}}_{i, \max } /\left\|\overline{\mathbf{x}}_{i, \max }\right\|,  \tag{3.164}\\
& q_{i}(k)=g_{i}\left[y_{i}(k)\right]=g_{i}\left[\mathbf{w}_{i}^{T}(k) \overline{\mathbf{x}}_{i}(k)\right],  \tag{3.165}\\
& \mathbf{w}_{i}(k+1)=\mathbf{w}_{i}(k)+\frac{q_{i}(k)}{\eta_{i}^{-1}(k)}\left[\overline{\mathbf{x}}_{i}(k)-q_{i}(k) \mathbf{w}_{i}(k)\right],  \tag{3.166}\\
& \eta_{i}^{-1}(k+1)=\gamma \eta_{i}^{-1}(k)+\left|q_{i}(k)\right|^{2}  \tag{3.167}\\
& \overline{\mathbf{x}}_{i+1}(k)=\overline{\mathbf{x}}_{i}(k)-y_{i}(k) \mathbf{v}_{i *}, \tag{3.168}
\end{align*}
$$

## Appendix A. Basic Neural Networks Algorithms for Real and Complex-Valued PCA

Many researchers have modified Amari and Oja's algorithms to extract the true PCs for real-valued data or signals [910], [443]. The main purpose of this Appendix is to review and summarize some of those algorithms closely related to the subspace rule and then to generalize them for complex-valued signals. We will restrict our considerations to four popular learning algorithms ${ }^{\sqrt{6}}$ namely:

## 1. Sanger's Generalized Hebbian Algorithm (GHA)

$$
\begin{equation*}
\frac{d \mathbf{V}}{d t}=\mu\left[\mathbf{x} \mathbf{y}^{T}-\mathbf{V} U T\left(\mathbf{y} \mathbf{y}^{T}\right)\right] \tag{A.1}
\end{equation*}
$$

where $U T(\cdot)$ means the Upper Triangular operation, i.e., it sets the lower diagonal elements of its matrix argument to zero. Sanger's GHA learning algorithm can be written in a scalar form as 1036

$$
\begin{equation*}
\frac{d v_{i p}}{d t}=\mu_{i} y_{i}\left[x_{p}-\sum_{k=1}^{i} v_{k p} y_{k}\right] \tag{A.2}
\end{equation*}
$$

where $\mu_{i}>0,(i=1,2, \ldots, n ; \quad p=1,2, \ldots, m)$.
2. The stochastic Gradient Ascent (SGA) proposed by Oja 910 can be formulated as

$$
\begin{equation*}
\frac{d v_{i p}}{d t}=\mu_{i} y_{i}\left[x_{p}-v_{i p} y_{i}-\alpha \sum_{k=1}^{i-1} v_{k p} y_{k}\right] \tag{A.3}
\end{equation*}
$$

where $\alpha>1$ typically $\alpha=2$.

[^16]3. The Weighted Subspace Algorithm (WSA) proposed by Oja, Ogawa and Wangviwattana 919, 910
\[

$$
\begin{equation*}
\frac{d \mathbf{V}}{d t}=\boldsymbol{\mu}\left[\mathbf{x} \mathbf{y}^{T}-\mathbf{V} \mathbf{y} \mathbf{y}^{T} \boldsymbol{\Theta}\right] \tag{A.4}
\end{equation*}
$$

\]

where $\boldsymbol{\Theta}=\operatorname{diag}\left[\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right]$ with $\theta_{i}<\theta_{i+1}$, i.e., $\Theta$ is a diagonal matrix with positive and strictly decreasing entries.

In a scalar form, the WSA learning rule can take the form [919.

$$
\begin{equation*}
\frac{d v_{i p}}{d t}=\mu_{i} y_{i}\left[x_{p}-\theta_{i} \sum_{k=1}^{n} v_{k p} y_{p}\right] \tag{A.5}
\end{equation*}
$$

where $(i=1,2, \ldots, n ; p=1,2, \ldots, m), \mu_{i}>0,0<\theta_{1}<\theta_{2}<\cdots<\theta_{n}$.
4. Brockett's Algorithm [113, 114] for extracting principal components can be written as

$$
\begin{equation*}
\frac{d \mathbf{V}}{d t}=\boldsymbol{\mu}\left[\mathbf{x} \mathbf{y}^{T} \mathbf{D}-\mathbf{V} \mathbf{D} \mathbf{y} \mathbf{y}^{T} \mathbf{D}\right] \tag{A.6}
\end{equation*}
$$

where $\mathbf{D}$ is a diagonal matrix with positive and strictly decreasing entries, i.e.,

$$
\mathbf{D}=\operatorname{diag}\left[d_{1}, d_{2}, \ldots, d_{n}\right], \quad \text { with } \quad d_{1}>d_{2}>\cdots>d_{n}>0
$$

The Brockett's Algorithm can also be written in a scalar form as

$$
\begin{equation*}
\frac{d v_{i p}}{d t}=\hat{\mu}_{i} y_{i}\left[x_{p}-\sum_{k=1}^{n} \alpha_{k i} v_{k p} y_{k}\right], \tag{A.7}
\end{equation*}
$$

where

$$
\alpha_{k i}=\left\{\begin{array}{lll}
\frac{d_{k}}{d_{i}}<1 & \text { for } & k<i \\
1 & \text { for } & k=i \\
\frac{d_{k}}{d_{i}}>1 & \text { for } & k>i
\end{array}\right.
$$

and $\hat{\mu}_{i}=\mu_{i} d_{i}>0$.
It is interesting to note that the above four learning algorithms can be written in the "generalized form" given by Equation (A.7). For example, in the case of the GHA algorithm the coefficients, $\alpha_{k i}$ in (A.7) can be defined by

$$
\alpha_{k i}=\left\{\begin{array}{lll}
0 & \text { if } & k \leq i  \tag{A.8}\\
1 & \text { if } & k>i
\end{array}\right.
$$

Analogously, for the WSA algorithm, we have $\alpha_{k i}=\theta_{i}$, for any $k$.
The above algorithms can be extended or generalized for the extraction of the PCs of complex-valued signals. For example, we can derive the Brockett's algorithm for complexvalued signals as follows [114].

Table A. 1 Fast implementations of PSA algorithms for complex-valued signals and matrices.

| No. | Learning rule | Notes, References |
| :--- | :--- | :--- |
| 1. | $\Delta \mathbf{W}(k)=\overline{\mathbf{e}}(k) \mathbf{z}^{H}(k)$ | PAST Algorithm |
|  | $\mathbf{z}(k)=\frac{1}{\alpha} \mathbf{Q}(k-1) \mathbf{y}(k)$ | Yang (1995) [1318] |
|  | $\mathbf{y}(k)=\mathbf{W}^{H}(k-1) \mathbf{x}(k)$ |  |
|  | $\gamma(k)=\left[1+\mathbf{y}^{H}(k) \mathbf{z}(k)\right]^{-1}$ |  |
|  | $\overline{\mathbf{e}}(k)=\gamma(k)[\overline{\mathbf{x}}(k)-\mathbf{W}(k-1) \mathbf{y}(k)]$ |  |
|  | $\mathbf{Q}(k)=\frac{1}{\alpha} \mathbf{Q}(k-1)-\gamma(k) \mathbf{z}(k) \mathbf{z}^{H}(k)$ | OPAST Algorithm |
| 2. | $\Delta \mathbf{W}(k)=\widetilde{\mathbf{e}}(k) \mathbf{z}^{H}(k)$ | Abed-Meraim, Chkeif, |
|  | $\beta(k)=\frac{1}{\\|\mathbf{z}(k)\\|_{2}^{2}}\left(\frac{1}{\left.\sqrt{1+\\|\overline{\mathbf{e}}(k)\\|_{2}^{2}\\|\mathbf{z}(k)\\|_{2}^{2}}-1\right)}\right.$ |  |
| $\widetilde{\mathbf{e}}(k)=\beta(k) \mathbf{W}(k-1) \mathbf{z}(k)+\left(1+\beta(k)\\|\overline{\mathbf{z}}(k)\\|_{2}^{2}\right) \overline{\mathbf{e}}(k)$ | and Hua (2000) [1] |  |

Let us consider a three layer self-supervising linear neural network with matrix transformations: $\tilde{\mathbf{y}}=\mathbf{D} \mathbf{V}^{H} \mathbf{x}, \hat{\mathbf{x}}=\mathbf{V} \tilde{\mathbf{y}}$ where $\mathbf{V} \in C^{m \times n}$ is the feed-forward matrix of complexvalued synaptic weights $v_{i p}$ and $\mathbf{D}$ is a real-valued diagonal matrix with strictly decreasing entries providing a scaling (or inducing asymmetry) for outputs $\tilde{\mathbf{y}}$. For such a network, we can formulate a standard cost function as

$$
\begin{equation*}
J_{c}=\frac{1}{2}\left\|\mathbf{e}^{R}\right\|_{2}^{2}+\frac{1}{2}\left\|\mathbf{e}^{I}\right\|_{2}^{2} \tag{A.9}
\end{equation*}
$$

where $\mathbf{e} \triangleq \mathbf{e}^{R}+j \mathbf{e}^{I}=\mathbf{x}-\hat{\mathbf{x}}=\left(\mathbf{I}-\mathbf{V} \mathbf{D} \mathbf{V}^{H}\right) \mathbf{x}$. Using the back-propagation gradient descent method the minimization of the above cost function leads to a general learning rule

$$
\begin{align*}
\frac{d \mathbf{V}}{d t} & =\boldsymbol{\mu}\left[\mathbf{e} \mathbf{y}^{H} \mathbf{D}+\mathbf{x} \mathbf{e}^{H} \mathbf{V} \mathbf{D}\right] \\
& =\boldsymbol{\mu}\left[\mathbf{x} \mathbf{y}^{H} \mathbf{D}-\mathbf{V} \mathbf{D} \mathbf{y} \mathbf{y}^{H} \mathbf{D}\right] \tag{A.10}
\end{align*}
$$

Assuming again that the second term in Eq. (A.10) is small and can be neglected, we obtain a generalized form of Brockett's algorithm for complex-valued signals as

$$
\begin{equation*}
\frac{d \mathbf{V}}{d t}=\boldsymbol{\mu}\left[\mathbf{x} \mathbf{y}^{H} \mathbf{D}-\mathbf{V} \mathbf{D} \mathbf{y} \mathbf{y}^{H} \mathbf{D}\right] \tag{A.11}
\end{equation*}
$$

with $\mathbf{V}(0) \neq \mathbf{0}$. In a scalar form the above algorithm becomes

$$
\begin{equation*}
\frac{d v_{i p}}{d t}=\hat{\mu}_{i} y_{i}\left[x_{p}^{*}-\sum_{k=1}^{n} y_{k}^{*} v_{k p} \alpha_{k i}\right], \quad(i=1,2, \ldots, n ; p=1,2, \ldots, m, n \leq m) \tag{A.12}
\end{equation*}
$$

where

$$
\alpha_{k i}=d_{k} / d_{i}, \quad \hat{\mu}_{i}=\mu_{i} d_{i}>0
$$

(i.e., the parameter $d_{i}$ is absorbed by the learning rate $\hat{\mu}_{i}(t)>0$ ), and $d_{1} \geq d_{2} \geq \cdots \geq d_{n}$. In the special case of $\alpha_{k i}=1(\forall k, i),(\widehat{A} .12)$ simplifies to the subspace learning algorithm.

## Appendix B. Hierarchical Neural Network for Complex-valued PCA

Assume that the process $\mathbf{x}(k) \in \mathbf{C}^{m}$ comprises a zero-mean sequence whose covariance matrix is defined as $\mathbf{R}_{\mathbf{x x}}=E\left\{\mathbf{x} \mathbf{x}^{H}\right\}$ and we wish to estimate (extract) on-line its complexvalued eigenvectors $\mathbf{v}_{i}$ and corresponding PCs 281, 277, 282. Employing a self-supervising principle and hierarchical neural network architecture, we shall extract the PCs sequentially. Let us temporarily assume that we want to extract only the first ${ }^{77} \mathrm{PC}\left(y_{1}\right)$ by a linear single neuron

$$
\begin{equation*}
y_{1}=\mathbf{v}_{1}^{T} \mathbf{x}=\sum_{p=1}^{m} v_{1 p} x_{p}(t) \tag{B.1}
\end{equation*}
$$

The vector $\mathbf{v}_{1}$ should be determined in such a way, that the reconstructed vector

$$
\begin{equation*}
\hat{\mathbf{x}}=\mathbf{v}_{1}^{*} y_{1} \tag{B.2}
\end{equation*}
$$

will reproduce the input vector $\mathbf{x}(t)$ as well as possible, according to a suitable optimization criterion.

For this purpose let us define a complex-valued instantaneous error vector as

$$
\begin{align*}
\mathbf{e}_{1}(t) & =\left[e_{11}(t), e_{12}(t), \ldots, e_{1 m}(t)\right]^{T} \\
& \triangleq \mathbf{x}(t)-\hat{\mathbf{x}}(t)=\mathbf{x}(t)-\mathbf{v}_{1}^{*} y_{1}(t) \\
& =\left(\mathbf{I}-\mathbf{v}_{1} \mathbf{v}_{1}^{H}\right) \mathbf{x}(t)=\mathbf{e}_{1}^{R}(t)+j \mathbf{e}_{1}^{I}(t) \tag{B.3}
\end{align*}
$$

where $\mathbf{I}$ is the identity matrix, $\mathbf{e}_{1}^{R}$ is the real part and $\mathbf{e}_{1}^{I}$ is the imaginary part of the error vector $\mathbf{e}_{1}(t)$ and $j=\sqrt{-1}$.

In order to find the optimal value of the vector $\mathbf{v}_{1}$, we can define a standard 2-norm cost function

$$
\begin{align*}
E_{1}\left(\mathbf{v}_{1}\right) & =\frac{1}{2}\left[\left\|\mathbf{e}_{1}^{R}\right\|_{2}^{2}+\left\|\mathbf{e}_{1}^{I}\right\|_{2}^{2}\right] \\
& =\frac{1}{2}\left[\sum_{p=1}^{m}\left(e_{1 p}^{R}\right)^{2}+\sum_{p=1}^{m}\left(e_{1 p}^{I}\right)^{2}\right] \tag{B.4}
\end{align*}
$$

where $e_{1 p}^{R}$ is the $p$ th element of $\mathbf{e}_{1}^{R}$ etc.

[^17]The minimization of the cost function ( $\overline{\mathrm{B} .4}$ ), according to the standard gradient descent approach for the real and imaginary parts of vector $\mathbf{v}_{1}=\mathbf{v}_{1}^{R}+j \mathbf{v}_{1}^{I}$, leads to the following set of differential equations:

$$
\begin{align*}
\frac{d v_{1 p}^{R}}{d t} & =-\mu_{1} \frac{\partial E_{1}\left(\mathbf{v}_{1}\right)}{\partial v_{1 p}^{R}} \\
& =\mu_{1}\left\{\left(e_{1 p}^{R} y_{1}^{R}+e_{1 p}^{I} y_{1}^{I}\right)+x_{p}^{R} \sum_{h=1}^{m}\left(e_{1 h}^{R} v_{1 h}^{R}-e_{1 h}^{I} v_{1 h}^{I}\right)+x_{p}^{I} \sum_{h=1}^{m}\left(e_{1 h}^{R} v_{1 h}^{I}+e_{1 h}^{I} v_{1 h}^{R}\right)\right\} \\
\frac{d v_{1 p}^{I}}{d t} & =-\mu_{1} \frac{\partial E_{1}\left(\mathbf{v}_{1}\right)}{\partial v_{1 p}^{I}}  \tag{B.5}\\
& =\mu_{1}\left\{\left(e_{1 p}^{R} y_{1}^{I}-e_{1 p}^{I} y_{1}^{R}\right)+x_{p}^{R} \sum_{h=1}^{m}\left(e_{1 h}^{R} v_{1 h}^{I}+e_{1 h}^{I} v_{1 h}^{R}\right)-x_{p}^{I} \sum_{h=1}^{m}\left(e_{1 h}^{R} v_{1 h}^{R}-e_{1 h}^{I} v_{1 h}^{I}\right)\right\} \tag{B.6}
\end{align*}
$$

where $\mu_{1}(t)>0$ is the learning rate and $y_{1} \triangleq y_{1}^{R}+j y_{1}^{I}, e_{1 p} \triangleq e_{1 p}^{R}+j e_{1 p}^{I},(p=1,2, \ldots, m)$. Combining the above equations (B.5) and (B.6) and taking into account that $v_{1 p} \triangleq v_{1 p}^{R}+$ $j v_{1 p}^{I}$, we obtain the learning algorithm

$$
\begin{equation*}
\frac{d v_{1 p}(t)}{d t}=\mu_{1}(t)\left[y_{1}(t) e_{1 p}^{*}(t)+x_{p}^{*}(t) \sum_{h=1}^{m} v_{1 h}(t) e_{1 h}(t)\right], \quad(p=1,2, \ldots, m) \tag{B.7}
\end{equation*}
$$

which can be written in matrix form as

$$
\begin{equation*}
\frac{d \mathbf{v}_{1}}{d t}=\mu_{1}\left[y_{1} \mathbf{e}_{1}^{*}+\mathbf{x}^{*} \mathbf{v}_{1}^{T} \mathbf{e}_{1}\right] \tag{B.8}
\end{equation*}
$$

for any $\mathbf{v}_{1}(0) \neq \mathbf{0}, \mu_{1}(t)>0$.
The above learning rule can be further simplified to

$$
\begin{align*}
\frac{d \mathbf{v}_{1}}{d t} & =\mu_{1} y_{1} \mathbf{e}_{1}^{*} \\
& =\mu_{1} y_{1}\left[\mathbf{x}-\mathbf{v}_{1}^{*} y_{1}\right]^{*} \\
& =\mu_{1} y_{1}\left[\mathbf{x}^{*}-\mathbf{v}_{1} y_{1}^{*}\right] \\
& =\mu_{1} \mathbf{v}_{1}^{T} \mathbf{x}\left[\mathbf{I}-\mathbf{v}_{1} \mathbf{v}_{1}^{H}\right] \mathbf{x}^{*} \tag{B.9}
\end{align*}
$$

since the second term in Equation ( $\overline{\mathrm{B} .8}$ ), which can be written as

$$
\begin{equation*}
\mathbf{x}^{*} \mathbf{v}_{1}^{T} \mathbf{e}_{1}=\mathbf{x}^{*} \mathbf{v}_{1}^{T}\left(\mathbf{x}-\mathbf{v}_{1}^{*} y_{1}\right)=\mathbf{x}^{*}\left(1-\mathbf{v}_{1}^{H} \mathbf{v}_{1}\right) y_{1} \tag{B.10}
\end{equation*}
$$

tends quickly to zero as $\mathbf{v}_{1}^{H} \mathbf{v}_{1}$ tends to 1 with $t \rightarrow \infty$; it can therefore be neglected.
It is interesting to note that the discrete-time realization of the learning algorithm:

$$
\begin{equation*}
\mathbf{v}_{1}(k+1)=\mathbf{v}_{1}(k)+\eta_{1}(k) y_{1}(k)\left[\mathbf{x}^{*}(k)-\mathbf{v}_{1}(k) y_{1}^{*}(k)\right], \quad(k=0,1,2, \ldots) \tag{B.11}
\end{equation*}
$$

is known as the Oja learning rule for complex-valued data.

## Robust PCA for Complex-valued Data

In order to derive a robust algorithm for PCA, we can formulate a cost function as:

$$
\begin{equation*}
J_{1 \rho}\left(\mathbf{v}_{1}\right) \triangleq \boldsymbol{\rho}\left(\mathbf{e}_{1}^{R}\right)+\boldsymbol{\rho}\left(\mathbf{e}_{1}^{I}\right)=\sum_{p=1}^{m} \rho_{p}\left(e_{1 p}^{R}\right)+\sum_{p=1}^{m} \rho_{p}\left(e_{1 p}^{I}\right), \tag{B.12}
\end{equation*}
$$

where $\rho_{i}\left(e_{1 i}^{R, I}\right)$ are real, typically convex, functions known in statistics as the "robust loss functions". In order to reduce the influence of outliers many different robust loss functions $\rho(e)$ have been proposed [281, 277, 282. Generally speaking, a suitable choice of the loss function depends on the distribution of the input vector $\mathbf{x}(t)$. Applying a standard gradient descent approach to the energy function ( $\overline{\mathrm{B} .12}$ ), we obtain (after some mathematical manipulations) a learning rule (generalization of Eq. (B.7)).

$$
\begin{equation*}
\frac{d v_{1 p}}{d t}=\mu_{1}\left[y_{1} \Psi_{p}^{*}\left(e_{1_{p}}\right)+x_{p}^{*} \sum_{h=1}^{m} v_{1 h} \Psi_{h}\left(e_{1 h}\right)\right] \tag{B.13}
\end{equation*}
$$

where $\mu_{1}(t)>0$ and

$$
\begin{aligned}
\Psi_{p}\left(e_{1 p}\right) & \triangleq \frac{\partial \rho_{p}\left(e_{1}^{R}\right)}{\partial e_{1 p}^{R}}+j \frac{\partial \rho_{p}\left(e_{1}^{I}\right)}{\partial e_{1 p}^{I}}=\Psi_{p}^{R}+j \Psi_{p}^{I} \\
e_{1 p} & =e_{1 p}^{R}+j e_{1 p}^{I} \\
e_{1 p}^{*} & =e_{1 p}^{R}-j e_{1 p}^{I} \\
\Psi_{p}^{*}\left(e_{1 p}\right) & =\Psi_{p}^{R}\left(e_{1 p}\right)-j \Psi_{p}^{I}\left(e_{1_{p}}\right)
\end{aligned}
$$

The above learning algorithm can be written in compact matrix form as

$$
\begin{equation*}
\frac{d \mathbf{v}_{1}}{d t}=\mu_{1}\left[y_{1} \mathbf{\Psi}^{*}\left(\mathbf{e}_{1}\right)+\mathbf{x}^{*} \mathbf{v}_{1}^{T} \boldsymbol{\Psi}\left(\mathbf{e}_{1}\right)\right] \tag{B.14}
\end{equation*}
$$

where

$$
\begin{aligned}
\boldsymbol{\Psi}\left(\mathbf{e}_{1}\right) & \triangleq\left[\Psi_{1}\left(e_{11}\right), \Psi_{2}\left(e_{12}\right), \ldots, \Psi_{n}\left(e_{1 m}\right)\right]^{T} \\
\boldsymbol{\Psi}^{*}\left(\mathbf{e}_{1}\right) & \triangleq\left[\Psi_{1}^{*}\left(e_{11}\right), \Psi_{2}^{*}\left(e_{12}\right), \ldots, \Psi_{n}^{*}\left(e_{1 m}\right)\right]^{T}
\end{aligned}
$$

Usually, the second term in Equation (B.14) is small or tends quickly to zero and can be neglected. Thus, the simplified (approximated) version of the algorithm takes the form

$$
\begin{equation*}
\frac{d \mathbf{v}_{1}}{d t}=\mu_{1} y_{1} \boldsymbol{\Psi}^{*}\left(\mathbf{e}_{1}\right)=\mu_{1} y_{1} \boldsymbol{\Psi}\left[\mathbf{x}^{*}-\mathbf{v}_{1} y_{1}^{*}\right] \tag{B.15}
\end{equation*}
$$

with $\mu_{1}>0$.

The above learning algorithms ( $\overline{\mathrm{B} .13}, \overline{\mathrm{~B} .14})$ and (B.15) can be easily extended for the higher PCs by using the self-supervising principle and a cascade hierarchical neural network. In other words, the procedure for the extraction of the second $\mathrm{PC}\left(y_{2}\right)$ corresponding to the second largest eigenvalue $\lambda_{2}=E\left\{y_{2} y_{2}^{*}\right\}$ is performed in the same way as that of the first component, but instead of carrying out the extraction process directly from the input data, we extract the available errors

$$
\begin{equation*}
\tilde{\mathbf{x}}_{1} \triangleq \mathbf{e}_{1}=\mathbf{x}-\hat{\mathbf{x}}=\left(\mathbf{x}-\mathbf{v}_{1}^{*} y_{1}\right) \tag{B.16}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{2} \triangleq \mathbf{v}_{2}^{T} \mathbf{e}_{1} \tag{B.17}
\end{equation*}
$$

In general, the sequence of the cost functions can be formulated as

$$
\begin{equation*}
J_{i \rho}\left(\mathbf{v}_{i}\right) \triangleq \boldsymbol{\rho}\left(\mathbf{e}_{i}^{R}\right)+\boldsymbol{\rho}\left(\mathbf{e}_{i}^{I}\right)=\sum_{p=1}^{m} \rho_{p}\left(e_{i p}^{R}\right)+\sum_{p=1}^{m} \rho_{p}\left(e_{i p}^{I}\right), \quad(i=1,2, \ldots, n) \tag{B.18}
\end{equation*}
$$

where $\mathbf{e}_{i}=\mathbf{e}_{i}^{R}+j \mathbf{e}_{i}^{I}, \mathbf{e}_{i}=\mathbf{e}_{i-1}-\mathbf{v}_{i}^{*} y_{i}, y_{i}=\mathbf{v}_{i}^{T} \mathbf{e}_{i-1}$, with $\mathbf{e}_{0}(t) \triangleq \mathbf{x}(t)$. Using the standard gradient descent technique to minimize this cost function, we obtain the adaptive learning algorithm:

$$
\begin{equation*}
\frac{d \mathbf{v}_{i}}{d t}=\mu_{i}\left[y_{i} \boldsymbol{\Psi}^{*}\left(e_{i}\right)+\mathbf{e}_{i-1}^{*} \mathbf{v}_{i}^{T} \boldsymbol{\Psi}\left(\mathbf{e}_{i}\right)\right] \tag{B.19}
\end{equation*}
$$

for any $\mathbf{v}_{i}(0) \neq \mathbf{0},(i=1,2, \ldots, n)$, where

$$
\begin{aligned}
\mu_{i}(t) & >0 \\
\Psi\left(\mathbf{e}_{i}\right) & =\left[\Psi_{1}\left(e_{i 1}\right), \Psi_{2}\left(e_{i 2}\right), \ldots, \Psi_{m}\left(e_{i m}\right)\right]^{T}, \\
\Psi_{p}\left(e_{i p}\right) & =\frac{\partial \rho_{p}\left(e_{i p}^{R}\right)}{\partial e_{i p}^{R}}+j \frac{\partial \rho_{p}\left(e_{i p}^{I}\right)}{\partial e_{i p}^{I}}, \\
\text { (e.g., } \Psi_{p}\left(e_{i p}\right) & \left.=\tanh \left(e_{i p}^{R} / \beta\right)+j \tanh \left(e_{i p}^{I} / \beta\right)\right), \\
\mathbf{e}_{0}(t) & =\mathbf{x}(t) .
\end{aligned}
$$

Usually the second term in Equation $\left(\overline{\mathrm{B} .19)}\right.$ is relatively small and can be neglected ${ }^{8}$, yielding a simplified version of the learning algorithm for extraction of the first $m$ PCs:

$$
\begin{equation*}
\frac{d \mathbf{v}_{i}(t)}{d t}=\mu_{i}(t) y_{i}(t) \Psi^{*}\left[\mathbf{e}_{i}(t)\right] \tag{B.20}
\end{equation*}
$$

or in the discrete-time form as

$$
\begin{equation*}
\mathbf{v}_{i}(k+1)=\mathbf{v}_{i}(k)+\eta_{i}(k) y_{i}(k) \boldsymbol{\Psi}^{*}\left[\mathbf{e}_{i}(k)\right] \tag{B.21}
\end{equation*}
$$

with $\mathbf{v}_{i}(0) \neq \mathbf{0}, \eta_{i}(k)>0$.
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#### Abstract

There are very few human beings who receive the truth, complete and staggering, by instant illumination. Most of them acquire it fragment by fragment, on a small scale, by successive developments, cellularly, like a laborious mosaic.


—(Anais Nin; 1903-1977)

Temporal, spatial and spatio-temporal decorrelations play important roles in signal processing. These techniques are based only on second-order statistics (SOS). They are the basis for modern subspace methods of spectrum analysis and array processing and often used in a preprocessing stage in order to improve convergence properties of adaptive systems, to eliminate redundancy or to reduce noise. Spatial decorrelation or prewhitening is often considered as a necessary (but not sufficient) condition for the stronger stochastic independence criteria. After prewhitening, the BSS or ICA tasks usually become somewhat easier and well-posed (less ill-conditioned), because the subsequent separating (unmixing) system is described by an orthogonal matrix for real-valued signals and a unitary matrix for complex-valued signals and weights. Furthermore, spatio-temporal and time-delayed decorrelation can be used to identify the mixing matrix and perform blind source separation of colored sources. In this chapter, we will discuss and analyze a number of efficient and robust adaptive and batch algorithms for spatial whitening, orthogonalization, spatio-temporal and time-delayed blind decorrelation. Moreover, we discuss several promising robust algorithms for blind identification and blind source separation of nonstationary and/or colored sources.

### 4.1 SPATIAL DECORRELATION - WHITENING TRANSFORMS

### 4.1.1 Batch Approach

Some adaptive algorithms for blind separation require prewhitening (called also sphering or normalized spatial decorrelation) of mixed (sensor) signals. A random, zero-mean vector y is said to be white if its covariance matrix is the identity matrix, i.e., $\mathbf{R}_{\mathbf{y y}}=E\left\{\mathbf{y} \mathbf{y}^{T}\right\}=\mathbf{I}_{n}$ or $E\left\{y_{i} y_{j}\right\}=\delta_{i j}$, where $\delta_{i j}$ is the Kronecker delta. In whitening, the sensor vectors $\mathbf{x}(k)$ are pre-processed using the following transformation (see Fig. 4.1):

$$
\begin{equation*}
\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k) \tag{4.1}
\end{equation*}
$$



Fig. 4.1 Basic model for blind spatial decorrelation of sensor signals.
Here $\mathbf{y}(k)$ denotes the whitened vector, and $\mathbf{W}$ is an $n \times m$ whitening matrix. If $m>$ $n$, where $n$ is known in advance, $\mathbf{W}$ simultaneously reduces the dimension of the data vectors from $m$ to $n$. In whitening, the matrix $\mathbf{W}$ is chosen so that the covariance matrix $\mathrm{E}\left\{\mathbf{y}(k) \mathbf{y}(k)^{T}\right\}$ becomes the unit matrix $\mathbf{I}_{n}$. Thus the components of the whitened vectors $\mathbf{y}(k)$ are mutually uncorrelated and they have unit variance, i.e.,

$$
\begin{equation*}
\mathbf{R}_{\mathbf{y} \mathbf{y}}=E\left\{\mathbf{y} \mathbf{y}^{T}\right\}=E\left\{\mathbf{W} \mathbf{x} \mathbf{x}^{T} \mathbf{W}^{T}\right\}=\mathbf{W} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{W}^{T}=\mathbf{I}_{n} \tag{4.2}
\end{equation*}
$$

Fig. 4.2 illustrates three basic transformations of sensor signals: prewhitening, PCA and ICA.

Generally, the sensor signals are mutually correlated, i.e., the covariance matrix $\mathbf{R}_{\mathbf{x x}}=$ $E\left\{\mathbf{x} \mathbf{x}^{T}\right\}$ is a full (not diagonal) matrix. It should be noted that the matrix $\mathbf{W} \in \mathbb{R}^{n \times m}$ is not unique, since by multiplying an arbitrary orthogonal matrix to the estimated matrix $\mathbf{W}$ from the left, property (4.2) is preserved.

Since the covariance matrix of sensor signals $\mathbf{x}(k)$ is usually symmetric positive definite, it can be decomposed as follows

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}}=\mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}} \mathbf{V}_{\mathbf{x}}^{T}=\mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}}^{1 / 2} \boldsymbol{\Lambda}_{\mathbf{x}}^{1 / 2} \mathbf{V}_{\mathbf{x}}^{T} \tag{4.3}
\end{equation*}
$$

where $\mathbf{V}_{\mathbf{x}}$ is an orthogonal matrix and $\boldsymbol{\Lambda}_{\mathbf{x}}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ is a diagonal matrix with positive eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}>0$. Hence, under the condition that the covariance matrix is positive definite ${ }^{11}$, the required decorrelation matrix $\mathbf{W}$ (called also a
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Fig. 4.2 Illustration of basic transformation of two sensor signals with uniform distributions.
whitening matrix or Mahalanobis transform) can be computed as follows

$$
\begin{equation*}
\mathbf{W}=\mathbf{\Lambda}_{\mathbf{x}}^{-1 / 2} \mathbf{V}_{\mathbf{x}}^{T}=\operatorname{diag}\left\{\frac{1}{\sqrt{\lambda_{1}}}, \frac{1}{\sqrt{\lambda_{2}}}, \ldots, \frac{1}{\sqrt{\lambda_{n}}}\right\} \mathbf{V}_{\mathbf{x}}^{T} \tag{4.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{W}=\mathbf{U} \boldsymbol{\Lambda}_{\mathbf{x}}^{-1 / 2} \mathbf{V}_{\mathbf{x}}^{T} \tag{4.5}
\end{equation*}
$$

where $\mathbf{U}$ is an arbitrary orthogonal matrix. This can be easily verified by substituting (4.4) or (4.5) into (4.2):

$$
\begin{equation*}
\mathbf{R}_{\mathbf{y} \mathbf{y}}=E\left\{\mathbf{y} \mathbf{y}^{T}\right\}=\boldsymbol{\Lambda}_{\mathbf{x}}^{-1 / 2} \mathbf{V}_{\mathbf{x}}^{T} \mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda} \mathbf{V}_{\mathbf{x}}^{T} \mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}}^{-1 / 2}=\mathbf{I}_{n} \tag{4.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{R}_{\mathbf{y} \mathbf{y}}=\mathbf{U} \boldsymbol{\Lambda}_{\mathbf{x}}^{-1 / 2} \mathbf{V}_{\mathbf{x}}^{T} \mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}} \mathbf{V}_{\mathbf{x}}^{T} \mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}}^{-1 / 2} \mathbf{U}^{T}=\mathbf{I}_{n} \tag{4.7}
\end{equation*}
$$

Alternatively, we can apply the Cholesky decomposition

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}}=\mathbf{L} \mathbf{L}^{T} \tag{4.8}
\end{equation*}
$$

where $\mathbf{L}$ is a lower triangular matrix. The whitening (decorrelation) matrix in this case is

$$
\begin{equation*}
\mathbf{W}=\mathbf{U L}^{-1} \tag{4.9}
\end{equation*}
$$

where $\mathbf{U}$ is an arbitrary orthogonal matrix, since

$$
\begin{equation*}
\mathbf{R}_{\mathbf{y} \mathbf{y}}=E\left\{\mathbf{y} \mathbf{y}^{T}\right\}=\mathbf{W R}_{\mathbf{x x}} \mathbf{W}^{T}=\mathbf{U} \mathbf{L}^{-1} \mathbf{L} \mathbf{L}^{T}\left(\mathbf{L}^{-1}\right)^{T} \mathbf{U}^{T}=\mathbf{I}_{n} \tag{4.10}
\end{equation*}
$$

In the special case when $\mathbf{x}(k)=\boldsymbol{\nu}(k)$ is colored Gaussian noise with $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}=E\left\{\boldsymbol{\nu} \boldsymbol{\nu}^{T}\right\} \neq$ $\sigma_{\nu}^{2} \mathbf{I}_{n}$, the whitening transform converts it into a white noise (i.i.d.) process.

### 4.1.2 Optimization Criteria for Adaptive Blind Spatial Decorrelation

In the previous section, we have described some simple numerical or batch methods to estimate decorrelation matrix $\mathbf{W}$. Now, we consider optimization criteria that enable us to derive adaptive algorithms. Let us consider a mixing system

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k) \tag{4.11}
\end{equation*}
$$

and a decorrelation system as depicted on Fig. 4.1

$$
\begin{equation*}
\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k) \tag{4.12}
\end{equation*}
$$

where matrices $\mathbf{H}$ and $\mathbf{W}$ are $n$ by $n$ nonsingular matrices. Our objective is to find a simple adaptive algorithm for estimation of decorrelation matrix $\mathbf{W}$ such that the covariance matrix of the output signals will be a diagonal matrix, i.e.,

$$
\begin{equation*}
\mathbf{R}_{\mathbf{y} \mathbf{y}}=E\left\{\mathbf{y} \mathbf{y}^{T}\right\}=\boldsymbol{\Lambda} \tag{4.13}
\end{equation*}
$$

where $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is a diagonal matrix, typically, $\boldsymbol{\Lambda}=\mathbf{I}_{n}$. It should be noted that the output signals will be mutually uncorrelated if all the cross-correlations are zero:

$$
\begin{equation*}
r_{i j}=E\left\{y_{i} y_{j}\right\}=0, \quad \text { for all } \quad i \neq j, \tag{4.14}
\end{equation*}
$$

with non-zero autocorrelations

$$
\begin{equation*}
r_{i i}=E\left\{y_{i}^{2}\right\}=\lambda_{i}>0 \tag{4.15}
\end{equation*}
$$

The natural minimization criterion can be formulated as the $p$-norm

$$
\begin{equation*}
J_{p}(\mathbf{W})=\frac{1}{p} \sum_{i=1}^{n} \sum_{\substack{j=1 \\ j \neq i}}^{n}\left|r_{i j}\right|^{p} \tag{4.16}
\end{equation*}
$$

subject to the constraints $r_{i i} \neq 0, \forall i$, typically, $r_{i i}=1, \forall i$.
The following cases are especially interesting:
1-norm (Absolute value criterion),
2-norm (Frobenius norm),
$\infty$-norm (Chebyshev norm).
The problem arises how to derive adaptive algorithms based on these criteria. The present chapter studies only the Frobenius norm.

### 4.1.3 Derivation of Equivariant Adaptive Algorithms for Blind Spatial Decorrelation

Relatively easily, we can derive an adaptive learning algorithm using the following criterion: Minimize the global cost function:

$$
\begin{equation*}
J_{2}(\mathbf{W})=\frac{1}{4} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(E\left\{y_{i} y_{j}\right\}-\lambda_{i} \delta_{i j}\right)^{2}=\frac{1}{4}\left\|E\left\{\mathbf{y} \mathbf{y}^{T}\right\}-\boldsymbol{\Lambda}\right\|_{F}^{2} \tag{4.17}
\end{equation*}
$$

where $\|\mathbf{A}\|_{F}$ denotes the Frobenius norm of matrix $\mathbf{A}$. In order to derive an adaptive learning algorithm, we use the following transformation:

$$
\begin{align*}
\mathbf{R}_{\mathbf{y y}} & =E\left\{\mathbf{y} \mathbf{y}^{T}\right\}=E\left\{\mathbf{W} \mathbf{x} \mathbf{x}^{T} \mathbf{W}^{T}\right\}=E\left\{\mathbf{W} \mathbf{H} \mathbf{s}^{T}(\mathbf{W} \mathbf{H})^{T}\right\} \\
& =\mathbf{G} \mathbf{R}_{\mathbf{s s}} \mathbf{G}^{T}=\mathbf{G} \mathbf{G}^{T} \tag{4.18}
\end{align*}
$$

where $\mathbf{G}=\mathbf{W} \mathbf{H}$ is the global transformation matrix from $\mathbf{s}$ to $\mathbf{y}$, and we have assumed without loss of generality that $\mathbf{R}_{\mathbf{s} \mathbf{s}}=E\left\{\mathbf{s} \mathbf{s}^{T}\right\}=\mathbf{I}_{n}$. The optimization criterion can be written in the form:

$$
\begin{equation*}
J_{2}(\mathbf{W})=\frac{1}{4}\left\|\mathbf{G} \mathbf{G}^{T}-\boldsymbol{\Lambda}\right\|_{F}^{2}=\frac{1}{4} \operatorname{tr}\left[\left(\mathbf{G} \mathbf{G}^{T}-\boldsymbol{\Lambda}\right)\left(\mathbf{G} \mathbf{G}^{T}-\boldsymbol{\Lambda}\right)\right] \tag{4.19}
\end{equation*}
$$

Applying the standard gradient descent approach and the chain rule, we have

$$
\begin{equation*}
\frac{d g_{i j}}{d t}=-\mu \frac{\partial J_{2}(\mathbf{W})}{\partial g_{i j}}=-\mu \sum_{k=1}^{n} \sum_{p=1}^{n} \frac{\partial J_{2}}{\partial r_{k p}} \frac{\partial r_{k p}}{\partial g_{i j}} \tag{4.20}
\end{equation*}
$$

where we use continuous-time version of the learning rule. Taking into account that $\mathbf{R}_{\mathbf{y y}}=$ $\mathbf{G} \mathbf{G}^{T}$, we obtain

$$
\begin{align*}
\frac{d g_{i j}}{d t} & =\frac{\mu}{2}\left[\sum_{k=1}^{n} \lambda_{k} \frac{\partial r_{k k}}{\partial g_{i j}}-\sum_{k=1}^{n} \sum_{p=1}^{n} r_{k p} \frac{\partial r_{k p}}{\partial g_{i j}}\right] \\
& =\frac{\mu}{2}\left[2 \lambda_{i} g_{i j}-\sum_{k=1}^{n} r_{i k} g_{k j}-\sum_{p=1}^{n} r_{p i} g_{p j}\right] \tag{4.21}
\end{align*}
$$

The above formula can be simplified by taking into account that the output covariance $\operatorname{matrix} \mathbf{R}_{\mathbf{y y}}$ is symmetric, i.e. $r_{i j}=r_{j i}$, as

$$
\begin{equation*}
\frac{d g_{i j}}{d t}=\mu\left[\lambda_{i} g_{i j}-\sum_{k=1}^{n} r_{i k} g_{k j}\right] \quad(i, j=1,2, \ldots, n) \tag{4.22}
\end{equation*}
$$

or in more compact matrix form

$$
\begin{equation*}
\frac{d \mathbf{G}}{d t}=\mu\left(\boldsymbol{\Lambda}-\mathbf{R}_{\mathbf{y y}}\right) \mathbf{G}=\mu\left(\boldsymbol{\Lambda}-\mathbf{G} \mathbf{G}^{T}\right) \mathbf{G} \tag{4.23}
\end{equation*}
$$

Taking into account that $\mathbf{G}=\mathbf{W} \mathbf{H}$ and assuming that $\mathbf{H}$ is only very slowly varying in time, i.e., $d \mathbf{H} / d t \approx \mathbf{0}$, we have

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t} \mathbf{H}=\mu\left(\boldsymbol{\Lambda}-\mathbf{R}_{\mathbf{y y}}\right) \mathbf{W} \mathbf{H} \tag{4.24}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=\mu\left(\boldsymbol{\Lambda}-\mathbf{R}_{\mathbf{y y}}\right) \mathbf{W} \tag{4.25}
\end{equation*}
$$

Using the simple Euler formula, the corresponding discrete-time algorithm can be written as

$$
\begin{equation*}
\mathbf{W}(l+1)=\mathbf{W}(l)+\eta_{l}\left[\boldsymbol{\Lambda}-\mathbf{R}_{\mathbf{y y}}^{(l)}\right] \mathbf{W}(l) \tag{4.26}
\end{equation*}
$$

The covariance matrix $\mathbf{R}_{\mathbf{y y}}$ can be estimated as follows:

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{y y}}^{(l)}=\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle=\frac{1}{N} \sum_{k=0}^{N-1} \mathbf{y}^{(l)}(k)\left[\mathbf{y}^{(l)}(k)\right]^{T}, \tag{4.27}
\end{equation*}
$$

where $\mathbf{y}^{(l)}(k)=\mathbf{W}(l) \mathbf{x}(k)$.
Alternatively, we can apply the moving average (MA) approach to estimate matrix $\mathbf{W}$ on-line as

$$
\begin{align*}
\mathbf{W}(k+1) & =\mathbf{W}(k)+\eta(k)\left[\boldsymbol{\Lambda}-\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}\right] \mathbf{W}(k) \\
& =\mathbf{W}(k)+\eta(k)\left[\boldsymbol{\Lambda}-\mathbf{W}(k) \widehat{\mathbf{R}}_{\mathbf{x x}}^{(k)} \mathbf{W}^{T}(k)\right] \mathbf{W}(k), \tag{4.28}
\end{align*}
$$

where $0<\eta(k) \leq 0.5$ and

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}=\left(1-\eta_{0}\right) \widehat{\mathbf{R}}_{\mathbf{y} \mathbf{y}}^{(k-1)}+\eta_{0} \mathbf{y}(k) \mathbf{y}^{T}(k), \tag{4.29}
\end{equation*}
$$

where $\eta_{0} \in(0,1]$ is a fixed step size (learning rate). For on-line learning, the covariance matrix can be very roughly estimated simply by neglecting the expectation operator as

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{y y}} \cong \mathbf{y}(k) \mathbf{y}^{T}(k) \tag{4.30}
\end{equation*}
$$

thus the discrete-time, on-line algorithm (4.26) simplifies as

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\mathbf{W}(k+1)-\mathbf{W}(k)=\eta(k)\left[\boldsymbol{\Lambda}-\mathbf{y}(k) \mathbf{y}^{T}(k)\right] \mathbf{W}(k) \tag{4.31}
\end{equation*}
$$

Functional diagram illustrating implementation of the discrete-time on-line learning algorithm (4.31) is shown in Fig. 4.3,

It is interesting to note that a similar algorithm can be derived by using an informationtheoretic criterion (see Chapter [6] for more detail)

$$
\begin{equation*}
J(\mathbf{W})=-\frac{1}{2}\left[\log \left(\operatorname{det}\left(\mathbf{W} \mathbf{W}^{T}\right)\right)-\sum_{i=1}^{n} E\left\{\left|y_{i}\right|^{2}\right\}\right] \tag{4.32}
\end{equation*}
$$



Fig. 4.3 Block diagram illustrating the implementation of the learning algorithm (4.31).
where $\mathbf{W} \in \mathbb{R}^{n \times m}$ with $m \geq n$. The first term of the cost function prevents the decorrelation matrix $\mathbf{W}$ from becoming not a full rank and all the outputs from decaying to zero, and the second term assures that the output signals will be mutually uncorrelated by minimizing the global energy of these signals. The gradient components of the cost function can be computed as follows

$$
\begin{equation*}
\frac{\partial \log \operatorname{det} \mathbf{W} \mathbf{W}^{T}}{\partial \mathbf{W}}=2\left(\mathbf{W} \mathbf{W}^{T}\right)^{-1} \mathbf{W} \tag{4.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial E\left\{\left|y_{i}\right|^{2}\right\}}{\partial w_{i j}}=\frac{\partial E\left\{\left|y_{i}\right|^{2}\right\}}{\partial y_{i}} \frac{\partial y_{i}}{\partial w_{i j}}=2\left\langle y_{i} x_{j}\right\rangle \quad(i, j=1,2, \ldots, n) \tag{4.34}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\frac{\partial \sum_{i=1}^{n} E\left\{\left|y_{i}\right|^{2}\right\}}{\partial \mathbf{W}}=2\left\langle\mathbf{y} \mathbf{x}^{T}\right\rangle \tag{4.35}
\end{equation*}
$$

Hence, applying the standard gradient descent approach, we obtain the learning algorithm expressed in matrix form as

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu\left[\frac{\partial J}{\partial \mathbf{W}}\right]=\mu\left[\left(\mathbf{W} \mathbf{W}^{T}\right)^{-1} \mathbf{W}-\left\langle\mathbf{y} \mathbf{x}^{T}\right\rangle\right] \tag{4.36}
\end{equation*}
$$

In order to avoid matrix inversion, we can apply the Atick-Redlich formula [51]:

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu \mathbf{W}\left[\frac{\partial J}{\partial \mathbf{W}}\right]^{T} \mathbf{W}=\mu\left(\mathbf{I}-\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle\right) \mathbf{W} \tag{4.37}
\end{equation*}
$$

Alternatively, we can use Amari's natural gradient (NG) formula to obtain the same final algorithm [25] (see Appendix A and Chapter 6] for the theoretical explanation)

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu \frac{\partial J}{\partial \mathbf{W}} \mathbf{W}^{T} \mathbf{W}=\mu\left(\mathbf{I}-\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle\right) \mathbf{W} \tag{4.38}
\end{equation*}
$$

The corresponding discrete-time on-line algorithm can be written as:

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\eta(k)\left[\mathbf{I}-\mathbf{y}(k) \mathbf{y}^{T}(k)\right] \mathbf{W}(k) . \tag{4.39}
\end{equation*}
$$

Remark 4.1 It is interesting to note that the above algorithms (4.38) and (4.39) converge when global matrix $\mathbf{G}=\mathbf{W} \mathbf{H}$ becomes a matrix satisfying relations

$$
\begin{equation*}
\mathbf{G} \mathbf{G}^{T}=\mathbf{G}^{T} \mathbf{G}=\mathbf{I}_{n} \tag{4.40}
\end{equation*}
$$

or $\mathbf{G}^{-1}=\mathbf{G}^{T}$, so the matrix $\mathbf{G}$ is orthogonal. Indeed, multiplying equation (4.39) by the mixing matrix $\mathbf{H}$ from the right hand side, we get:

$$
\begin{equation*}
\mathbf{W}(k+1) \mathbf{H} \stackrel{d f}{=} \mathbf{G}(k+1)=\mathbf{G}(k)+\eta(k)\left[\mathbf{I}-\mathbf{G}(k)\left\langle\mathbf{s}(k) \mathbf{s}^{T}(k)\right\rangle \mathbf{G}^{T}(k)\right] \mathbf{G}(k) . \tag{4.41}
\end{equation*}
$$

Assuming, without loss of generality, that the autocorrelation matrix $\mathbf{R}_{\mathbf{s s}}=\left\langle\mathbf{s}(k) \mathbf{s}^{T}(k)\right\rangle$ is the identity matrix, it is evident that a learning algorithm, employing the rule (4.41), reaches an equilibrium when the matrix $\mathbf{G}(k)$ becomes orthogonal, i.e., $\mathbf{G}^{-1}=\mathbf{G}^{T}$.

Moreover, the above algorithm posses the so-called "equivariant property" such that its average performance does not depend on the eigenvalues of the covariance matrix $\mathbf{R}_{\mathbf{x x}}$.

The algorithm (4.38) can be expressed in terms of the entries of a nonsingular mixing $\operatorname{matrix} \mathbf{H}=\left[h_{i j}\right] \in \mathbb{R}^{n \times n}$. Assuming that $\mathbf{W} \mathbf{H}=\mathbf{I}_{n}$, we have

$$
\begin{equation*}
\frac{d \mathbf{H}}{d t}=-\mathbf{H} \frac{d \mathbf{W}}{d t} \mathbf{H} \tag{4.42}
\end{equation*}
$$

Hence, we obtain a local biologically plausible (normalized Hebbian) algorithm

$$
\begin{equation*}
\frac{d \mathbf{H}}{d t}=-\mu \mathbf{H}\left[\mathbf{I}-\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle\right]=\mu\left[\left\langle\mathbf{x} \mathbf{y}^{T}\right\rangle-\mathbf{H}\right] \tag{4.43}
\end{equation*}
$$

or in scalar form

$$
\begin{equation*}
\frac{d h_{i j}}{d t}=\mu\left[\left\langle x_{i} y_{j}\right\rangle-h_{i j}\right] \quad(i, j=1,2, \ldots, n) \tag{4.44}
\end{equation*}
$$

### 4.1.4 Simple Local Learning Rule

The learning rules discussed in the previous section can be considerably simplified, if we can assume that the decorrelation matrix $\mathbf{W}$ is symmetric positive definite one. ${ }^{[2]}$ To this

[^20]end, we can use a stable simple gradient formula
\[

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu \frac{\partial J}{\partial \mathbf{W}} \mathbf{W}^{T / 2} \mathbf{W}^{1 / 2}=-\mu \frac{\partial J}{\partial \mathbf{W}} \mathbf{W}^{T}=\mu\left[\boldsymbol{\Lambda}-\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle\right] \tag{4.45}
\end{equation*}
$$

\]

or equivalently

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu \mathbf{W} \frac{\partial J}{\partial \mathbf{W}}=\mu\left[\boldsymbol{\Lambda}-\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle\right] \tag{4.46}
\end{equation*}
$$

It should be noted that $\mathbf{W}(t)$ will be symmetric positive definite if $\mathbf{W}(0)$ is positive definite (typically $\mathbf{W}(0)=\mathbf{I}$ ), since $\widehat{\mathbf{R}}_{\mathbf{y y}}=\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle$ is also symmetric in each iteration step. The above formula can be written in scalar form as

$$
\begin{equation*}
\frac{d w_{i j}}{d t}=\mu\left(\delta_{i j} \lambda_{i}-\left\langle y_{i} y_{j}\right\rangle\right) \quad(i, j=1,2, \ldots, n) \tag{4.47}
\end{equation*}
$$

The discrete-time, on-line, local learning algorithm can be written as

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\eta(k)\left(\boldsymbol{\Lambda}-\mathbf{y}(k) \mathbf{y}^{T}(k)\right) \tag{4.48}
\end{equation*}
$$

or in scalar form (see Fig. 4.4) as

$$
\begin{equation*}
w_{i j}(k+1)=w_{i j}(k)+\eta(k)\left[\delta_{i j} \lambda_{i}-y_{i}(k) y_{j}(k)\right] \quad(i, j=1,2, \ldots, n) \tag{4.49}
\end{equation*}
$$



Fig. 4.4 Implementation of the local learning rule (4.48) for the blind decorrelation.
In addition to the merit that the algorithm (4.48) is much simpler to implement than (4.39), the local signal requirements of the algorithm in (4.48) make it ideal for hardware and VLSI implementations. However, the performances of (4.39) and (4.48) are not the same, and convergence speed of the local algorithm is usually much slower. In order to improve convergence properties a multi-layer neural network can be employed as it has
been shown in [266, 268, 398] and described in detail in the next chapters. Furthermore, the learning rate should be suitably chosen. A theoretical performance comparison of these two algorithms is discussed in 398.

The update in (4.48) has an interesting property that it converges also for a suitable sequence of negative step sizes $\eta(k)$ provided $\mathbf{W}(0)$ is a negative semi-definite matrix. To see this result, multiply both sides of (4.48) by $(-1)$. By defining $\tilde{\mathbf{W}}(k)=-\mathbf{W}(k), \tilde{\mathbf{y}}(k)=$ $-\mathbf{y}(k)=\tilde{\mathbf{W}}(k) \mathbf{x}(k)$, and $\tilde{\eta}(k)=-\eta(k)$,

$$
\begin{equation*}
\tilde{\mathbf{W}}(k+1)=\tilde{\mathbf{W}}(k)+\tilde{\eta}(k)\left(\boldsymbol{\Lambda}-\tilde{\mathbf{y}}(k) \tilde{\mathbf{y}}^{T}(k)\right) \tag{4.50}
\end{equation*}
$$

This algorithm is algebraically-equivalent to that in (4.48), and thus the coefficient matrix $\tilde{\mathbf{W}}(k)$ tends towards the solution obtained by $-\mathbf{W}(k)$ in the original algorithm. The convergence conditions on $\tilde{\eta}(k)$ are the same as those for $-\eta(k)$ in the original algorithm.

Summarizing, the local learning rule can be formulated in a more general form as

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k) \pm \eta(k)\left(\boldsymbol{\Lambda}-\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle\right) \tag{4.51}
\end{equation*}
$$

where $\eta(k)>0$ is the learning step, $\mathbf{W}(0)$ is a symmetric positive definite matrix and $\boldsymbol{\Lambda}$ is a diagonal positive definite matrix (typically, identity matrix).

### 4.1.5 Gram-Schmidt Orthogonalization

The above adaptive algorithms for spatial decorrelation (whitening) are highly redundant in the sense that each processing unit is connected to all inputs so that the decorrelating matrix $\mathbf{W}$ is generally a full one. The blind decorrelation can be also performed by imposing some constraints on matrix $\mathbf{W}$, e.g., it can be a lower triangular matrix with unit entries on the main diagonal. Let us consider the following simple cost function

$$
\begin{equation*}
J(\mathbf{W})=\frac{1}{2} \sum_{i=1}^{n} E\left\{y_{i}^{2}\right\} \tag{4.52}
\end{equation*}
$$

with the constraint that the decorrelation matrix is a lower triangular matrix.
Applying the standard gradient descent method leads to a simple adaptive algorithm called Gram-Schmidt orthogonalization

$$
\begin{align*}
y_{i}(k) & =x_{i}(k)+\sum_{j \leq i-1} w_{i j}(k) x_{j}(k),  \tag{4.53}\\
w_{i j}(k+1) & =w_{i j}(k)-\eta(k)\left\langle y_{i}(k) x_{j}(k)\right\rangle, \quad j \leq i-1, \quad i \geq 2 \tag{4.54}
\end{align*}
$$

with $y_{1}(k)=x_{1}(k)$ and $w_{11}=1$. It should be noted that this set of weight vectors is not unique.

Alternatively, we can use the batch Gram-Schmidt orthogonalization as follows:

$$
\begin{align*}
\mathbf{w}_{1} & =\mathbf{e}_{1},  \tag{4.55}\\
\mathbf{w}_{i} & =\mathbf{e}_{i}-\sum_{j=1}^{i-1} \alpha_{i j} \mathbf{w}_{j}, \quad(i=2, \ldots, n) \tag{4.56}
\end{align*}
$$

where $\mathbf{e}_{i}=[0, \ldots 1, \ldots, 0]^{T}$ is the unit vector with 1 in the $i$-th place and

$$
\begin{equation*}
\alpha_{i j}=\frac{\mathbf{e}_{i}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{w}_{j}}{\mathbf{w}_{j}^{T} \mathbf{R}_{\mathbf{x x}} \mathbf{w}_{j}}, \quad(j=1,2, \ldots, i-1 ; \quad i=1,2, \ldots, n) . \tag{4.57}
\end{equation*}
$$

One advantage of the Gram-Schmidt orthogonalization algorithm over the eigenvalue decomposition approach is its lower computational complexity.

### 4.1.6 Blind Separation of Decorrelated Sources Versus Spatial Decorrelation

All the prewhitening rules can be used in the context of neural separating algorithms. The algorithm which iteratively applies either the rule (4.39) or (4.51) achieves the equilibrium point when the output signal covariance matrix becomes

$$
\begin{equation*}
\mathbf{R}_{\mathbf{y} \mathbf{y}}=E\left\{\mathbf{y} \mathbf{y}^{T}\right\}=E\left\{\mathbf{W} \mathbf{x} \mathbf{x}^{T} \mathbf{W}^{T}\right\}=\mathbf{W} E\left\{\mathbf{x x}^{T}\right\} \mathbf{W}^{T}=\mathbf{W R}_{\mathbf{x x}} \mathbf{W}^{T}=\mathbf{I}_{n} \tag{4.58}
\end{equation*}
$$

Hence, assuming that $\mathbf{W}$ is a symmetric matrix, we get the equilibrium point at

$$
\begin{equation*}
\mathbf{W}_{*}=\mathbf{R}_{\mathbf{x x}}^{-\frac{1}{2}}=\mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}}^{-1 / 2} \mathbf{V}_{\mathbf{x}}^{T}, \tag{4.59}
\end{equation*}
$$

where $\mathbf{V}_{\mathbf{x}}$ is the orthogonal matrix and $\boldsymbol{\Lambda}_{\mathbf{x}}$ is the diagonal matrix obtained by the eigenvalue decomposition of the covariance matrix: $\mathbf{R}_{\mathbf{x x}}=\mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}} \mathbf{V}_{\mathbf{x}}^{T}$. This means that the output signals $y_{i}(k)$ will be mutually orthogonal with unit variances. In general, spatial decorrelation is not sufficient to perform instantaneous blind source separation from linear mixtures.

Remark 4.2 It is interesting to note that for a special case when a mixing matrix $\mathbf{H}$ is nonsingular and symmetric, blind spatial decorrelation (whitening) algorithms with a symmetric whitening matrix $\mathbf{W}$ perform directly blind signal separation, since $\mathbf{R}_{\mathbf{x x}}=\mathbf{H}^{2}$ under weak assumption that $\mathbf{R}_{\mathbf{s s}}=\mathbf{I}$ (i.e., the sources are spatially uncorrelated and unit variance) and hence

$$
\begin{equation*}
\mathbf{W}_{*}=\widehat{\mathbf{H}}^{-1}=\widehat{\mathbf{R}}_{\mathbf{x x}}^{-1 / 2}=\mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}}^{-1 / 2} \mathbf{V}_{\mathbf{x}}^{T} . \tag{4.60}
\end{equation*}
$$

### 4.1.7 Bias Removal for Noisy Data

It should be noted that when the sensor signals $\mathbf{x}(k)$ are noisy such that $\mathbf{x}(k)=\hat{\mathbf{x}}(k)+\boldsymbol{\nu}(k)$ and $\hat{\mathbf{x}}(k)=\mathbf{H} \mathbf{s}(k)$, and $\hat{\mathbf{y}}(k)=\mathbf{W}(k) \hat{\mathbf{x}}(k)$ are noiseless estimates of the sensor and output vectors, respectively, it is easy to show that the additive noise $\boldsymbol{\nu}(k)$ within $\mathbf{x}(k)$ introduces a bias in the estimated decorrelation matrix $\mathbf{W}$. The covariance matrix of the output can be evaluated as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{y y}}=E\left\{\mathbf{y}(k) \mathbf{y}^{T}(k)\right\}=\mathbf{W} \boldsymbol{R}_{\hat{\mathbf{x}} \mathbf{x}} \mathbf{W}^{T}+\mathbf{W} \mathbf{R}_{\boldsymbol{\nu}} \mathbf{W}^{T}, \tag{4.61}
\end{equation*}
$$

where $\mathbf{R}_{\hat{\mathbf{x}} \hat{\mathbf{x}}}=E\left\{\hat{\mathbf{x}}(k) \hat{\mathbf{x}}^{T}(k)\right\}$ and $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}=E\left\{\boldsymbol{\nu}(k) \boldsymbol{\nu}^{T}(k)\right\}$.

Assuming that the sample covariance matrix of the noise can be estimated (e.g., $\widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}=$ $\hat{\sigma}_{\nu}^{2} \mathbf{I}$ ), modified adaptive learning algorithms (cf. (4.51) and (4.39)) employing bias removal can take the following forms:

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}+\mathbf{W}(k) \widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}} \mathbf{W}^{T}(k)\right] \tag{4.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}+\mathbf{W}(k) \widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}} \mathbf{W}^{T}(k)\right] \mathbf{W}(k) . \tag{4.63}
\end{equation*}
$$

where $\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}=\left(1-\eta_{0}\right) \widehat{\mathbf{R}}_{\mathbf{y} \mathbf{y}}^{(k-1)}+\eta_{0} \mathbf{y}(k) \mathbf{y}^{T}(k)$.
The stochastic gradient version of the on-line global algorithm (4.39) for $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\sigma_{\nu}^{2} \mathbf{I}$ is

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\mathbf{y}(k) \mathbf{y}^{T}(k)+\sigma_{\nu}^{2} \mathbf{W}(k) \mathbf{W}^{T}(k)\right] \mathbf{W}(k) \tag{4.64}
\end{equation*}
$$

### 4.1.8 Robust Prewhitening - Batch Algorithm

For data corrupted by the noise, instead of the adaptive unbiased algorithms discussed in the previous section, we can attempt to apply the batch procedure called robust prewhitening based on the subspace approach. Using the subspace technique, we can relatively easily estimate the variance of noise and number of sources in the simplest case when the covariance matrix of the noise can be modelled as $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\sigma_{\nu}^{2} \mathbf{I}_{m}$ and the variance of noise is relatively small (that is, the SNR is relatively high above some threshold).

## Algorithm Outline: Robust Prewhitening for $m>n$

1. Compute the sample covariance matrix: $\widehat{\mathbf{R}}_{\mathbf{x x}}=\mathbf{H} \widehat{\mathbf{R}}_{\mathbf{s s}} \mathbf{H}^{T}+\hat{\sigma}_{\nu}^{2} \mathbf{I}_{m}=\mathbf{H} \mathbf{H}^{T}+\hat{\sigma}_{\nu}^{2} \mathbf{I}_{m}$, which holds asymptotically under assumption of independent sources with the unit variances and uncorrelated white noise.
2. Compute the eigenvalue decomposition:

$$
\begin{align*}
\widehat{\mathbf{R}}_{\mathbf{x x}} & =\mathbf{V}_{x} \boldsymbol{\Lambda}_{x} \mathbf{V}_{x}^{T}=\left[\mathbf{V}_{\mathcal{S}}, \mathbf{V}_{\mathcal{N}}\right]\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{\mathcal{S}} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Lambda}_{\mathcal{N}}
\end{array}\right]\left[\mathbf{V}_{\mathcal{S}}, \mathbf{V}_{\mathcal{N}}\right]^{T} \\
& =\mathbf{V}_{\mathcal{S}} \boldsymbol{\Lambda}_{\mathcal{S}} \mathbf{V}_{\mathcal{S}}^{T}+\mathbf{V}_{\mathcal{N}} \boldsymbol{\Lambda}_{\mathcal{N}} \mathbf{V}_{\mathcal{N}}^{T} \tag{4.65}
\end{align*}
$$

where $\mathbf{V}_{\mathcal{S}} \in \mathbb{R}^{m \times n}$ contains the eigenvectors associated with $n$ principal eigenvalues of $\boldsymbol{\Lambda}_{\mathcal{S}}=\operatorname{diag}\left\{\lambda_{1} \geq \lambda_{2} \cdots \geq \lambda_{n}\right\}$ in descending order. Similarly, the matrix $\mathbf{V}_{\mathcal{N}} \in$ $\mathbb{R}^{m \times(m-n)}$ contains the $(m-n)$ noise eigenvectors that correspond to noise eigenvalues $\boldsymbol{\Lambda}_{\mathcal{N}}=\operatorname{diag}\left\{\lambda_{n+1} \geq \cdots \geq \lambda_{m}\right\}$, with $\lambda_{n}>\lambda_{n+1}$. Usually, is required that $\lambda_{n} \gg$ $\lambda_{n+1}$.
3. Estimate $\hat{\sigma}_{\nu}^{2}$ by computing the mean value of $(m-n)$ minor eigenvalues and the rank of the matrix $\mathbf{H}$. This can be done on the basis of distribution of eigenvalues by
detecting the gap between them or applying the AIC or MDL criteria (see Chapter 3 for detail).
4. Define the whitening matrix ${ }^{3}$

$$
\begin{align*}
\mathbf{W} & =\hat{\boldsymbol{\Lambda}}_{\mathcal{S}}^{-1 / 2} \mathbf{V}_{\mathcal{S}}^{T}=\left(\boldsymbol{\Lambda}_{\mathcal{S}}-\hat{\sigma}_{\nu}^{2} \mathbf{I}_{n}\right)^{-1 / 2} \mathbf{V}_{\mathcal{S}}^{T} \\
& =\operatorname{diag}\left\{\frac{1}{\sqrt{\left(\lambda_{1}-\hat{\sigma}_{\nu}^{2}\right)}}, \ldots, \frac{1}{\sqrt{\left(\lambda_{n}-\hat{\sigma}_{\nu}^{2}\right)}}\right\} \mathbf{V}_{\mathcal{S}}^{T} \tag{4.66}
\end{align*}
$$

and the prewhitened sensor vector: $\mathbf{y}=\mathbf{W} \mathbf{x}$.

Remark 4.3 It should be noted that for noisy data $(\mathbf{x}(k)=\mathbf{H s}(k)+\boldsymbol{\nu}(k))$ the above described whitening transform $(\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k)=\mathbf{W} \mathbf{H s}(k)+\mathbf{W} \boldsymbol{\nu}(k))$ can amplify the noise rather than suppressing it, especially when $m=n$ and/or the mixing matrix $\mathbf{H}$ is ill-conditioned. For the ill-conditioned $\mathbf{H}$ the some eigenvalues $\lambda_{n}, \lambda_{n-1}, \ldots$ are very small. The enhancement of noise will be different in different channels depending on distribution of the eigenvalues. In such cases, to alleviate the problem, we can apply the regularization approach discussed in Chapter 2, by using instead of (4.66) the following formula for $m \geq n$ :

$$
\begin{equation*}
\mathbf{W}=\operatorname{diag}\left\{\sqrt{\frac{\lambda_{1}}{\lambda_{1}^{2}+\hat{\sigma}_{\nu}^{2}}}, \ldots, \sqrt{\frac{\lambda_{n}}{\lambda_{n}^{2}+\hat{\sigma}_{\nu}^{2}}}\right\} \mathbf{V}_{\mathcal{S}}^{T} \tag{4.67}
\end{equation*}
$$

where $\hat{\sigma}_{\nu}^{2}$ is estimated variance of the noise.
For Gaussian noise instead of the standard covariance matrix $\mathbf{R}_{\mathbf{x x}}$, we can employ fourthorder matrix cumulants which are insensitive to an arbitrary Gaussian noise [889].

### 4.2 SECOND ORDER STATISTICS BLIND IDENTIFICATION BASED ON EVD AND GEVD

### 4.2.1 Mixing Model

In this section we will discuss the basic methods that jointly exploit the second order statistics (correlation matrices for different time delays) and temporal structure of sources. We show how the problem of blind identification of mixing matrix can be converted to standard eigenvalue decomposition (EVD), generalized eigenvalue decomposition (GEVD) and simultaneous diagonalization (SD) problems.

We consider the case where sources may have arbitrary distributions but non-vanishing temporal correlations. More precisely, let us consider the simple mixing model where the

[^21]$m$-dimensional observation (sensor) vector $\mathbf{x}(k) \in \mathbb{R}^{m}$ is assumed to be generated by
\[

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\boldsymbol{\nu}(k), \tag{4.68}
\end{equation*}
$$

\]

where $\mathbf{H} \in \mathbb{R}^{m \times n}$ is an unknown full column rank mixing matrix, $\mathbf{s}(k)$ is the $n$-dimensional source vector (which is also unknown and $m \geq n$ ), and $\boldsymbol{\nu}(k)$ is the additive noise vector that is assumed to be statistically independent of $\mathbf{s}(k)$.

The task of blind identification or equivalently blind source separation (BSS) is to estimate the mixing matrix $\mathbf{H}$ or its pseudo inverse separating (unmixing) matrix $\mathbf{W}=\mathbf{H}^{+}$in order to estimate original source signals $\mathbf{s}(k)$, given only a finite number of observation data $\{\mathbf{x}(k)\}, k=1, \ldots, N$. Recall that two indeterminacies cannot be resolved in BSS without some a priori knowledge: Scaling and permutation ambiguities. Thus, if the estimate of the mixing matrix, $\widehat{\mathbf{H}}$ satisfies $\mathbf{G}=\mathbf{W} \mathbf{H}=\widehat{\mathbf{H}}^{+} \mathbf{H}=\mathbf{P} \mathbf{D}$, where $\mathbf{G}$ is the global transformation which combines the mixing and separating system, $\mathbf{P}$ is some permutation matrix and $\mathbf{D}$ is some nonsingular scaling diagonal matrix, then $(\widehat{\mathbf{H}}, \widehat{\mathbf{s}})$ and $(\mathbf{H}, \mathbf{s})$ are said to be related by a waveform-preserving relation [1160. A key factor in the BSS is the assumption about statistical properties of the sources like statistical independence among sources. That is the reason why the BSS is often confused with the independent component analysis (ICA). In this chapter, we exploit some weaker conditions for separation of sources assuming that they have temporal structures with different autocorrelation functions or equivalently different power spectra and/or they are nonstationary with time varying variances. Methods that exploit either the temporal structure of sources (mainly the second-order correlations) or the nonstationarity of sources, lead to the second-order statistics (SOS) based BSS methods. In contrast to the higher-order statistics (HOS) based BSS methods, all the SOS based methods do not have to infer the probability distributions of sources or nonlinear activation functions 234, 236].

In this and the next section, we describe several batch methods that exploit the spatiotemporal decorrelation to estimate (or identify) the mixing matrix in the presence of spatially correlated but temporally white noise (which is not necessarily Gaussian). Moreover, we show that for a suitable set of time-delayed correlations of the observation data, we can find a robust (with respect of additive noise) estimate of the separating matrix $\mathbf{H}$. Throughout this and next sections the following assumptions are made unless other is stated:
(AS1) The mixing matrix $\mathbf{H}$ is of full column rank.
(AS2) Sources are spatially uncorrelated with different autocorrelation functions but are temporally correlated (colored) stochastic signals with zero-mean.
(AS3) Sources are stationary signals and/or second-order nonstationary signals in the sense that their variances are time varying.
(AS4) Additive noises $\left\{\nu_{i}(k)\right\}$ are independent of source signals and they can be spatially correlated but temporally white, i.e.,

$$
\begin{equation*}
E\left\{\boldsymbol{\nu}(k) \boldsymbol{\nu}^{T}(k-p)\right\}=\delta_{p 0} \mathbf{R}_{\boldsymbol{\nu}}(p) \tag{4.69}
\end{equation*}
$$

where $\delta_{p 0}$ is the Kronecker symbol and $\mathbf{R}_{\boldsymbol{\nu}}$ is an arbitrary $m \times m$ matrix.

### 4.2.2 Basic Principles: Simultaneous Diagonalization and Eigenvalue Decomposition

Taking into account the above assumptions, it is straightforward to check that the correlation matrices of the vector $\mathbf{x}(k)$ of sensor signals satisfy

$$
\begin{align*}
& \mathbf{R}_{\mathbf{x}}(0)=E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k)\right\}=\mathbf{H} \mathbf{R}_{\mathbf{s}}(0) \mathbf{H}^{T}+\mathbf{R}_{\boldsymbol{\nu}}(0)  \tag{4.70}\\
& \mathbf{R}_{\mathbf{x}}(p)=E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k-p)\right\}=\mathbf{H} \mathbf{R}_{\mathbf{s}}(p) \mathbf{H}^{T} \tag{4.71}
\end{align*}
$$

for some non-zero time lag $p$. It follows from the assumption (AS2) that both $\mathbf{R}_{\mathbf{s}}(0)=$ $E\left\{\mathbf{s}(k) \mathbf{s}^{T}(k)\right\}$ and $\mathbf{R}_{\mathbf{s}}(p)=E\left\{\mathbf{s}(k) \mathbf{s}^{T}(k-p)\right\}$ are non-zero distinct diagonal matrices.

In the case of overdetermined mixtures (more sensors than sources) when the covariance matrix of the noise has the special form $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\mathbf{R}_{\boldsymbol{\nu}}(0)=E\left\{\boldsymbol{\nu}(k) \boldsymbol{\nu}^{T}(k)\right\}=\sigma_{\nu}^{2} \mathbf{I}_{m}$, the noise variance $\sigma_{\nu}^{2}$ can be estimated for relatively high SNR (signal to noise ratio) from the least singular value of $\mathbf{R}_{\mathbf{x}}(0)$ (or the average of minor $(m-n)$ singular values of $\mathbf{R}_{\mathbf{x}}(0)$ ) and the unbiased covariance matrix $\mathbf{R}_{\mathbf{x}}(0)$ can be estimated as

$$
\begin{equation*}
\overline{\mathbf{R}}_{\mathbf{x}}(0)=\mathbf{R}_{\mathbf{x}}(0)-\sigma_{\nu}^{2} \mathbf{I}_{m}=\mathbf{H} \mathbf{R}_{\mathbf{s}}(0) \mathbf{H}^{T} \tag{4.72}
\end{equation*}
$$

In order to estimate the mixing matrix $\mathbf{H}$ up to its re-scaled and permuted version, we can perform simultaneous diagonalization of two covariance matrices: $\widehat{\mathbf{R}}_{\mathbf{x}}(0)$ and $\widehat{\mathbf{R}}_{\mathbf{x}}(p)$, according to (4.71) and (4.72).

For the sake of simplicity, the simultaneous diagonalization will be explained first, in the case when the number of sensor is equal to the number of sources $(m=n)$. $\mathrm{It}{ }^{[4}$ can be performed in two steps: orthogonalization followed by an unitary transformation as shown below
(1) First, the covariance matrix $\widehat{\overline{\mathbf{R}}}_{\mathbf{x}}(0)=(1 / N) \sum_{k=1}^{N}\left(\mathbf{x}(k) \mathbf{x}^{T}(k)\right)-\hat{\sigma}_{\nu}^{2} \mathbf{I}_{n}$ is estimated and its EVD is performed as $\widehat{\overline{\mathbf{R}}}_{\mathbf{x}}(0)=\mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}} \mathbf{V}_{\mathbf{x}}^{T}$. Then the standard whitening is realized by a linear transformation:

$$
\begin{equation*}
\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k)=\mathbf{\Lambda}_{\mathbf{x}}^{-\frac{1}{2}} \mathbf{V}_{\mathbf{x}}^{T} \mathbf{x}(k) \tag{4.73}
\end{equation*}
$$

where $\mathbf{Q}=\boldsymbol{\Lambda}_{\mathbf{x}}^{-\frac{1}{2}} \mathbf{V}_{\mathbf{x}}^{T}$. Hence, we have

$$
\begin{align*}
& \widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0)=\frac{1}{N} \sum_{k=1}^{N} \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)=\mathbf{Q} \widehat{\mathbf{R}}_{\mathbf{x}}(0) \mathbf{Q}^{T}=\mathbf{I}_{n}  \tag{4.74}\\
& \widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(p)=\frac{1}{N} \sum_{k=1}^{N} \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k-p)=\mathbf{Q} \widehat{\mathbf{R}}_{\mathbf{x}}(p) \mathbf{Q}^{T} \tag{4.75}
\end{align*}
$$

(2) Second, an orthogonal transformation is applied to diagonalize the matrix $\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(p)$. The eigenvalue decomposition of $\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(p)$ has the form

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(p)=\mathbf{V}_{\overline{\mathbf{x}}} \boldsymbol{\Lambda}_{\overline{\mathbf{x}}} \mathbf{V}_{\overline{\mathbf{x}}}^{T} \tag{4.76}
\end{equation*}
$$

[^22]Simultaneously, on the basis of (4.71) and (4.75), we obtain

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(p)=\mathbf{Q} \widehat{\mathbf{R}}_{\mathbf{x}}(p) \mathbf{Q}^{T}=\mathbf{Q} \mathbf{H} \widehat{\mathbf{R}}_{\mathbf{s}}(p) \mathbf{H}^{T} \mathbf{Q}^{T} \tag{4.77}
\end{equation*}
$$

Hence, if the diagonal matrix $\boldsymbol{\Lambda}_{\overline{\mathbf{x}}}$ has distinct eigenvalues then the mixing matrix can be estimated uniquely (up to sign and permutation matrices) (see Theorem 4.1 as given below)

$$
\begin{equation*}
\widehat{\mathbf{H}}=\mathbf{Q}^{-1} \mathbf{V}_{\overline{\mathbf{x}}}=\mathbf{V}_{\mathbf{x}} \Lambda_{\mathbf{x}}^{1 / 2} \mathbf{V}_{\overline{\mathbf{x}}} \tag{4.78}
\end{equation*}
$$

The simultaneous diagonalization of two symmetric matrices can be carried out without going through the two-step procedure, by converting the problem to the generalized eigenvalue decomposition (GEVD) [1159, 223. In fact, the problem can be easily converted to the standard eigenvalue problem which can be formulated for the nonsingular mixing matrix $\mathbf{H}$ as (see Eqs. (4.71)-(4.72)):

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{x}}^{-1}(0) \widehat{\mathbf{R}}_{\mathbf{x}}(p)=\left(\mathbf{H}^{T}\right)^{-1} \mathbf{R}_{\mathbf{s}}^{-1}(0) \mathbf{R}_{\mathbf{s}}(p) \mathbf{H}^{T}=\mathbf{V} \boldsymbol{\Lambda} \mathbf{V}^{-1} \tag{4.79}
\end{equation*}
$$

or equivalently the generalized eigenvalue problem:

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{x}}(p) \mathbf{V}=\widehat{\mathbf{R}}_{\mathbf{x}}(0) \mathbf{V} \boldsymbol{\Lambda} \tag{4.80}
\end{equation*}
$$

on the condition that $\boldsymbol{\Lambda}=\mathbf{R}_{\mathbf{s}}^{-1}(0) \mathbf{R}_{\mathbf{s}}(p)$ has distinct eigenvalues. Then, the mixing matrix $\mathbf{H}$ can be estimated on the basis of eigenvectors of the GEVD (4.80) as

$$
\begin{equation*}
\widehat{\mathbf{H}}=\left(\mathbf{V}^{T}\right)^{-1}=\mathbf{V}^{-T} \tag{4.81}
\end{equation*}
$$

up to arbitrary scaling and permutation of columns.
These basic results can be explained and summarized by the following Theorem [1159, 223 .
Theorem 4.1 Let $\boldsymbol{\Lambda}_{1}, \boldsymbol{\Lambda}_{2}, \mathbf{D}_{1}, \mathbf{D}_{2} \in \mathbb{R}^{n \times n}$ be diagonal matrices with non-zero diagonal entries and additionally matrices $\boldsymbol{\Lambda}_{1}$ and $\mathbf{D}_{1}$ are positive definite. Suppose that $\mathbf{G} \in \mathbb{R}^{n \times n}$ satisfies the following decompositions:

$$
\begin{align*}
& \mathbf{D}_{1}=\mathbf{G} \boldsymbol{\Lambda}_{1} \mathbf{G}^{T}  \tag{4.82}\\
& \mathbf{D}_{2}=\mathbf{G} \boldsymbol{\Lambda}_{2} \mathbf{G}^{T} \tag{4.83}
\end{align*}
$$

Then the matrix $\mathbf{G}$ is the generalized permutation matrix ${ }^{[5]}$ if $\mathbf{D}_{1}^{-1} \mathbf{D}_{2}$ and $\boldsymbol{\Lambda}_{1}^{-1} \boldsymbol{\Lambda}_{2}$ have distinct diagonal entries.

Proof. From (4.82), there exists an orthogonal matrix $\mathbf{U}$ such that

$$
\begin{equation*}
\left(\mathbf{G} \Lambda_{1}^{\frac{1}{2}}\right)=\left(\mathbf{D}_{1}^{\frac{1}{2}}\right) \mathbf{U} \tag{4.84}
\end{equation*}
$$

[^23]Hence,

$$
\begin{equation*}
\mathbf{G}=\mathbf{D}_{1}^{\frac{1}{2}} \mathbf{U} \mathbf{\Lambda}_{1}^{-\frac{1}{2}} \tag{4.85}
\end{equation*}
$$

Substitute (4.85) into (4.83) to obtain

$$
\begin{equation*}
\mathbf{D}_{1}^{-1} \mathbf{D}_{2}=\mathbf{U} \boldsymbol{\Lambda}_{1}^{-1} \boldsymbol{\Lambda}_{2} \mathbf{U}^{T} \tag{4.86}
\end{equation*}
$$

Since the right-hand side of (4.86) is the eigen-decomposition of the matrix $\mathbf{D}_{1}^{-1} \mathbf{D}_{2}$, the diagonal elements of $\mathbf{D}_{1}^{-1} \mathbf{D}_{2}$ and $\boldsymbol{\Lambda}_{1}^{-1} \boldsymbol{\Lambda}_{2}$ are the same. From the assumption that the diagonal elements of $\mathbf{D}_{1}^{-1} \mathbf{D}_{2}$ are distinct, the orthogonal matrix $\mathbf{U}$ must have the form $\mathbf{U}=\mathbf{P} \boldsymbol{S}_{\boldsymbol{g}}$, where $\mathbf{P}$ is a permutation matrix and $\boldsymbol{S}_{\boldsymbol{g}}$ is a diagonal matrix whose diagonal elements are either +1 or -1 . Hence, we have

$$
\begin{align*}
\mathbf{G} & =\mathbf{D}_{1}^{\frac{1}{2}} \mathbf{P} \boldsymbol{S}_{\boldsymbol{g}} \boldsymbol{\Lambda}_{1}^{-\frac{1}{2}} \\
& =\mathbf{P} \mathbf{P}^{T} \mathbf{D}_{1}^{\frac{1}{2}} \mathbf{P} \boldsymbol{S}_{\boldsymbol{g}} \boldsymbol{\Lambda}_{1}^{-\frac{1}{2}} \\
& =\mathbf{P D}_{0} \tag{4.87}
\end{align*}
$$

where $\mathbf{D}_{0}$ is a diagonal matrix expressed as

$$
\begin{equation*}
\mathbf{D}_{0}=\mathbf{P}^{T} \mathbf{D}_{1}^{\frac{1}{2}} \mathbf{P} \boldsymbol{S}_{\boldsymbol{g}} \boldsymbol{\Lambda}_{1}^{-\frac{1}{2}} \tag{4.88}
\end{equation*}
$$

Remark 4.4 For successful source separation, we may choose any time delay $p$ for which $\widehat{\mathbf{R}}_{\mathbf{x}}^{-1}(0) \widehat{\mathbf{R}}_{\mathbf{x}}(p)$ has non-zero distinct eigenvalues. We have found, by extensive experiments, that for typical real world signals a good choice is usually $p=1$. It is also possible to choose a linear combination $\sum_{i} \alpha_{i} \hat{\mathbf{R}}_{\mathbf{x}}(i)$ instead of $\hat{\mathbf{R}}_{\mathbf{x}}(p)$.

It is also important to note, that instead of using the generalized eigenvalue decomposition, we can use the standard eigenvalue decomposition (EVD) or equivalently the singular value decomposition (SVD) in a two stage procedure described in detail below [1159].

Algorithm Outline: Two-stage EVD/SVD for more sensors than sources

1. Estimate the correlation matrix of sensor signals as

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{x}}(0)=\frac{1}{N} \sum_{k=1}^{N} \mathbf{x}(k) \mathbf{x}^{T}(k) \tag{4.89}
\end{equation*}
$$

2. Compute the EVD (or equivalently SVD) of $\widehat{\mathbf{R}}_{\mathbf{x}}(0)$ as (see section 4.1.8)

$$
\begin{align*}
\widehat{\mathbf{R}}_{\mathbf{x}}(0) & =\mathbf{U}_{\mathbf{x}} \boldsymbol{\Sigma}_{\mathbf{x}} \mathbf{V}_{\mathbf{x}}^{T}=\mathbf{V}_{\mathbf{x}} \boldsymbol{\Lambda}_{\mathbf{x}} \mathbf{V}_{\mathbf{x}}^{T} \\
& =\mathbf{V}_{\mathcal{S}} \boldsymbol{\Lambda}_{\mathcal{S}} \mathbf{V}_{\mathcal{S}}^{T}+\mathbf{V}_{\mathcal{N}} \boldsymbol{\Lambda}_{\mathcal{N}} \mathbf{V}_{\mathcal{N}}^{T} \tag{4.90}
\end{align*}
$$

where $\mathbf{V}_{\mathcal{S}}=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right] \in \mathbb{R}^{m \times n}$ contains the eigenvectors associated with $n$ principal eigenvalues of $\boldsymbol{\Lambda}_{\mathcal{S}}=\operatorname{diag}\left\{\lambda_{1} \geq \lambda_{2} \cdots \geq \lambda_{n}\right\}$ in descending order. Similarly, ma$\operatorname{trix} \mathbf{V}_{\mathcal{N}} \in \mathbb{R}^{m \times(m-n)}$ contains the $(m-n)$ noise eigenvectors that correspond to noise
eigenvalues $\boldsymbol{\Lambda}_{\mathcal{N}}=\operatorname{diag}\left\{\lambda_{n+1} \geq \cdots \geq \lambda_{m}\right\}$, with $\lambda_{n}>\lambda_{n+1}$. It should be noted that the eigenvalues have usually typical relationship $\lambda_{1} \geq \lambda_{2} \geq \cdots \lambda_{n}>\lambda_{n+1} \approx \cdots \approx \lambda_{m}$, $m>n$. This means that the last $(m-n)$ non-significant (minor) eigenvalues correspond to noise subspace and the first significant (principal) eigenvalues correspond to signal plus noise subspace. Estimate the number of sources $n$ from the number of most significant singular values.
3. Estimate also the variance $\sigma_{\nu}^{2}$ of the white noise as the mean value of the ( $m-n$ ) least significant eigen (or singular) values.
4. Perform a robust (with respect to the white noise) prewhitening transformation as

$$
\begin{equation*}
\overline{\mathbf{x}}(k)=\widehat{\boldsymbol{\Lambda}}_{\mathcal{S}}^{-1 / 2} \mathbf{V}_{\mathcal{S}}^{T} \mathbf{x}(k)=\mathbf{Q} \mathbf{x}(k) \tag{4.91}
\end{equation*}
$$

where $\left.\left.\widehat{\boldsymbol{\Lambda}}_{\mathcal{S}}=\operatorname{diag}\left\{\left(\lambda_{1}-\hat{\sigma}_{\nu}^{2}\right), \lambda_{2}-\hat{\sigma}_{\nu}^{2}\right), \ldots,\left(\lambda_{n}-\hat{\sigma}_{\nu}^{2}\right)\right\}\right)$.
5. Estimate the covariance matrix of the vector $\overline{\mathbf{x}}(k)$ for specific time delay $p \neq 0$ (typically, $p=1$ gives best results) and perform the SVD of the covariance matrix:

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(p)=\frac{1}{N} \sum_{k=1}^{N} \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k-p)=\mathbf{U}_{\overline{\mathbf{x}}} \boldsymbol{\Sigma}_{\overline{\mathbf{x}}} \mathbf{V}_{\overline{\mathbf{x}}}^{T} \tag{4.92}
\end{equation*}
$$

6. Check whether for the specific time delay $p$ all singular values of the diagonal matrix $\boldsymbol{\Sigma}_{\overline{\mathbf{x}}}$ are distinct. If not, repeat step 4 for a different time delay $p$.
If the singular values are distinct and sufficiently far away from each other then we can estimate successfully the mixing matrix as

$$
\begin{equation*}
\widehat{\mathbf{H}}=\mathbf{Q}^{+} \mathbf{U}_{\overline{\mathbf{x}}}=\mathbf{V}_{\mathcal{S}} \widehat{\boldsymbol{\Lambda}}_{\mathcal{S}}^{1 / 2} \mathbf{U}_{\overline{\mathbf{x}}} \tag{4.93}
\end{equation*}
$$

and if necessary noisy source signals ${ }^{6]}$ as

$$
\begin{equation*}
\mathbf{y}(k)=\widehat{\mathbf{s}}(k)=\mathbf{U}_{\overline{\mathbf{x}}}^{T} \overline{\mathbf{x}}(k)=\mathbf{U}_{\overline{\mathbf{x}}}^{T} \widehat{\boldsymbol{\Lambda}}_{\mathcal{S}}^{-1 / 2} \mathbf{V}_{\mathcal{S}}^{T} \mathbf{x}(k) \tag{4.94}
\end{equation*}
$$

It should be noted that if both covariance matrices $\widehat{\mathbf{R}}_{\mathbf{x}}(0)$ and $\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(p)$ are symmetric positive definite then $\mathbf{U}_{\mathbf{x}}=\mathbf{V}_{\mathbf{x}}$ and $\mathbf{U}_{\overline{\mathbf{x}}}=\mathbf{V}_{\overline{\mathbf{x}}}$, respectively and the SVD and PCA/EVD techniques are equivalent.

The above procedure is a modified and optimized version of the algorithm called the AMUSE (Algorithm for Multiple Unknown Signals Extraction) [1159, 854]. Usually, for single sample time delay $p=1$ the above algorithm successfully separates colored sources

[^24]with different power spectra shapes. This means that in such a case the eigenvalues of the time-delayed covariance matrix are distinct. The main disadvantage of this algorithm is that its accuracy is strongly deteriorates in the presence of additive noise.

The AMUSE algorithm for BSS of colored sources can be naturally extended to the ICA of independent non Gaussian source signals if instead of the standard time-delayed covariance matrices $\mathbf{R}_{\overline{\mathbf{x}}}(p)$, we use the contracted quadricovariance matrices defined as

$$
\begin{align*}
\mathbf{C}_{\overline{\mathbf{x}}}(\mathbf{E})= & \mathbf{C}_{\overline{\mathbf{x}}}\left\{\overline{\mathbf{x}}^{T}(k) \mathbf{E} \overline{\mathbf{x}}(k) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right\} \\
= & E\left\{\overline{\mathbf{x}}^{T}(k) \mathbf{E} \overline{\mathbf{x}}(k) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right\}-\mathbf{R}_{\overline{\bar{x}}}(0) \mathbf{E} \mathbf{R}_{\overline{\mathbf{x}}}(0) \\
& -\operatorname{tr}\left(\mathbf{E} \mathbf{R}_{\overline{\mathbf{x}}}(0)\right) \mathbf{R}_{\overline{\mathbf{x}}}(0)-\mathbf{R}_{\overline{\mathbf{x}}}(0) \mathbf{E}^{T} \mathbf{R}_{\overline{\mathbf{x}}}(0), \tag{4.95}
\end{align*}
$$

where $\mathbf{R}_{\overline{\mathbf{x}}}(0)=E\left\{\overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right\}^{\square}$ and $\mathbf{E} \in \mathbb{R}^{n \times n}$ is some freely chosen matrix called eigenmatrix (typically, $\mathbf{E}=\mathbf{I}_{n}$ or $\mathbf{E}=\mathbf{e}_{q} \mathbf{e}_{q}^{T}$, where $\mathbf{e}_{q}$ are vectors of some unitary matrix) [136, 137.

It can be easily shown that such matrix has the following eigenvalue decomposition (EVD):

$$
\begin{equation*}
\mathbf{C}_{\overline{\mathbf{x}}}(\mathbf{E})=\mathbf{U} \boldsymbol{\Lambda}_{\mathbf{E}} \mathbf{U}^{T}, \tag{4.96}
\end{equation*}
$$

with $\boldsymbol{\Lambda}_{\mathbf{E}}=\operatorname{diag}\left\{\lambda_{1} \mathbf{u}_{1}^{T} \mathbf{E} \mathbf{u}_{1}, \ldots, \lambda_{n} \mathbf{u}_{n}^{T} \mathbf{E} \mathbf{u}_{n}\right\}, \lambda_{i}=\kappa_{4}\left(s_{i}\right)=E\left\{s_{i}^{4}\right\}-3 E^{2}\left\{s_{i}^{2}\right\}$ is the kurtosis of zero-mean $i$-th source and $\mathbf{u}_{i}$ is the $i$-th column of the orthogonal eigenvector matrix $\mathbf{U}$. Hence, if the EVD of $\mathbf{C}_{\overline{\mathbf{x}}}(\mathbf{E})=\mathbf{U} \boldsymbol{\Lambda}_{\mathbf{E}} \mathbf{U}^{T}=\widehat{\mathbf{A}} \mathbf{C}_{\mathbf{s}}(\mathbf{E}) \widehat{\mathbf{A}}^{T}$ is unique in the sense that all eigenvalues of $\boldsymbol{\Lambda}_{\mathbf{E}}$ are distinct, we can estimate the mixing matrix $\widehat{\mathbf{A}}=\mathbf{Q H}=\mathbf{U}$. In the special case for $\mathbf{E}=\mathbf{I}_{n}$ these conditions are satisfied if the source signals have different values of kurtosis. The above procedure is called FOBI (Fourth-Order Blind Identification) [136, 137, 883, 595].
Remark 4.5 The main advantage of the use of fourth order quadricovariance matrices is their theoretical insensitivity to an arbitrary Gaussian noise. Furthermore, the HOS-based techniques enable us to identify the mixing system when sources are i.i.d. and mutually independent. However, it should be emphasized that the standard time-delayed covariance matrices can be estimated accurately with far fewer data samples than their higher order counterparts. In such cases, when the number of available samples is relatively low, working with SOS-based instead of HOS-based techniques is advantageous, especially in a timevarying environment.

The above algorithms based on the time-delayed covariance matrices and symmetric EVD/SVD and GEVD are probably the simplest batch algorithms for blind identification and blind separation of sources with temporal structure. However, their robustness with respect to noise and performance can be poor, especially when additive noise is large or we not able to estimate precisely the covariance matrix of the noise. In order to alleviate the problem, we can use the two covariance matrices: $\widehat{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right)$ and $\widehat{\mathbf{R}}_{\mathbf{x}}\left(p_{2}\right)$ for non-zero time delays $\left(p_{1} \neq p_{2} \neq 0\right)$. Since the noise vector was assumed to be temporally white, the

[^25]covariance matrices $\widehat{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right)$ and $\widehat{\mathbf{R}}_{\mathbf{x}}\left(p_{2}\right)$ are not affected by the noise vector, i.e.,
\[

$$
\begin{aligned}
\widehat{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right) & =\mathbf{H} \widehat{\mathbf{R}}_{\mathbf{s}}\left(p_{1}\right) \mathbf{H}^{T} \\
\widehat{\mathbf{R}}_{\mathbf{x}}\left(p_{2}\right) & =\mathbf{H} \widehat{\mathbf{R}}_{\mathbf{s}}\left(p_{2}\right) \mathbf{H}^{T}
\end{aligned}
$$
\]

for any time delay different from zero. Thus, it is possible to obtain a robust estimate of the unmixing matrix, regardless of probability distributions and spatial structure of the noise vector [223, 224]. However, to perform GEVD or EVD with robust prewhitening one of the matrices $\mathbf{R}_{\mathbf{x}}\left(p_{1}\right)$ or $\mathbf{R}_{\mathbf{x}}\left(p_{2}\right)$ must be positive definite which is not guaranteed for any time delay. So a new problem arises, how to select an optimal time delays, such that at least one of the covariance matrices is symmetric positive definite. Furthermore, the described algorithms exploit only two different correlation matrices of the observation vector, so their performance is degraded if some eigenvalues of $\mathbf{R}_{\mathbf{s}}(p)$ are close to each other. In order to avoid these drawbacks, we should use rather a larger set of time-delayed correlation matrices for various time lags as explained in the next sections of this chapter.

### 4.3 IMPROVED SOS BLIND IDENTIFICATION ALGORITHMS BASED ON SYMMETRIC EVD/SVD

There is a current trend in ICA/BSS to investigate the "average eigen-structure" of a large set of data matrices which are functions of available data (typically, covariance or cumulant matrices for different time delays). In other words, the objective is to extract reliable information (like for example, estimation of sources and/or the mixing matrix) from the eigen-structure of a possibly large set of data matrices 160 . However, since in practice only a finite number of samples of signals corrupted by noise is available, the data matrices do not exactly share the same eigen-structure. Furthermore, it should be noted that determining the eigen-structure on the basis of one or even two data matrices leads usually to poor or unsatisfactory results because such matrices, based usually on arbitrary choice, may have some degenerate eigenvalues and they usually discard information contained in other data matrices. Therefore, from a statistical point of view, in order to provide robustness and accuracy it is necessary to consider the average eigen-structure by taking into account simultaneously a possibly large set of data matrices [158, 159, 160, 1222]. In this and the next section, we will describe several approaches that exploit average eigen-structure in order to estimate reliable sources and mixing matrix.

### 4.3.1 Robust Orthogonalization of Mixing Matrices for Colored Sources

Let us consider the standard mixing model:

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\boldsymbol{\nu}(k), \tag{4.97}
\end{equation*}
$$

where $\mathbf{x}(k) \in \mathbb{R}^{m}$ is the available vector of sensor signals, $\mathbf{H} \in \mathbb{R}^{m \times n}$ is the full column rank mixing matrix and $\mathbf{s}(k) \in \mathbb{R}^{n}$ is the vector of temporally correlated sources.

We formulate the robust orthogonalization problem as follows: Find a linear transformation $\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k) \in \mathbb{R}^{n}$ such that the global mixing matrix, defined as $\mathbf{A}=\mathbf{Q} \mathbf{H} \in \mathbb{R}^{n \times n}$, will be orthogonal and unbiased by the additive white noise $\boldsymbol{\nu}(k)$.

Such robust orthogonalization is an important pre-processing step in a variety of BSS methods. It ensures that the global mixing matrix is orthogonal. The conventional whitening exploits the zero time-lag covariance matrix $\mathbf{R}_{\mathbf{x x}}=\mathbf{R}_{\mathbf{x}}(0)=E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k)\right\}$, so that the effect of the additive white noise can not be removed if the covariance matrix of the noise can not be precisely estimated, especially in the case when the number of sensors is equal to the number of sources.

The idea of the robust orthogonalization is to search for such a linear combination of several (typically, from 5 to 50 ) symmetric time-delayed covariance matrices, i.e.,

$$
\begin{equation*}
\overline{\mathbf{R}}_{\mathbf{x}}(\boldsymbol{\alpha})=\sum_{i=1}^{K} \alpha_{i} \tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right) \tag{4.98}
\end{equation*}
$$

that matrix $\overline{\mathbf{R}}_{\mathrm{x}}$ is positive definite and moreover, it is not sensitive to the additive white noise [1156]. A proper choice of coefficients $\left\{\alpha_{i}\right\}$ induces that the matrix $\overline{\mathbf{R}}_{\mathbf{x}}$ will be symmetric positive definite. It should be noted, that matrices $\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right)=\left[\mathbf{R}_{\mathbf{x}}\left(p_{i}\right)+\mathbf{R}_{\mathbf{x}}^{T}\left(p_{i}\right)\right] / 2$ are symmetric but not necessarily positive definite, especially for a large time delay $p_{i}$.

The practical implementation of the algorithm for data corrupted by white noise, is given below [1156, 90, 236].

## Algorithm Outline: Robust Orthogonalization

1. Estimate a set of time-delayed covariance matrices of sensor signals for preselected time delays $\left(p_{1}, p_{2}, \ldots, p_{K}\right)$ and construct an $m \times m K$ matrix $\mathcal{R}=\left[\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right) \cdots \tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{K}\right)\right]$, where $\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right)=\left(\left\langle\mathbf{x}(k) \mathbf{x}^{T}(k-p)\right\rangle+\left\langle\mathbf{x}(k-p) \mathbf{x}^{T}(k)\right\rangle\right) / 2$.
Then compute the singular value decomposition (SVD) of $\boldsymbol{\mathcal { R }}$, i.e.,

$$
\begin{equation*}
\mathcal{R}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}, \tag{4.99}
\end{equation*}
$$

where $\mathbf{U}=\left[\mathbf{U}_{s}, \mathbf{U}_{\nu}\right] \in \mathbb{R}^{m \times m}\left(\right.$ with $\left.\mathbf{U}_{s}=\left[\mathbf{u}_{1}, \ldots \mathbf{u}_{n}\right] \in \mathbb{R}^{m \times n}\right)$ and $\mathbf{V} \in \mathbb{R}^{m K \times m K}$ are orthogonal matrices, and $\boldsymbol{\Sigma}$ is an $m \times m K$ matrix whose left $n$ columns contain $\operatorname{diag}\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right\}$ (with non increasing singular values) and whose right ( $m K-n$ ) columns are zero. The number of unknown sources $n$ can be detected by inspecting the singular values as explained in the previous section under the assumption that the noise covariance matrix is modelled as $\mathbf{R}_{\boldsymbol{\nu}}=\sigma_{\nu}^{2} \mathbf{I}_{m}$ and the variance of noise is relative low, i.e., $\sigma_{\nu}^{2} \ll \sigma_{n}^{2}$.
2. For $i=1,2, \ldots, K$, compute

$$
\begin{equation*}
\mathbf{R}_{i}=\mathbf{U}_{\mathbf{s}}^{T} \tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right) \mathbf{U}_{\mathbf{s}} \tag{4.100}
\end{equation*}
$$

3. Choose any non-zero initial vector of parameters $\boldsymbol{\alpha}=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{K}\right]^{T}$.
4. Compute

$$
\begin{equation*}
\overline{\mathbf{R}}=\sum_{i=1}^{K} \alpha_{i} \mathbf{R}_{i} . \tag{4.101}
\end{equation*}
$$

5. Compute the EVD decomposition of $\overline{\mathbf{R}}$ and check if $\overline{\mathbf{R}}$ is positive definite or not. If $\overline{\mathbf{R}}$ is positive definite, go to Step 7. Otherwise, go to Step 6 .
6. Choose an eigenvector $\mathbf{u}$ corresponding to the smallest eigenvalue ${ }^{87}$ of $\overline{\mathbf{R}}$ and update $\boldsymbol{\alpha}$ via replacing $\boldsymbol{\alpha}$ by $\boldsymbol{\alpha}+\boldsymbol{\delta}$, where

$$
\begin{equation*}
\boldsymbol{\delta}=\frac{\left[\mathbf{u}^{T} \mathbf{R}_{1} \mathbf{u} \cdots \mathbf{u}^{T} \mathbf{R}_{K} \mathbf{u}\right]^{T}}{\left\|\left[\mathbf{u}^{T} \mathbf{R}_{1} \mathbf{u} \cdots \mathbf{u}^{T} \mathbf{R}_{K} \mathbf{u}\right]\right\|} \tag{4.102}
\end{equation*}
$$

Go to step 4.
7. Compute symmetric positive definite matrix

$$
\begin{equation*}
\overline{\mathbf{R}}_{\mathbf{x}}\left(\boldsymbol{\alpha}_{*}\right)=\sum_{i=1}^{K} \alpha_{i} \tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right) \tag{4.103}
\end{equation*}
$$

and perform SVD or symmetric EVD of $\overline{\mathbf{R}}_{\mathbf{x}}$,

$$
\overline{\mathbf{R}}_{\mathbf{x}}\left(\boldsymbol{\alpha}_{*}\right)=\left[\mathbf{U}_{\mathcal{S}}, \mathbf{U}_{\mathcal{N}}\right]\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{\mathcal{S}} & \mathbf{0}  \tag{4.104}\\
\mathbf{0} & \boldsymbol{\Sigma}_{\mathcal{N}}
\end{array}\right]\left[\mathbf{V}_{\mathcal{S}}, \mathbf{V}_{\mathcal{N}}\right]^{T}
$$

where $\left(\boldsymbol{\alpha}_{*}\right)$ is the set of parameters $\alpha_{i}$ after the algorithm achieves convergence, i.e., positive definiteness of the matrix $\overline{\mathbf{R}}, \mathbf{U}_{\mathcal{S}}$ contains the eigenvectors associated with $n$ principal singular values of $\boldsymbol{\Sigma}_{\mathcal{S}}=\operatorname{diag}\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right\}$.
8. The robust orthogonalization transformation is performed by

$$
\begin{equation*}
\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k) \tag{4.105}
\end{equation*}
$$

where $\mathbf{Q}=\boldsymbol{\Sigma}_{\mathcal{S}}^{-\frac{1}{2}} \mathbf{U}_{\mathcal{S}}^{T}$.

Some remarks and comments are now in order:

- The robust orthogonalization algorithm converges globally for any non-zero initial condition of $\boldsymbol{\alpha}$ under assumption that all sources have different autocorrelation functions which are linearly independent or equivalently they have distinct power spectra. Moreover, it converges in a finite number of steps 1156 .

[^26]- In the ideal noiseless case, the last $(m-n)$ singular values of $\overline{\mathbf{R}}_{\mathbf{x}}(\alpha)$ are equal to zero, thus $\boldsymbol{\Sigma}_{\mathcal{N}}=\mathbf{0}$.
- In the case of $m=n$ (equal numbers of sources and sensors), step 1 and 2 are not necessary. Simply, we let $\mathbf{R}_{i}=\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right)=\left(\mathbf{R}_{\mathbf{x}}\left(p_{i}\right)+\mathbf{R}_{\mathbf{x}}^{T}\left(p_{i}\right)\right) / 2$.
- For $m>n$ the linear transformation $\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k)$ besides orthogonalization enables us to estimate the number of sources, i.e., the orthogonalization matrix reduces the array of sensor signals to an $n$-dimensional vector, thus the number of sources can be estimated, under conditions that the SNR is relative high.
- By defining a new mixing matrix as $\mathbf{A}=\mathbf{Q} \mathbf{H D}^{1 / 2}$, where $\mathbf{D}=\sum_{i=1}^{L} \alpha_{i} \tilde{\mathbf{R}}_{\mathbf{s}}\left(p_{i}\right)$ is a diagonal (scaling) matrix with positive entries, it is straightforward to show that $\mathbf{A} \mathbf{A}^{T}=\mathbf{I}_{n}$, thus the matrix $\mathbf{A}$ is orthogonal. This orthogonality condition is necessary for performing separation of signals using the symmetric EVD or Joint Diagonalization approaches. It should be noted that in contrast to the standard prewhitening procedure for our robust orthogonalization generally $E\left\{\overline{\mathbf{x}} \overline{\mathbf{x}}^{T}\right\}=\mathbf{D}_{\overline{\mathbf{x}}} \neq \mathbf{I}_{n}$. We have $\overline{\mathbf{x}}=\mathbf{A} \tilde{\mathbf{s}}+\mathbf{Q} \mathbf{n}$, where $\tilde{\mathbf{s}}=\mathbf{D}^{-1 / 2} \mathbf{s}$, but due to the scaling indeterminacy of the sources, we may write in the sequel that $\overline{\mathbf{x}}=\mathbf{A} \mathbf{s}+\tilde{\boldsymbol{\nu}} \quad(\tilde{\boldsymbol{\nu}}=\mathbf{Q} \boldsymbol{\nu})$. The diagonal elements of $\mathbf{D}$ are positive, due to the positive definiteness of $\overline{\mathbf{R}}_{\mathbf{x}}(\boldsymbol{\alpha})$ [458].

Several extensions and improvements of the above presented robust orthogonalization algorithm are possible, especially, if the noise is not completely white (i.e., the noise has white and colored components) and/or the number of available samples is relatively small.

First of all, instead of the simple shift (time delay) operator, we can use generalized delay operators or more generally suitably designed filters. In other words, instead of the standard time-delayed sampled covariance matrices $\widehat{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right)=\left\langle\mathbf{x}(k) \mathbf{x}^{T}\left(k-p_{i}\right)\right\rangle$, we can use the generalized sampled covariance matrices of the form

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{x} \widetilde{\mathbf{x}}}\left(B_{i}\right)=\frac{1}{N} \sum_{k=1}^{N} \mathbf{x}(k) \widetilde{\mathbf{x}}_{B_{i}}^{T}(k), \quad(i=1,2, \ldots, K) \tag{4.106}
\end{equation*}
$$

where vector $\widetilde{\mathbf{x}}_{B_{i}}(k)=B_{i}(z)[\mathbf{x}(k)]=\sum_{p} b_{i p} \mathbf{x}(k-p)$ is a filtered version of the vector $\mathbf{x}(k)$ and $B_{i}(z)$ denotes transfer function of a suitably designed filter or generalized time-delay operator ${ }^{9}$. It should be noted that in general any set of FIR (finite impulse response) or stable IIR (infinite impulse response) filter may be used in the preprocessing stage. However, we propose to use banks of bandpass filters possibly with overlapping band-passes covering a bandwidth of all source signals but with different central frequencies as is illustrated by Fig. 4.5. For example, we can use simple second-order IIR bandpass filters with transfer characteristics

$$
\begin{equation*}
B_{i}(z)=z^{-q_{i}}\left(1-r_{i}\right) \frac{\left(\omega_{c i} z^{-1} /\left(r_{i}+r_{i}^{2}\right)\right)-1}{1-\omega_{c i} z^{-1}+r_{i}^{2} z^{-2}} \tag{4.107}
\end{equation*}
$$

[^27]

Fig. 4.5 Illustration of processing of signals by using a bank of bandpass filters: (a) Filtering a vector $\mathbf{x}$ of sensor signals by a bank of sub-band filters, (b) typical frequency characteristics of bandpass filters.
where $\omega_{c i}(k)=2 r_{i} \cos \left(2 \pi f_{c i} k\right)$ with the center frequency $f_{c i}$ and the parameter $r_{i}$ related to the frequency bandwidth by relationship $B_{w i}=\left(1-r_{i}\right) / 2$. The suitably designed bank of bandpass filters enables us to remove efficiently wide-band noise, which is out of the bandwidth of the source signals. ${ }^{10}$ If the bandwidth of source signals is known approximately, we can use only $K=n$ bandpass filters with bandwidths consistent with the bandwidth of the sources.
In order to ensure the symmetry of the generalized covariance matrices, we will use the matrices defined as: $\widetilde{\mathbf{R}}_{\mathbf{x}} \widetilde{\mathbf{x}}\left(B_{i}\right)=\left(E\left\{\mathbf{x}(k) \widetilde{\mathbf{x}}_{B_{i}}^{T}(k)\right\}+E\left\{\widetilde{\mathbf{x}}_{B_{i}}(k) \mathbf{x}^{T}(k)\right\}\right) / 2$, where the vectors $\widetilde{\mathbf{x}}_{B_{i}}(k)=\left[\widetilde{x}_{1}(k), \ldots, \widetilde{x}_{m}(k)\right]^{T}$ represent sub-band filtered versions of the vector $\mathbf{x}(k)$.

For nonstationary source signals and stationary noise and/or interference, we can adopt an alternative approach, based on the concept of the differential correlation matrices, defined as 225

$$
\begin{equation*}
\delta \mathbf{R}_{\mathbf{x}}\left(T_{i}, T_{j}, p_{l}\right)=\mathbf{R}_{\mathbf{x}}\left(T_{i}, p_{l}\right)-\mathbf{R}_{\mathbf{x}}\left(T_{j}, p_{l}\right) \tag{4.108}
\end{equation*}
$$

where $T_{i}$ and $T_{j}$ are two not overlapping time windows of the same size and $\mathbf{R}_{\mathbf{x}}\left(T_{i}, p_{l}\right)$ denotes the time-delayed correlation matrix for the time window $T_{i}$. It should be noted that such defined differential time-delayed correlation matrices are insensitive to stationary signals. In order to perform robust orthogonalization for nonstationary sources, we divide the sensor data $\mathbf{x}(k)$ into $K$ non-overlapping blocks (time windows $T_{i}$ ) and estimate the set of differential matrices $\delta \tilde{\mathbf{R}}_{\mathbf{x}}\left(T_{i}, T_{j}, p_{l}\right)$ for $i=1, \ldots, K, j>i$ and $l=1, \ldots, M$ (typically, $M=5$ and $K=10$ and the number of samples in each block is 100 ).

[^28]In the next step, we formulate the composite differential matrix defined as

$$
\begin{equation*}
\overline{\delta \mathbf{R}}_{\mathbf{x}}(\boldsymbol{\alpha})=\sum_{i j l} \alpha_{i j l} \delta \tilde{\mathbf{R}}_{\mathbf{x}}\left(T_{i}, T_{j}, p_{l}\right) \quad(i=1,2, \ldots, K ; j>i ; l=1,2, \ldots, M) \tag{4.109}
\end{equation*}
$$

and using the approach described above, we can estimate the set of coefficients $\alpha_{i j l}$ for which the matrix $\overline{\delta R}_{\mathbf{x}}(\boldsymbol{\alpha})$ is positive definite. In the last step, we perform the symmetric EVD of the positive definite matrix $\overline{\delta \mathbf{R}}_{\mathbf{x}}\left(\boldsymbol{\alpha}_{*}\right)$ and compute the orthogonalization matrix $\mathbf{Q}$ (cf. Eqs. (4.101)-(4.105)).

For sensor signals corrupted by any Gaussian noise, instead of the time-delayed covariance matrices, we can use the fourth order quadricovariance matrices defined as:

$$
\begin{align*}
\mathbf{C}_{\mathbf{x}}\left(p, \mathbf{E}_{q}\right)= & \mathbf{C}_{\mathbf{x}}\left\{\left(\mathbf{x}^{T}(k-p) \mathbf{E}_{q} \mathbf{x}(k-p)\right) \mathbf{x}(k) \mathbf{x}^{T}(k)\right\} \\
= & E\left\{\left(\mathbf{x}^{T}(k-p) \mathbf{E}_{q} \mathbf{x}(k-p)\right) \mathbf{x}(k) \mathbf{x}^{T}(k)\right\}-\mathbf{R}_{\mathbf{x}}(p) \mathbf{E}_{q} \mathbf{R}_{\mathbf{x}}^{T}(p) \\
& -\operatorname{tr}\left(\mathbf{E}_{q} \mathbf{R}_{\mathbf{x}}(0)\right) \mathbf{R}_{\mathbf{x}}(0)-\mathbf{R}_{\mathbf{x}}(p) \mathbf{E}_{q}^{T} \mathbf{R}_{\mathbf{x}}^{T}(p) \tag{4.110}
\end{align*}
$$

where $\mathbf{R}_{\mathbf{x}}(0)=E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k)\right\}=E\left\{\mathbf{x}(k-p) \mathbf{x}^{T}(k-p)\right\}, \mathbf{R}_{\mathbf{x}}(p)=E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k-p)\right\}$ and $\mathbf{E}_{q} \in \mathbb{R}^{n \times n}$ is any matrix, typically, $\mathbf{E}_{q}=\mathbf{I}$ or $\mathbf{E}_{q}=\mathbf{u}_{q} \mathbf{u}_{q}^{T}$, where $\mathbf{u}_{p}$ is the $p$-th vector of some orthogonal matrix $\mathbf{U}$. ${ }^{11}$ Our objective is to find such a set of matrices $\mathbf{E}_{q}$ and time-delay $p$ that the quadricovariance matrix (4.110) (or linear combination of several such matrices) is positive definite.

### 4.3.2 Improved Algorithm Based on GEVD

On basis of robust matrix orthogonalization, we can develop several improved and extended algorithms based on the EVD/SVD or GEVD. In this section, we will discuss an improved algorithm based on GEVD or the matrix pencil proposed by Choi et al. [223, 235].

The set of all matrices of the form $\mathbf{R}_{1}-\lambda \mathbf{R}_{2}$ (with some parameter $\lambda$ ) is said to be a matrix pencil. Frequently, we encounter the case where $\mathbf{R}_{1}$ is symmetric and $\mathbf{R}_{2}$ is symmetric and positive definite. Pencils of this variety are referred to as symmetric definite pencils [501].

Theorem 4.2 If $\mathbf{R}_{1}-\lambda \mathbf{R}_{2}$ is a symmetric definite pencil (i.e. both matrices are symmetric and $\mathbf{R}_{2}$ is positive definite), then there exists a nonsingular matrix $\mathbf{V}=\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right]$ which performs simultaneous diagonalization of $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$ :

$$
\begin{align*}
\mathbf{V}^{T} \mathbf{R}_{1} \mathbf{V} & =\mathbf{D}_{1}  \tag{4.111}\\
\mathbf{V}^{T} \mathbf{R}_{2} \mathbf{V} & =\mathbf{D}_{2} \tag{4.112}
\end{align*}
$$

if the diagonal matrix $\mathbf{D}_{1} \mathbf{D}_{2}^{-1}$ has distinct entries. Moreover, the problem can be converted to the $G E V D: \mathbf{R}_{1} \mathbf{V}=\mathbf{R}_{2} \mathbf{V} \boldsymbol{\Lambda}$, where $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}=\mathbf{D}_{1} \mathbf{D}_{2}^{-1}$ (or equivalently $\mathbf{R}_{1} \mathbf{v}_{i}=\lambda_{i} \mathbf{R}_{2} \mathbf{v}_{i}$ for $\left.i=1, \ldots, n\right)$, if all eigenvalues $\lambda_{i}=\frac{d_{i}\left(\mathbf{R}_{1}\right)}{d_{i}\left(\mathbf{R}_{2}\right)}$ are distinct.

[^29]It is apparent from Theorem 4.2 that $\mathbf{R}_{1}$ should be symmetric and $\mathbf{R}_{2}$ should be symmetric and positive definite so that the generalized eigenvector $\mathbf{V}$ can be a valid solution (in the sense that $\widehat{\mathbf{H}}=\left(\mathbf{V}^{T}\right)^{-1}$ ) on the condition that all the generalized eigenvalues $\lambda_{i}$ are distinct. Unfortunately, for some time delays the covariance matrices $\mathbf{R}_{\mathbf{x}}\left(p_{1}\right)=\mathbf{R}_{1}$ and $\mathbf{R}_{\mathbf{x}}\left(p_{2}\right)=\mathbf{R}_{2}$ cannot be positive definite. Moreover, due to some noise and numerical error they cannot be symmetric. Thus, we might have a numerical problem in the calculation of the generalized eigenvectors, which can be complex-valued in such cases [235, 236].

Remark 4.6 In fact, the positiveness of matrix $\mathbf{R}_{2}=\overline{\mathbf{R}}_{\mathbf{x}}$ is not absolutely necessary. If $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$ are symmetric and $\mathbf{R}_{2}$ is not positive definite, then we can try to construct a positive definite matrix $\mathbf{R}_{3}=\beta_{1} \mathbf{R}_{1}+\beta_{2} \mathbf{R}_{2}$ for some choice of real coefficients $\beta_{1}, \beta_{2}$, and next to solve equivalent generalized symmetric eigen problem $\mathbf{R}_{1} \mathbf{V}=\mathbf{R}_{3} \mathbf{V} \boldsymbol{\Lambda}$ in the sense that the eigenvectors of the pencils $\mathbf{R}_{1}-\lambda \mathbf{R}_{2}$ and $\mathbf{R}_{1}-\lambda \mathbf{R}_{3}$ are identical. The eigenvalues $\lambda_{i}$ of $\mathbf{R}_{1}-\lambda \mathbf{R}_{2}$ and the eigenvalues $\tilde{\lambda}_{i}$ of $\mathbf{R}_{1}-\lambda \mathbf{R}_{3}$ are related by $\lambda_{i}=\beta_{2} \tilde{\lambda}_{i} /\left(1-\beta_{1} \tilde{\lambda}_{i}\right)$.

Let us consider two time-delayed covariance matrices $\mathbf{R}_{\mathbf{x}}\left(p_{1}\right)$ and $\mathbf{R}_{\mathbf{x}}\left(p_{2}\right)$ for non-zero time lags $p_{1}$ and $p_{2}$. For the requirement of symmetry, we replace $\mathbf{R}_{\mathbf{x}}\left(p_{1}\right)$ and $\mathbf{R}_{\mathbf{x}}\left(p_{2}\right)$ by $\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right)$ and $\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{2}\right)$ that are defined by

$$
\begin{align*}
\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right) & =\frac{1}{2}\left\{\mathbf{R}_{\mathbf{x}}\left(p_{1}\right)+\mathbf{R}_{\mathbf{x}}^{T}\left(p_{1}\right)\right\}  \tag{4.113}\\
\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{2}\right) & =\frac{1}{2}\left\{\mathbf{R}_{\mathbf{x}}\left(p_{2}\right)+\mathbf{R}_{\mathbf{x}}^{T}\left(p_{2}\right)\right\} \tag{4.114}
\end{align*}
$$

Then the pencil $\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right)-\lambda \tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{2}\right)$ is a symmetric pencil. In general, the matrix $\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{2}\right)$ is not positive definite. Therefore, instead of $\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{2}\right)$ for a single time delay, we consider a linear combination of several time-delayed covariance matrices:

$$
\begin{equation*}
\overline{\mathbf{R}}_{\mathbf{x}}(\boldsymbol{\alpha})=\sum_{i=1}^{K} \alpha_{i} \tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right) \tag{4.115}
\end{equation*}
$$

The set of coefficients $\left\{\alpha_{i}\right\}$ is chosen in such a way that the matrix $\overline{\mathbf{R}}_{\mathbf{x}}(\boldsymbol{\alpha})$ is positive definite, as described in the previous section. Hence, the pencil $\mathbf{R}_{\mathbf{x}}\left(p_{1}\right)-\lambda \overline{\mathbf{R}}_{\mathbf{x}}(\boldsymbol{\alpha})$ is a symmetric definite pencil and its generalized eigenvectors are calculated without any numerical problem.

This method referred to as Improved GEVD (Matrix Pencil) Method is summarized below [223, 235].

## Algorithm Outline: Improved GEVD (Matrix Pencil) Algorithm

1. Compute $\mathbf{R}_{1}=\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right)$ for some time lag $p_{1} \neq 0$ (typically, $p=1$ ) and calculate a symmetric positive definite matrix $\mathbf{R}_{2}=\overline{\mathbf{R}}_{\mathbf{x}}(\boldsymbol{\alpha})=\sum_{i=1}^{K} \alpha_{i} \tilde{\mathbf{R}}_{\mathbf{x}} \tilde{\mathbf{x}}\left(p_{i}\right)$ by using the robust orthogonalization method (employing a time-delay operator, bank of bandpass filters or differential correlation matrices).
2. Find the generalized eigenvector matrix $\mathbf{V}$ for the generalized eigen value decomposition (GEVD)

$$
\begin{equation*}
\tilde{\mathbf{R}}_{\mathbf{x}}\left(p_{1}\right) \mathbf{V}=\overline{\mathbf{R}}_{\mathbf{x}}(\boldsymbol{\alpha}) \mathbf{V} \boldsymbol{\Lambda} \tag{4.116}
\end{equation*}
$$

3. The mixing matrix is given by $\widehat{\mathbf{H}}=\left(\mathbf{V}^{T}\right)^{-1}$ on the condition that all eigenvalues are real and distinct.

### 4.3.3 Improved Two-stage Symmetric EVD/SVD Algorithm

Instead of the GEVD approach, we can use the standard symmetric EVD or SVD in a two-stage (or more) procedure. Let us assume, that the sensor signals are corrupted by the additive white noise and the number of sources is generally unknown (with the number of sensors larger or equal to the number of sources).

Using a set of covariance matrices and the robust orthogonalization described above, we can implement the following algorithm.

## Algorithm Outline: Robust EVD/SVD Algorithm

1. Perform a robust orthogonalization transformation $\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k)$ using one of the method described in previous section, such that the global mixing matrix $\mathbf{A}=\mathbf{Q} \mathbf{H}$ is orthogonal.
2. Compute the linear combination of a set of the time-delayed covariance matrices of the vector $\overline{\mathbf{x}}(k)$ for a set of time delays $p_{i} \neq 0$ (or alternatively using a bank of bandpass filters)

$$
\begin{equation*}
\overline{\mathbf{R}}_{\overline{\mathbf{x}}}(\boldsymbol{\beta})=\sum_{i=1}^{M} \beta_{i} \tilde{\mathbf{R}}_{\overline{\mathbf{x}}}\left(p_{i}\right) \tag{4.117}
\end{equation*}
$$

where a set of coefficients $\beta_{i}$ can be randomly chosen.
3. Perform SVD (or equivalently EVD) as

$$
\begin{equation*}
\overline{\mathbf{R}}_{\overline{\mathbf{x}}}(\boldsymbol{\beta})=\mathbf{U}_{\overline{\mathbf{x}}} \boldsymbol{\Sigma}_{\overline{\mathbf{x}}} \mathbf{U}_{\overline{\mathbf{x}}}^{T} \tag{4.118}
\end{equation*}
$$

and check whether for the specific set of parameters $\beta_{i}$ and $p_{i}$ all singular values of the diagonal matrix $\boldsymbol{\Sigma}_{\overline{\mathbf{x}}}$ are distinct. If not, repeat step 2 and 3 for different set of parameters. If the singular values are distinct and sufficiently far away from each other then, we can estimate (unbiased by white noise) the mixing matrix as

$$
\begin{equation*}
\widehat{\mathbf{H}}=\mathbf{Q}^{+} \mathbf{U}_{\overline{\mathbf{x}}} \tag{4.119}
\end{equation*}
$$

and/or if necessary-estimate (noisy) colored source signals as

$$
\begin{equation*}
\mathbf{y}(k)=\widehat{\mathbf{s}}(k)=\mathbf{U}_{\overline{\mathbf{x}}}^{T} \overline{\mathbf{x}}(k)=\mathbf{U}_{\overline{\mathbf{x}}}^{T} \mathbf{Q} \mathbf{x}(k) . \tag{4.120}
\end{equation*}
$$

### 4.3.4 Blind Separation and Identification Using Bank of Bandpass Filters and Robust Orthogonalization

Instead of using the linear combination of a set of covariance matrices for various time delays, we can use a single generalized covariance matrix $\widetilde{\mathbf{R}}_{\overline{\mathbf{x}}} \tilde{\mathbf{x}}=\left(E\left\{\overline{\mathbf{x}}(k) \widetilde{\overline{\mathbf{x}}}(k)^{T}\right\}+E\left\{\tilde{\overline{\mathbf{x}}}(k) \overline{\mathbf{x}}^{T}(k)\right\}\right) / 2$, where the vector $\widetilde{\overline{\mathbf{x}}}(k)=\left[\widetilde{\bar{x}}_{1}(k), \ldots, \widetilde{\bar{x}}_{n}(k)\right]^{T}$ represents a filtered version of the vector $\overline{\mathbf{x}}$. More precisely, each signal $\widetilde{\bar{x}}_{j}(k)=B(z) \bar{x}_{j}(k)=\sum_{p} b_{p} \bar{x}_{j}(k-p)$ is a sub-bandpass filtered version of signal $\bar{x}_{j}$. It should be noted that all filters have identical transfer function $B(z)$ for each channel and each source signal should have a frequency range located, at least partially, in the bandwidth of the filters. Detailed implementation of the algorithm are given below.

## Algorithm Outline: Robust SVD with Bank of Band-Pass Filters

1. Perform the robust orthogonalization transformation $(\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k))$, for example, by computing the SVD of a symmetric positive definite matrix

$$
\begin{equation*}
\overline{\mathbf{R}}_{\mathbf{x} \widetilde{\mathbf{x}}}(\boldsymbol{\alpha})=\sum_{i=1}^{K} \alpha_{i} \tilde{\mathbf{R}}_{\mathbf{x} \widetilde{\mathbf{x}}}\left(B_{i}\right)=\mathbf{U}_{\mathcal{S}} \boldsymbol{\Sigma}_{\mathcal{S}} \mathbf{V}_{\mathcal{S}}^{T} \tag{4.121}
\end{equation*}
$$

such that the global mixing matrix $\left(\mathbf{A}=\mathbf{Q} \mathbf{H} \in \mathbb{R}^{n \times n}\right)$ is orthogonal.
2. Generate the vector $\tilde{\overline{\mathbf{x}}}(k)=\left[\widetilde{\bar{x}}_{1}(k), \ldots, \widetilde{\bar{x}}_{n}(k)\right]^{T}$, defined as $\quad \widetilde{\overline{\mathbf{x}}}(k)=B(z) \overline{\mathbf{x}}(k)=$ $\sum_{p=1}^{L} b_{p} \overline{\mathbf{x}}(k-p)$, by passing the signals $\bar{x}_{j}(k)$ through the bandpass filter $B(z)$. Estimate next the symmetric generalized covariance matrix defined as

$$
\begin{equation*}
\widetilde{\mathbf{R}}_{\overline{\mathbf{x}} \tilde{\overline{\mathbf{x}}}}=\frac{1}{2}\left(E\left\{\overline{\mathbf{x}}(k) \widetilde{\overline{\mathbf{x}}}(k)^{T}\right\}+E\left\{\widetilde{\overline{\mathbf{x}}}(k) \overline{\mathbf{x}}^{T}(k)\right\}\right) . \tag{4.122}
\end{equation*}
$$

3. Perform the SVD (or equivalently the EVD) of the symmetric covariance matrix $\widetilde{\mathbf{R}}_{\overline{\mathbf{x}}} \tilde{\overline{\mathbf{x}}}$

$$
\begin{equation*}
\widetilde{\mathbf{R}}_{\overline{\mathbf{x}} \tilde{\bar{x}}}=\mathbf{U}_{\overline{\mathbf{x}}} \boldsymbol{\Sigma}_{\overline{\mathbf{x}}} \mathbf{U}_{\overline{\mathbf{x}}}^{T} \tag{4.123}
\end{equation*}
$$

and check whether for a specific set of parameters of the filter $\left(B(z)=\sum_{p=1}^{L} b_{p} z^{-1}\right)$ all singular values of the diagonal matrix $\boldsymbol{\Sigma}_{\overline{\mathbf{x}}}$ are distinct. If not, repeat step 2 and 3 for the different set of parameters of filters. If the singular values are distinct and sufficiently far away from each other then, we can estimate (unbiased by the noise) the mixing matrix as

$$
\begin{equation*}
\widehat{\mathbf{H}}=\mathbf{Q}^{+} \mathbf{U}_{\overline{\mathbf{x}}}=\mathbf{U}_{\mathcal{S}}\left(\boldsymbol{\Sigma}_{\mathcal{S}}\right)^{1 / 2} \mathbf{U}_{\overline{\mathbf{x}}} \tag{4.124}
\end{equation*}
$$

and/or the noisy source signals as

$$
\begin{equation*}
\mathbf{y}(k)=\widehat{\mathbf{s}}(k)=\mathbf{U}_{\overline{\mathbf{x}}}^{T} \overline{\mathbf{x}}(k)=\mathbf{U}_{\overline{\mathbf{x}}}^{T}\left(\boldsymbol{\Sigma}_{\mathcal{S}}\right)^{-1 / 2} \mathbf{U}_{\mathcal{S}}^{T} \mathbf{x}(k) \tag{4.125}
\end{equation*}
$$

### 4.4 JOINT DIAGONALIZATION - ROBUST SOBI ALGORITHMS

In the previous section, we have implemented the average eigen-structure by taking linear combination of several covariance matrices and applying the standard EVD or SVD. The alternative approach to the EVD/SVD is to apply the approximate joint diagonalization procedure [105, [158, 160, 571, 441, 1389]. The objective of this procedure is to find the orthogonal matrix $\mathbf{U}$ which diagonalizes a set of matrices [120, 870, 1389]:

$$
\begin{equation*}
\mathbf{M}_{i}=\mathbf{U D}_{i} \mathbf{U}^{T}+\boldsymbol{\varepsilon}_{i}, \quad(i=1,2, \ldots, L) \tag{4.126}
\end{equation*}
$$

where $\mathbf{M}_{i} \in \mathbb{R}^{n \times n}$ are data matrices (for example, time-delayed covariance and/or cumulant matrices), the $\mathbf{D}_{i}$ are diagonal and real, and $\varepsilon_{i}$ represent additive errors or noise matrix (as small as possible). If $L>2$ matrices $\mathbf{M}_{i}$ are available, the problem becomes overdetermined and in general case we can not find an exact diagonalizing matrix $\mathbf{U}$ with $\boldsymbol{\varepsilon}_{i}=\mathbf{0}, \forall i$.

A natural and common criterion for Joint Approximative Diagonalization (JAD) is the least-squares (LS) approach which can be formulated as minimization of a general cost function 1222, 1267]:

$$
\begin{equation*}
J\left(\mathbf{U}, \mathbf{D}_{i}\right)=\sum_{i=1}^{L}\left\|\mathbf{M}_{i}-\mathbf{U} \mathbf{D}_{i} \mathbf{U}^{T}\right\|_{F}^{2} \tag{4.127}
\end{equation*}
$$

It should be noted that the minimization proceeds not only over the orthogonal matrix $\mathbf{U}$, but also over the set of diagonal matrices $\mathbf{D}_{i}$, since they are also unknown. Thus the problem can be solved by, so called, Alternating Least Squares (ALS) technique. In the ALS technique, we alternatively minimize over one component set, keeping the other component set fixed. In particular, assume that at the $k$-th iteration, we have an estimate $\mathbf{U}_{k}$. The next step is to minimize $J\left(\mathbf{U}_{k}, \mathbf{D}_{i}\right)$ with respect to $\mathbf{D}_{i}$ [1222].

It can be shown that the problem of estimating of the orthogonal matrix $\mathbf{U}$ can be converted to the problem of minimization of the following cost function [1267]

$$
\begin{align*}
\tilde{J}(\mathbf{U}) & =-\sum_{i=1}^{L} \sum_{j=1}^{n}\left|\mathbf{u}_{j}^{T} \mathbf{M}_{i} \mathbf{u}_{j}\right|^{2} \\
& =-\sum_{i=1}^{L}\left\|\operatorname{diag}\left\{\mathbf{U}^{T} \mathbf{M}_{i} \mathbf{U}\right\}\right\|^{2} \tag{4.128}
\end{align*}
$$

where $\|\operatorname{diag}(\cdot)\|$ denotes here the norm of the vector built from the diagonal of the matrix.
The above criterion can be formulated in a slightly different form as

$$
\begin{equation*}
\bar{J}(\mathbf{U})=\sum_{i=1}^{L} \operatorname{off}\left\{\mathbf{U}^{T} \mathbf{M}_{i} \mathbf{U}\right\} \tag{4.129}
\end{equation*}
$$

where

$$
\operatorname{off}\{\mathbf{M}\}=\sum_{i \neq j}\left|m_{i j}\right|^{2}
$$

In order to improve convergence of the optimization procedure, we can attempt to find a good (close to optimum) initial estimate of $\mathbf{U}$ by applying the eigenvalue decomposition for two selected data matrices as

$$
\begin{equation*}
\mathbf{M}_{p} \mathbf{M}_{q}^{-1}=\mathbf{U}_{0} \boldsymbol{\Lambda}_{p} \boldsymbol{\Lambda}_{q}^{-1} \mathbf{U}_{0}^{-1} \tag{4.130}
\end{equation*}
$$

It is known from our previous discussion that such initialization is possible if the inverse of matrix $\mathbf{M}_{q}$ exists and the eigenvalues $\boldsymbol{\Lambda}_{p q}=\boldsymbol{\Lambda}_{p} \boldsymbol{\Lambda}_{q}^{-1}$ are real and distinct. However, due to noise and numerical errors the eigenvalues $\boldsymbol{\Lambda}_{p q}$ may become complex-valued. We have shown earlier that if either $\mathbf{M}_{p}$ or $\mathbf{M}_{q}$ is positive definite, then eigenvalues of $\boldsymbol{\Lambda}_{p q}$ are real. Thus, to avoid the problem, we can search among all the data matrices $\left\{\mathbf{M}_{i}\right\}$ for a matrix that is a symmetric positive definite one and then we use this matrix in our initialization step 1222 .

The above criteria assume that the matrix $\mathbf{U}$ is orthogonal and sensor data are preprocessed using robust whitening or orthogonalization procedure.

Recently, Pham proposed a different criterion for a set of symmetric positive definite matrices $\left\{\mathbf{M}_{i}\right\}$, which does not require any prewhitening and the diagonalizing matrix $\mathbf{W}$ is simultaneously a separating matrix [966]. Using the Hadamard inequality $\operatorname{det} \mathbf{M} \leq$ $\operatorname{det}(\operatorname{diag} \mathbf{M})$ for a symmetric positive definite matrix $\mathbf{M}$, with equality if and only if $\mathbf{M}$ is the diagonal, he proposed the cost function

$$
\begin{equation*}
J(\mathbf{W})=\sum_{i=1}^{L} \gamma_{i}\left[\log \operatorname{det} \operatorname{diag}\left\{\mathbf{W} \mathbf{M}_{i} \mathbf{W}^{T}\right\}-\log \operatorname{det}\left(\mathbf{W} \mathbf{M}_{i} \mathbf{W}^{T}\right)\right] \tag{4.131}
\end{equation*}
$$

where $\gamma_{i}$ are positive weighting coefficients and $\operatorname{diag}\{\cdot\}$ denotes the diagonal matrix with the same diagonal as its argument. The one advantage of such cost function is that its minimization leads to estimation of the separating matrix directly without the orthogonalization or prewhitening. In practice, we usually want to avoid this prewhitening since it deteriorates the performance of the whole process, since the bias or error in preprocessing stage cannot be corrected in the following separation (rotation) stage. However, the drawback of this approach is that it requires the set of data matrices to be symmetric and positive definite, so we need to find linear combinations of the data matrices that are positive definite what increases the computational complexity.

An important advantage of the Joint Approximate Diagonalization (JAD) is that several numerically efficient algorithms exist for its computation, including Jacobi techniques (one sided and two sided), Alternating Least Squares (ALS), PARAFAC (Parallel Factor Analysis) and subspace fitting techniques employing the efficient Gauss-Newton optimization [158, 1222, 1267.

The matrices $\mathbf{M}_{i}$ can take different forms. In one of the simplest cases, for colored sources with distinct power spectra (or equivalently different autocorrelation functions), we can use the time-delayed covariance matrices, i.e.,

$$
\begin{equation*}
\mathbf{M}_{i}=\mathbf{R}_{\overline{\mathbf{x}}}\left(p_{i}\right)=E\left\{\overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}\left(k-p_{i}\right)\right\} \tag{4.132}
\end{equation*}
$$

In such a case, we obtain the second order blind identification (SOBI) algorithm developed first by Belouchrani et al. 92, 88. It should be noted, that for prewhitened sensor signals
or orthogonalized mixing matrix $\mathbf{A}=\mathbf{Q} \mathbf{H}$, we have

$$
\begin{equation*}
\mathbf{R}_{\overline{\mathbf{x}}}\left(p_{i}\right)=\mathbf{Q} \mathbf{R}_{\mathbf{x}}\left(p_{i}\right) \mathbf{Q}^{T}=\mathbf{A} \mathbf{R}_{\mathbf{s}}\left(p_{i}\right) \mathbf{A}^{T}=\mathbf{U} \mathbf{D}_{i} \mathbf{U}^{T}, \quad(i=1,2, \ldots L) \tag{4.133}
\end{equation*}
$$

Thus, the orthogonal mixing matrix can be estimated as $\widehat{\mathbf{A}}=\mathbf{Q} \widehat{\mathbf{H}}=\mathbf{U}$ up to irrelevant scaling and permutation of columns on the condition that at least one diagonal matrix $\mathbf{D}_{i}\left(p_{i}\right)$ has distinct diagonal entries. The source signals can be estimated as $\hat{\mathbf{s}}(k)=\mathbf{U}^{T} \mathbf{Q} \mathbf{x}(k)$ and the mixing matrix is estimated as $\widehat{\mathbf{H}}=\mathbf{Q}^{+} \mathbf{U}^{T}$. It should be noted, that it is rather difficult to determine a priori a single time lag $p$ for which the diagonal matrix $\mathbf{D}(p)$ has distinct diagonal elements. The JAD reduces the probability of un-identifiability of a mixing matrix caused by an unfortunate choice of time lag $p$. The Robust Second Order Blind Identification (RSOBI) algorithm can be summarized as follows [90].

## Algorithm Outline: Robust SOBI Algorithm

1. Perform robust orthogonalization $\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k)$, according to the algorithm described in section 4.3.1.
2. Estimate the set of covariance matrices:

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}\left(p_{i}\right)=(1 / N) \sum_{k=1}^{N} \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}\left(k-p_{i}\right)=\mathbf{Q} \widehat{\mathbf{R}}_{\mathbf{x}}\left(p_{i}\right) \mathbf{Q}^{T} \tag{4.134}
\end{equation*}
$$

for a preselected set of time lags $\left(p_{1}, p_{2}, \ldots, p_{L}\right)$ or bandpass filters $B_{i}$.
3. Perform the JAD: $\mathbf{R}_{\overline{\mathbf{x}}}\left(p_{i}\right)=\mathbf{U D}_{i} \mathbf{U}^{T}, \forall i$, that is, estimate the orthogonal matrix $\mathbf{U}$ using one of the available numerical algorithms [160, 304, 306, 441, 571, 1222, 1267.
4. Estimate the source signals as

$$
\begin{equation*}
\widehat{\mathbf{s}}(k)=\mathbf{U}^{T} \mathbf{Q} \mathbf{x}(k) \tag{4.135}
\end{equation*}
$$

and the mixing matrix as

$$
\begin{equation*}
\widehat{\mathbf{H}}=\mathbf{Q}^{+} \mathbf{U} \tag{4.136}
\end{equation*}
$$

Remark 4.7 It should be noted that the sampled covariance matrices $\widehat{\mathbf{R}}_{\overline{\mathbf{x}}} \tilde{\overline{\mathbf{x}}}=\left\langle\overline{\mathbf{x}}(k) \widetilde{\overline{\mathbf{x}}}_{B_{i}}^{T}(k)\right\rangle$, with $\widetilde{\mathbf{x}}_{B_{i}}^{T}(k)=B_{i}(z)[\overline{\mathbf{x}}(k)]$, employing the bandpass filters $B_{i}(z)$, can be very ill-conditioned, especially, if the used filters have very narrow band-passes. Therefore, the joint diagonalization may do not work properly for such covariance matrices or the separation performance can be poor. To avoid this problem, we can jointly diagonalize the following composite data sampled matrices

$$
\begin{equation*}
\overline{\mathbf{R}}_{\tilde{\overline{\mathbf{x}}}}(q)=\sum_{i=1}^{M} \tilde{\mathbf{R}}_{\overline{\mathbf{x}}} \tilde{\mathbf{x}}\left(B_{i q}\right)=\frac{1}{2} \sum_{i=1}^{M}\left(\left\langle\overline{\mathbf{x}}(k) \widetilde{\overline{\mathbf{x}}}_{B_{i q}}^{T}(k)\right\rangle+\left\langle\widetilde{\overline{\mathbf{x}}}_{B_{i q}}(k) \overline{\mathbf{x}}^{T}(k)\right\rangle\right) \tag{4.137}
\end{equation*}
$$

where $\widetilde{\overline{\mathbf{x}}}_{B_{i q}}(k)=\left[B_{i q}(z)\right] \overline{\mathbf{x}}(k)=\left[z^{-q} B_{i}(z)\right] \overline{\mathbf{x}}(k), \quad(q=1,2, \ldots, L)$.

### 4.4.1 Modified SOBI Algorithm for Nonstationary Sources: SONS Algorithm

In this section, we describe a very flexible and efficient algorithm developed by Choi and Cichocki referred to as SONS (Second-Order Nonstationary Source separation) [223, 224, [235, 225]. The method jointly exploits the nonstationarity and the temporal structure of the sources under assumption that additive noise is white or the undesirable interference and noise are stationary signals.

The main idea of the SONS algorithm is to exploit the nonstationarity of signals by partitioning the prewhitened sensor data into non-overlapping blocks (time windows $T_{i}$ ), for which we estimate time-delayed covariance matrices. We consider the case where source signals have time varying variances, they have non-vanishing temporal correlations and undesirable additive noise is white or stationary. It follows from the assumptions (AS1)(AS4) given in section 4.2, that we have

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x}}\left(T_{i}, p_{l}\right)=\mathbf{A R}_{\mathbf{s}}\left(T_{i}, p_{l}\right) \mathbf{A}^{T}, \quad \forall i, l \tag{4.138}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta \mathbf{R}_{\mathbf{x}}\left(T_{i}, T_{j}, p_{l}\right)=\mathbf{A} \delta \mathbf{R}_{\mathbf{s}}\left(T_{i}, T_{j}, p_{l}\right) \mathbf{A}^{T}, \quad \forall i, l, j>i \tag{4.139}
\end{equation*}
$$

where $\mathbf{A} \in \mathbb{R}^{n \times n}$ is an orthogonal mixing matrix, $p_{l}$ are time lags, the index $T_{i}$ denotes the $i$-th time window and the discrete-time differential correlation matrix is defined as [225]

$$
\begin{equation*}
\delta \mathbf{R}_{\mathbf{x}}\left(T_{i}, T_{j}, p_{l}\right)=\delta \mathbf{R}_{\mathbf{x}}\left(T_{i}, p_{l}\right)-\delta \mathbf{R}_{\mathbf{x}}\left(T_{j}, p_{l}\right), \quad(i \neq j) \tag{4.140}
\end{equation*}
$$

## Algorithm Outline: SONS Algorithm with Robust Orthogonalization [224]

1. The robust orthogonalization method (described in section 4.3.1) is applied to obtain the whitened vector $\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k)$. In the robust orthogonalization step, we use the all available data points.
2. Divide the spatial whitened sensor data $\{\overline{\mathbf{x}}(k)\}$ into $L$ non-overlapping blocks (time windows $T_{i}$ ) and estimate the set of covariance matrices $\tilde{\mathbf{R}}_{\overline{\mathbf{x}}}\left(T_{i}, p_{l}\right)$ for $i=1, \ldots, L$ and $l=1, \ldots, M$. In other words, at each time-windowed data frame, we compute $M$ different time-delayed covariance matrices of $\overline{\mathbf{x}}(k)$ (typically, good performance is obtained for $M=1, L=20$ and the number of samples in each block is within $10-200)$.
3. Find an orthogonal matrix $\mathbf{U}$ for all $\left\{\mathbf{R}_{\overline{\mathbf{x}}}\left(T_{i}, p_{l}\right)\right\}$ using the joint approximate diagonalization method in [160], which satisfies

$$
\begin{equation*}
\mathbf{U}^{T} \mathbf{R}_{\overline{\mathbf{x}}}\left(T_{i}, p_{l}\right) \mathbf{U}=\mathbf{D}_{i, l} \tag{4.141}
\end{equation*}
$$

where $\left\{\mathbf{D}_{i, l}\right\}$ is a set of diagonal matrices.
4 The mixing matrix is computed as $\widehat{\mathbf{H}}=\mathbf{Q}^{+} \mathbf{U}$.

Remark 4.8 Instead of the sampled covariance matrices $\mathbf{R}_{\overline{\mathbf{x}}}\left(T_{i}, p_{l}\right)$, with $i=1,2, \ldots, L$ and $p_{l}=1,2, \ldots, M$, we can attempt to jointly diagonalize the sampled differential correlation matrices $\delta \mathbf{R}_{\overline{\mathbf{x}}}\left(T_{i}, T_{j}, p_{l}\right)$, with $j>i$ and $p_{l}=0,1, \ldots, M-1$. However, such matrices can be very ill-conditioned. To improve the conditioning, we can diagonalize the following composite sampled matrices rather than the previous one:

$$
\begin{equation*}
\overline{\mathbf{R}}_{\overline{\mathbf{x}}}\left(p_{l}\right)=\sum_{i=1}^{L} \sum_{j>i} \delta \mathbf{R}_{\overline{\mathbf{x}}}\left(T_{i}, T_{j}, p_{l}\right), \quad\left(p_{l}=0,1, \ldots, M-1\right) \tag{4.142}
\end{equation*}
$$

### 4.4.2 Computer Simulation Experiments

Computer simulations show that the SONS algorithm is very robust with respect to the temporally white noise, regardless of the probability distributions of noises. In fact the SONS is a generalization of the SOBI [86, 90] to the case of nonstationary sources. The SONS algorithm is applicable to the case of nonstationary sources including nonstationary i.i.d. and/or temporally correlated (colored) sources while the SOBI algorithm is able to separate or extract only colored sources. In fact, through numerical experiments, we have confirmed the robustness with respect to noise and useful behavior of the SONS algorithm, in a variety of cases: (1) the case where several nonstationary Gaussian sources exist and each Gaussian source has no temporal correlation; (2) the case where additive noises are spatially correlated but temporally white Gaussian processes; (3) the case where measurement noises have white uniform distribution.

In order to measure the performance of algorithms, we use the performance index (PI) defined by

$$
\begin{equation*}
\mathrm{PI}=\frac{1}{n(n-1)} \sum_{i=1}^{n}\left\{\left(\sum_{k=1}^{n} \frac{\left|g_{i k}\right|}{\max _{j}\left|g_{i j}\right|}-1\right)+\left(\sum_{k=1}^{n} \frac{\left|g_{k i}\right|}{\max _{j}\left|g_{j i}\right|}-1\right)\right\} \tag{4.143}
\end{equation*}
$$

where $g_{i j}$ is the $(i, j)$-element of the global system matrix $\mathbf{G}=\mathbf{W} \mathbf{H}$ and $\max _{j} g_{i j}$ represents the maximum value among the elements in the $i$ th row vector of $\mathbf{G}, \max _{j} g_{j i}$ does the maximum value among the elements in the $i$ th column vector of $\mathbf{G}$. When the perfect separation is achieved, the performance index is zero. In practice, the value of performance index around $10^{-2}$ gives quite a good performance. Figure 4.6 shows typical performance of the several algorithms discussed in this chapter. At high SNR, all tested algorithms worked very well. At low SNR, one can observe that the RSOBI with robust orthogonalization outperforms the standard SOBI with standard whitening. The SONS gives better performance than the RSOBI algorithm in most ranges of SNR. In the range between 0 and 6 dB , the SONS is worse than the RSOBI. The advantage of SONS over RSOBI with robust orthogonalization lies in the fact that the first method works even for the case of nonstationary sources with identical spectra shape, whereas the latter does not.


Fig. 4.6 Comparison of performance of various algorithms as a function of the signal to noise ratio (SNR) 223, 235].

### 4.4.3 Possible Extensions of Joint Approximate Diagonalization Technique

In order to improve performance and/or to extend the JAD approach to various kinds of source signals several extensions and generalizations have been proposed [1222, 1334, 1336, 1337.

For example, instead of standard covariance matrices $\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}\left(p_{i}\right)=(1 / N) \sum_{k=1}^{N} \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k-$ $p_{i}$ ), we can use the generalized covariance matrices of the form

$$
\begin{equation*}
\mathbf{M}_{i}=\widehat{\mathbf{R}}_{\overline{\mathbf{x}} \widetilde{\mathbf{x}}}\left(B_{i}\right)=\frac{1}{N} \sum_{k=1}^{N} \overline{\mathbf{x}}(k) \widetilde{\overline{\mathbf{x}}}_{B_{i}}^{T}(k), \tag{4.144}
\end{equation*}
$$

where vector $\widetilde{\overline{\mathbf{x}}}_{B_{i}}(k)=B_{i}(z)[\overline{\mathbf{x}}(k)]=\sum_{p} b_{i p} \overline{\mathbf{x}}(k-p)$ is a filtered version of the vector $\overline{\mathbf{x}}(k)$ and $B_{i}(z)$ denotes transfer function of a filter or generalized time-delay operator.

Choosing the entries of the covariance matrix $\mathbf{R}_{\overline{\mathbf{x}}} \widetilde{\mathbf{x}}\left(p_{l}\right)=\left[r_{i j}\left(p_{l}\right)\right]_{n \times n}$ as

$$
\begin{equation*}
r_{i j}\left(p_{l}\right)=\frac{1}{N} \sum_{k=1}^{N} \bar{x}_{i}(k) \bar{x}_{j}^{*}\left(k-p_{l}\right) \tag{4.145}
\end{equation*}
$$

leads to the extended SOBI algorithm for complex-valued signals.
Other choices for the entries $r_{i j}$ of $\mathbf{R}_{\overline{\mathbf{x}}}\left(p_{l}, \alpha\right)$ can be

$$
\begin{equation*}
r_{i j}\left(p_{l}, \alpha\right)=\frac{1}{N} \sum_{k=1}^{N} \bar{x}_{i}(k) \bar{x}_{j}^{*}\left(k-p_{l}\right) \exp (-2 \pi j \alpha k) \tag{4.146}
\end{equation*}
$$

which leads to an algorithm in which sources with different cyclostationarity ${ }^{12]}$ properties can be separated 1336, 1337.

The choice

$$
\begin{equation*}
r_{i j}(k, f)=\sum_{m, l=-L}^{L} \phi(m, l) \bar{x}_{i}(k+m+l) \bar{x}_{j}^{*}(k+m-l) \exp (-4 \pi j f k) \tag{4.147}
\end{equation*}
$$

for various $k$ - time and $f$-frequency indices and specific smoothing kernel $\phi(m, l)$, leads to time-frequency JAD algorithm proposed by Belouchrani and Amin [87, 88.

Instead of covariance or generalized covariance matrices, we can employ higher order statistics (HOS), i.e., cumulant matrices. For example, by performing the joint approximate diagonalization for fourth-order $n \times n$ cumulant matrices $\mathbf{M}_{i j}=\mathbf{C}_{\overline{\mathbf{x}}}(i, j), \quad \forall i, j=1,2, \ldots, n$; whose $(m, l)$-th element is given by [158, 160, 1267, 1389 ]

$$
\begin{equation*}
c_{m l}(i, j)=\operatorname{cum}\left\{\bar{x}_{i}(k), \bar{x}_{j}^{*}(k), \bar{x}_{m}(k), \bar{x}_{l}^{*}(k)\right\} \tag{4.148}
\end{equation*}
$$

we obtain the JADE (Joint Approximate Diagonalization of Eigen-matrices) algorithm for ICA (see Appendix C and Chapter 8 for more detail).

### 4.4.4 Comparison of the Joint Approximate Diagonalization and Symmetric Eigenvalue Decomposition Approaches

Although the JAD approach usually gives a better performance, especially for noisy data with low SNR, the symmetric EVD approach has several important advantages that are worth mentioning.

- Both approaches: The EVD and JAD are batch processing algorithms in the sense that the entire data set or block of data are collected and processed at once. However, the EVD approach needs to perform only one average diagonalization, instead of performing many joint diagonalizations of data matrices simultaneously, thus the symmetric EVD has generally less numerical complexity than the JAD algorithms.
- The EVD controls explicitly whether a separation of the sources is performed successfully by monitoring eigenvalues, which must be distinct.
- Recently, several efficient algorithms have been developed for the EVD with high convergence speed (even cubic convergence) like power method, PCA RLS algorithm and conjugate gradient on Stiefel manifold 1017.

[^30]
### 4.5 CANCELLATION OF CORRELATION

### 4.5.1 Standard Estimation of Mixing Matrix and Noise Covariance Matrix

The concept of spatial decorrelation called also correlation cancelling plays an important role in signal processing [925]. Consider two zero-mean vector signals $\mathbf{x}(k) \in \mathbb{R}^{m}$ and $\mathbf{s}(k) \in \mathbb{R}^{n}$ related by a linear transformation

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\mathbf{e}(k), \tag{4.149}
\end{equation*}
$$

where $\mathbf{H} \in \mathbb{R}^{m \times n}$ is an unknown full column rank mixing matrix and $\mathbf{e}(k) \in \mathbb{R}^{m}$ is a vector of zero-mean error, interference or noise depending on application. Generally, vectors $\mathbf{s}(k)$, $\mathbf{x}(k)$ are correlated, i.e., $\mathbf{R}_{\mathbf{x s}}=E\left\{\mathbf{x ~ s}^{T}\right\} \neq \mathbf{0}$ but the error or noise $\mathbf{e}$ is uncorrelated with $\mathbf{s}$. Hence, our objective is to find the matrix $\mathbf{H}$ such that the new pair of vectors $\mathbf{e}=\mathbf{x}-\mathbf{H} \mathbf{s}$ and $\mathbf{s}$ are no longer correlated with each other, i.e.,:

$$
\begin{equation*}
\mathbf{R}_{\mathbf{e s}}=E\left\{\mathbf{e} \mathbf{s}^{T}\right\}=E\left\{(\mathbf{x}-\mathbf{H} \mathbf{s}) \mathbf{s}^{T}\right\}=\mathbf{0} \tag{4.150}
\end{equation*}
$$

The cross-correlation matrix can be written as

$$
\begin{equation*}
\mathbf{R}_{\mathrm{es}}=E\left\{\mathbf{x ~ s}^{T}-\mathbf{H} \mathbf{s ~ s}^{T}\right\}=\mathbf{R}_{\mathrm{xs}}-\mathbf{H} \mathbf{R}_{\mathrm{ss}} \tag{4.151}
\end{equation*}
$$

Hence the optimal mixing matrix for cancelling correlation can be expressed as

$$
\begin{equation*}
\mathbf{H}_{o p t}=\mathbf{R}_{\mathbf{x s}} \mathbf{R}_{\mathbf{s s}}^{-1}=E\left\{\mathbf{x ~ s}^{T}\right\}\left(E\left\{\mathbf{s s}^{T}\right\}\right)^{-1} \tag{4.152}
\end{equation*}
$$

It should be noted that the same result is obtained by minimizing the mean square error cost function:

$$
\begin{align*}
J(\mathbf{e}) & =\frac{1}{2} E\left\{\mathbf{e}^{T} \mathbf{e}\right\}=E\left\{(\mathbf{x}-\mathbf{H} \mathbf{s})^{T}(\mathbf{x}-\mathbf{H} \mathbf{s})\right\} \\
& =\frac{1}{2}\left(E\left\{\mathbf{x}^{T} \mathbf{x}\right\}-E\left\{\mathbf{s}^{T} \mathbf{H}^{T} \mathbf{x}\right\}-E\left\{\mathbf{x}^{T} \mathbf{H} \mathbf{s}\right\}+E\left\{\mathbf{s}^{T} \mathbf{H}^{T} \mathbf{H} \mathbf{s}\right\}\right) \tag{4.153}
\end{align*}
$$

By computing the gradient of the cost function $J(\mathbf{e})$ with respect to $\mathbf{H}$, we obtain

$$
\begin{equation*}
\frac{\partial J(\mathbf{e})}{\partial \mathbf{H}}=-E\left\{\mathbf{x} \mathbf{s}^{T}\right\}+\mathbf{H} E\left\{\mathbf{s} \mathbf{s}^{T}\right\} \tag{4.154}
\end{equation*}
$$

Hence, applying the standard gradient descent approach, we obtain an on-line adaptive algorithm for the estimation of the mixing matrix

$$
\begin{equation*}
\Delta \widehat{\mathbf{H}}(k)=-\eta \frac{\partial J(\mathbf{e})}{\partial \widehat{\mathbf{H}}}=\eta\left(\mathbf{R}_{\mathbf{x s}}-\widehat{\mathbf{H}}(k) \mathbf{R}_{\mathbf{s s}}\right) \tag{4.155}
\end{equation*}
$$

Assuming that the optimum matrix $\mathbf{H}_{\text {opt }}$ is achieved when the gradient is zero, we have

$$
\begin{equation*}
\mathbf{H}_{o p t}=\mathbf{R}_{\mathrm{xs}} \mathbf{R}_{\mathrm{ss}}^{-1} \tag{4.156}
\end{equation*}
$$

where the minimum value for the error (or noise) covariance matrix can be estimated as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{e e}}=E\left\{\mathbf{e e}^{T}\right\}=\mathbf{R}_{\mathbf{x x}}-\mathbf{R}_{\mathbf{x s}} \mathbf{R}_{\mathbf{s s}}^{-1} \mathbf{R}_{\mathbf{s x}} \tag{4.157}
\end{equation*}
$$

assuming that noise is spatially colored but independent of sources signals. In the simplest case, when noise is spatially white the covariance matrix of the noise takes the form: $\mathbf{R}_{\mathrm{ee}}=$ $\sigma_{e}^{2} \mathbf{I}$, where the variance of noise can be estimated for relative high SNR as

$$
\hat{\sigma}_{e}^{2}=\text { minimum eigenvalue of } \mathbf{R}_{\mathbf{x x}}
$$

or alternatively

$$
\hat{\sigma}_{e}^{2}=\text { mean of }(m-n) \text { minor eigenvalues of } \mathbf{R}_{\mathbf{x x}} \in \mathbb{R}^{m \times m}, \quad m>n .
$$

In the case, when the noise covariance matrix is known or it can be estimated, we can obtain by a simple manipulation of Eqs. (4.156)-(4.157) an alternative formula (for $m \geq n$ )

$$
\begin{equation*}
\widehat{\mathbf{H}}=\left(\mathbf{R}_{\mathrm{xx}}-\mathbf{R}_{\mathrm{ee}}\right) \mathbf{R}_{\mathrm{sx}}^{+} \tag{4.158}
\end{equation*}
$$

where $\mathbf{R}_{\mathbf{s x}}^{+}$is the Moore-Penrose pseudo-inverse matrix of $\mathbf{R}_{\mathbf{s x}}$. Hence, neglecting the noise covariance matrix $\mathbf{R}_{\text {ee }}$, we obtain the Wiener filter equation:

$$
\begin{equation*}
\hat{\mathbf{s}}=\mathbf{R}_{\mathbf{s x}} \mathbf{R}_{\mathbf{x x}}^{+} \mathbf{x} \tag{4.159}
\end{equation*}
$$

which minimize the mean square error $E\left\{\|\mathbf{s}-\hat{\mathbf{s}}\|^{2}\right\}$. The fundamental problem in this method is to obtain an estimator for the cross-covariance matrix $\mathbf{R}_{\mathbf{s x}}$ when the vector $\mathbf{s}$ is not available.

### 4.5.2 Blind Identification of Mixing Matrix Using the Concept of Cancellation of Correlation

In blind separation scenario, both the mixing matrix $\mathbf{H}$ and the source signals $\mathbf{s}$ are unknown. In such case, we need to formulate a modified estimation function in the form (see Chapter 10 and [27] for more detail)

$$
\begin{equation*}
\mathbf{F}(\mathbf{H}, \mathbf{s})=\widetilde{\mathbf{R}}_{\tilde{\mathbf{e}} \tilde{\mathbf{s}}}=E\left\{\widetilde{\mathbf{e}}^{T}\right\} \tag{4.160}
\end{equation*}
$$

where $\widetilde{\mathbf{e}}(k)=\widetilde{\mathbf{x}}(k)-\widehat{\mathbf{H}} \widetilde{\mathbf{s}}$ and $\widetilde{\mathbf{x}}=\left[\widetilde{x}_{1}, \widetilde{x}_{2}, \ldots, \widetilde{x}_{m}\right]^{T}$ and $\widetilde{\mathbf{s}}=\left[\widetilde{s}_{1}, \widetilde{s}_{2}, \ldots, \widetilde{s}_{n}\right]^{T}$ are filtered versions of sensor signals $\mathbf{x}(k)$ and estimated sources $\mathbf{s}(k)$ respectively. More precisely, all the sensor signals and also the estimated source signals are filtered by using filters with an identical transfer function $B(z)=\sum_{p=1}^{L} b_{p} z^{-1}$, that is,

$$
\begin{equation*}
\widetilde{x}_{j}(k)=\sum_{p=1}^{L} b_{p} x_{j}(k-p), \quad(j=1,2, \ldots, m) \tag{4.161}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{s}_{i}(k)=\sum_{p=1}^{L} b_{p} \hat{s}_{i}(k-p), \quad(i=1,2, \ldots, n) \tag{4.162}
\end{equation*}
$$

The choice of the filter $B(z)$ depends on the statistics of sources and additive noise (for more detail see the next chapter). Generally, the approach presented in this section is useful when source signals are colored, i.e., they have temporal structure.

It is straightforward to check that the above function satisfies the basic properties of estimation function [27].

From (4.160) we can obtain the formula for estimation of the mixing matrix

$$
\begin{equation*}
\widehat{\mathbf{H}}=\widehat{\mathbf{R}}_{\tilde{\mathbf{x}} \tilde{\mathbf{s}}} \widehat{\mathbf{R}}_{\tilde{\mathbf{s}} \tilde{\mathbf{s}}}^{-1} \tag{4.163}
\end{equation*}
$$

Let us consider first the case, when the number of sensors is larger than the number of sources $(m>n)$ and the sources are colored, that is, they have temporal structure and the covariance matrix $\mathbf{R}_{\mathbf{e e}}$ of the additive zero-mean and uncorrelated noise is known or can be estimated. In such a case, we can propose to use the following algorithm which is robust with respect to the noise.

## Algorithm Outline: BLUE Algorithm for Blind Identification and Source Separation

1. Make arbitrary non-zero initialization of the mixing matrix $\widehat{\mathbf{H}}$ and estimate the sources using the BLUE formula (see in Chapter 2 Eq. (2.24))

$$
\begin{equation*}
\hat{\mathbf{s}}(k)=\left(\widehat{\mathbf{H}}^{T} \widehat{\mathbf{R}}_{\mathrm{ee}}^{-1} \widehat{\mathbf{H}}\right)^{-1} \widehat{\mathbf{H}}^{T} \widehat{\mathbf{R}}_{\mathbf{e e}}^{-1} \mathbf{x}(k), \tag{4.164}
\end{equation*}
$$

where $\widehat{\mathbf{R}}_{\text {ee }}$ is the estimated covariance matrix of the noise uncorrelated with the sources.
2. Compute the mixing matrix $\widehat{\mathbf{H}}$ on the basis of estimated sources in Step 1 as

$$
\begin{equation*}
\widehat{\mathbf{H}}=\widehat{\mathbf{R}}_{\tilde{\mathbf{x}} \tilde{\mathbf{s}}} \widehat{\mathbf{R}}_{\tilde{\mathbf{s}} \tilde{\mathbf{s}}}^{-1} \tag{4.165}
\end{equation*}
$$

where $\widehat{\mathbf{R}}_{\tilde{\mathbf{x}} \tilde{\mathbf{s}}}=\frac{1}{N} \sum_{k=1}^{N} \widetilde{\mathbf{x}}(k) \widetilde{\mathbf{s}}^{T}(k)$ and $\widehat{\mathbf{R}}_{\tilde{\mathbf{s}} \tilde{\mathbf{s}}}=\frac{1}{N} \sum_{k=1}^{N} \widetilde{\mathbf{s}}(k) \widetilde{\mathbf{s}}^{T}(k)$.
3. Repeat alternatively Step 1 and 2, until convergence is achieved.

Remark 4.9 The above two-phase procedure is similar to the expectation maximization (EM) scheme: (i) Freeze the entries of the mixing matrix $\mathbf{H}$ and learn new statistics (i.e., the actual vector of the estimated source signal; (ii) freeze the covariance and cross-correlation matrices and learn the entries of the mixing matrix, then go back to (i) and repeat. Hence, in
phase (i) our algorithm estimates source signal, whereas in phase (ii) it learns the statistics of the sources and estimate the mixing matrix.

Let us consider now a more challenging task when the number of sensors is less than the number of sources $(m<n)$. Assuming that all sources have sparse representation, we can apply the robust Focuss algorithm discussed in Chapter 2. The idea is similar to the above procedure: First, after initialization, we estimate a sparse representation of sources, then an estimate of the mixing matrix, $\widehat{\mathbf{H}}=\widehat{\mathbf{R}}_{\tilde{\mathbf{x}} \tilde{\mathbf{s}}} \widehat{\mathbf{R}}_{\tilde{\mathbf{s}} \tilde{\mathbf{s}}}^{-1}$, which consequently produces a new estimate of the sparse source vector $\widehat{\mathbf{s}}(k)$ obtained, for example, by using the Focuss algorithm. Iterations are conducted until the algorithm converges.

Alternatively, we can use the following adaptive algorithm.

## Algorithm Outline: Focuss Adaptive Algorithm for Blind Identification and Estimation of Sparse Sources

1. After initialization, we estimate sparse source signals using the Focuss algorithm as

$$
\begin{equation*}
\hat{\mathbf{s}}_{l+1}(k)=\mathbf{D}_{|\mathbf{s}|}(l) \widehat{\mathbf{H}}_{k}^{T}\left(\widehat{\mathbf{H}}_{k} \mathbf{D}_{|\mathbf{s}|}(l) \widehat{\mathbf{H}}_{k}^{T}+\alpha_{l} \mathbf{I}\right)^{-1} \mathbf{x}(k), \quad \forall k, l=1,2, \ldots \tag{4.166}
\end{equation*}
$$

where $\mathbf{D}_{|\mathbf{s}|}(l)=\operatorname{diag}\left\{\left|\hat{s}_{1 l}\right|,\left|\hat{s}_{2 l}\right|, \ldots,\left|\hat{s}_{n l}\right|\right\}, \hat{s}_{j l}$ denotes estimation of $\hat{s}_{j}(k)$ in $j$-th internal iteration, and $\alpha_{l}$ is a suitably chosen regularization parameter [1001].
2. Estimate iteratively the mixing matrix $\mathbf{H}$ as

$$
\begin{equation*}
\widehat{\mathbf{H}}_{k+1}=\widehat{\mathbf{H}}_{k}-\eta_{k}\left[\widehat{\mathbf{H}}_{k} \widehat{\mathbf{R}}_{\tilde{\mathbf{s}} \tilde{\mathbf{s}}}-\widehat{\mathbf{R}}_{\tilde{\mathbf{x}} \tilde{\mathbf{s}}}-\gamma_{k} \widehat{\mathbf{H}}_{k}\right] \tag{4.167}
\end{equation*}
$$

where $\gamma_{k}=\operatorname{tr}\left[\widehat{\mathbf{H}}_{k}^{T}\left(\widehat{\mathbf{H}}_{k} \widehat{\mathbf{R}}_{\tilde{\mathbf{s}} \tilde{\mathbf{s}}}-\widehat{\mathbf{R}}_{\tilde{\mathbf{x}} \tilde{\mathbf{s}}}\right)\right]$ is a forgetting factor which ensures that the Frobenius norm of the matrix $\widehat{\mathbf{H}}$ is kept approximately constant during the iteration process (see Appendix B for proof). Such constraints on entries of the mixing matrix prevent the trivial solution $\widehat{\mathbf{H}}=\mathbf{0}$ and ensure the stability of the algorithm.

Repeat alternatively the Step 1 and 2, until convergence is achieved.

Example 4.1 Figure 4.7 illustrates the performance of the blind identification and estimation of sparse images in the case when the number of observations is less than the number of sources. Three sparse images shown in Fig. 4.7(a) are mixed by full row rank ill-conditioned mixing matrix $\mathbf{H} \in \mathbb{R}^{2 \times 3}$. In this way, we obtained two superimposed images shown in Fig. 4.7 (b). Using the algorithm (4.166)-(4.167), we reconstructed approximately the original images as shown in Fig. 4.7 (c) on the basis of only the superimposed (overlapped) images.


Fig. 4.7 Blind identification and estimation of sparse images: (a) Original sources, (b) mixed available images, (c) reconstructed images using the proposed algorithm (4.166)-(4.167).

## Appendix A. Stability of the Amari's Natural Gradient and the Atick-Redlich Formula

Theorem A. 3 Consider a dynamical system, described by the following differential equation

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\boldsymbol{\mu} \frac{\partial J(\mathbf{W})}{\partial \mathbf{W}} \mathbf{W}^{T} \mathbf{W} \tag{A.1}
\end{equation*}
$$

where $J(\mathbf{W})$ is a lower bounded differentiable function and $\boldsymbol{\mu} \in \mathbb{R}^{n \times n}$ is a symmetric positive definite matrix of learning rates. Then $J(\mathbf{W})$ is a Lyapunov function for the dynamical system (A.1).

Proof. 460. Denote by $w_{i j}, \mu_{i j}$ and $b_{i j},(i, j=1, \ldots, n)$ the elements of the matrices $\mathbf{W}, \boldsymbol{\mu}$ and $\mathbf{B}=\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}} \mathbf{W}^{T}$ respectively. We calculate:

$$
\begin{align*}
\frac{d J}{d t} & =\sum_{i, j=1}^{n} \frac{\partial J}{\partial w_{i j}} \frac{d w_{i j}}{d t} \\
& =-\sum_{i, j=1}^{n} \frac{\partial J}{\partial w_{i j}} \sum_{l=1}^{n} \mu_{i l} \sum_{r=1}^{n} \sum_{k=1}^{n} \frac{\partial J}{\partial w_{l k}} w_{r k} w_{r j} \\
& =-\sum_{i, r=1}^{n} b_{i r} \sum_{l=1}^{n} \mu_{i l} b_{l r} \\
& =-\sum_{r=1}^{n} \mathbf{b}_{r}^{T} \boldsymbol{\mu} \mathbf{b}_{r} \leq 0 \tag{A.2}
\end{align*}
$$

where $\mathbf{b}_{r}$ denotes the $r$-th column vector of $\mathbf{B}$. It is easy to see that zero is achieved if and only if $\mathbf{b}_{r}=\mathbf{0}$ for every $r=1, \ldots, n$, i.e., when $d \mathbf{W} / d t=\mathbf{0}$. This means, according to the Lyapunov theorem, that the continuous trajectory of the natural gradient algorithm converges to a stationary point. In the special case, we can use a scalar learning rate by putting: $\boldsymbol{\mu}=\mu_{0} \mathbf{I}, \mu_{0}>0$.

In contrast to the NG, for the gradient formula proposed by Atick and Redlich (see Eq. 4.37) [51], we can formulate more restrictive conditions for stability [460]:

Theorem A. 4 Consider a dynamical system, described by the following differential equation

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu \mathbf{W}\left[\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}\right]^{T} \mathbf{W} \tag{A.3}
\end{equation*}
$$

where $J(\mathbf{W})$ is a lower bounded, differentiable cost function and $\mu>0$ is a learning rate. Suppose that the matrix $\mathbf{B}=\frac{\partial J}{\partial \mathbf{W}} \mathbf{W}^{T}$ is a symmetric matrix, then $J(\mathbf{W})$ is a Lyapunov function for the dynamical system (A.3).

Proof. Denote by $w_{i j}$ and $b_{i j},(i, j=1, \ldots, n)$ the elements of the matrices $\mathbf{W}$ and $\mathbf{B}$ respectively. We calculate:

$$
\begin{align*}
\frac{d J}{d t} & =\sum_{i, j=1}^{n} \frac{\partial J}{\partial w_{i j}} \frac{d w_{i j}}{d t} \\
& =-\mu \sum_{i, j=1}^{n} \frac{\partial J}{\partial w_{i j}} \sum_{r=1}^{n} \sum_{k=1}^{n} w_{k i} \frac{\partial J}{\partial w_{r k}} w_{r j} \\
& =-\mu \sum_{i, r=1}^{n} b_{r i} b_{i r} \\
& =-\mu \sum_{i, r=1}^{n} b_{i r}^{2} \leq 0 \tag{A.4}
\end{align*}
$$

as zero is achieved if and only if $d \mathbf{W} / d t=\mathbf{0}$.
Using a nonholonomic basis $d \mathbf{X}=d \mathbf{W} \mathbf{W}^{-1}$, (A.1) and (A.3) become respectively

$$
\begin{equation*}
\frac{d \mathbf{X}}{d t}=-\mu \frac{\partial J}{\partial \mathbf{W}} \mathbf{W}^{T} \tag{A.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \mathbf{X}}{d t}=-\mu \mathbf{W}\left[\frac{\partial J}{\partial \mathbf{W}}\right]^{T} \tag{A.6}
\end{equation*}
$$

Putting $\mathbf{B}=\frac{\partial J}{\partial \mathbf{W}} \mathbf{W}^{T}$, we have $\mathbf{B}=\frac{\partial J}{\partial \mathbf{X}}$, we obtain

$$
\begin{equation*}
\frac{d J(\mathbf{W}(t))}{d t}=-\mu \operatorname{tr}\left(\mathbf{B}^{T} \mathbf{B}\right)=-\mu \sum_{i, j=1}^{n} b_{i j}^{2} \leq 0 \tag{A.7}
\end{equation*}
$$

as equality is achieved if and only if $\partial J / \partial \mathbf{W}=\mathbf{0}$ (assuming that $\mathbf{W}$ is nonsingular).
Analogously, for (A.6), we obtain

$$
\begin{equation*}
\frac{d J(\mathbf{W}(t))}{d t}=-\mu \operatorname{tr}(\mathbf{B B})=-\mu \sum_{i, j=1}^{n} b_{i j} b_{j i} \tag{A.8}
\end{equation*}
$$

The equation ( $\overline{\mathrm{A} .7}$ ) shows that $J$ is a Lyapunov function. The trace in $(\overline{\mathrm{A} .8})$ is not always positive. Let us decompose B as

$$
\mathbf{B}=\mathbf{B}_{S}+\mathbf{B}_{A},
$$

where $\mathbf{B}_{S}$ is a symmetric matrix and $\mathbf{B}_{A}$ is an antisymmetric matrix, respectively. Then, we have

$$
\begin{equation*}
\operatorname{tr}(\mathbf{B B})=\sum_{i, j=1}^{n} b_{i j} b_{j i}=\left\|\mathbf{B}_{S}\right\|^{2}-\left\|\mathbf{B}_{A}\right\|^{2} \tag{A.9}
\end{equation*}
$$

This gives a sufficient condition for convergence of the Atick-Redlich algorithm, that is, $\left\|\mathbf{B}_{S}\right\|_{F}>\left\|\mathbf{B}_{A}\right\|_{F}$ for any $\mathbf{W}$ (the matrices $\mathbf{B}, \mathbf{B}_{S}, \mathbf{B}_{A}$ depend on $\mathbf{W}$ ).

## Appendix B. Gradient Descent Learning Algorithms with Invariant Frobenius Norm of the Separating Matrix

In order to ensure the convergence of some learning algorithms and to provide their practical implementations it is necessary to restrict the values of synaptic weights to a bounded subset. Such bound can be, for example, imposed by a gradient descent learning system by keeping the norm of the matrix of the synaptic weights bounded or fixed (invariant) during the learning process. In this appendix, we present two theorems which propose how to solve this problem.

Theorem B. 5 The modified natural gradient descent learning algorithm with a forgetting factor described as

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu\left[\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}} \mathbf{W}^{T}(t) \mathbf{W}(t)-\gamma(t) \mathbf{W}(t)\right] \tag{B.1}
\end{equation*}
$$

where $J(\mathbf{W})$ is the cost function, $\nabla_{\mathbf{W}} J=\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}$ denotes its gradient with respect to the nonsingular matrix $\mathbf{W} \in \mathbb{R}^{n \times n}$, $\mu>0$ is the learning rate and

$$
\begin{equation*}
\gamma(t)=\operatorname{tr}\left(\mathbf{W}^{T}(t) \frac{\partial J(\mathbf{W})}{\partial \mathbf{W}} \mathbf{W}^{T}(t) \mathbf{W}(t)\right) \tag{B.2}
\end{equation*}
$$

is a forgetting factor, ensures that the Frobenius norm of the matrix $\mathbf{W}(t)$ is

$$
\|\mathbf{W}(t)\|_{F}=1, \quad \forall t
$$

if $\|\mathbf{W}(0)\|=1$.
Proof. Let us assume that $\|\mathbf{W}(0)\|_{F}^{2}=\operatorname{tr}\left\{\mathbf{W}^{T}(0) \mathbf{W}(0)\right\}=1$. Then, it is sufficient to show that

$$
\begin{equation*}
\frac{d \operatorname{tr}\left(\mathbf{W}^{T}(t) \mathbf{W}(t)\right)}{d t}=0 \tag{B.3}
\end{equation*}
$$

Evaluating

$$
\begin{align*}
\frac{d \operatorname{tr}\left(\mathbf{W}^{T}(t) \mathbf{W}(t)\right)}{d t} & =\operatorname{tr}\left(\frac{d \mathbf{W}^{T}}{d t} \mathbf{W}+\mathbf{W}^{T} \frac{d \mathbf{W}}{d t}\right) \\
& =-\eta \operatorname{tr}\left(\mathbf{W}^{T} \mathbf{W} \nabla_{\mathbf{W}}^{T} J \mathbf{W}-\gamma \mathbf{W}^{T} \mathbf{W}+\mathbf{W}^{T} \nabla_{\mathbf{W}} J \mathbf{W}^{T} \mathbf{W}-\gamma \mathbf{W}^{T} \mathbf{W}\right) \\
& =-2 \eta \gamma(t)\left(1-\operatorname{tr}\left(\mathbf{W}^{T}(t) \mathbf{W}(t)\right)\right) \tag{B.4}
\end{align*}
$$

it is seen, that $d \operatorname{tr}\left(\mathbf{W}^{T}(t) \mathbf{W}(t)\right) / d t=0$ only holds if $\|\mathbf{W}(0)\|_{F}^{2}=\operatorname{tr}\left\{\mathbf{W}^{T}(0) \mathbf{W}(0)\right\}=$ 1.

Theorem B. 6 The learning rule

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=\mu(t)\left[\mathbf{F}(\mathbf{y})-\gamma(t) \mathbf{I}_{n}\right] \mathbf{W}(t) \tag{B.5}
\end{equation*}
$$

where $\gamma(t)=\operatorname{tr}\left(F(\mathbf{y}) \mathbf{W}(t) \mathbf{W}^{T}(t)\right)$ stabilizes the Frobenius norm of $\mathbf{W}(t)$ to be fixed $\forall t$. Proof. It is straightforward to check that

$$
\begin{equation*}
\frac{d \operatorname{tr}\left(\mathbf{W} \mathbf{W}^{T}\right)}{d t}=2 \mu(t) \operatorname{tr}\left(\mathbf{F}(\mathbf{y}) \mathbf{W} \mathbf{W}^{T}\right)\left[1-\operatorname{tr}\left(\mathbf{W}^{T} \mathbf{W}\right)\right] \tag{B.6}
\end{equation*}
$$

Hence, if the initial matrix $\mathbf{W}(0)$ has the unit Frobenius norm, the norm of $\mathbf{W}(t)$ is preserved to be one for any $t>0$.

In a similar way, we can prove easily the following Theorems:
Theorem B. 7 The stochastic gradient descent learning algorithm

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu\left[\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}-\gamma(t) \mathbf{W}(t)\right] \tag{B.7}
\end{equation*}
$$

where $J(\mathbf{W})$ is the cost function, $\nabla_{\mathbf{W}} J(\mathbf{W})=\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}$ denotes its gradient with respect to the nonsingular matrix $\mathbf{W} \in \mathbb{R}^{n \times n}, \mu>0$ is the learning rate and

$$
\begin{equation*}
\gamma(t)=\operatorname{tr}\left(\mathbf{W}^{T}(t) \frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}\right) \tag{B.8}
\end{equation*}
$$

is a forgetting factor, ensures that the Frobenius norm of the matrix $\mathbf{W}(t)$ is

$$
\|\mathbf{W}(t)\|_{F}=1, \quad \forall t
$$

if $\|\mathbf{W}(0)\|=1$.
Theorem B. 8 The modified Atick-Redlich descent learning algorithm with forgetting factor

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu\left[\mathbf{W}(t)\left[\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}\right]^{T} \mathbf{W}(t)-\gamma(t) \mathbf{W}(t)\right] \tag{B.9}
\end{equation*}
$$

where $J(\mathbf{W})$ is the differentiable cost function, $\nabla_{\mathbf{W}} J=\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}$ denotes its gradient with respect to the nonsingular matrix $\mathbf{W} \in \mathbb{R}^{n \times n}, \mu>0$ is the learning rate and

$$
\begin{equation*}
\gamma(t)=\operatorname{tr}\left(\mathbf{W}^{T}(t) \mathbf{W}(t)\left[\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}\right]^{T} \mathbf{W}(t)\right) \tag{B.10}
\end{equation*}
$$

is a forgetting factor, ensures that the Frobenius norm of the matrix $\mathbf{W}(t)$ is invariant and equal to one

$$
\|\mathbf{W}(t)\|_{F}=1, \quad \forall t
$$

if $\|\mathbf{W}(0)\|_{F}=1$.
Theorem B. 9 The natural gradient dynamic systems on the Stiefel manifolds:

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=-\mu\left[\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}-\mathbf{W}(t)\left[\frac{\partial J(\mathbf{W})}{\partial \mathbf{W}}\right]^{T} \mathbf{W}(t)\right] \tag{B.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \mathbf{A}}{d t}=-\mu\left[\frac{\partial J(\mathbf{W})}{\partial \mathbf{A}}-\mathbf{A}(t)\left[\frac{\partial J(\mathbf{A})}{\partial \mathbf{A}}\right]^{T} \mathbf{A}(t)\right] \tag{B.12}
\end{equation*}
$$

with $\mu>0$ satisfy during the learning process the semi-orthogonality constraints:

$$
\begin{equation*}
\mathbf{W}(t) \mathbf{W}^{T}(t)=\mathbf{I}_{p}, \quad \forall t \quad \text { if } \mathbf{W}(0) \mathbf{W}^{T}(0)=\mathbf{I}_{p}, \quad \mathbf{W} \in \mathbb{R}^{p \times n}, \quad p \leq n \tag{B.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{A}^{T}(t) \mathbf{A}(t)=\mathbf{I}_{n}, \quad \forall t \quad \text { if } \mathbf{A}^{T}(0) \mathbf{A}(0)=\mathbf{I}_{n}, \quad \mathbf{A} \in \mathbb{R}^{m \times n}, \quad n \leq m \tag{B.14}
\end{equation*}
$$

respectively.

## Appendix C. JADE Algorithm

The JADE (Joint Approximate Diagonalization of Eigenmatrices) algorithm can be considered as a natural extension or generalization of the SOBI and FOBI algorithms [158, 160, 1267, 1389.

In the JADE, in contrast to the FOBI algorithm, we jointly diagonalize the set of $n^{2}$ (or less) of the contracted quadricovariance matrices defined as:

$$
\begin{align*}
\mathbf{M}_{p q}\left(\mathbf{E}_{p q}\right)= & \mathbf{C}_{\overline{\mathbf{x}}}\left\{\left(\overline{\mathbf{x}}^{T}(k) \mathbf{E}_{p q} \overline{\mathbf{x}}(k)\right) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right\}=E\left\{\left(\overline{\mathbf{x}}^{T}(k) \mathbf{E}_{p q} \overline{\mathbf{x}}(k)\right) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right\} \\
& -\mathbf{R}_{\overline{\mathbf{x}}}(0) \mathbf{E}_{p q} \mathbf{R}_{\overline{\mathbf{x}}}(0)-\operatorname{tr}\left(\mathbf{E}_{p q} \mathbf{R}_{\overline{\mathbf{x}}}(0)\right) \mathbf{R}_{\overline{\mathbf{x}}}(0)-\mathbf{R}_{\overline{\mathbf{x}}}(0) \mathbf{E}_{p q}^{T} \mathbf{R}_{\overline{\mathbf{x}}}(0) \tag{C.1}
\end{align*}
$$

for all $1 \leq p, q \leq n$, where $\mathbf{R}_{\overline{\mathbf{x}}}(0)=E\left\{\overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right\}$ and $\mathbf{E}_{p q} \in \mathbb{R}^{n \times n}$ is the set of matrices called eigen-matrices. It has been shown that the eigen-matrices $\mathbf{E}_{p q}$ should satisfy the following conditions:

$$
\begin{equation*}
\mathbf{C}_{\overline{\mathbf{x}}}\left(\mathbf{E}_{p q}\right)=\lambda_{p q} \mathbf{E}_{p q}, \quad \operatorname{tr}\left(\mathbf{E}_{p q} \mathbf{E}_{k l}^{T}\right)=\delta(p, q, k, l), \quad(1 \leq p, q \leq n) \tag{C.2}
\end{equation*}
$$

where $\delta(p, q, k, l)=1$ for $p=q=k=l$, and 0 otherwise. Each $\mathbf{E}_{p q}$ is the eigen-matrix and the real scalar $\lambda_{p q}$ is the corresponding eigenvalue. Only $n$ non-zero eigenvalues $\lambda_{p q}$ exist [158.

There are several techniques to select the eigen-matrices $\mathbf{E}_{p q}$ that satisfy the above relations. In the ideal case, we can choose $\mathbf{E}_{p q}=\mathbf{e}_{p} \mathbf{e}_{q}^{T}$, where $\mathbf{e}_{p}$ denotes the $n$-dimensional vector with 1 at the $p$ th position and 0 elsewhere. However, this method creates rather the large number of $n^{2}$ matrices and the problem cannot be computationally feasible for more than $n>40$. We can reduce the number of matrices to $n(n+1) / 2$ by selecting the following matrices 889]:

$$
\mathbf{E}_{p q}= \begin{cases}\mathbf{e}_{p} \mathbf{e}_{q}^{T}, & \text { for } p=k  \tag{C.3}\\ \left(\mathbf{e}_{p} \mathbf{e}_{q}^{T}+\mathbf{e}_{q} \mathbf{e}_{p}^{T}\right) / \sqrt{2}, & \text { for } p<q \\ \mathbf{0}, & \text { for } p>q\end{cases}
$$

If still the number of matrices is too large, we can reduce it by selecting only $L$ matrices $\mathbf{C}_{\overline{\mathbf{x}}}\left(\mathbf{E}_{p q}\right)$ with the largest squared sums of their diagonal elements. The number $L$ is selected by a user depending on required performance and computation speed (typically, $L \geq n$ ).

An alternative approach is to generate only the $n$ (where $n$ is the number of sources) quadricovariance matrices $\mathbf{C}_{\overline{\mathbf{x}}}\left(\mathbf{E}_{p}\right)$, by estimating the eigen-matrices $\mathbf{E}_{p}=\hat{\mathbf{u}}_{p} \hat{\mathbf{u}}_{p}^{T}$ (for $p=1,2, \ldots, n$ ), where $\mathbf{u}_{p}$ is the $p$-th column of the orthogonal matrix $\widehat{\mathbf{U}}$ which estimates diagonalizing matrix. The exact diagonalizing matrix is of course not known in advance, but we can roughly estimate it by the EVD of the special quadricovariance matrix for $\mathbf{E}=\mathbf{I}_{n}$ as

$$
\begin{align*}
\mathbf{C}_{\overline{\mathbf{x}}}(\mathbf{I}) & =E\left\{\overline{\mathbf{x}}^{T}(k) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right\}-2 \mathbf{R}_{\overline{\mathbf{x}}}(0) \mathbf{R}_{\overline{\mathbf{x}}}-\operatorname{tr}\left(\mathbf{R}_{\overline{\mathbf{x}}}(0)\right) \mathbf{R}_{\overline{\mathbf{x}}}(0) \\
& =\widehat{\mathbf{U}} \boldsymbol{\Lambda}_{\mathbf{I}} \widehat{\mathbf{U}}^{T} \tag{C.4}
\end{align*}
$$

where $\boldsymbol{\Lambda}_{\mathbf{I}}=\operatorname{diag}\left\{\kappa_{4}\left(s_{1}\right), \kappa_{4}\left(s_{2}\right), \ldots, \kappa_{4}\left(s_{n}\right)\right\}$.
It is easy to check, that $\mathbf{E}_{p}=\mathbf{u}_{p} \mathbf{u}_{p}^{T}$ satisfies the conditions (C.2). We have, in fact,

$$
\begin{align*}
\mathbf{C}_{\overline{\mathbf{x}}}\left(\mathbf{E}_{p}\right) & =\mathbf{C}_{\overline{\mathbf{x}}}\left(\mathbf{u}_{p} \mathbf{u}_{p}^{T}\right)=\mathbf{U} \operatorname{diag}\left\{\lambda_{1} \mathbf{u}_{1}^{T} \mathbf{u}_{p} \mathbf{u}_{p}^{T} \mathbf{u}_{1}, \ldots, \lambda_{n} \mathbf{u}_{n}^{T} \mathbf{u}_{p} \mathbf{u}_{p}^{T} \mathbf{u}_{n}\right\} \mathbf{U}^{T} \\
& =\mathbf{U} \operatorname{diag}\left\{0, \ldots, 0, \lambda_{p}, 0, \ldots, 0\right\} \mathbf{U}^{T}=\lambda_{p} \mathbf{u}_{p} \mathbf{u}_{p}^{T}=\lambda_{p} \mathbf{E}_{p} \tag{C.5}
\end{align*}
$$

It is also straightforward to verify, that $\operatorname{tr}\left(\mathbf{E}_{p} \mathbf{E}_{q}\right)=\delta_{p, q}$ and $\mathbf{C}_{\overline{\mathbf{x}}}\left(\mathbf{u}_{p} \mathbf{u}_{q}^{T}\right)=\mathbf{0}$ for $p \neq q$. This means, that we can reduce considerably the number of a set of diagonalized quadricovariance matrices to $n$, what makes the JADE algorithm computationally attractive [158, 889].

## Algorithm Outline: Robust and Efficient JADE Algorithm

1. Apply the robust prewhitening or orthogonalization method (described in section 4.3 .1 and section 4.1.8) to obtain the whitened (pre-processed) vector $\overline{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k)$. Preferably, for the data corrupted by Gaussian noise use the set of quadricovariance matrices.
2. Perform the EVD of the sampled contracted quadricovariance matrix

$$
\begin{align*}
\mathbf{C}_{\overline{\mathbf{x}}}(\mathbf{I}) & \left.=\frac{1}{N} \sum_{k=1}^{N}\left[\overline{\mathbf{x}}^{T}(k) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right]\right\}-2 \widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0) \widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0)-\operatorname{tr}\left(\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0)\right) \widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0) \\
& =\widehat{\mathbf{U}} \boldsymbol{\Lambda}_{\mathbf{I}} \widehat{\mathbf{U}}^{T} \tag{C.6}
\end{align*}
$$

where $\left.\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0)=\frac{1}{N} \sum_{k=1}^{N}\left[\overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right]\right\}$ and $\widehat{\mathbf{U}}=\left[\hat{\mathbf{u}}_{1}, \hat{\mathbf{u}}_{2}, \ldots, \mathbf{u}_{n}\right]$.
3. Estimate the $n$ sampled contracted quadricovariance matrices:

$$
\begin{align*}
\mathbf{C}_{\overline{\mathbf{x}}}\left(\mathbf{E}_{p}\right)= & \frac{1}{N} \sum_{k=1}^{N}\left[\overline{\mathbf{x}}^{T}(k) \mathbf{E}_{p} \overline{\mathbf{x}}(k) \overline{\mathbf{x}}(k) \overline{\mathbf{x}}^{T}(k)\right]-\widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0) \mathbf{E}_{p} \widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0) \\
& -\operatorname{tr}\left(\mathbf{E}_{p} \widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0)\right) \widehat{\mathbf{R}}_{\overline{\mathbf{x}}}(0)-\widehat{\mathbf{R}}_{\overline{\mathbf{x}}} \mathbf{E}_{p}^{T} \widehat{\mathbf{R}}_{\overline{\mathbf{x}}} \tag{C.7}
\end{align*}
$$

for $\mathbf{E}_{p}=\hat{\mathbf{u}}_{p} \hat{\mathbf{u}}_{p}^{T}, \quad p=1,2, \ldots, n$.
4. Find an orthogonal joint diagonalizing orthogonal matrix $\mathbf{U}$ for all $n$ matrices $\left\{\mathbf{C}_{\overline{\mathbf{x}}}\left(\mathbf{E}_{p}\right)\right\}$ using one of the available joint approximate diagonalization numerical methods.
5. Estimate the mixing matrix as $\widehat{\mathbf{H}}=\mathbf{Q}^{+} \widehat{\mathbf{A}}=\mathbf{Q}^{+} \mathbf{U}$.

## 5 <br> Sequential Blind Signal Extraction

A large brain, like large government, may not be able to do simple things in a simple way.
— (Donald O. Hebb)

The problem of blind signal extraction (BSE) has received wide attention in various fields such as biomedical signal analysis and processing (EEG, MEG, fMRI), geophysical data processing, data mining, wireless communications, speech and image recognition and enhancement.

In this chapter, we will discuss a large family of unconstrained optimization criteria, from which we derive learning algorithms that can extract a single source signal from a linear mixture of source signals. One can repeat this process to extract the original source signals one by one. To prevent the newly extracted source signal from being extracted again in the next processing unit, we employ another unconstrained optimization criterion that uses information about this signal. From this criterion, we then derive a learning rule that deflates from the mixture of the newly extracted signal. By virtue of blind extraction and deflation processing, the described cascade neural network can cope with a practical case where the number of mixed signals is equal to or larger than the unknown number of sources. We prove that the proposed criteria both for blind extraction and deflation processing have no spurious equilibria. In addition, the proposed criteria, in most cases, do not require whitening of mixed signals. Using computer simulation experiments, we also demonstrate the validity and performance of the developed learning algorithms. In this chapter, we adopt the neural network approach. There are three main objectives of this chapter:

1. To present simple neural networks (processing units) and propose unconstrained extraction and deflation criteria that do not require either a priori knowledge of source signals or the whitening of mixed signals. These criteria lead to simple, efficient,
purely local and biologically plausible learning rules (e.g., Hebbian/anti-Hebbian type learning algorithms).
2. To prove that the proposed criteria have no spurious equilibria. In other words, the most learning rules discussed in this chapter always reach desired solutions, regardless of initial conditions (see appendixes for proof).
3. To demonstrate with computer simulations the validity and high performance for practical use of the presented neural networks and associated learning algorithms.

We will use two different models and approaches. The first approach is based on higher order statistics (HOS) which assume that sources are mutually statistically independent and they are non-Gaussian (expect at most one) and as criteria of independence, we will use some measures of non-Gaussianity. The second approach based on the second order statistics (SOS) assumes that source signals have some temporal structure, i.e., the sources are colored with different autocorrelation functions or equivalently different shape spectra. Special emphasis will be given to blind source extraction (BSE) in the case when sensor signals are corrupted by additive noise.

### 5.1 INTRODUCTION AND PROBLEM FORMULATION

The mixing and filtering processes of the unknown input sources $s_{j}(t)(j=1,2, \ldots, n)$ may have different mathematical or physical models, depending on the specific applications. In this chapter, we will focus mainly on the simplest cases when $m$ mixed signals $x_{i}(t)$ are linear combinations of $n$ (typically $m \geq n$ ) unknown, zero mean source signals $s_{j}(t)$ that either statistically independent and/or they have different temporal structures. They are written as

$$
\begin{equation*}
x_{i}(t)=\sum_{j=1}^{n} h_{i j} s_{j}(t) \quad(i=1,2, \ldots, m) \tag{5.1}
\end{equation*}
$$

or in the matrix notation

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{H} \mathbf{s}(t) \tag{5.2}
\end{equation*}
$$

where $\mathbf{x}(t)=\left[x_{1}(t), x_{2}(t), \ldots, x_{m}(t)\right]^{T}$ is a sensor vector, $\mathbf{s}(t)=\left[s_{1}(t), s_{2}(t), \ldots, s_{n}(t)\right]^{T}$ is a vector of source signals assumed to be zero mean and statistically independent, and $\mathbf{H}$ is an unknown full column rank $m \times n$ mixing matrix. It is assumed that only the sensor vector $\mathbf{x}(t)$ is available to use and it is desired to develop algorithms that enable estimation of primary sources and/or identification of the mixing matrix $\mathbf{H}$ with some intrinsic ambiguities such as arbitrary permutations and scaling factors (see Chapter 1 for more detail).

There are two principal approaches to solve this problem. The first approach discussed in the previous and next chapters is to separate all sources simultaneously. In the second approach, we extract sources one by one sequentially rather than separating them all simultaneously. In many applications, a large number of sensors (electrodes, microphones or transducers) are available but only a very few source signals are the subject of interest.

For example, in EEG or MEG, we observe typically more than 64 sensor signals and only a few source signals are considered interesting, the rest are considered to be interfering noise. Another example is the cocktail party problem; it is usually applied to extract voices of specific persons rather than separate all the available source signals from an array of microphones. For such applications, it is essential to develop reliable, robust and effective learning algorithms which enable us to extract only the small number of source signals that are potentially interesting and contain useful information.

Before we begin to explain the derivation of learning algorithms for blind source extraction (BSE), let us recall some of the advantages of this approach. The blind signal extraction approach may have the following advantages over simultaneous blind separation [254, 279]:

1. Signals can be extracted in a specified order according to the stochastic features of the source signals, (e.g., in the order determined by absolute values of generalized normalized kurtosis, some measures of sparseness, non-Gaussianity, smoothness or linear predictability.) The blind extraction can be considered as a generalization of PCA (principal components analysis), where decorrelated output signals (principal components) are extracted according to the decreasing order of their variances. Analogously, independent components can be ordered according for example to the decreasing absolute value of normalized kurtosis which is a measure of non-Gaussianity or according to any higher order normalized moment or cumulant.
2. The approach is very flexible, because many different criteria based on HOS and SOS can be applied for extraction wide spectrum of sources, like i.i.d. sources, colored Gaussian, sparse sources, nonstationary sources, smooth sources with relative high measure of predictability, etc. In fact in each stage of extraction, we can use various criteria and corresponding algorithms depending on requirement to extract sources with specific features.
3. Only "interesting" signals need to be extracted. For example, if the source signals are mixed with a large number of noise sources or interferences, we may extract only signals with some desired stochastic properties.
In EEG/MEG signal processing is often desired to extract so called evoked potentials with non-symmetric distributions from symmetric distributed noises and interferences.
4. The learning algorithms developed for BSE are local and biologically plausible. In fact, the learning algorithms derived in this chapter can be considered as extensions or modifications of the Hebbian/anti-Hebbian learning rule. Typically, they are simpler than algorithms for simultaneous blind source separation.

In summary, blind signal extraction is a useful approach when it is desired to extract several source signals with specific stochastic properties from a large number of mixtures. Extraction of a single source is closely related to the problem of blind deconvolution discussed in chapters 9 through 12 [552, 616, 612, 1080 .

On the other hand, the sequential blind extraction approach may give poorer performance in comparison to the simultaneous blind separation approach discussed in the following
(a)

(b)


Fig. 5.1 Block diagrams illustrating: (a) Sequential blind extraction of sources and independent components, (b) implementation of extraction and deflation principles. LAE and LAD mean learning algorithm for extraction and deflation, respectively.
chapters for some ill-conditioned problems due to accumulation of error during deflation procedures. Furthermore, some of the blind extraction approaches need some preprocessing of sensor data, such as prewhitening or matrix orthogonalization.

### 5.2 LEARNING ALGORITHMS BASED ON KURTOSIS AS COST FUNCTION

Sequential blind source extraction (BSE) can be performed by using a cascade neural network similar to the one used for the extraction of principal components (see Fig. 5.1). However, in contrast to PCA, the optimization criteria for BSE are different. For the principal component extraction, we have applied the optimization criterion that ensures the best possible reconstruction of vector $\mathbf{x}(k)$ after its compression using a single processing unit.

In order to extract independent source signals, we use different criteria, e.g., maximization of the absolute value of normalized kurtosis which is a measure of the deviation of the extracted source signal from Gaussianity.

### 5.2.1 A Cascade Neural Network for Blind Extraction of Non-Gaussian Sources with Learning Rule Based on Normalized Kurtosis

A single processing unit (artificial neuron) is used in the first step to extract one independent source signal with the specified stochastic properties. In the next step, a deflation technique is used in order to eliminate the already extracted signals from the mixtures.

Let us assume that the sensor signals are prewhitened (sphered), for example, by using the standard PCA technique. Then, the transformed sensor signals satisfy the condition

$$
\begin{equation*}
E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\}=\mathbf{I}_{n} \tag{5.3}
\end{equation*}
$$

where $\mathbf{x}_{1}=\overline{\mathbf{x}}=\mathbf{Q x}$ and a new global $n \times n$ mixing matrix $\mathbf{A}=\mathbf{Q} \mathbf{H}$ is orthogonal, that is, $\mathbf{A} \mathbf{A}^{T}=\mathbf{A}^{T} \mathbf{A}=\mathbf{I}_{n}$. Hence the ideal $n \times n$ separating matrix is $\mathbf{W}_{*}=\mathbf{A}^{-1}=\mathbf{A}^{T}$ for $m=n$.

Let us consider a single processing unit, as shown in Fig. 5.1 described by

$$
\begin{equation*}
y_{1}=\mathbf{w}_{1}^{T} \mathbf{x}_{1}=\sum_{i=1}^{m} w_{1 i} x_{1 i} . \tag{5.4}
\end{equation*}
$$

The unit successfully extracts a zero-mean source signal, say the $j$ th signal, if $\mathbf{w}_{1}(\infty)=\mathbf{w}_{1 *}$ satisfying the relation $\mathbf{w}_{1 *}^{T} \mathbf{A}=\mathbf{e}_{j}^{T}$, where $\mathbf{e}_{j}$ denotes the $j$ th column of an $n \times n$ nonsingular diagonal matrix.

As a cost function for minimization, we may employ [279, 1144 ]

$$
\begin{equation*}
\mathcal{J}_{1}\left(\mathbf{w}_{1}\right)=-\frac{1}{4}\left|\kappa_{4}\left(y_{1}\right)\right|=-\frac{\beta}{4} \kappa_{4}\left(y_{1}\right) \tag{5.5}
\end{equation*}
$$

where $\kappa_{4}\left(y_{1}\right)$ is the normalized kurtosis defined for zero-mean signals by

$$
\begin{equation*}
\kappa_{4}\left(y_{1}\right)=\frac{E\left\{\left|y_{1}\right|^{4}\right\}}{E^{2}\left\{\left|y_{1}\right|^{2}\right\}}-3 \tag{5.6}
\end{equation*}
$$

and parameter $\beta$ determines the sign of the kurtosis of the extracted signal, i.e.,

$$
\beta= \begin{cases}-1, & \begin{array}{l}
\text { for extraction of a source signal } \\
\text { with negative kurtosis, }
\end{array}  \tag{5.7}\\
+1, & \begin{array}{l}
\text { for extraction of a source signal } \\
\text { with positive kurtosis. }
\end{array}\end{cases}
$$

We do not employ any further constraints (like normalization of output signal to unit variance), since we used the normalized kurtosis. We will show in Appendix A that such
a cost function has no spurious equilibria if sources are mutually independent and they do not have Gaussian distribution (see Appendix A). In other words, we will prove that the cost function (5.5) does not have local minima corresponding to spurious (undesired) equilibria of the dynamics. Each local minimum corresponds to one extracted source signal. Therefore, successful extraction of a source signal from the mixture is always guaranteed, regardless of initial conditions. In addition, use of the normalized criteria makes it possible to eliminate any constraints that were required for the normalized criteria in [347, 595].

Remark 5.1 Intuitively the use of kurtosis as the cost function can be justified as follows: According to Central Limit Theorem (a classical result in probability theory), the distribution of a sum of independent random variables tends towards a Gaussian distribution (under certain mild conditions). This means that a sum of several variables typically has a distribution that is closer to Gaussian than any of the original random variables. Therefore, roughly speaking, our objective is to find such vector $\mathbf{w}_{1}$ that maximizes the non-Gaussianity of the output variable $y_{1}=\mathbf{w}_{1}^{T} \mathbf{x}$. On the other hand, it should be noted that the absolute value of the normalized kurtosis may be considered as one of the simplest measures of nonGaussianity of the extracted signal $y_{1}$. Furthermore, the kurtosis measures the flatness or peakedness of a distribution of signals. A distribution with negative kurtosis is called sub-Gaussian, platykurtic or short-tailed (e.g., uniform). A distribution with positive kurtosis is referred to as super-Gaussian, leptokurtic or long-tailed (e.g., Laplacian), and a zero-kurtosis distribution is named mesokurtic (e.g., Gaussian).

Applying the standard gradient descent approach to minimize the cost function (5.5), we have

$$
\begin{equation*}
\frac{d \mathbf{w}_{1}}{d t}=-\mu_{1} \frac{\partial \mathcal{J}_{1}\left(\mathbf{w}_{1}\right)}{\partial \mathbf{w}_{1}}=\mu_{1} \beta \frac{m_{4}\left(y_{1}\right)}{m_{2}^{3}\left(y_{1}\right)}\left[\frac{m_{2}\left(y_{1}\right)}{m_{4}\left(y_{1}\right)} E\left\{y_{1}^{3} \mathbf{x}_{1}\right\}-E\left\{y_{1} \mathbf{x}_{1}\right\}\right] \tag{5.8}
\end{equation*}
$$

where $\mu_{1}>0$. It should be noted that the term $E\left\{|y|^{4}\right\} / E^{3}\left\{|y|^{2}\right\}=m_{4}\left(y_{1}\right) / m_{2}^{3}\left(y_{1}\right)$ is always positive, so it can be absorbed by the learning rate $\mu_{1}$ as $\tilde{\mu}_{1}=\frac{m_{4}\left(y_{1}\right)}{m_{2}^{3}\left(y_{1}\right)} \mu_{1}>0$.
The moments $m_{q}\left(y_{1}\right)=E\left\{y_{1}(t)^{q}\right\}$, for $q=2$ and 4 , can be estimated on-line using the following moving averaging (MA) formula

$$
\begin{equation*}
\frac{d \hat{m}_{q}\left(y_{1}(t)\right)}{d t}=\mu_{0}\left[y_{1}^{q}(t)-\hat{m}_{q}\left(y_{1}(t)\right)\right], \quad(q=2,4) \tag{5.9}
\end{equation*}
$$

Now applying the stochastic approximation technique, we obtain an on-line learning formula [251, 253]:

$$
\begin{equation*}
\frac{d \mathbf{w}_{1}}{d t}=\mu_{1}(t) \varphi\left(y_{1}(t)\right) \mathbf{x}_{1}(t) \tag{5.10}
\end{equation*}
$$

where $\mu_{1}(t)>0$ is a learning rate and

$$
\begin{equation*}
\varphi\left(y_{1}\right)=\beta \frac{\hat{m}_{4}\left(y_{1}\right)}{\hat{m}_{2}^{3}\left(y_{1}\right)}\left[\frac{\hat{m}_{2}\left(y_{1}\right)}{\hat{m}_{4}\left(y_{1}\right)} y_{1}^{3}-y_{1}\right] \tag{5.11}
\end{equation*}
$$

is a nonlinear adaptive activation function. Since the positive term $\hat{m}_{4}\left(y_{1}\right) / \hat{m}_{2}\left(y_{1}\right)$ can be absorbed by the learning rate, we can also use the following approximation of nonlinear activation function:

$$
\begin{equation*}
\varphi_{1}\left(y_{1}\right)=\beta\left[\frac{\hat{m}_{2}\left(y_{1}\right)}{\hat{m}_{4}\left(y_{1}\right)} y_{1}^{3}-y_{1}\right] \tag{5.12}
\end{equation*}
$$

or

$$
\begin{equation*}
\varphi_{2}\left(y_{1}\right)=\beta\left[\frac{1}{\hat{m}_{4}\left(y_{1}\right)} y_{1}^{3}-\frac{1}{m_{2}\left(y_{1}\right)} y_{1}\right] \tag{5.13}
\end{equation*}
$$

In general, the nonlinear activation function is not fixed but changes its shape during the learning process according to the statistics of the extracted signals [251, 279].
Remark 5.2 It should be noted that in our approach, we use the normalized kurtosis. Moreover, for spiky signals with positive kurtosis (super-Gaussian signals), the nonlinear activation function closely approximates a sigmoidal function, which is not only robust, but also biologically plausible.
In the special case, applying a simple approximation for the derivative using the Euler approximation, we obtain the discrete-time learning rule [254, 279]:

$$
\begin{equation*}
\mathbf{w}_{1}(k+1)=\mathbf{w}_{1}(k)+\eta_{1}(k) \varphi_{1}\left(y_{1}(k)\right) \mathbf{x}_{1}(k) \tag{5.14}
\end{equation*}
$$

where $\mathbf{x}_{1}$ is the vector of sensor signals and the nonlinear activation function $\varphi_{1}$ is evaluated by (5.12).

The higher-order moments $m_{2}$ and $m_{4}$ and the sign of the kurtosis $\kappa_{4}\left(y_{1}\right)$ can be estimated on-line by using the following averaging formula

$$
\begin{equation*}
\hat{m}_{q}(k)=\left(1-\eta_{0}\right) \hat{m}_{q}(k-1)+\eta_{0}\left|y_{1}(k)\right|^{q}, \tag{5.15}
\end{equation*}
$$

with $\eta_{0} \in(0,1]$ and $\hat{m}_{q}(k) \cong E\left\{\left|y_{1}(k)\right|^{q}\right\}, q=2,4$. The above cost function is similar to that already proposed by Shalvi and Weinstein [1067, 1069, 1204] and in an extended form by Inouye [612, 613] and Comon [307] for blind deconvolution problems [552]. However, instead of the standard kurtosis $\left(E\left\{y_{1}^{4}\right\}-3 E^{2}\left\{y_{1}^{2}\right\}\right)$, we employ a normalized one which eliminates any constraint on the variance of the output signals and therefore considerably simplifies the optimization procedure. Furthermore, the normalized kurtosis is more robust in respect to outliers and spiky noise.

In some applications like communications, source signals are typically sub-Gaussian, so they have negative kurtosis. In such cases, the nonlinear function can be simplified as

$$
\begin{equation*}
\varphi_{1}\left[y_{1}\right]=\left(y_{1}-\alpha y_{1}^{3}\right)=\left(y_{1}-f\left(y_{1}\right)\right) \tag{5.16}
\end{equation*}
$$

where $\alpha=E\left\{|y|^{2}\right\} / E\left\{|y|^{4}\right\}, f(y)=y^{3}$ and $\beta=\operatorname{sign}\left(\kappa_{4}\left\{y_{1}\right\}\right)=-1$.
The presented algorithms can be considered as the Blind Least Mean Square (BLMS) algorithm with a "blind" error signal equal to $e_{1}(k)=y_{1}(k)-f\left[y_{1}(k)\right]$. It should be noted that the BLMS learning algorithm resembles a standard LMS algorithm where the error is represented by $e_{1}(k)$ (see Fig. 5.2). In fact, many techniques and approaches known from the standard adaptive signal processing can be adopted to improve the performance of the BLMS algorithm.


Fig. 5.2 Block diagram illustrating blind LMS algorithm.

### 5.2.2 Algorithms Based on Optimization of Generalized Kurtosis

The above adaptive learning algorithm can easily be generalized by minimizing the following cost function

$$
\begin{equation*}
\mathcal{J}_{p q}\left[\mathbf{w}_{1}\right]=-\frac{1}{p}\left|\kappa_{p, q}\left\{y_{1}\right\}\right|=-\frac{\beta}{p} \kappa_{p, q}\left\{y_{1}\right\}, \tag{5.17}
\end{equation*}
$$

where $\kappa_{p, q}\left\{y_{1}\right\}$ is the generalized normalized kurtosis (or Gray's variable norm) [516, 1721], defined as

$$
\begin{equation*}
\kappa_{p, q}\left\{y_{1}\right\}=\frac{E\left\{\left|y_{1}\right|^{p}\right\}}{E^{q}\left\{\left|y_{1}\right|^{p / q}\right\}}-c_{p q}, \tag{5.18}
\end{equation*}
$$

where $c_{p q}$ is a positive constant, such that, for the Gaussian distribution $\kappa_{p, q}=0$ and $p, q$ are chosen suitably positive (typically, $q=2$ and $p=1,3,4,6$ ). In the special case for $p=4$, $q=2$ and $c_{p q}=3$, the generalized kurtosis reduces to the standard normalized kurtosis.

Applying the standard gradient descent approach to minimize the cost function (5.17), we have

$$
\begin{align*}
\frac{d \mathbf{w}_{1}}{d t} & =-\mu_{p q} \frac{\partial \mathcal{J}_{p q}\left(\mathbf{w}_{1}\right)}{\partial \mathbf{w}_{1}} \\
& =\tilde{\mu}_{p q} \beta\left[\frac{E\left\{\left|y_{1}\right|^{p / q}\right\}}{E\left\{\left|y_{1}\right|^{p}\right\}} E\left\{\operatorname{sign}\left(y_{1}\right)\left|y_{1}\right|^{p-1} \mathbf{x}_{1}\right\}-E\left\{\operatorname{sign}\left(y_{1}\right)\left|y_{1}\right|^{p / q-1} \mathbf{x}_{1}\right\}\right] \tag{5.19}
\end{align*}
$$

where $\mu_{p q}>0$ and $\tilde{\mu}_{p q}=\frac{E\left\{\left|y_{1}\right|^{p}\right\}}{E^{q+1}\left\{\left|y_{1}\right|^{p / q}\right\}} \mu_{p q}>0$ are the learning rate.
Applying the stochastic approximation technique, we obtain an on-line learning formula

$$
\begin{equation*}
\Delta \mathbf{w}_{1}(k)=\mathbf{w}_{1}(k+1)-\mathbf{w}_{1}(k)=\tilde{\eta}_{p q}(k) \varphi_{1}\left(y_{1}(k)\right) \mathbf{x}_{1}(k) \tag{5.20}
\end{equation*}
$$

where $\varphi_{1}\left[y_{1}(k)\right]$ has the general form

$$
\begin{equation*}
\varphi_{1}\left[y_{1}\right]=\operatorname{sign}\left(y_{1}\right)\left(\left|y_{1}\right|^{p / q-1}-\frac{E\left\{\left|y_{1}\right|^{p / q}\right\}}{E\left\{\left|y_{1}\right|^{p}\right\}}\left|y_{1}\right|^{p-1}\right) \tag{5.21}
\end{equation*}
$$

assuming for simplicity that all the source signals are sub-Gaussian with negative kurtosis. In the special case, for sub-Gaussian signals, where $p=1$ and $q=1 / 2$, we obtain the modified Sato algorithm with nonlinearity [1040, 1041, [1173, 944 ]

$$
\begin{equation*}
\varphi_{1}\left[y_{1}\right]=y_{1}-\frac{E\left\{\left|y_{1}\right|^{2}\right\}}{E\left\{\left|y_{1}\right|\right\}} \operatorname{sign}\left(y_{1}\right) . \tag{5.22}
\end{equation*}
$$

More generally, for the sub-Gaussian signals, the choice of $q=1 / 2$ produces the class of Godard or constant modulus algorithms (CMA) (5.14) with the adaptive nonlinear activation function [945, 721, 276, [275, 38, 405]

$$
\begin{equation*}
\varphi_{1}\left[y_{1}\right]=\left(\left|y_{1}\right|^{p}-\gamma_{p}\right) y_{1}\left|y_{1}\right|^{p-2}, \tag{5.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{p}=\frac{E\left\{\left|\hat{s}_{1}(k)\right|^{2 p}\right\}}{E\left\{\left|\hat{s}_{1}(k)\right|^{p}\right\}}=\text { const } \tag{5.24}
\end{equation*}
$$

assuming that the statistics of the estimated source signal $\hat{s}_{1}$ are known. However, in general, when the statistics of the source signals are not known (or cannot be estimated) the parameter $R_{p}\left(\hat{s}_{1}(k)\right)$ is not fixed but can be adapted during the learning process depending on the higher-order moments of the absolute values of the estimated output signal $y(k)$. In this case, the higher-order moments of the form $m_{r}(k)=E\left\{|y(k)|^{r}\right\}$ appearing in the nonlinearities, can be estimated on-line by using the moving average (MA) procedure.

It is interesting that the above algorithms easily can be extended to complex-valued signals by noting that in such a case, $y_{1}(k)=\mathbf{x}_{1}^{H}(k) \mathbf{w}_{1}(k)$ (where superscript $H$ means the complex conjugate transpose or Hermitian operation) and is replaced $\operatorname{sign}\left[y_{1}(k)\right]$ by $y_{1}(k) /\left|y_{1}(k)\right|$. For example, the constant modulus algorithm (CMA) for $p=4, q=2$, for complex-valued coefficients and signals, takes the form:

$$
\begin{equation*}
\mathbf{w}_{1}(k+1)=\mathbf{w}_{1}(k) \pm \eta(k)\left[y_{1}(k)-\frac{E\left\{\left|y_{1}\right|^{2}\right\}}{E\left\{\left|y_{1}\right|^{4}\right\}} y_{1}(k)\left|y_{1}(k)\right|^{2}\right] \mathbf{x}_{1}^{*}(k), \tag{5.25}
\end{equation*}
$$

where $\mathbf{x}_{1}^{*}$ is the vector of the complex conjugate sensor signals, where the plus sign is for sub-Gaussian while the minus sign for super-Gaussian signals. The above algorithms can be considered as the BLMS (Blind Least Mean Square) algorithm with the "blind" error signal equal to $y_{1}(k)-\frac{\hat{m}_{2}\left(\left|y_{1}(k)\right|\right)}{\hat{m}_{4}\left(\left|y_{1}(k)\right|\right)} y_{1}(k)\left|y_{1}(k)\right|^{2}$. Many powerful and efficient techniques developed for standard LMS can be also applied to the above algorithms (see Fig. 5.2).

It should be noted that, in general, the activation function can be not a fixed one but is instead adaptive during the learning process. This observation was first made by several researchers [34, 227, [229]. Adapting the nonlinearities are important in the multichannel
case, since the signals may consist of the mixture of several sources with different distributions. The optimal choice for the values of $p$ and $q$ depends on the statistics of the input signals, implying a trade-off between the tracking ability and the estimation accuracy of the algorithm [721]. Such methods also have a natural extension to multichannel blind deconvolution problems [231, 226, 944].
Remark 5.3 It should be noted that the above method does not need prewhitening. However, for ill-conditioned problems (when a mixing matrix is ill-conditioned and/or source signals have different amplitude or variance), we can apply preprocessing (prewhitening) in the form of $\mathbf{x}_{1}=\mathbf{Q x}$, where the decorrelation matrix $\mathbf{Q} \in \mathbb{R}^{n \times m}$ ensures that the autocorrelation matrix $\mathbf{R}_{\mathbf{x}_{1} \mathbf{x}_{1}}=E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\}=\mathbf{I}_{\mathbf{n}}$. Prewhitening can simultaneously reduce the dimensional redundancy of the signals from $m$ to $n$, if we select $\mathbf{Q} \in \mathbb{R}^{n \times m}$. It should be noted that after the decorrelation process, the new unknown mixing matrix defined as $\mathbf{A}=\mathbf{Q} \mathbf{H}$, is an orthogonal matrix satisfying the relation $\mathbf{A}^{T} \mathbf{A}=\mathbf{I}_{n}$, i.e., $\mathbf{a}_{i}^{T} \mathbf{a}_{j}=\delta_{i j}$, where $\mathbf{a}_{i}$ is the $i$-th vector of the global mixing matrix $\mathbf{A}$ (see Fig. 5.1] (b)).

### 5.2.3 KuicNet Learning Algorithm

The KuicNet learning algorithm developed by Kung and Douglas has been derived from the same cost function (normalized kurtosis) but under the constraint that vector $\mathbf{w}_{1}$ has unit length, i.e., $\left\|\mathbf{w}_{1}\right\|^{2}=1$ [415]. Taking into account that

$$
\begin{equation*}
E\left\{y_{1}^{2}\right\}=E\left\{\mathbf{w}_{1}^{T} \mathbf{x}_{1} \mathbf{x}_{1}^{T} \mathbf{w}_{1}\right\}=\mathbf{w}_{1}^{T} \mathbf{R}_{\mathbf{x}_{1} \mathbf{x}_{1}} \mathbf{w}_{1}=\mathbf{w}_{1}^{T} \mathbf{w}_{1}=1 \tag{5.26}
\end{equation*}
$$

the cost function can be reformulated as

$$
\begin{equation*}
\mathcal{J}_{1}\left(\mathbf{w}_{1}\right)=-\frac{\beta}{4} \frac{E\left\{y_{1}^{4}\right\}}{\left\|\mathbf{w}_{1}\right\|^{4}} . \tag{5.27}
\end{equation*}
$$

Applying the standard stochastic gradient approach, we obtain a simple learning rule

$$
\begin{equation*}
\mathbf{w}_{1}(k+1)=\mathbf{w}_{1}(k)+\eta \beta\left(y_{1}^{3}(k) \mathbf{x}_{1}(k)-y_{1}^{4}(k) \mathbf{w}_{1}(k)\right), \tag{5.28}
\end{equation*}
$$

where $\eta>0$ is the learning rate and $\beta=\operatorname{sign}\left(\kappa_{4}\left(y_{1}\right)\right)$.
It should be noted that the above KuicNet learning rule has a self-normalizing property, such that the unit length of the weight vector $\mathbf{w}_{1}\left(\left\|\mathbf{w}_{1}(k)\right\| \approx 1\right)$ is approximately maintained. However, when the extracted source signal $y_{1}(k)$ has a negative value of kurtosis the above algorithm is unstable (due to accumulation of error in iterative process) and the vector $\mathbf{w}_{1}$ must periodically be renormalized to the unit length as follows

$$
\begin{equation*}
\mathbf{w}_{1}^{+}(k+1)=\mathbf{w}_{1}(k)+\eta \beta\left[y_{1}^{3} \mathbf{x}_{1}-y_{1}^{4} \mathbf{w}_{1}\right] \tag{5.29}
\end{equation*}
$$

where $\mathbf{w}_{1}(k+1)=\mathbf{w}_{1}^{+}(k+1) /\left\|\mathbf{w}_{1}^{+}(k+1)\right\|$.
Alternatively, we can use the ordered rotation KuicNet learning rule proposed recently by S. Douglas and S. Y. Kung 415]

$$
\begin{array}{r}
\mathbf{w}_{1}(k+1)=\mathbf{w}_{1}(k)+\eta y_{1}^{3}(k)\left[\mathbf{x}_{1}(k)-y_{1}(k) \mathbf{w}_{1}(k)\right] \text { for } \beta>0 \\
\mathbf{w}_{1}(k+1)=\mathbf{w}_{1}(k)-\eta y_{1}^{3}\left[\left\|\mathbf{w}_{1}\right\|^{4} \mathbf{x}_{1}(k)-y_{1}(k) \mathbf{w}_{1}(k)\right] \text { for } \beta<0 \tag{5.31}
\end{array}
$$

Implementations of BLMS and KuicNet algorithms are shown in Fig. 5.3 (a) and (b).


Fig. 5.3 Implementation of BLMS and KuicNet algorithms.

### 5.2.4 Fixed-point Algorithms

Hyvärinen and Oja proposed a family of batch learning rules, called fixed-point or fast ICA algorithms for a hierarchical neural network that extracts the source signals from their mixtures in a sequential fashion. In the hierarchical neural network, the output of the $j$ th extraction processing unit is described as $y_{j}=\mathbf{w}_{j}^{T} \mathbf{x}_{1}$, where $\mathbf{w}_{j}=\left[w_{j 1}, w_{j 2}, \ldots, w_{j n}\right]^{T}$. Contrary to the cascade neural network, the input vector for each processing unit of the hierarchical neural network is the same $\mathbf{x}_{1}=\mathbf{Q} \mathbf{x}$ vector from the prewhitened sensor signals.

Let us consider as the cost function the standard kurtosis for a zero mean signal $y_{1}$

$$
\begin{equation*}
\mathcal{J}\left(\mathbf{w}_{1}, y_{1}\right)=\kappa_{4}\left(y\left(\mathbf{w}_{1}\right)\right)=\frac{1}{4}\left[E\left\{y_{1}^{4}\right\}-3 E^{2}\left\{y_{1}^{2}\right\}\right] \tag{5.32}
\end{equation*}
$$

where $y_{1}=\mathbf{w}_{1}^{T} \mathbf{x}_{1}$ is the output of a single processing unit.

In order to find the optimal value of vector $\mathbf{w}_{1}$, we apply the following iteration rule [595, 461]:

$$
\begin{equation*}
\mathbf{w}_{1}(l+1)=\frac{\nabla_{w_{1}} \kappa_{4}\left(\mathbf{w}_{1}(l)\right)}{\left\|\nabla_{w_{1}} \kappa_{4}\left(\mathbf{w}_{1}(l)\right)\right\|} \tag{5.33}
\end{equation*}
$$

where $\nabla_{w_{1}} \kappa_{4}\left(\mathbf{w}_{1}\right)=\partial \kappa_{4}\left(\mathbf{w}_{1}\right) / \partial \mathbf{w}_{1}$. Equivalently, we can apply the following formula:

$$
\begin{align*}
\mathbf{w}_{1}^{+}(l+1) & =\nabla_{w_{1}} \kappa_{4}\left(\mathbf{w}_{1}(l)\right) \\
\mathbf{w}_{1}(l+1) & =\frac{\mathbf{w}_{1}^{+}(l+1)}{\left\|\mathbf{w}_{1}^{+}(l+1)\right\|} \tag{5.34}
\end{align*}
$$

which enforces that the vector $\mathbf{w}_{1}$ has unit length in each iteration step. The gradient of the cost function can be evaluated as

$$
\begin{equation*}
\nabla_{w_{1}} \kappa_{4}\left(\mathbf{w}_{1}\right)=\frac{\partial \kappa_{4}\left(\mathbf{w}_{1}\right)}{\partial \mathbf{w}_{1}}=E\left\{y_{1}^{3} \mathbf{x}_{1}\right\}-3 E\left\{y_{1}^{2}\right\} E\left\{y_{1} \mathbf{x}_{1}\right\} \tag{5.35}
\end{equation*}
$$

Assuming that the sensor signals are prewhitened and the covariance matrix $\mathbf{R}_{\mathbf{x}}=E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\}=$ $\mathbf{I}$ and the vector $\mathbf{w}_{1}$ is normalized to unit length, (i.e., $E\left\{y_{1}^{2}\right\}=1$ ), we obtain

$$
\begin{align*}
\nabla_{w_{1}} \kappa_{4}\left(\mathbf{w}_{1}\right) & =E\left\{y_{1}^{3} \mathbf{x}_{1}\right\}-3 E\left\{y_{1}^{2}\right\} E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T} \mathbf{w}\right\} \\
& =E\left\{y_{1}^{3} \mathbf{x}_{1}\right\}-3 \mathbf{w}_{1} \tag{5.36}
\end{align*}
$$

Thus the fixed point algorithm in its standard form can be written as

$$
\begin{align*}
\mathbf{w}_{1}^{+}(l+1) & =\left\langle y_{1}^{3} \mathbf{x}_{1}\right\rangle-3 \mathbf{w}_{1}(l), \quad y_{1}=\mathbf{w}_{1}^{T}(l) \mathbf{x}_{1} \\
\mathbf{w}_{1}(l+1) & =\frac{\mathbf{w}_{1}^{+}(l+1)}{\left\|\mathbf{w}_{1}^{+}(l+1)\right\|} \tag{5.37}
\end{align*}
$$

In a similar way, we can derive the modified fixed point algorithm for generalized normalized kurtosis

$$
\begin{equation*}
\kappa_{p, q}\left\{y_{1}\right\}=\frac{1}{p}\left(\frac{E\left\{\left|y_{1}\right|^{p}\right\}}{E^{q}\left\{\left|y_{1}(k)\right|^{p / q}\right\}}-c_{p q}\right) \tag{5.38}
\end{equation*}
$$

where $c_{p q}$ is a positive constant, such that for the Gaussian distribution $\kappa_{p, q}=0$.
It is straightforward to check that the gradient of the generalized normalized kurtosis with respect to vector $\mathbf{w}_{1}$, can be expressed by

$$
\frac{\partial \kappa_{p, q}}{\partial \mathbf{w}_{1}}=\frac{E\left\{\operatorname{sign}\left(y_{1}\right)\left|y_{1}\right|^{p-1} \mathbf{x}_{1}\right\} E^{q}\left\{\left|y_{1}\right|^{p / q}\right\}-E\left\{\left|y_{1}\right|^{p}\right\} E^{q-1}\left\{\left|y_{1}\right|^{p / q}\right\} E\left\{\operatorname{sign}\left(y_{1}\right)\left|y_{1}\right|^{p / q-1} \mathbf{x}_{1}\right\}}{E^{2 q}\left\{\left|y_{1}\right|^{p / q}\right\}}
$$

Thus the new algorithm can take the form

$$
\begin{equation*}
\mathbf{w}_{1}(l+1)=\frac{\nabla_{w_{1}} \kappa_{p, q}\left(\mathbf{w}_{1}(l)\right)}{\left\|\nabla_{w_{1}} \kappa_{p, q}\left(\mathbf{w}_{1}(l)\right)\right\|}, \tag{5.39}
\end{equation*}
$$



Fig. 5.4 Block diagram illustrating the implementation of the generalized fixed-point learning algorithm developed by Hyvärinen-Oja 595. 〈〉 means averaging operator. In the special case of optimization of standard kurtosis, where $g\left(y_{1}\right)=y_{1}^{3}$ and $g^{\prime}\left(y_{1}\right)=3 y_{1}^{2}$.
where

$$
\begin{equation*}
\nabla_{w_{1}} \kappa_{p, q}\left(\mathbf{w}_{1}(l)\right)=\frac{E\left\{\left|y_{1}\right|^{p}\right\}}{E^{q+1}\left\{\left|y_{1}\right|^{p / q}\right\}} E\left\{\operatorname{sign}\left(y_{1}\right)\left|y_{1}\right|^{p-1} \mathbf{x}_{1}\right\}-E\left\{\operatorname{sign}\left(y_{1}\right)\left|y_{1}\right|^{p / q-1} \mathbf{x}_{1}\right\} \tag{5.40}
\end{equation*}
$$

with $y_{1}=\mathbf{w}_{1}^{T}(l) \mathbf{x}_{1}$. In the special case, for $p=4, q=2, c_{p q}=3$, and prewhitened sensor data the above algorithm can be simplified to a form similar to the learning rule given by Eq. (5.37) as

$$
\begin{align*}
\mathbf{w}_{1}^{+}(l+1) & =\frac{\left\langle y_{1}^{3} \mathbf{x}_{1}\right\rangle}{\left\langle y_{1}^{4}\right\rangle}-\mathbf{w}_{1}(l), \quad y_{1}=\mathbf{w}_{1}^{T}(l) \mathbf{x}_{1}  \tag{5.41}\\
\mathbf{w}_{1}(l+1) & =\frac{\mathbf{w}_{1}^{+}(l+1)}{\left\|\mathbf{w}_{1}^{+}(l+1)\right\|} \tag{5.42}
\end{align*}
$$

The above algorithm is more robust to outliers and spiky noise than algorithm (5.37).

Let us consider an alternative derivation of the fixed point algorithm (5.37) in a slightly more general form. For this purpose, we formulate the following constrained optimization problem:

$$
\operatorname{maximize} \mathcal{J}\left(\mathbf{w}_{1}\right)=E\left\{G\left(y_{1}\right)\right\}
$$

subject to the constraint $E\left\{y_{1}^{2}\right\}=\left\|\mathbf{w}_{1}\right\|^{2}=1$,
where $G(y)$ is a suitably chosen convex function (typically $G(y)=\log \cosh (\alpha y) / \alpha)$.
For signals with spiky noise, we can use more robust functions (see Chapter 2 and Table 2.1).

Assume now that the sensor data are prewhitened (i.e., $E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\}=\mathbf{I}$ ). According to the Kuhn-Tucker conditions, the maxima of $\mathcal{J}\left(\mathbf{w}_{1}\right)=E\left\{G\left(y_{1}\right)\right\}$ (under the constraint $E\left\{\left|\mathbf{w}_{1}^{T} \mathbf{x}_{1}\right|^{2}\right\}=\left\|\mathbf{w}_{1}\right\|^{2}=1$ ) are obtained at points $\mathbf{w}_{1}$ satisfying

$$
\begin{equation*}
\nabla E\left\{G\left(y_{1}\right)\right\}-\lambda \nabla E\left\{\left|\mathbf{w}_{1}^{T} \mathbf{x}_{1}\right|^{2}\right\}=0 \tag{5.43}
\end{equation*}
$$

where $\lambda$ is Lagrange multiplier. After a simple mathematical manipulation, we obtain

$$
\begin{equation*}
F\left(\mathbf{w}_{1}\right)=E\left\{\mathbf{x}_{1} g\left(y_{1}\right)\right\}-\lambda \mathbf{w}_{1}=\mathbf{0} \tag{5.44}
\end{equation*}
$$

where $g(y)=d G(y) / d y$. The Newton method can be used to efficiently solve Eq. (5.44). For this purpose the Jacobian matrix of $\nabla E\left\{G\left(y_{1}\right)\right\}=E\left\{\mathbf{x}_{1} g\left(y_{1}\right)\right\}$ is evaluated as follows:

$$
\begin{equation*}
\nabla^{2} E\left\{G\left(y_{1}\right)\right\}=E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T} g^{\prime}\left(y_{1}\right)\right\} \approx E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\} E\left\{g^{\prime}\left(y_{1}\right)\right\} \tag{5.45}
\end{equation*}
$$

Taking into account that the approximate Jacobian matrix

$$
\begin{equation*}
\mathbf{J}=\left(E\left\{g^{\prime}\left(y_{1}\right)\right\}-\lambda\right) \mathbf{I} \tag{5.46}
\end{equation*}
$$

is a diagonal matrix (and thus is easy to invert), we obtain the following approximate Newton iteration:

$$
\begin{align*}
\mathbf{w}_{1}^{+} & =\mathbf{w}_{1}-\mathbf{J}^{-1} F\left(\mathbf{w}_{1}\right) \\
& =\mathbf{w}_{1}-\frac{E\left\{\mathbf{x}_{1} g\left(y_{1}\right)\right\}-\lambda \mathbf{w}_{1}}{E\left\{g^{\prime}\left(y_{1}\right)\right\}-\lambda}  \tag{5.47}\\
\mathbf{w}_{1} & =\frac{\mathbf{w}_{1}^{+}}{\left\|\mathbf{w}_{1}^{+}\right\|}
\end{align*}
$$

Finally, by multiplying of both sides of the above equation by the factor $\left(-E\left\{g^{\prime}\left(y_{1}\right)\right\}+\lambda\right)$, the algorithm is simplified to the so called fast-ICA algorithm as

$$
\begin{align*}
\mathbf{w}_{1}^{+} & =E\left\{\mathbf{x}_{1} g\left(y_{1}\right)\right\}-E\left\{g^{\prime}\left(y_{1}\right)\right\} \mathbf{w}_{1}  \tag{5.48}\\
\mathbf{w}_{1} & =\frac{\mathbf{w}_{1}^{+}}{\left\|\mathbf{w}_{1}^{+}\right\|}
\end{align*}
$$

where $g^{\prime}\left(y_{1}\right)=d g\left(y_{1}\right) / d y_{1}$. Fig. 5.4 illustrates the implementation of the fast ICA batch learning algorithm for the extraction of the first source. In order to extract the subsequent source signals, we can apply deflation technique as described in the next section.

In theory, the Hyvärinen-Oja neural network (as shown in 595) provides a typically successful extraction of non-Gaussian source signals. However, in practice, due to the use of fixed nonlinearities and high sensitivity to accumulated errors of Gram-Schmidt-like orthogonalization (or decorrelation) used in the deflation procedure, the quality of extracted signals from the Hyvärinen-Oja neural network may increasingly degrade at subsequent extraction units. In the next section, we present a simple and robust cascade (sequential) extraction deflation procedure which avoids accumulation of error during the deflation procedure.

### 5.2.5 Sequential Extraction and Deflation Procedure

We now describe the simple and efficient deflation procedure. Figures 5.1 (a) and (b) illustrate the extraction and deflation process. The cascade neural network employs two different types of processing units, alternately connected with each other in a cascade fashion, one type for blind extraction and the other for deflation. The $j$-th extraction processing unit extracts a source signal from inputs that are linear mixture of the remaining source signals yet to be extracted. The $j$ th deflation processing unit then deflates (removes) the newly extracted source signal from the mixtures and feeds the resulting outputs to the next ( $j+1$ )-th extraction processing unit.

After the successful extraction of the first source signal $y_{1}(k) \approx s_{i}(k)(i \in \overline{1, n})$, we can apply the deflation procedure which removes the previously extracted signals from the mixtures. This procedure may be recursively applied to extract sequentially the all source signals. This means, that we require an on-line linear transformation given by (see Fig.5.1) [279]

$$
\begin{equation*}
\mathbf{x}_{j+1}(k)=\mathbf{x}_{j}(k)-\widetilde{\mathbf{w}}_{j} y_{j}(k), \quad(j=1,2, \ldots,) \tag{5.49}
\end{equation*}
$$

where $\widetilde{\mathbf{w}}_{j}$ can be optimally estimated by the minimization of the cost (energy) function

$$
\begin{equation*}
\mathcal{J}_{j}\left(\widetilde{\mathbf{w}}_{j}\right)=E\left\{\rho\left(\mathbf{x}_{j+1}\right)\right\}=\frac{1}{2} E\left\{\sum_{p=1}^{m} x_{j+1, p}^{2}\right\} \tag{5.50}
\end{equation*}
$$

where $E\left\{\rho\left(\mathbf{x}_{j+1}\right)\right\}$ is the objective function and $y_{j}(k)=\mathbf{w}_{j}^{T} \mathbf{x}_{j}(k)$. Intuitively speaking, such cost (objective) function can be considered as an energy function whose minimum is achieved when the extracted source signal $y_{j}$ is eliminated from the mixture of sources. Note that $\tilde{\mathbf{w}}_{j}$ is different from $\mathbf{w}_{j}$. Minimization of the cost function (5.50) leads to the simple local type LMS learning rule [279, 278, 1144]

$$
\begin{equation*}
\widetilde{\mathbf{w}}_{j}(k+1)=\widetilde{\mathbf{w}}_{j}(k)+\tilde{\eta}_{j}(k) y_{j}(k) \mathbf{x}_{j+1}(k), \quad(j=1,2, \ldots, n) \tag{5.51}
\end{equation*}
$$

where (as we will show later) $\widetilde{\mathbf{w}}_{j}$ is an estimation of $j$-th column $\widehat{\mathbf{h}}_{j}$ of the identified mixing matrix $\widehat{\mathbf{H}}, y_{j}=\mathbf{w}_{j}^{T} \mathbf{x}_{j}$ is the $j$-th extracted signal, by using the following learning rule,
similar to (5.21)

$$
\begin{align*}
& \mathbf{w}_{j}(k+1)=\mathbf{w}_{j}(k)+\eta_{j}(k) \varphi_{j}\left[y_{j}(k)\right] \mathbf{x}_{j}(k)  \tag{5.52}\\
& \varphi_{j}\left(y_{j}\right)=\frac{y_{j}}{\left|y_{j}\right|^{2}}\left(\left|y_{j}\right|^{p / q}-\frac{E\left\{\left|y_{j}\right|^{p / q}\right\}}{E\left\{\left|y_{j}\right|^{p}\right\}}\left|y_{j}\right|^{p}\right) \tag{5.53}
\end{align*}
$$

The procedure can be continued until all the estimated source signals are recovered, that is, until the amplitude of each signal $\mathbf{x}_{j+1}$ reaches a preassigned threshold. This procedure means that there is no requirement to know the number of source signals in advance, but it is assumed that the number is constant and the mixing system is stationary (e.g., the sources do not "change" during the convergence of the algorithm). It can easily be proved that this deflation optimization procedure has no spurious (undesired) minima and, after the convergence, the algorithm (5.51) estimates one column of the mixing matrix $\mathbf{H}$ with scaling and permutation indeterminacy.

Alternatively, instead of an adaptive on-line algorithm, we can use a very simple and efficient batch one-step formula. Minimization of the mean squares cost function

$$
\begin{array}{r}
\tilde{\mathcal{J}}_{j}\left(\widetilde{\mathbf{w}}_{j}\right)=E\left\{\mathbf{x}_{j+1}^{T} \mathbf{x}_{j+1}\right\}= \\
E\left\{\mathbf{x}_{j}^{T} \mathbf{x}_{j}\right\}-2 \widetilde{\mathbf{w}}_{j}^{T} E\left\{\mathbf{x}_{j} y_{j}\right\}+\widetilde{\mathbf{w}}_{j}^{T} \widetilde{\mathbf{w}}_{j} E\left\{y_{j}^{2}\right\} \tag{5.54}
\end{array}
$$

with respect to $\widetilde{\mathbf{w}}_{j}$ leads to an alternative batch simple updating equation,

$$
\begin{equation*}
\widetilde{\mathbf{w}}_{j}=\widehat{\mathbf{h}}_{j}=\frac{E\left\{\mathbf{x}_{j} y_{j}\right\}}{E\left\{y_{j}^{2}\right\}}=\frac{E\left\{\mathbf{x}_{j} \mathbf{x}_{j}^{T}\right\} \mathbf{w}_{j}}{E\left\{y_{j}^{2}\right\}} \tag{5.55}
\end{equation*}
$$

where $\widehat{\mathbf{h}}_{j}$ is, in fact, an estimated column of the mixing matrix $\mathbf{H}$ neglecting arbitrary scaling and permutation of columns ambiguities.

It is important to note that by performing for each processing unit prewhitening or PCA, the covariance matrices are identity matrices, i.e.,

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x}_{j} \mathbf{x}_{j}}=E\left\{\mathbf{x}_{j} \mathbf{x}_{j}^{T}\right\}=\mathbf{I} \quad \forall j \tag{5.56}
\end{equation*}
$$

and keeping $\left\|\mathbf{w}_{j}\right\|=1$ which implies $E\left\{y_{j}^{2}\right\}=1$, we do not need to estimate any of vectors $\widetilde{\mathbf{w}}_{j}$ in the deflation procedure since

$$
\begin{equation*}
\widetilde{\mathbf{w}}_{j}=\widehat{\mathbf{a}}_{j}=\mathbf{w}_{j} \tag{5.57}
\end{equation*}
$$

where $\widehat{\mathbf{a}}_{j}$ is the $j$-th vector of the estimated orthogonal mixing matrix $\widehat{\mathbf{A}}=\mathbf{Q} \widehat{\mathbf{H}}$ with $\mathbf{Q}$ prewhitening matrix.

In Appendixes A and B, we proved that such algorithms converge to a desired solution, i.e., they can successfully extract the sources that have nonzero kurtosis. More precisely, we can prove now that the family of extraction criteria discussed in previous sections have no spurious equilibria and hence successful extraction of a source signal from the mixture of original source signals can always be achieved, regardless of initial conditions. We then extend the theoretical results and perform a more general analysis for the $j$ th extraction
and deflation processing units. In this general analysis, it will be shown that the $j$ th extraction processing unit can always successfully extract a source signal from a mixture of the remaining source signals and that the outputs of the $j$ th deflation processing unit produce a new mixture which does not contain this newly extracted signal. Finally, based on these analytical results, in Appendix B, we describe implementation techniques for determining a proper value of $\beta$, and we formulate criteria for terminating the extraction and deflation procedures.

### 5.3 ADAPTIVE ON LINE ALGORITHMS FOR BLIND SIGNAL EXTRACTION OF TEMPORALLY CORRELATED SOURCES

In previous sections, we discussed algorithms based on the assumptions that "interesting" sources are independent and non-Gaussian. In this and next sections, we relax these conditions and assume that sources are colored, i.e., they have different temporal structures but they can have arbitrary distributions including Gaussian. In this section, we will derive a family of on-line adaptive learning algorithms for sequential blind extraction of arbitrarily distributed but generally not i.i.d. (independent and identically distributed) sources from their linear mixture. The algorithms discussed in this section are computationally simple and efficient, and they exploit only the second order statistics. Thus, in contrast to the algorithms described in previous sections of this chapter for blind extraction, they do not assume non-zero kurtosis for the sources, thus signals with low or even zero kurtosis (colored Gaussian) can be successfully extracted. Specifically, some biomedical source signals are characterized by extremely low values of normalized kurtosis and due to nonstationarities, their distribution may change in time. In fact, the algorithms discussed in previous sections use some nonlinear activation functions whose optimal forms depend on statistics of source signals. However, such statistics are usually unknown. Moreover, such algorithms may have poor performance and relatively slow convergence speeds for small absolute values of normalized kurtosis.

Our main objective in this section is to derive an alternative class of algorithms which would be able to estimate colored source signals sequentially, one-by-one, assuming that they are arbitrarily distributed but generally but they have different auto-correlation functions, i.e., $E\left\{s_{i}(k-p) s_{i}(k)\right\} \neq E\left\{s_{j}(k-p) s_{j}(k)\right\}$ for some time delays.

Let us assume that temporally correlated source signals are modelled by autoregressive processes (AR) as

$$
\begin{align*}
s_{j}(k) & =\widetilde{s}_{j}(k)+\sum_{p=1}^{L} \widetilde{a}_{j p} s_{j}(k-p) \\
& =\widetilde{s}_{j}(k)+A_{j}(z) s_{j}(k) \tag{5.58}
\end{align*}
$$

where $A_{j}(z)=\sum_{p=1}^{L} \widetilde{a}_{j p} z^{-p}, z^{-p} s(k)=s(k-p)$ and $\widetilde{s}_{j}(k)$ are i.i.d. unknown innovative processes. In practice, the AR model can be extended to more general models like the Auto Regressive Moving Average (ARMA) model or the Hidden Markov Model (HMM) [27, 52, 595].


Fig. 5.5 Block diagram illustrating implementation of learning algorithm for temporally correlated sources.

For ill-conditioned problems (when a mixing matrix is ill-conditioned and/or source signals have different amplitude), we can apply optional preprocessing (prewhitening) to the sensor signals $\mathbf{x}$ in the form of

$$
\mathbf{x}_{1}=\mathbf{Q} \mathbf{x}
$$

where $\mathbf{Q} \in \mathbb{R}^{n \times m}$ is the decorrelation matrix ensuring that the correlation matrix $\mathbf{R}_{\mathbf{x}_{1} \mathbf{x}_{1}}$ $=E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\}=\mathbf{I}_{n}$ is the identity matrix (see Chapters 4 and 8 for more detail and robust algorithms with respect to noise).

To model the temporal structures of source signals, we consider a linear neural network cascaded with an adaptive filter with transfer function $B_{1}(z)$ (which estimates one of $A_{j}(z)$ ) as illustrated on Fig. 5.5., where the input-output relations of the network and the filter are described, respectively, as follows:

$$
\begin{equation*}
y_{j}(k)=\mathbf{w}_{j}(k)^{T} \mathbf{x}_{1}(k)=\sum_{i=1}^{n} w_{j i} x_{1 i}(k) \tag{5.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{j}(k)=\left[1-B_{j}(z)\right] y_{j}(k), \quad(j=1,2, \ldots, n) \tag{5.60}
\end{equation*}
$$

where $B_{j}(z)$ is the transfer function of a suitably chosen filter.
Depending on specific applications and requirements, the filters $B_{j}(z)$ can take different forms to extract the source signals with specific stochastic properties, for example:

- The filter $B_{j}(z)$ can be a simple Finite Impulse Response (FIR) filter which performs a linear prediction of the output signal $y_{j}(k)$. (See more details in the next sections).
- As a special case, we can use the simplest first order FIR filter (with single unit delay) with one step prediction, i.e., only the first order predictor can be applied in the simplest case.
- We can also employ Infinite Impulse Response (IIR) or FIR band pass filters or banks of band pass filters in order to extract source signals with specific properties, i.e., with specific frequency bandwidth.
- Furthermore, the concept can be generalized by employing a nonlinear predictor instead of a simple linear predictor. For example, a multilayer perceptron (MLP) or radial basis function (RBF) network can be used as a nonlinear predictor. In the simplest case, a nonlinear predictor can be described as

$$
\begin{equation*}
\varepsilon_{j}(k)=\left[y_{j}(k)-\varphi\left(\sum_{p=0}^{L} b_{p} y_{j}(k-p)\right)\right] \tag{5.61}
\end{equation*}
$$

where $\varphi(y)$ is a suitably chosen adaptive or fixed nonlinear function [27, 282]. By employing a suitable design nonlinear predictor, we can extend the class of extracted signals, e.g., it may be possible to extract close to white independent and/or colored signals with similar spectra shapes.

### 5.3.1 On Line Algorithms for Blind Extraction Using Linear Predictor

Let us assume for simplicity, that we want to extract only one source signal, say $s_{j}(k)$, from the available sensor vector $\mathbf{x}(k)$. For this purpose, we employ the single processing unit described above as (see Fig. 5.6):

$$
\begin{align*}
y_{1}(k) & =\mathbf{w}_{1}^{T} \mathbf{x}(k)=\sum_{i=1}^{m} w_{1 i} x_{i}(k)  \tag{5.62}\\
\varepsilon_{1}(k) & =y_{1}(k)-\sum_{p=1}^{L} b_{1 p} y_{1}(k-p) \\
& =\mathbf{w}_{1}^{T} \mathbf{x}(k)-\mathbf{b}_{1}^{T} \overline{\mathbf{y}}_{1}(k) \tag{5.63}
\end{align*}
$$

where $\quad \mathbf{w}_{1}=\left[w_{11}, w_{12}, \ldots, w_{1 m}\right]^{T}, \quad \overline{\mathbf{y}}_{1}(k)=\left[y_{1}(k-1), y_{1}(k-2), \ldots, y_{1}(k-L)\right]^{T}$, $\mathbf{b}_{1}=\left[b_{11}, b_{12}, \ldots, b_{1 L}\right]^{T}$ and $B_{1}(z)=\sum_{p=1}^{L} b_{1 p} z^{-p}$ is a transfer function of the corresponding
FIR filter. It should be noted that the FIR filter can have a sparse representation, in particular, only one single processing unit, say with delay $p$ and $b_{1 p} \neq 0$ can be used instead of $L$ parameters. The processing unit has two outputs: $y_{1}(k)$ which estimates the extracted source signals, and $\varepsilon_{1}(k)$, which represents a prediction error or innovation, after passing the output signal $y_{1}(k)$ through FIR filter.

Our objective is to estimate the optimal values of vectors $\mathbf{w}_{1}$ and $\mathbf{b}_{1}$, in such a way that the processing unit successfully extracts one of the sources. This is achieved if the global vector defined as $\mathbf{g}_{1}=\mathbf{A}^{T} \mathbf{w}_{1}=\left(\mathbf{w}_{1}^{T} \mathbf{A}\right)^{T}=c_{j} \mathbf{e}_{j}$ contains only one nonzero element, say in


Fig. 5.6 The neural network structure for one-unit extraction using a linear predictor.
the $j$-th row, such that $y_{1}(k)=c_{j} s_{j}$, where $c_{j}$ is an arbitrary nonzero scaling factor. For this purpose, we reformulate the problem as a minimization of the cost function

$$
\begin{equation*}
\mathcal{J}\left(\mathbf{w}_{1}, \mathbf{b}_{1}\right)=E\left\{\varepsilon_{1}^{2}\right\} \tag{5.64}
\end{equation*}
$$

The main motivation of applying such a cost function is the assumption that primary sources signals (signals of interest) have temporal structures and can be modelled, e.g., by the autoregressive model [34, 67, 68, 274, 954].

According to the AR model of the source signals, the filter output can be represented as $\varepsilon_{1}(k)=y_{1}(k)-\tilde{y}_{1}(k)$, where $\tilde{y}_{1}(k)=\sum_{p=1}^{L} b_{1 p} y_{1}(k-p)$ is defined as an error or estimator of the innovation source $\tilde{s}_{j}(k)$. The mean square error $E\left\{\varepsilon_{1}^{2}(k)\right\}$ achieves a minimum $c_{1}^{2} E\left\{\tilde{s}_{j}^{2}(k)\right\}$, where $c_{1}$ is a positive scaling constant, if and only if $y_{1}= \pm c_{1} s_{j}$ for any $j \in\{1,2, \ldots, m\}$ or $y_{1}=0$ holds (see Appendix C). To prevent the latter trivial case, we need a constraint to bound $E\left\{y_{1}^{2}(k)\right\}$ to, say, 1 . We can formulate this constrained optimization criterion as

$$
\begin{equation*}
\operatorname{minimize} \mathcal{J}_{1}\left(\mathbf{w}_{1}, \mathbf{b}_{1}\right)=\frac{1}{2} E\left\{\varepsilon_{1}^{2}\right\}+\frac{\beta_{1}}{4}\left(1-E\left\{y_{1}^{2}\right\}\right)^{2} \tag{5.65}
\end{equation*}
$$

where $\beta_{1}>0$ is the constant penalty factor. The standard stochastic gradient descent method leads to an on-line learning algorithm for vector $\mathbf{w}_{1}$ and coefficients of the FIR adaptive filter $b_{1 p}$, respectively,

$$
\begin{align*}
\Delta \mathbf{w}_{1}(k) & =\mathbf{w}_{1}(k+1)-\mathbf{w}_{1}(k)=-\eta_{1} \frac{\partial \mathcal{J}_{1}\left(\mathbf{w}_{1}, \mathbf{b}_{1}\right)}{\partial \mathbf{w}_{1}} \\
& =-\eta_{1}(k)\left[\left\langle\varepsilon_{1}(k) \widetilde{\mathbf{x}}_{1}(k)\right\rangle-\gamma(k) \mathbf{w}(k)\right], \tag{5.66}
\end{align*}
$$

where $\gamma(k)=-\beta_{1}\left[1-\hat{\sigma}_{y_{1}}^{2}(k)\right]$ is a forgetting factor and

$$
\begin{align*}
\Delta b_{1 p}(k) & =b_{i p}(k+1)-b_{i p}(k)=-\widetilde{\eta}_{1} \frac{\partial \mathcal{J}_{1}\left(\mathbf{w}_{1}, \mathbf{b}_{1}\right)}{\partial b_{1 p}} \\
& =\widetilde{\eta}_{1}(k)\left\langle\varepsilon_{1}(k) y_{1}(k-p)\right\rangle \tag{5.67}
\end{align*}
$$

where $\widetilde{\mathbf{x}}_{1}(k)=\mathbf{x}_{1}(k)-\sum_{p=1}^{L} b_{1 p} \mathbf{x}_{1}(k-p)$ and $\eta_{1}$ as well as $\widetilde{\eta}_{1}$ are learning rates.
The variance of output signal $\sigma_{y_{1}}^{2}=E\left\{y_{1}(k)^{2}\right\}$ can be estimated on-line by using the standard moving averaging formula

$$
\begin{equation*}
\hat{\sigma}_{y_{1}}^{2}(k)=\left(1-\eta_{0}\right) \hat{\sigma}_{y_{1}}^{2}(k-1)+\eta_{0} y_{1}^{2}(k) . \tag{5.68}
\end{equation*}
$$

In this model, we are exploiting the temporal structure of signals rather than the statistical independence [278, 1104]. Intuitively speaking, the source signals $s_{j}$ have less complexity than mixed sensor signals $x_{j}$. In other words, the degree of temporal predictability of any source signal is higher than (or equal to) that of any of the mixture. For example, the waveforms of mixture of two sine waves with different frequencies are more complex or less predictable than either of the original sine waves. This means that applying the standard linear predictor and by minimizing the least mean error $E\left\{\varepsilon^{2}\right\}$, which is measure of predictability, we can separate or extract signals with different temporal structures. More precisely, by minimizing the error, we maximize a measure of temporal predictability for each recovered signal [278, 274, 68].

It is interesting to note that there is some analogy between the measure of temporal predictability and the measure of non-Gaussianity. The central limit theorem ensures that the probability density function (pdf) of any mixture is closer to the Gaussian distribution than (or equal to) any of its component source signals. As some measure of non Gaussianity or statistical independence, we have used in the previous section the absolute value of the kurtosis and the generalized kurtosis. However, it should be noted, that these two measures: temporal linear predictability and non-Gaussianity based on kurtosis may lead to different results. Temporal predictability forces the extracted signal to be smooth and possibly to be of low complexity while the non-Gaussianity measure forces the extracted signals to be independent as possible and have sparse representation for sources with positive kurtosis.

In Appendix C, we formulate and prove sufficient conditions in order to successfully extract source signals using the cost function $E\left\{\varepsilon_{1}^{2}\right\}$ subject to some constraints.

### 5.3.2 Neural Network for Multi-unit Blind Extraction

For extraction of multiple source signals, we present a neural network architecture (see Fig. 5.7) that connects, in a cascade fashion, extraction processing units and other processing units of different types for deflation as described in [279, 1144]. In this cascade architecture, a $j$ th deflation processing unit deflates (eliminates) the newly extracted source signal $y_{j}$, yielded by the $j$ th extraction processing unit, from the mixtures $\mathbf{x}_{j}=\left[x_{j 1}, x_{j 2}, \ldots, x_{j m}\right]^{T}$ and feeds the resulting new mixtures as outputs $\mathbf{x}_{j+1}$, to the next $(j+1)$ th extraction processing unit which then extracts another source signal. It can be analytically shown by the following linear transformation that the resulting outputs $\mathbf{x}_{j+1}$ of the $j$ th deflation processing unit do not include the already extracted signals $\left\{y_{1}, \ldots, y_{j}\right\}$ [1144]

$$
\begin{equation*}
\mathbf{x}_{j+1}(k) \stackrel{\text { def }}{=} \mathbf{x}_{j}(k)-\tilde{\mathbf{w}}_{j}(k) y_{j}(k) \tag{5.69}
\end{equation*}
$$

which minimizes the loss function

$$
\begin{equation*}
\widehat{\mathcal{J}}_{j}\left(\tilde{\mathbf{w}}_{j}\right)=\frac{1}{2} E\left\{\mathbf{x}_{j+1}^{2}\right\} \tag{5.70}
\end{equation*}
$$



Fig. 5.7 The cascade neural network structure for multi-unit extraction.
where $\tilde{\mathbf{w}}_{j}=\left[\tilde{w}_{j 1}, \tilde{w}_{j 2}, \ldots, \tilde{w}_{j m}\right]^{T}$ and $\mathbf{x}_{j}=\left[x_{j 1}, x_{j 2}, \ldots, x_{j m}\right]^{T}$. In (5.69), $y_{j}=\mathbf{w}_{j}^{T} \mathbf{x}_{j}$ is the output of the $j$ th extraction processing unit whose weights $\mathbf{w}_{j}=\left[w_{j 1}, w_{j 2}, \ldots, w_{j m}\right]^{T}$ are updated according to the learning rule in (5.73).

For $\tilde{\mathbf{w}}_{j}$, we obtain the following updating rule by applying the stochastic gradient descent method to (5.70)

$$
\begin{equation*}
\Delta \widetilde{\mathbf{w}}_{j}(k)=-\widetilde{\eta}_{j} \frac{\partial \widehat{\mathcal{J}}_{j}\left(\widetilde{\mathbf{w}}_{j}\right)}{\partial \widetilde{\mathbf{w}}_{j}}=\widehat{\eta}_{j}(k) y_{j}(k) \mathbf{x}_{j+1}(k), \tag{5.71}
\end{equation*}
$$

where $\widehat{\eta}_{j}(k)>0$ is a learning rate.
Applying the standard stochastic gradient descent method to a generalized criterion of (5.65) for the $j$ th extraction processing unit, i.e.,

$$
\begin{equation*}
\mathcal{J}_{j}\left(\mathbf{w}_{j}, \mathbf{b}_{j}\right)=\frac{1}{2} E\left\{\varepsilon_{j}^{2}\right\}+\frac{\beta_{j}}{4}\left(1-E\left\{y_{j}^{2}\right\}\right)^{2} \tag{5.72}
\end{equation*}
$$

we obtain the following adaptive on-line learning algorithms for vectors $\mathbf{w}_{j}(j=1,2, \ldots, n)$ and coefficients of the FIR adaptive filters $b_{j p}$, respectively,

$$
\begin{equation*}
\Delta \mathbf{w}_{j}(k)=-\eta_{j}(k) \varepsilon_{j}(k) \widetilde{\mathbf{x}}_{j}(k)+\eta_{j}(k) \beta_{j}\left\{1-m_{2}\left(y_{j}(k)\right)\right\} y_{j}(k) \mathbf{x}_{j}(k) \tag{5.73}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta b_{j p}(k)=-\widetilde{\eta}_{j}(k) \varepsilon_{j}(k) y_{j}(k-p) \tag{5.74}
\end{equation*}
$$

where

$$
\varepsilon_{j}(k)=y_{j}(k)-\sum_{p=1}^{L} b_{j p} y_{j}(k-p)=\left[1-B_{j}(z)\right] y_{j}(k),
$$

$$
\begin{gathered}
\widetilde{\mathbf{x}}_{j}(k)=\mathbf{x}_{j}(k)-\sum_{p=1}^{L} b_{j p} \mathbf{x}_{j}(k-p)=\left[1-B_{j}(z)\right] \mathbf{x}_{j}(k), \\
\Delta m_{2}\left(y_{j}(k)\right)=\bar{\eta}_{j}(k)\left[y_{j}^{2}(k)-m_{2}\left(y_{j}(k)\right)\right]
\end{gathered}
$$

$\beta_{j}>0$ is a penalty factor, and $\eta_{j}(k), \widetilde{\eta}_{j}(k), \bar{\eta}_{j}(k)$ are learning rates 278].

### 5.4 BATCH ALGORITHMS FOR BLIND EXTRACTION OF TEMPORALLY CORRELATED SOURCES

The objective of this section is to derive alternative batch algorithms for extraction of colored sources with different autocorrelation functions. Let us consider the processing unit shown in Fig. 5.6 with the following constrained minimization problem:

Minimize the cost function

$$
\begin{equation*}
\mathcal{J}\left(\mathbf{w}_{1}, \mathbf{b}_{1}\right)=E\left\{\varepsilon_{1}^{2}\right\} \tag{5.75}
\end{equation*}
$$

subject to the constraint $\left\|\mathbf{w}_{1}\right\|=1$,
where $\varepsilon_{1}(k)=y_{1}(k)-\widetilde{y}_{1}(k), y_{1}=\mathbf{w}_{1}^{T} \mathbf{x}_{1}, \mathbf{x}_{1}=\mathbf{x}, \widetilde{y}_{1}(k)=\mathbf{b}_{1}^{T} \overline{\mathbf{y}}_{1}(k)=\sum_{p=1}^{L} b_{1 p} y_{1}(k-p)$ and $\overline{\mathbf{y}}_{1}=\left[y_{1}(k-1), y_{2}(k), \ldots, y_{1}(k-L)\right]^{T}$.

The cost function can be evaluated as follows:

$$
\begin{equation*}
E\left\{\varepsilon_{1}^{2}\right\}=\mathbf{w}_{1}^{T} \widehat{\mathbf{R}}_{\mathbf{x}_{1} \mathbf{x}_{1}} \mathbf{w}_{1}-2 \mathbf{w}_{1}^{T} \widehat{\mathbf{R}}_{\mathbf{x}_{1} \overline{\mathbf{y}}_{1}} \mathbf{b}_{1}+\mathbf{b}_{1}^{T} \widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}} \mathbf{b}_{1} \tag{5.76}
\end{equation*}
$$

where $\widehat{\mathbf{R}}_{\mathbf{x}_{1} \mathbf{x}_{1}} \approx E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\}, \widehat{\mathbf{R}}_{\mathbf{x}_{1} \overline{\mathbf{y}}_{1}} \approx E\left\{\mathbf{x}_{1} \overline{\mathbf{y}}_{1}^{T}\right\}$ and $\widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}} \approx E\left\{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}^{T}\right\}$, are the estimators of the true values of correlation and cross-correlation matrices: $\mathbf{R}_{\mathbf{x}_{1} \mathbf{x}_{1}}, \mathbf{R}_{\mathbf{x}_{1} \overline{\mathbf{y}}_{1}}, \mathbf{R}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}}$, respectively. In order to estimate vectors $\mathbf{w}_{1}$ and $\mathbf{b}_{1}$, we evaluate the gradients of the cost function and equalize them to zero as follows:

$$
\begin{align*}
& \frac{\partial \mathcal{J}_{1}\left(\mathbf{w}_{1}, \mathbf{b}_{1}\right)}{\partial \mathbf{w}_{1}}=2 \widehat{\mathbf{R}}_{\mathbf{x}_{1} \mathbf{x}_{1}} \mathbf{w}_{1}-2 \widehat{\mathbf{R}}_{\mathbf{x}_{1} \overline{\mathbf{y}}_{1}} \mathbf{b}_{1}=\mathbf{0}  \tag{5.77}\\
& \frac{\partial \mathcal{J}_{1}\left(\mathbf{w}_{1}, \mathbf{b}_{1}\right)}{\partial \mathbf{b}_{1}}=2 \widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}} \mathbf{b}_{1}-2 \widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \mathbf{x}_{1}} \mathbf{w}_{1}=\mathbf{0} \tag{5.78}
\end{align*}
$$

Solving the above matrix equations, we obtain an iterative algorithm

$$
\begin{align*}
\mathbf{w}_{1}^{+} & =\widehat{\mathbf{R}}_{\mathbf{x}_{1} \mathbf{x}_{1}}^{-1} \widehat{\mathbf{R}}_{\mathbf{x}_{1} \overline{\mathbf{y}}_{1}} \mathbf{b}_{1}, \quad \mathbf{w}_{1}=\frac{\mathbf{w}_{1}^{+}}{\left\|\mathbf{w}_{1}^{+}\right\|}  \tag{5.79}\\
\mathbf{b}_{1} & =\widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}}^{-1} \widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \mathbf{x}_{1}} \mathbf{w}_{1}=\widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}}^{-1} \widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} y_{1}} \tag{5.80}
\end{align*}
$$

where the matrices $\widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}}$ and $\widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} y_{1}}$ are estimated on the basis of the parameters $\mathbf{w}_{1}$ obtained in the previous iteration step.
In order to avoid the trivial solution $\mathbf{w}_{1}=\mathbf{0}$, we normalize the vector $\mathbf{w}_{1}$ to unit length in
each iteration step as $\mathbf{w}_{1}(l+1)=\mathbf{w}_{1}^{+}(l+1) /\left\|\mathbf{w}_{1}^{+}(l+1)\right\|\left(\right.$ which ensures that $\left.E\left\{y_{1}^{2}\right\}=1\right)$. Remark 5.4 It should be emphasized here that in our derivation $\widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}}$ and $\widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} y_{1}}$ are assumed to be independent of the actually evaluated vector $\mathbf{w}_{1}(l+1)$, i.e., they are estimated based on $\mathbf{w}_{1}(l)$ in the previous iteration step. This two-phase procedure is similar to the expectation maximization (EM) scheme: (i) Freeze the correlation and cross-correlation matrices and learn the parameters of the processing unit $\left(\mathbf{w}_{1}, \mathbf{b}_{1}\right)$; (ii) freeze $\mathbf{w}_{1}$ and $\mathbf{b}_{1}$ and learn new statistics (i.e., matrices $\widehat{\mathbf{R}}_{\overline{\mathbf{y}}_{1} y_{1}}$ and $\mathbf{R}_{\overline{\mathbf{y}}_{1} \overline{\mathbf{y}}_{1}}$ ) of the estimated source signal, then go back to (i) and repeat. Hence, in phase (i) our algorithm extracts a source signal, whereas in phase (ii) it learns the statistics of the source.

The above algorithm can be considerably simplified. It should be noted, that in order to avoid the inversion of the autocorrelation matrix $\mathbf{R}_{\mathbf{x}_{1} \mathbf{x}_{1}}$ in each iteration step, we can apply as a preprocessing the standard prewhitening or standard PCA and next normalize the sensor signals to unit variance. In such cases, $\widehat{\mathbf{R}}_{\mathbf{x}_{1} \mathbf{x}_{1}}=\mathbf{I}_{n}$ and the algorithm is simplified to 68

$$
\begin{equation*}
\mathbf{w}_{1}^{+}=\widehat{\mathbf{R}}_{\mathbf{x}_{1} \overline{\mathbf{y}}_{1}} \mathbf{b}_{1}=\widehat{\mathbf{R}}_{\mathbf{x}_{1} \widetilde{y}_{1}}, \quad \mathbf{w}_{1}=\frac{\mathbf{w}_{1}^{+}}{\left\|\mathbf{w}_{1}^{+}\right\|} \tag{5.81}
\end{equation*}
$$

where $\widehat{\mathbf{R}}_{\mathbf{x}_{1} \widetilde{y_{1}}}=\frac{1}{N} \sum_{k=1}^{N} \mathbf{x}_{1}(k) \widetilde{y}_{1}(k)$.
It is interesting to note that the algorithm can be formulated in an equivalent form as

$$
\begin{equation*}
\mathbf{w}_{1}(l+1)=\frac{\left\langle\mathbf{x}_{1}(k) \widetilde{y}_{1}(k)\right\rangle}{\left\langle y_{1}^{2}(k)\right\rangle} \tag{5.82}
\end{equation*}
$$

In order to reduce bias caused by white additive noise, we can modify the formula (5.82) as

$$
\begin{equation*}
\mathbf{w}_{1}(l+1)=\frac{\left\langle\mathbf{x}_{1}(k) \widetilde{y}_{1}(k)\right\rangle}{\left\langle y_{1}(k) \widetilde{y}_{1}(k)\right\rangle} . \tag{5.83}
\end{equation*}
$$

The formulas (5.81) and (5.82) extend up our basic simplified learning batch algorithm. A length of the FIR filter should be chosen sufficiently large but a value of $L$ from 5 to 10 was enough in our experiments. However, as shown by our extensive computer simulations, in practice it is sufficient to use only a single delay unit with a suitably chosen delay $q$ if some a priori information about source signals is available. The suitable choice of the single delay $q$ depends on the autocorrelation function of the extracted source [67, 68, 274, 278].
Remark 5.5 From (5.81)-(5.82) it follows that our algorithm is similar to the power method for finding the eigenvector $\mathbf{w}_{1}$ associated with the maximal eigenvalue of the matrix $\mathbf{R}_{\mathbf{x}_{1}}\left(\mathbf{b}_{1}\right)=E\left\{\sum_{p=1}^{L} b_{1 p} \mathbf{x}_{1}(k) \mathbf{x}_{1}^{T}(k-p)\right\}$. This observation suggests that it is not needed to minimize the cost function with respect to parameters $\left\{b_{1 p}\right\}$ but it is enough to choose the arbitrary set of them for which the largest eigenvalue is unique. More generally, if all eigenvalues of the generalized covariance matrix $\mathbf{R}_{\mathbf{x}_{1}}\left(\mathbf{b}_{1}\right)$ are distinct, then we can extract all sources simultaneously by estimating principal eigenvectors of $\mathbf{R}_{\mathbf{x}_{1}}\left(\mathbf{b}_{1}\right)$ (see Chapter 4 for more details).

### 5.4.1 Blind Extraction Using a First Order Linear Predictor

The algorithms derived in the previous section can be further simplified, if we assume that the linear predictor has only one single time delay $z^{-q}$. In such a case the cost function can be simplified as follows 68]

$$
\begin{equation*}
\mathcal{J}\left(\mathbf{w}_{1}, b_{1 q}\right)=E\left\{\varepsilon_{1}^{2}\right\}=\mathbf{w}_{1}^{T} E\left[\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right] \mathbf{w}_{1}-2 b_{1 q} E\left\{y_{1 q} \mathbf{w}_{1}^{T} \mathbf{x}_{1}\right\}+b_{1 q}^{2} E\left\{\mathbf{y}_{1 q}^{2}\right\} \tag{5.84}
\end{equation*}
$$

where $y_{1 q}=y_{1}(k-q)=\mathbf{w}_{1}^{T} \mathbf{x}(k-q)$. This cost function achieves a minimum when its gradient reaches zero with respect to $\mathbf{w}_{1}$ and $b_{1 q}$. Thus, taking into account that $y_{1}=\mathbf{w}_{1}^{T} \mathbf{x}_{1}$, we find

$$
\begin{align*}
& \frac{\partial \mathcal{J}\left(\mathbf{w}_{1}, b_{1 q}\right)}{\partial \mathbf{w}_{1}}=2 E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\} \mathbf{w}_{1}-2 b_{1 q} E\left\{y_{1 q} \mathbf{x}_{1}\right\}+2 b_{1 q}^{2} E\left\{\mathbf{x}_{1}(k-q) \mathbf{x}_{1}^{T}(k-q)\right\} \mathbf{w}_{1}=\mathbf{0} \\
& \frac{\partial \mathcal{J}\left(\mathbf{w}_{1}, b_{1 q}\right)}{\partial b_{1 q}}=-2 E\left\{y_{1 q} y_{1}\right\}+2 b_{1 q} E\left\{y_{1 q}^{2}\right\}=0 \tag{5.85}
\end{align*}
$$

Solving the above system of equations, we obtain

$$
\begin{equation*}
\mathbf{w}_{1}=\left[E\left\{\mathbf{x}_{1}(k) \mathbf{x}_{1}^{T}(k)\right\}+\mathbf{b}_{1 q}^{2} E\left\{\mathbf{x}_{1}(k-q) \mathbf{x}_{1}^{T}(k-q)\right\}\right]^{-1} E\left\{y_{1}(k-q) \mathbf{x}_{1}(k)\right\} b_{1 q} \tag{5.87}
\end{equation*}
$$

with $b_{1 q}=E\left\{y_{1}(k-q) y_{1}(k)\right\} / E\left\{y_{1}^{2}(k-q)\right\}$.
This equation yields the following updating rule,

$$
\begin{equation*}
\mathbf{w}_{1}^{+}=E\left\{\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right\}^{-1} E\left\{y_{1}(k-q) \mathbf{x}_{1}(k)\right\} \frac{b_{1 q}}{1+b_{1 q}^{2}} \tag{5.88}
\end{equation*}
$$

In order to avoid the trivial solution $\mathbf{w}_{1}=\mathbf{0}$, we normalize the vector to unit length at each iteration step as $\mathbf{w}_{1}=\mathbf{w}_{1}^{+} /\left\|\mathbf{w}_{1}^{+}\right\|$. With this, the term $b_{1 q} /\left(1+b_{1 q}^{2}\right)$ can be disregarded. Moreover, without losing generality, we can assume that the sensor data are prewhitened, thus $E\left[\mathbf{x}_{1} \mathbf{x}_{1}^{T}\right]=\mathbf{I}$. With this, (5.88) leads to a very simple learning rule,

$$
\begin{align*}
\mathbf{w}_{1}^{+}(l+1) & =\left\langle\mathbf{x}_{1}(k) y_{1}(k-q)\right\rangle=\frac{1}{N} \sum_{k=1}^{N} \mathbf{x}_{1}(k) y_{1}(k-q)  \tag{5.89}\\
\mathbf{w}_{1}(l+1) & =\frac{\mathbf{w}_{1}^{+}(l+1)}{\left\|\mathbf{w}_{1}^{+}(l+1)\right\|} \tag{5.90}
\end{align*}
$$

where $y_{1}(k)=\mathbf{w}_{1}^{T}(l) \mathbf{x}_{1}(k), \mathbf{x}_{1}(k)=\mathbf{Q} \mathbf{x}(k)$ and $y_{1 q}=y_{1}(k-q)=\mathbf{w}_{1}^{T}(l) \mathbf{x}_{1}(k-q)$. The above algorithm can be formulated in the following simplified form (as shown by Barros and Cichocki in 68]):

$$
\begin{equation*}
\mathbf{w}_{1}(l+1)=\frac{\left\langle\mathbf{x}_{1}(k) y_{1}(k-q)\right\rangle}{\left\langle y_{1}^{2}(k)\right\rangle} \tag{5.91}
\end{equation*}
$$



Fig. 5.8 The conceptual model of single processing unit for extraction of sources using adaptive bandpass filter.

Remark 5.6 It is interesting to note that minimization of the cost function

$$
\begin{equation*}
\mathcal{J}(\mathbf{w})=\frac{1}{2} E\left\{\varepsilon^{2}\right\}=\frac{1}{2} E\left\{\left(y(k)-b_{q} y(k-q)\right)^{2}\right\} \tag{5.92}
\end{equation*}
$$

is equivalent to maximization of

$$
\begin{equation*}
\mathbf{w}^{T} \mathbf{R}_{\mathbf{x}_{1}}(q) \mathbf{w} \tag{5.93}
\end{equation*}
$$

subject to the constraint $\|\mathbf{w}\|=1$, where $\mathbf{R}_{\mathbf{x}_{1}}(q)=E\left\{\mathbf{x}_{1}(k) \mathbf{x}_{1}^{T}(k-q)\right\}$.
In fact, the algorithm (5.90)-(5.91) is the well known power method for finding the eigenvector corresponding to the maximal eigenvalue of the covariance matrix $\mathbf{R}_{\mathbf{x}_{1}}(q)$. This means that the problem is equivalent to PCA or the eigenvalue problem of finding an eigenvector $\mathbf{w}$ corresponding to the largest eigenvalue of the covariance matrix $\mathbf{R}_{\mathbf{x}_{1}}(q)$, thus any efficient algorithm for estimation extremum eigenvalue and associated eigenvector can be employed. The problem has a solution if this largest eigenvalue is distinct from the other eigenvalues. If the largest eigenvalue is multiple, we must choose another time delay or employ the linear predictor with many delays.
It can easily be shown that if all the eigenvalues or covariance matrix $\mathbf{R}_{\mathbf{x}_{1}}(q)$ are distinct then for the prewhitened data $\mathbf{x}_{1}$ by applying eigenvalue decomposition as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x}_{1}}(q)=E\left\{\mathbf{x}_{1}(k) \mathbf{x}_{1}^{T}(k-q)\right\}=\mathbf{A} \mathbf{R}_{\mathbf{s}}(q) \mathbf{A}^{T}=\mathbf{V} \boldsymbol{\Lambda} \mathbf{V}^{T}, \tag{5.94}
\end{equation*}
$$

we can estimate the global orthogonal mixing matrix $\widehat{\mathbf{A}}=\mathbf{Q} \widehat{\mathbf{H}}=\mathbf{V}$ or equivalently the separating matrix as $\mathbf{W}=\mathbf{V}^{T}$ (see Chapters 3 and 4 for more details).

### 5.4.2 Blind Extraction of Sources Using Bank of Adaptive Bandpass Filters

For noisy data instead of linear predictor, we can use a bandpass filter (or in a parallel way several processing units with a bank of bandpass filters) with fixed or adjustable center frequency and a bandpass bandwidth. The approach is illustrated in Fig. 5.8. By minimizing
the cost function

$$
\begin{equation*}
\mathcal{J}\left(\mathbf{w}_{j}\right)=E\left\{\varepsilon_{j}^{2}\right\} \tag{5.95}
\end{equation*}
$$

subject to constraint $\left\|\mathbf{w}_{j}\right\|_{2}=1$, we obtain the on-line learning rule (see Section 5.3.1 for more details)

$$
\begin{equation*}
\Delta \mathbf{w}_{j}(k)=-\eta_{1}(k)\left[\left\langle\varepsilon_{j}(k) \widetilde{\mathbf{x}}_{1}(k)\right\rangle-\gamma_{j}(k) \mathbf{w}_{1}(k)\right] \tag{5.96}
\end{equation*}
$$

where $\gamma_{j}(k)=-\beta_{j}\left[1-\hat{\sigma}_{y_{j}}^{2}(k)\right]$ is a forgetting factor, $\widetilde{\mathbf{x}}_{1}(k)=\mathbf{x}_{1}(k)-B_{j}(z) \mathbf{x}_{1}(k)$ and $B_{j}(z)$ means transfer function of the bandpass filters.

Analogously to the procedure presented in previous section, for prewhitened sensor signals, we can derive simple batch algorithm as

$$
\begin{equation*}
\mathbf{w}_{j}(l+1)=\frac{\left\langle\mathbf{x}_{1}(k) \widetilde{y}_{j}(k)\right\rangle}{\left\langle y_{j}^{2}(k)\right\rangle} \tag{5.97}
\end{equation*}
$$

or alternatively

$$
\begin{align*}
\mathbf{w}_{j}^{+}(l+1) & =\left\langle\mathbf{x}_{1}(k) \widetilde{y}_{j}(k)\right\rangle=\frac{1}{N} \sum_{k=1}^{N} \mathbf{x}_{1}(k) \tilde{y}_{j}(k)  \tag{5.98}\\
\mathbf{w}_{j}(l+1) & =\frac{\mathbf{w}_{j}^{+}(l+1)}{\left\|\mathbf{w}_{j}^{+}(l+1)\right\|} \tag{5.99}
\end{align*}
$$

where $y_{j}(k)=\mathbf{w}_{j}^{T}(l) \mathbf{x}_{1}(k), \widetilde{y}_{j}(k)=B_{j}(z) y_{j}(k)=\tilde{\mathbf{x}}_{1}^{T}(k) \mathbf{w}_{j}(l)$. The above algorithms extract successfully sources if the covariance matrix $\mathbf{R}_{\mathbf{x}_{1} \tilde{\mathbf{x}}_{1}}=E\left\{\mathbf{x}_{1} \widetilde{\mathbf{x}}_{1}\right\}$ has unique maximum eigenvalue.
The proposed algorithm (5.98)-(5.99) is insensitive to white noise and any noise which is out off the bandwidth of the bandpass filter. Moreover, the processing unit is able to extract the filtered from noise version of a source signal if it is narrow band signal.

As one of the simplest bandpass filters we can use the second order IIR filter with transfer function (4.107) discussed in Chapter 4. Alternative realization of bandpass filter with easy adjustable central frequency and bandwidth is the 4 -th order Butterworth filter with the transfer function:

$$
\begin{equation*}
B(z)=\frac{b_{0}+b_{2} z^{-2}+b_{4} z^{-4}}{1+a_{1} \omega_{c} z^{-1}\left(a_{2} \omega_{c}^{2}+a_{2}^{\prime}\right) z^{-2}+a_{3} \omega_{c} z^{-3}+a_{4} z^{-4}} \tag{5.100}
\end{equation*}
$$

where

$$
\begin{aligned}
b_{0} & =b_{4}=1 /\left(d^{2}+2^{0.5} d+1\right), \quad b_{2}=-2 b_{0} \\
b_{1} & =b_{3}=-4 b_{0}, \quad a_{1}=-2 d\left(2 d+2^{0.5}\right) b_{0} \\
a_{2} & =4 d^{2} b_{0}, \quad a_{2}^{\prime}=2\left(d^{2}-1\right) b_{0} \\
a_{3} & =2 d\left(-2 d+2^{0.5}\right) b_{0}, \quad a_{4}=\left(d^{2}-2^{0.5} d+1\right) b_{0}, \quad d=\operatorname{cotan}\left(\pi B_{w}\right)
\end{aligned}
$$



Fig. 5.9 Frequency characteristics of 4 -th order Butterworth bandpass filter with adjustable center frequency and fixed bandwidth.
and

$$
\begin{equation*}
\omega_{c}=\frac{\cos \left(\pi f_{1}+f_{2}\right)}{\cos \left(\pi B_{w}\right)}<1 \tag{5.101}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are normalized lower and higher cutoff frequencies and $B_{w}$ is normalized bandwidth. It should be noted that for fixed (constant) bandwidth $B_{w}, \omega_{c}$ is an only center frequency $f_{c}$ dependent parameter. It is worthwhile mentioning that the stability constraints on $B(z)$ are provided if

$$
\begin{equation*}
\left|\omega_{c}\right|<1 \quad \text { and } \quad d>0 . \tag{5.102}
\end{equation*}
$$

It should be noted that the second order bandpass filter (4.107) provides unity gain only at center frequency $f_{c}$ alone and makes rather large distortions for source signal which are usually not pure sinusoids with some frequency variability. Therefore, by choosing a very narrow bandwidth, this filter can be applied for tracking and enhancement of single sinusoid in white noise. In contrast the forth-order Butterworth filter has a flat characteristic around central frequency and enable enhance arbitrary narrow-band source signal with low distortion (see Fig. 5.9, By changing or adjusting the center frequency and bandwidth of the band pass filter, we can extract different narrow band sources using the some processing unit. We can also extract sources simultaneously by employing several processing units with bandpass filters with different bandwidths and center frequencies.

By maximizing the output power of the band pass filter, we can adjust automatically the center frequency to extract narrow-band sources located in specific bandwidth. The filter
output is given by

$$
\begin{align*}
\widetilde{y}(k) & =b_{0} s(k)+b_{2} s(k-2)+b_{4} s(k-4)-a_{1} \omega_{c}(k) \widetilde{y}(k-1) \\
& -\left(a_{2} \omega_{c}^{2}(k)+a_{2}^{\prime}\right) \widetilde{y}(k-2) a_{3} \omega_{c}(k) \widetilde{y}(k-3)-a_{4} \widetilde{y}(k-4) . \tag{5.103}
\end{align*}
$$

In order to find optimal value of parameter $\omega_{c}(k)$ for specific bandwidth, we can maximize cost function $E\left\{\widetilde{y}^{2}(k)\right\}$ using gradient ascent procedure obtaining simple learning rule for estimating automatically the optimal center frequency for specific bandwidth

$$
\begin{equation*}
\omega_{c}(k+1)=\omega_{c}(k)+\eta(k) \widetilde{y}(k) \alpha(k), \tag{5.104}
\end{equation*}
$$

where $\eta(k)=\eta / r(k), r(k)=\left(1-\eta_{0}\right) r(k-1)+\eta_{0} \alpha^{2}(k)$ and

$$
\begin{align*}
\alpha(k) & =\frac{\partial \widetilde{y}(k)}{\partial \omega_{c}(k)}=-a_{1} \widetilde{y}(k-1)-2 a_{2} \omega_{c}(k) \widetilde{y}(k-2)-a_{3} \widetilde{y}(k-3)-a_{1} \omega_{c}(k) \alpha(k-1) \\
& -\left(a_{2}^{\prime}+a_{2} \omega_{c}(k)^{2}\right) \alpha(k-2)-a_{3} \omega_{c}(k) \alpha(k-3)-a_{4} \alpha(k-4) \tag{5.105}
\end{align*}
$$

Summarizing, the method presented in this section has several essential advantages:

- The method does not need to apply deflation procedure. One processing unit can extract all desired narrow-band sources sequentially one-by-one by adjusting the center frequency and bandwidth of the bandpass filter. Parallel extraction of arbitrary group of sources is also possible by employing several bandpass filters with different characteristics.
- The algorithms are computationally very simple and efficient.
- The proposed algorithms are robust to additive noise, both white and narrow band colored noise. In contrast to other methods the covariance matrix of the noise does not need to be estimated or modelled.


### 5.4.3 Blind Extraction of Desired Sources Correlated with Reference Signals

In many applications it is desired to extract independent components or separate sources with specific stochastic properties or features, but ignore other "uninteresting" sources and noises. Such extraction is possible if some a priori information about original sources is available.

For example, if a bandwidth of a desired narrow-band source signal is known, then we can apply a bandpass filter with the same specific bandwidth (passband) to extract desired source (see Section 5.4 .2 and learning rules (5.96)-(5.99)).

If a source signal is periodic or quasi periodic and its frequency $f_{q}$ is known or can be estimated, then we can apply the learning rules (5.89) - (5.91) with time delay $q=1 / f_{q}$.

In many applications, like biomedical applications (e.g., fMRI) some reference signal is explicitly available which corresponds to stimulus. In such cases, it is usually desired to extract an independent source which is correlated as high as possible with the reference signal $r(k-\Delta)$, where $\Delta$ is suitable chosen time delay. For this purpose, we can add to
cost functions discussed above auxiliary penalty term $E\left\{r^{2}(k-\Delta) y^{2}(k)\right\}$. For example, we can use the following cost function (see Section 5.3 and 5.4)

$$
\begin{equation*}
J(\mathbf{w})=\frac{1}{2} E\left\{\varepsilon^{2}\right\}+\frac{\beta}{4}\left(c-E\left\{y^{2}(k) r^{2}(k-\Delta)\right\}\right)^{2} \tag{5.106}
\end{equation*}
$$

where $\varepsilon(k)=y(k)-\sum_{p=1}^{L} b_{p} y(k-p), y(k)=\mathbf{w}^{T} \mathbf{x}_{1}(k), \beta \geq 1$ is a penalty factor and $c$ is suitably chosen positive constant (typically $c=1$ ).

The minimization the cost function according to the standard gradient descent method leads to learning rule for vector $\mathbf{w}$ as

$$
\begin{align*}
\Delta \mathbf{w}(l) & =\mathbf{w}(l+1)-\mathbf{w}(l)=-\eta \frac{\partial J(\mathbf{w})}{\partial \mathbf{w}} \\
& =-\eta(l)\left[\left\langle\varepsilon(k) \widetilde{\mathbf{x}}_{1}(k)\right\rangle-\gamma(l)\left\langle y(k) r^{2}(k-\Delta) \mathbf{x}_{1}(k)\right\rangle\right] \tag{5.107}
\end{align*}
$$

where

$$
\gamma(l)=\beta\left[c-\left\langle y^{2}(k) r^{2}(k-\Delta)\right\rangle\right]
$$

is a forgetting factor and $\widetilde{\mathbf{x}}_{1}(k)=\mathbf{x}(k)-\sum_{p=1}^{L} b_{p} \mathbf{x}(k-p)$.

### 5.5 STATISTICAL APPROACH TO SEQUENTIAL EXTRACTION OF INDEPENDENT SOURCES

### 5.5.1 Log Likelihood and Cost Function

Let us consider the problem of extracting one source from the statistical point of view. Let $\overline{\mathbf{x}}=\mathbf{x}_{1}=\mathbf{Q} \mathbf{x}$ be vector of prewhitened sensor signals $\mathbf{x}=\mathbf{H s}$, i.e,,

$$
\begin{equation*}
\mathbf{x}_{1}=\mathbf{A} \mathbf{s}=\sum_{j=1}^{n} s_{j} \mathbf{a}_{j} \tag{5.108}
\end{equation*}
$$

where $\mathbf{A}=\mathbf{Q} \mathbf{H}$ and $\mathbf{a}_{1}, a_{2}, \ldots, \mathbf{a}_{n}$ are the column vectors of the orthogonal mixing matrix A. Let the probability density function of $\mathbf{s}$ be

$$
\begin{equation*}
q(\mathbf{s})=\prod_{j=1}^{n} q_{j}\left(s_{j}\right) \tag{5.109}
\end{equation*}
$$

where $q_{j}\left(s_{j}\right)$ is that of $s_{j}$.
We assume without loss of generality that source signals are independent and they have unit variance, i.e., $E\left\{s_{j}^{2}\right\}=1$. Then, $\mathbf{A}$ is an $n \times n$ orthogonal matrix, satisfying $\mathbf{a}_{i}^{T} \mathbf{a}_{j}=\delta_{i j}$.

We extract only one source signal by

$$
\begin{equation*}
y_{1}=\mathbf{w}^{T} \mathbf{x}_{1} \tag{5.110}
\end{equation*}
$$

To this end, we formulate the problem in such a way that all the source signals are extracted by $\mathbf{w}_{1}, \mathbf{w}_{2}, \ldots, \mathbf{w}_{n}$, although we have interest only in a single source,

$$
\begin{equation*}
y_{j}=\mathbf{w}_{j}^{T} \mathbf{x}_{1}, \quad(j=1,2, \ldots, n) \tag{5.111}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{y}=\mathbf{W} \mathbf{x}_{1} \tag{5.112}
\end{equation*}
$$

where the true sources are extracted when

$$
\begin{equation*}
\mathbf{W}=\mathbf{A}^{T} \tag{5.113}
\end{equation*}
$$

or $\mathbf{w}_{j}=\mathbf{a}_{j}$ (neglecting irrelevant scaling and permutation of columns of matrix).
Because of $\mathbf{s}=\mathbf{W} \mathbf{x}_{1}$ and $\operatorname{det}|\mathbf{W}|=1$, the probability density function of $\mathbf{x}_{1}$ is given by

$$
\begin{align*}
p\left(\mathbf{x}_{1} ; \mathbf{W}\right) & =\operatorname{det}|\mathbf{W}| q\left(\mathbf{W} \mathbf{x}_{1}\right)=q\left(\mathbf{W} \mathbf{x}_{1}\right) \\
& =\prod_{j=1}^{m} q_{j}\left(\mathbf{w}_{j}^{T} \mathbf{x}_{1}\right) \tag{5.114}
\end{align*}
$$

Hence, the log likelihood

$$
\begin{equation*}
\rho\left(\mathbf{x}_{1} ; \mathbf{W}\right)=\log p\left(\mathbf{x}_{1} ; \mathbf{W}\right) \tag{5.115}
\end{equation*}
$$

is decomposed as

$$
\begin{equation*}
\rho\left(\mathbf{x}_{1} ; \mathbf{W}\right)=\sum_{j=1}^{n} \log q_{j}\left(\mathbf{w}_{j}^{T} \mathbf{x}_{1}\right)=\sum_{j=1}^{m} \rho_{j}\left(\mathbf{x}_{1} ; \mathbf{w}_{j}\right) \tag{5.116}
\end{equation*}
$$

where each term depends only on one $\mathbf{w}_{j}$. In order to extract one independent source signal, say $y_{1}=\mathbf{w}_{1}^{T} \mathbf{x}_{1}$, the maximum likelihood method searches for $\mathbf{w}_{1}$ that maximizes the $\log$ likelihood.

The problem is hence formulated as follows ${ }^{11}$ :

$$
\begin{align*}
& \operatorname{minimize} \mathcal{J}(\mathbf{w})=-E\left\{\log \left(q_{1}(y)\right\}\right.  \tag{5.117}\\
& \text { subject to }\|\mathbf{w}\|^{2}=1 \tag{5.118}
\end{align*}
$$

This is similar formulation to the extended fixed point algorithm 595.
The Lagrange function can be formulated as

$$
\begin{equation*}
L(\mathbf{w}, \lambda)=-E\left\{\log \left(q_{1}(y)\right\}+\lambda\left(\|\mathbf{w}\|^{2}-1\right)\right. \tag{5.119}
\end{equation*}
$$

Using the Lagrange's Theorem, we obtain the condition at the equilibrium point $\mathbf{w}=\mathbf{w}_{*}$

$$
\begin{equation*}
\nabla_{\mathbf{w}} L(\mathbf{w}, \lambda)=-\frac{\partial E\left\{\log \left(q_{1}(y)\right\}\right.}{\partial \mathbf{w}}+2 \lambda \mathbf{w}=\mathbf{0} \tag{5.120}
\end{equation*}
$$

[^31]or
\[

$$
\begin{equation*}
E\{\varphi(y) \mathbf{x}\}+2 \lambda \mathbf{w}=\mathbf{0} \tag{5.121}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\varphi(y)=-\frac{d \rho_{1}\left(\mathbf{x}_{1}, \mathbf{w}\right)}{d y}=-\frac{d \log q_{1}(y)}{d y} \tag{5.122}
\end{equation*}
$$

By multiplying Eq. (5.121) by $\mathbf{w}^{T}$ and taking into account that $\|\mathbf{w}\|^{2}=1$, we obtain

$$
\begin{equation*}
\lambda=-\frac{1}{2} E\{\varphi(y) y\} \tag{5.123}
\end{equation*}
$$

and

$$
\begin{equation*}
E\{\varphi(y) \mathbf{x}\}=E\{\varphi(y) y\} \mathbf{w} \tag{5.124}
\end{equation*}
$$

Hence, we can obtain a new simple batch fixed point algorithm

$$
\begin{equation*}
\mathbf{w}(l+1)=\frac{E\left\{\varphi\left(\mathbf{w}^{T}(l) \mathbf{x}\right) \mathbf{x}\right\}}{E\left\{\varphi\left(\mathbf{w}^{T}(l) \mathbf{x}\right) y\right\}} \tag{5.125}
\end{equation*}
$$

### 5.5.2 Learning Dynamics

Furthermore, the similar analysis is applicable to all the gradient methods where various cost functions $\mathcal{J}(\mathbf{w})$ are introduced from different considerations (see Table 5.1).

Applying the standard gradient descent method to the Lagrange function (5.119), we obtain the batch learning rule:

$$
\begin{align*}
\Delta \mathbf{w}(l) & =\mathbf{w}(l+1)-\mathbf{w}(l)=-\eta \frac{\partial L(\mathbf{w}, \lambda)}{\partial \mathbf{w}} \\
& =-\eta[E\{\varphi(y) \mathbf{x}\}-E\{\varphi(y) y\} \mathbf{w}(l)] \tag{5.126}
\end{align*}
$$

where expectation terms can be estimated as follows:

$$
E\{\varphi(y) \mathbf{x}\} \approx(1 / N) \sum_{k=1}^{N} \varphi\left[\mathbf{w}^{T}(l) \mathbf{x}(k)\right] \mathbf{x}(k)
$$

and

$$
E\{\varphi(y) y\} \approx(1 / N) \sum_{k=1}^{N} \varphi\left[\mathbf{w}^{T}(l) \mathbf{x}(k)\right]\left[\mathbf{w}^{T}(l) \mathbf{x}(k)\right]
$$

and learning rate is bounded [328]

$$
\begin{equation*}
0<\eta<\frac{2}{E\left\{\varphi^{\prime}(y)-y \varphi(y)\right\}} \tag{5.127}
\end{equation*}
$$

Hence applying the stochastic approximation, we obtain a simple on-line learning rule:

$$
\begin{equation*}
\Delta \mathbf{w}(k)=-\eta(k)[\varphi(y(k)) \mathbf{x}(k)-y(k) \varphi(y(k)) \mathbf{w}(k)] \tag{5.128}
\end{equation*}
$$

However, when the step-size $\eta$ is not so small, we need to normalize $\mathbf{w}+\Delta \mathbf{w}$ at each iteration step.

The present method is designed to extract the source signal whose probability distribution is $q_{1}\left(s_{1}\right)$. A problem is that we do not know the exact source distribution $q_{1}\left(s_{1}\right)$. However, even when we misfit $q_{1}\left(s_{1}\right)$, or even when we use an arbitrary function $\varphi(y)$, the true $\mathbf{w}$ is an equilibrium of the dynamics (5.128). This is because the right-hand side of (5.128) gives an estimating function of $\mathbf{w}$, which will be explained in Chapter 10 .

### 5.5.3 Equilibrium of Dynamics

We show here directly that $\mathbf{w}_{1}=\mathbf{w}$, or more generally any $\mathbf{w}_{i}=\mathbf{a}_{i}$, is an equilibrium of the dynamics, whatever $\varphi$ is. Then, the equilibrium of (5.128) satisfies

$$
\begin{equation*}
E\{\varphi(y) \mathbf{x}-y \varphi(y) \mathbf{w}\}=\mathbf{0} \tag{5.129}
\end{equation*}
$$

Because of $\mathbf{x}=\sum s_{j} \mathbf{w}_{j}$ and

$$
\begin{align*}
y=\mathbf{w}^{T} \mathbf{x} & =\mathbf{w}^{T}\left(\sum s_{j} \mathbf{w}_{j}\right) \\
& =\sum g_{j} s_{j}=\mathbf{g}^{T} \mathbf{s} \tag{5.130}
\end{align*}
$$

by putting

$$
\begin{equation*}
\beta_{j}(\mathbf{g})=E\left\{s_{j} \varphi\left(\sum g_{i} s_{i}\right)\right\} \tag{5.131}
\end{equation*}
$$

we have

$$
\begin{align*}
E\{\varphi(y) \mathbf{x}\} & =\sum \beta_{j} \mathbf{w}_{j}  \tag{5.132}\\
E\{y \varphi(y) \mathbf{w}\} & =\left(\sum g_{j} \beta_{j}\right)\left(\sum g_{i} \mathbf{w}_{i}\right) \tag{5.133}
\end{align*}
$$

Hence, any equilibrium w should satisfy

$$
\begin{equation*}
\boldsymbol{\beta}(\mathbf{g})=\left(\sum g_{j} \beta_{j}\right) \mathbf{g} \tag{5.134}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\boldsymbol{\beta}=c \mathbf{g} \tag{5.135}
\end{equation*}
$$

for some constant $c$. It is straightforward to see that $\mathbf{g}=\mathbf{e}_{j}=[0, \ldots, 0,1,0, \ldots, 0]^{T}$ satisfies this condition. That is, $\mathbf{g}=\left(\mathbf{w}^{T} \mathbf{A}\right)^{T}=\mathbf{e}_{j}$ is an equilibrium.

Alternatively, we can show this feature by reformulating the optimization problem (5.117) as

$$
\begin{align*}
& \operatorname{minimize} \mathcal{J}(\mathbf{g})=-E\left\{\log \left(q_{1}(y)\right\}\right.  \tag{5.136}\\
& \text { subject to }\|\mathbf{g}\|^{2}=1 \tag{5.137}
\end{align*}
$$

in terms of the global vector defined as $\mathbf{g}=\mathbf{A}^{T} \mathbf{w}$ and taking into account that $\mathbf{y}=\mathbf{w}^{T} \mathbf{x}=$ $\mathbf{w}^{T} \mathbf{A} \mathbf{s}=\mathbf{g}^{T} \mathbf{s}$. The Lagrange function can be formulated as

$$
\begin{equation*}
L(\mathbf{g}, \lambda)=-E\left\{\log \left(q_{1}\left(\mathbf{g}^{T} \mathbf{s}\right)\right\}+\lambda\left(\|\mathbf{g}\|^{2}-1\right)\right. \tag{5.138}
\end{equation*}
$$

with $\lambda=(1 / 2) E\{\varphi(y) y\}$. Using the Lagrange's Theorem, we obtain

$$
\begin{equation*}
E\left\{\varphi\left(\mathbf{g}^{T} \mathbf{s}\right) \mathbf{s}\right\}=E\{\varphi(y) y\} \mathbf{g} \tag{5.139}
\end{equation*}
$$

It is straightforward to see that the above equation is satisfied for $\mathbf{g}=\mathbf{e}_{j}=[0, \ldots, 0,1,0, \ldots, 0]$ if $y=s_{j}$.

By choosing the nonlinear activation functions $\varphi(y)$ adequately, the algorithm can extract the source whose probability distribution is close to the one that gives $\varphi(y)$. However, there may exist local minima. There are two special functions $\varphi$ which guarantee the global convergence. One is derived from the 4 th order cumulant (kurtosis) [348, 349]. The tensorial property of cumulants guarantees this, as we have proved in Appendix A. The other is the one derived from the minimization of entropy or the negative log likelihood.

$$
\begin{equation*}
J(\mathbf{w})=-E\left\{\log q_{i}\left(\mathbf{w}^{T} \mathbf{x}\right)\right\} \tag{5.140}
\end{equation*}
$$

This was proved by Cruces et al. by using the entropy inequality 329. They further gave another interpretation of the log likelihood [328, 329]. Let $q(y)=q_{1}\left(\mathbf{w}_{1}^{T} \mathbf{x}_{1}\right)$ and $q_{G}(y)$ be the standard Gaussian distribution. Then,

$$
\begin{gather*}
K\left[q(y) \| q_{G}(y)\right]=E_{q(y)}\left\{\log \frac{q(y)}{q_{G}(y)}\right\} \\
=E\{\log q(y)\}+\frac{1}{2} \log (2 \pi e) \tag{5.141}
\end{gather*}
$$

is the Kullback-Leibler divergence from $q(y)$ to the Gaussian $q_{G}(y)$. Hence, this is a measure of the non-Gaussianity of $q(y)$. The minimization of the negative log likelihood is exactly the same as maximization of non-Gaussianity. Gaussianity is increased by mixing signals because of the central limit theorem. Hence, the entropy increases and higher-order cumulants decrease at the same time.

Remark 5.7 When we do not know approximately the pdf of the estimated sources signal $q(y)$, we can use an adaptive method of estimating $q(y)$. We can use a parametric form $q(y ; \boldsymbol{\Theta})$ of the density function, and modify set of parameters $\boldsymbol{\Theta}$ at each step by (see Chapter (6) for more detail)

$$
\begin{equation*}
\Delta \boldsymbol{\Theta}=\eta_{\Theta} \frac{\partial \log q(y ; \boldsymbol{\Theta})}{\partial \boldsymbol{\Theta}} \tag{5.142}
\end{equation*}
$$

### 5.5.4 Stability of Learning Dynamics and Newton's Method

Now we give the stability analysis when the activation function $\varphi(y)$ is adequately chosen. This leads to Newton's method automatically. The continuous-time averaged version of learning dynamics is much easier to analyze, so that we use the continuous-time version of (5.128) given by

$$
\begin{equation*}
\frac{d \mathbf{w}}{d t}=-\mu \boldsymbol{f}(\mathbf{x}, \mathbf{w}) \tag{5.143}
\end{equation*}
$$

where

$$
\begin{align*}
& \boldsymbol{f}(\mathbf{x}, \mathbf{w})=E\{\varphi(y) \mathbf{x}-y \varphi(y) \mathbf{w}\}  \tag{5.144}\\
& y=\mathbf{w}^{T} \mathbf{x} \tag{5.145}
\end{align*}
$$

The variational equation, which shows how a small deviation $\delta \mathbf{w}$ develops in the time course of the dynamics, is

$$
\begin{equation*}
\frac{d}{d t} \delta \mathbf{w}(t)=-\mu \frac{\partial \boldsymbol{f}(\mathbf{x}, \mathbf{w})^{T}}{\partial \mathbf{w}} \delta \mathbf{w} \tag{5.146}
\end{equation*}
$$

The stability of the algorithm is determined by the eigenvalues of the Hessian matrix

$$
\begin{equation*}
\mathcal{K}(\mathbf{w})=\frac{\partial \boldsymbol{f}(\mathbf{x}, \mathbf{w})}{\partial \mathbf{w}} \tag{5.147}
\end{equation*}
$$

at the equilibrium $\mathbf{w}=\mathbf{a}_{1}$.
For $\lambda=E\{y \varphi(y)\}$, we have

$$
\begin{equation*}
\mathcal{K}(\mathbf{w})=E\left\{\mathbf{w}\left(\frac{\partial \lambda}{\partial \mathbf{w}}\right)^{T}+\left(\lambda \mathbf{I}-\varphi^{\prime}(y) \mathbf{x} \mathbf{x}^{T}\right)\right\} \tag{5.148}
\end{equation*}
$$

At the equilibrium $\mathbf{w}=\mathbf{a}_{1}$, we have

$$
\begin{align*}
& E\left\{\varphi^{\prime}(y) \mathbf{x} \mathbf{x}^{T}\right\}=E\left\{\varphi^{\prime}\left(s_{1}\right) \sum_{j=1}^{n} s_{j}^{2} \mathbf{a}_{j} \mathbf{a}_{j}^{T}\right\} \\
& \quad=E\left\{\varphi^{\prime}\left(s_{1}\right) s_{1}^{2}\right\} \mathbf{a}_{1} \mathbf{a}_{1}^{T}+E\left\{\varphi^{\prime}\left(s_{1}\right)\right\}\left(\mathbf{I}-\mathbf{a}_{1} \mathbf{a}_{1}^{T}\right) \tag{5.149}
\end{align*}
$$

because of $E\left\{s_{j}^{2}\right\}, \sum_{j=2}^{m} \mathbf{a}_{j} \mathbf{a}_{j}^{T}=\mathbf{I}-\mathbf{a}_{1} \mathbf{a}_{1}^{T}$. Hence, the variational equation at $\mathbf{w}=\mathbf{a}_{1}$,

$$
\begin{equation*}
\frac{d}{d t} \delta \mathbf{w}=\boldsymbol{\mu} \mathcal{K}\left(\mathbf{a}_{1}\right) \delta \mathbf{w} \tag{5.150}
\end{equation*}
$$

can be written as

$$
\begin{equation*}
\frac{d}{d t} \delta \mathbf{w}=\delta c_{1} \mathbf{a}_{1}+c_{2} \delta \mathbf{w} \tag{5.151}
\end{equation*}
$$

The first term of the right-hand side is in the direction of the solution $\mathbf{w}=\mathbf{a}_{1}$, so that it enlarges or shrinks the magnitude of $\mathbf{w}$, but it is ineffective because of $\|\mathbf{w}\|^{2}=1$. The change in the direction orthogonal to $\mathbf{a}_{1}$ is given by the second term

$$
\begin{equation*}
\frac{d}{d t} \delta \mathbf{w}=-\chi \delta \mathbf{w} \tag{5.152}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi=E\left\{\varphi^{\prime}\left(s_{1}\right)\right\}-E\left\{s_{1} \varphi\left(s_{1}\right)\right\} \tag{5.153}
\end{equation*}
$$

When $\varphi$ is given by (5.122),

$$
\begin{equation*}
E\left\{s_{1} \varphi\left(s_{1}\right)\right\}=\int-s \frac{d}{d s} q_{1}(s) d s=\int q_{1}(s) d s=1 \tag{5.154}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
E\left\{\varphi^{\prime}\left(s_{1}\right)\right\}=E\left\{-\frac{d^{2}}{d s^{2}} \log q_{1}(s)\right\}=\mathcal{G} \tag{5.155}
\end{equation*}
$$

is the Fisher information of the distribution of the source signal $s_{1}$. Since $s_{1}$ is normalized, we easily have

$$
\begin{equation*}
\mathcal{G} \geq \infty \tag{5.156}
\end{equation*}
$$

where the equality holds when $q_{1}(s)$ is Gaussian. Hence, the stability of the dynamics is proved when $\varphi$ is derived from $q_{1}(s)$.

For an arbitrary chosen $\varphi$, the stability condition is given by

$$
\begin{equation*}
E\left\{s_{1} \varphi\left(s_{1}\right)\right\}<E\left\{\varphi^{\prime}\left(s_{1}\right)\right\} \tag{5.157}
\end{equation*}
$$

The above analysis shows that

$$
\begin{equation*}
\mathcal{K}\left(\mathbf{a}_{1}\right)=c \mathbf{I}+c_{1} \mathbf{a}_{1} \mathbf{a}_{1}^{T} . \tag{5.158}
\end{equation*}
$$

Hence, its inverse has a similar form

$$
\begin{equation*}
\mathcal{K}^{-1}\left(\mathbf{a}_{1}\right)=\tilde{c} \mathbf{I}+\tilde{c}_{1} \mathbf{a}_{1} \mathbf{a}_{1}^{T} \tag{5.159}
\end{equation*}
$$

Newton's algorithm corresponding to (5.128) is given by

$$
\begin{equation*}
\Delta \mathbf{w}=-\eta \mathcal{K}^{-1}(\mathbf{w}) \frac{\partial \boldsymbol{f}(\mathbf{w})}{\partial \mathbf{w}} \tag{5.160}
\end{equation*}
$$

However, by multiplying $\mathcal{K}^{-1}(\mathbf{w})$ to (5.128), we have exactly the same form of the up-dating equation. Hence, the dynamics of a single source extraction (5.128) is by itself equivalent to Newton's method ${ }^{22}$, proving its efficiency.

### 5.6 STATISTICAL APPROACH TO TEMPORALLY CORRELATED SOURCES

The temporally correlated but spatially independent source signals $\mathbf{s}(1), \mathbf{s}(2), \ldots, \mathbf{s}(N)$ are statistically modelled as follows. For an estimated source signal, say $y_{1}(k)=\hat{s}_{1}(k)=\hat{s}(k)$ that is the first component of $\hat{\mathbf{s}}(k)$, we assume an AR model

$$
\begin{equation*}
\hat{s}(k)=\varepsilon(k)+\sum_{p=1}^{L} b_{p} \hat{s}(k-p) . \tag{5.161}
\end{equation*}
$$

or

$$
\begin{equation*}
[1-B(z)] \hat{s}(k)=\varepsilon(k) \tag{5.162}
\end{equation*}
$$

Here, $B(z)=\sum_{p=1}^{L} b_{p} z^{-p}, \varepsilon(k), k=1,2, \ldots$, are a sequence of independent signals called innovation, and let $q(\varepsilon)$ be its probability density function. Then, for a large number of

[^32]samples $N$, the joint probability density of $s(1), s(2), \ldots, s(N)$ is the same as the probability density of the corresponding $\varepsilon(1), \varepsilon(2), \ldots, \varepsilon(N)$. Hence, it is written as
\[

$$
\begin{align*}
p\{s(1), s(2), \ldots, s(N) ; \mathbf{b}\} & =\prod_{k=1}^{N} q(\varepsilon(k)) \\
& =\prod_{k=1}^{N} q([1-B(z)] \hat{s}(k)) \tag{5.163}
\end{align*}
$$
\]

where $\mathbf{b}=\left[b_{1}, b_{2}, \ldots b_{L}\right]^{T}$. The observed signals, when they are prewhitened are given by

$$
\begin{equation*}
\mathbf{x}_{1}(k)=\mathbf{A} \mathbf{s}(k)=\mathbf{Q} \mathbf{H} \mathbf{s}(k)=\sum_{j=1}^{n} s_{j}(k) \mathbf{a}_{j} \tag{5.164}
\end{equation*}
$$

We recover the source signal by

$$
\begin{equation*}
\mathbf{y}(k)=\hat{\mathbf{s}}(k)=\mathbf{W} \mathbf{x}_{1}(k), \tag{5.165}
\end{equation*}
$$

where $\mathbf{W}=\mathbf{A}^{T}$ is the true solution. We use the sequential method of extracting one by one as

$$
\begin{equation*}
y_{1}(k)=\mathbf{w}_{1}^{T} \mathbf{x}_{1}(k) \tag{5.166}
\end{equation*}
$$

The total $\log$ likelihood of the observed signal sequence $\mathbf{x}_{1}(1), \ldots, \mathbf{x}_{1}(N)$ is decomposed as

$$
\begin{align*}
& \log p\left\{\mathbf{x}_{1}(1), \mathbf{x}_{1}(2), \ldots, \mathbf{x}_{1}(N) ; \mathbf{W}, B_{1}, \ldots, B_{n}\right\} \\
& \quad=\sum_{j, k} \log q_{j}\left\{\mathbf{w}_{j}^{T}\left(1-B_{j}\right) \mathbf{x}_{1}(k)\right\} \tag{5.167}
\end{align*}
$$

as before. Hence, for the maximum likelihood method, the cost function is

$$
\begin{equation*}
\mathcal{J}(\mathbf{w}, \mathbf{b})=-\log q\left\{\mathbf{w}^{T} \widetilde{\mathbf{x}}(k)\right\} \tag{5.168}
\end{equation*}
$$

under the constraint $\|\mathbf{w}\|^{2}=1$, where

$$
\begin{equation*}
\widetilde{\mathbf{x}}(k)=[1-B(z)] \mathbf{x}_{1}(k)=1-\sum_{p=1}^{L} b_{p} \mathbf{x}_{1}(k-p) . \tag{5.169}
\end{equation*}
$$

The on-line gradient learning algorithm is derived by

$$
\begin{align*}
\Delta \mathbf{w}(k) & =-\eta \frac{\partial \mathcal{J}(\mathbf{w}, \mathbf{b})}{\partial \mathbf{w}} \\
& =-\eta[\varphi[\varepsilon(k)] \tilde{\mathbf{x}}(k)-\gamma \mathbf{w}(k)] \tag{5.170}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma=\beta\left(\left\langle y^{2}\right\rangle-1\right) \tag{5.171}
\end{equation*}
$$

is the forgetting factor (see Section 5.3.1),

$$
\begin{equation*}
\varphi(\varepsilon)=-\frac{d}{d \varepsilon} \log q(\varepsilon) \tag{5.172}
\end{equation*}
$$

is nonlinear activation function, and

$$
\varepsilon(k)=[1-B(z)] \mathbf{w}^{T} \mathbf{x}_{1}(k)=[1-B(z)] y(k),
$$

is the innovation signal. When the innovation $\varepsilon$ is Gaussian, we have a linear activation function,

$$
\begin{equation*}
\varphi(\varepsilon)=\varepsilon \tag{5.173}
\end{equation*}
$$

The linear $\varphi$ works well in the case of temporally correlated sources, but a nonlinear $\varphi$ may be more robust.

Since the temporal structure of the source signals are not exactly known, we use an adaptive method to decide $B(z)$. The update rule of the filter is derived from the likelihood as

$$
\begin{align*}
\Delta b_{p} & =-\tilde{\eta} \frac{\partial \mathcal{J}(\mathbf{w}, \mathbf{b})}{\partial b_{p}}  \tag{5.174}\\
& =\tilde{\eta} \varphi[\varepsilon(k)] y(k-p) \tag{5.175}
\end{align*}
$$

The true solution $\mathbf{w}=\mathbf{a}_{1}$ and $B(z)=B_{1}(z)$ is an equilibrium of dynamics (5.170) and (5.175) whatever $\varphi$ is chosen. We can prove this in the same way as we did in the previous section. The stability analysis can also be done similarly, giving the same stability condition where $y$ is replaced by $\tilde{y}$. The sequential update rule (5.170) is automatically Newton's method (assuming that we are sufficiently close to equilibrium $\mathbf{w}=\mathbf{a}_{1}$ ).

### 5.7 ON-LINE SEQUENTIAL EXTRACTION OF CONVOLVED AND MIXED SOURCES

The criteria and algorithms discussed in the previous sections for blind signal extraction from instantaneous mixture can be relatively easily extended or generalized to the problem of extraction of convolved and mixed independent sources. In this section, we illustrate this by a simple extension of the standard Godard-type blind equalization algorithm that is able to extract multiple source signals from their unknown convolutive mixtures [219, 220, 221].

### 5.7.1 Formulation of the Problem

In multichannel blind deconvolution, an $m$ dimensional vector of received signals $\mathbf{x}(k)=$ $\left[x_{1}(k), x_{2}(k), \ldots, x_{m}(k)\right]^{T}$ is assumed to be generated from an $n$ dimensional vector of spatially independent, temporally i.i.d. unknown source signals $\mathbf{s}(k)=\left[s_{1}(k), s_{2}(k), \ldots, s_{n}(k)\right]^{T}$ using the multi-variate linear time invariant filters, i.e.,

$$
\begin{equation*}
\mathbf{x}(k)=\sum_{p=-\infty}^{\infty} \mathbf{H}_{p} \mathbf{s}(k-p)=[\mathbf{H}(z)] \mathbf{s}(k) \tag{5.176}
\end{equation*}
$$

or equivalently in scalar form

$$
\begin{equation*}
x_{i}(k)=\sum_{p=-\infty}^{\infty} \sum_{j=1}^{n} h_{i j p} s_{j}(k-p), \quad(i=1,2, \ldots, m) \tag{5.177}
\end{equation*}
$$

where $\mathbf{H}(z)=\sum_{p=-\infty}^{\infty} \mathbf{H}_{p} z^{-p}$ is an unknown $(m \times n)$ polynomial matrix with $m \geq n$, and $z^{-p}$ is the delay operator such that $z^{-p} \mathbf{s}(k)=\mathbf{s}(k-p)$. A task of multichannel deconvolution is to recover the source signals $\mathbf{s}(k)$ from the received signals $\mathbf{x}(k)$, up to a scaled, permuted, and delayed version of the source signals, i.e., the estimates of sources, $\mathbf{y}(k)=\hat{\mathbf{s}}(k)=\mathbf{P} \boldsymbol{\Lambda} \mathbf{D}(z) \mathbf{s}(k)$, where $\mathbf{P} \in \mathbb{R}^{n \times n}$ is a permutation matrix, $\boldsymbol{\Lambda} \in \mathbb{R}^{n \times n}$ is a nonsingular scaling diagonal matrix, and $\mathbf{D}(z)$ is a diagonal matrix whose $i$ th diagonal element is given by $z^{-d_{i}}$.

### 5.7.2 Extraction of Single i.i.d. Source Signal

Let us consider an FIR equalizer whose first processing unit with output $y_{1}(k)$ is described by

$$
\begin{equation*}
y_{1}(k)=\sum_{i=1}^{m} \sum_{p} w_{1 i p} x_{i}(k-p) \tag{5.178}
\end{equation*}
$$

where $\left\{w_{1 i p}\right\}$ are the FIR equalizer coefficients and $\left\{x_{i}(k)\right\}$ is the $i$ th sensor output.
A single source can be extracted by the minimization of the Godard criterion which is described by [219, 379]

$$
\begin{equation*}
J_{1}=\frac{1}{4} E\left\{\left[\left|y_{1}(k)\right|^{2}-\gamma_{2}\right]^{2}\right\} \tag{5.179}
\end{equation*}
$$

where $\gamma$ is some positive constant, typically $\gamma=1$. For the constant modulus (CM) signals $\gamma$ can be chosen as $\gamma_{2}=E\left\{\left|\hat{y}_{1}\right|^{4}\right\} / E\left\{\left|\hat{y}_{1}\right|^{2}\right\}$. Using the stochastic gradient descent method, one can derive the updating rule for the FIR equalizer coefficients $w_{1 i p}$ in the form of

$$
\begin{align*}
w_{1 i p}(k+1) & =w_{1 i p}(k)-\eta_{1}(k) \frac{\partial J_{1}}{\partial w_{1 i p}} \\
& \approx w_{1 i p}(k)+\eta_{1}(k) \varphi_{1}\left(y_{1}(k)\right) x_{i}^{*}(k-p) \tag{5.180}
\end{align*}
$$

where the complex conjugate variables are denoted by superscript $*, \eta_{1}(k)>0$ is the learning rate, and the nonlinear activation function $\varphi_{1}\left(y_{1}(k)\right)$ is given by

$$
\begin{equation*}
\varphi_{1}\left(y_{1}\right)=\gamma_{2} y_{1}-y_{1}\left|y_{1}\right|^{2} . \tag{5.181}
\end{equation*}
$$

A similar activation function can be obtained by using the normalized kurtosis or the generalized normalized kurtosis as optimization criteria. Table 5.1 shows typical criteria for blind source extraction and blind equalization.

For a doubly-infinite FIR channel, the only existing minima of (5.179) correspond to the points where a single source is extracted, provided that the source signal is sub-Gaussian

Table 5.1 Cost functions for sequential blind source extraction one by one, $y=\mathbf{w}^{T} \mathbf{x}$. (Some criteria require prewhitening of sensor data, i.e., $\mathbf{R}_{\mathbf{x x}}=\mathbf{I}$ or $\mathbf{A A}^{T}=\mathbf{I}$ ).

| No. | Cost function $J(y, \mathbf{w})$ | Remarks |
| :--- | :--- | :--- |
| 1. | $-E\{\log p(y)\}$ <br> s.t. $\\|\mathbf{w}\\|=1$ | Entropy |
| 2. | $-\frac{1}{4}\left\|E\left\{\|y\|^{4}\right\}-3 E^{2}\left\{\left\|y^{2}\right\|\right\}\right\|$ <br> s.t. $\\|\mathbf{w}\\|=1$ | Kurtosis |
| 3. | $-\sum_{\beta} \alpha_{\beta}\left\|C_{1+\beta}(y)\right\|$ <br> s.t. $\\|\mathbf{w}\\|=1, \alpha_{\beta} \geq 0$ | Sum of cumulants |

4. $-\left|\left(E\left\{|y|^{p}\right\} / E^{p / q}\left\{|y|^{q}\right\}\right)-c_{p q}\right| \quad$ Generalized normalized kurtosis
5. $-\operatorname{Cum}\{y(k), y(k), y(k-p), y(k-p)\}=\quad$ Self cumulant with time delay $=-\left(E\left\{y^{2}(k) y^{2}(k-p)\right\}-E\left\{y^{2}(k)\right\} E\left\{y^{2}(k-p)\right\}\right.$
$\left.-2 E^{2}\{y(k) y(k-p)\}\right)$
s.t. $\|\mathrm{w}\|=1$
6. $E\left\{\varepsilon^{2}\right\}$

Linear predictor
s.t. $\|\mathbf{w}\|=1$,
where $\varepsilon(k)=y(k)-\sum_{p=1}^{L} b_{p} y(k-p)$,
particularly $b_{1}=1$ and $b_{p}=0$ for $p \neq 1$
7. $E\{\Psi(y(k))\}$,

Constant modulus criteria
e.g., $\Psi[y(k)]=\frac{1}{2 \beta}\left(|y|^{\beta}-\gamma_{\beta}\right)^{2}$
$\gamma_{\beta}=E\left\{|\hat{y}|^{2 \beta}\right\} / E\left\{|\hat{y}|^{\beta}\right\}$
(negative kurtosis) ${ }^{3}$ [1200, 1201] whenever the equalizer is doubly-infinite. For a finite order FIR channel, there also exists a finite order FIR equalizer under some mild conditions on the FIR channel [226, 231, 1200, 1201] (in this case, the number of sensors should be greater than the number of sources) and using (5.179) one can extract a single source successfully.

[^33]The algorithm in this case can written in the vector form as

$$
\begin{equation*}
\mathbf{w}_{1 i}(k+1)=\mathbf{w}_{1 i}(k) \pm \eta_{1}(k) \varphi\left(y_{1}(k)\right) \overline{\mathbf{x}}_{i}^{*}(k) \tag{5.182}
\end{equation*}
$$

where $\mathbf{w}_{1 i}=\left[w_{1 i 0}, w_{1 i 1}, \ldots, w_{1 i M}\right]^{T}, \overline{\mathbf{x}}_{i}^{*}(k)=\left[x_{i}^{*}(k), x_{i}^{*}(k-1), \ldots, x_{i}^{*}(k-M)\right]^{T}$ and the $\pm$ sign is chosen opposite to the sign of the source kurtosis.

It should be noted that applying the extended Godard criterion (5.179) several times, the same sources might be extracted at different outputs even if start for different initial conditions. To avoid this problem, Inouye [612, Papadias and Paulraj [944, 945 , introduced auxiliary constraints and extra processing which spatio-temporally decorrelate the extracted signals. This leads to a relatively complicated iterative algorithm and it requires to know in advance the number of source signals.

### 5.7.3 Extraction of Multiple i.i.d. Sources

We discuss now an on-line approach to extract multiple source signals one by one using the cascaded connections of modules which consist of equalization units (a processing unit extracting a single source) and deflation units (a processing unit eliminating the contribution of the already extracted signal from mixtures) [219].

Without loss of generality, we can assume that the first extracted signal $y_{1}(k)$ corresponds to the 1 st source signal $s_{1}(k)$, i.e., $y_{1}(k)=c_{1} s_{1}\left(k-d_{1}\right)$. The deflation unit coefficients $\left\{\widetilde{w}_{1 i p}\right\}$ are updated to minimize the energy (cost) function given by

$$
\begin{equation*}
\rho=\frac{1}{2} E\left\{\sum_{i=1}^{m}\left|x_{2 i}(k)\right|^{2}\right\}, \tag{5.183}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{2 i}(k)=x_{i}(k)-\sum_{p} \widetilde{w}_{1 i p}(k) y_{1}(k-p) \tag{5.184}
\end{equation*}
$$

Applying the stochastic gradient descent method, the updating rule for $\left\{\widetilde{w}_{1 i p}\right\}$ is given by

$$
\begin{equation*}
\widetilde{w}_{1 i p}(k+1)=\widetilde{w}_{1 i p}(k)-\eta_{1} x_{2 i}(k) y_{1}^{*}(k-p) \tag{5.185}
\end{equation*}
$$

In order to show that the learning algorithm (5.185) is able to eliminate the contribution of the first extracted signal $y_{1}(k)$ which is given by

$$
\begin{equation*}
y_{1}(k)=c_{1} s_{1}\left(k-d_{1}\right) \tag{5.186}
\end{equation*}
$$

from the observation $\mathbf{x}(k)$, we investigate the stationary points of the averaged version of (5.185). If the learning algorithm (5.185) approaches steady state, we have

$$
\begin{equation*}
E\left\{x_{2 i}(k) y_{1}^{*}(k-p)\right\}=E\left\{x_{i}(k) y_{1}^{*}(k-p)\right\}-\widetilde{w}_{1 i p}(k) E\left\{\left|y_{1}(k-p)\right|^{2}\right\}=0 \tag{5.187}
\end{equation*}
$$

Then, $\widetilde{w}_{1 i p}(k)$ is given by

$$
\begin{equation*}
\widetilde{w}_{1 i p}(k)=\frac{E\left\{x_{i}(k) y_{1}^{*}(k-p)\right\}}{E\left\{\left|y_{1}(k-p)\right|^{2}\right\}}, \quad(i=1,2, \ldots, m) \tag{5.188}
\end{equation*}
$$

Using the fact that $y_{1}(k)$ is the first extracted source signal and assuming that the all source signals are i.i.d., we have [219]

$$
\begin{equation*}
E\left\{x_{i}(k) y_{1}^{*}(k-p)\right\}=E\left\{\sum_{q} \sum_{j=1}^{m} h_{i j q} s_{j}(k-q) c_{1} s_{1}^{*}\left(k-p-d_{1}\right)\right\}=c_{1} h_{i 1, p+d_{1}} \sigma_{s_{1}}^{2} \tag{5.189}
\end{equation*}
$$

where $\sigma_{s_{1}}^{2}=E\left\{\left|s_{1}(k)\right|^{2}\right\}$. Using the result (5.189), the $\widetilde{w}_{1 i p}(k)$ defined in (5.188) becomes

$$
\begin{equation*}
\widetilde{w}_{1 i p}(k)=\frac{h_{i 1, p+d_{1}}}{c_{1}}, \quad(i=1,2, \ldots, m) \tag{5.190}
\end{equation*}
$$

Thus, after deflation processing is done, the input to the equalization unit in the next module $\left\{x_{1 i}(k)\right\}$ is

$$
\begin{align*}
x_{2 i}(k) & =x_{i}(k)-\sum_{p} \frac{h_{i 1, p+d_{1}}}{c_{1}} c_{1} s_{1}\left(k-p-d_{1}\right) \\
& =x_{i}(k)-\sum_{q} h_{i 1, q} s_{1}(k-q) \tag{5.191}
\end{align*}
$$

Therefore, we can see that the deflation algorithm given in (5.185) can eliminate the contribution due to the first source signal $s_{1}(k)$ from the received signals $\left\{x_{i}(k)\right\}$. The deflated mixture $x_{1 i}(k)$ is fed into the next module in order to extract the 2nd source signal, and generates the mixture by eliminating the contribution of the 2nd extracted signal. By continuing this procedure until the output of the module converges to a small value pre-specified (which means all source signals are extracted), we can successfully extract all source signals [219, 220]. We should emphasize that any other blind equalization algorithm instead of Godard algorithm, can be applied to the presented here approach. Note that a similar deflation approach to multichannel blind deconvolution has been introduced by Inouye 612, and Tugnait [1200, 1201. In [1201], batch-type deflation processing using the equation (5.188) was applied to cancel the contribution due to the already extracted signals.

### 5.7.4 Extraction of Colored Sources from Convolutive Mixture

The procedure described in the previous section allows us to extract i.i.d. sources. Moreover, to extract several unknown sources, we need to apply rather computationally involved deflation procedure.

Using the concepts presented in section 5.4, we easily extend derived algorithms for extraction of multiple colored sources form their multichannel convolutive mixture by employing suitable designed linear predictors (LP's) or bank of bandpass filters (BPF's).

For example, using the concept of bank of bandpass filters (cf. Eqs. (5.79)-(5.83) and (5.97)- (5.99)) we can use the following novel iterative algorithm:

$$
\begin{equation*}
\mathbf{w}_{j i}(l+1)=\widehat{\mathbf{R}}_{\mathbf{x}_{i} \mathbf{x}_{i}}^{-1} \frac{\left\langle\widetilde{y}_{j}(k) \overline{\mathbf{x}}_{i}^{*}(k)\right\rangle}{\left\langle y_{j}(k) y_{j}^{*}(k)\right\rangle}, \tag{5.192}
\end{equation*}
$$

where

$$
\begin{align*}
y_{j}(k) & =\sum_{i=1}^{m} \sum_{p=1}^{M} w_{j i p} x_{i}(k-p),  \tag{5.193}\\
\widetilde{y}_{j}(k) & =\left[B_{j}(z)\right] y_{j}(k), \tag{5.194}
\end{align*}
$$

$\mathbf{w}_{j i}=\left[w_{j i 0}, w_{j i 1}, \ldots, w_{j i M}\right]^{T}$ and $\overline{\mathbf{x}}_{i}^{*}(k)=\left[x_{i}^{*}(k), x_{i}^{*}(k-1), \ldots, x_{i}^{*}(k-M)\right]^{T}$.
The advantage of the proposed approach is that, we can avoid the deflation procedure by using the bandpass filters with different frequency characteristics. Furthermore, the algorithm allows us to extract colored sources with different shape spectra.

### 5.8 COMPUTER SIMULATIONS: ILLUSTRATIVE EXAMPLES

We now illustrate the performance of selected algorithms presented in this chapter. In each example presented in this section, source signals are mixed with a mixing matrix $\mathbf{H}$ whose elements are randomly selected in the range $[-1,1]$. All weights are initialized with random values in the range $[-0.1,0.1]$.

To show qualitatively the performance of the presented algorithms, we use a performance index which is defined at the $i$ th extraction processing unit by

$$
P I_{i}=\frac{1}{m}\left(\sum_{j=1}^{m} \frac{\widehat{g}_{i j}^{2}}{\widehat{g}_{i j^{*}}^{2}}-1\right),
$$

where

$$
\begin{gathered}
\widehat{\mathbf{g}}_{i}=\mathbf{w}_{i}^{T} \overline{\mathbf{H}}_{i}=\left[\widehat{g}_{i 1}, \widehat{g}_{i 2}, \ldots, \widehat{g}_{i m}\right] \\
\widehat{g}_{i j^{*}}=\max \left\{\widehat{g}_{i j}\right\} \quad \text { for } j=1,2, \ldots, m \\
\overline{\mathbf{H}}_{i}=\left(\mathbf{I}-\widehat{\mathbf{w}}_{i-1} \mathbf{w}_{i-1}^{T}\right) \overline{\mathbf{H}}_{i-1}
\end{gathered}
$$

and

$$
\overline{\mathbf{H}}_{1}= \begin{cases}\mathbf{Q H}, & \text { when mixed signals are whitened } \\ \mathbf{H}, & \text { are not whiten. }\end{cases}
$$

The smaller the value of $P I_{i}$, the better the quality of the extracted source signal at the $i$ th extraction processing unit, as compared to the original source signal.

### 5.8.1 Extraction of Colored Gaussian Signals

Example 5.1 Three colored Gaussian signals are used here. Each colored Gaussian signal is generated by passing Gaussian sequences with variance 1 through an FIR filter of length 20 whose elements were randomly chosen between -1 and $1^{44}$. The normalized kurtosis of
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Fig. 5.10 Exemplary computer simulation results for mixture of three colored Gaussian signals, where $s_{j}, x_{1 j}$, and $y_{j}$ stand for the $j$-th source signals, whiten mixed signals, and extracted signals, respectively. The sources signals were extracted by employing the learning algorithm (5.73)-(5.74) with $L=5$ [1142].
the resulting signals $s_{1}, s_{2}$, and $s_{3}$ are close to zero, i.e., $0.02,-0.02$, and -0.06 , respectively. These signals are mixed with the randomly chosen mixing matrix

$$
\mathbf{H}=\left(\begin{array}{ccc}
0.82 & -0.90 & -0.62 \\
-0.54 & -0.84 & 0.69 \\
-0.52 & 0.28 & -0.65
\end{array}\right)
$$

In order to extract the source signals, we applied the algorithm (5.73) - (5.74) with $L=5$ and the learning rates $\eta=0.005$. Fig. 5.10 shows, from top to bottom, the original source signals $\mathbf{s}=\left[s_{1}, s_{2}, s_{3}\right]^{T}$, the whitened mixed signals $\mathbf{x}_{1}=\left[x_{11}, x_{12}, x_{13}\right]^{T}$, and the extracted signals $\mathbf{y}=\left[y_{1}, y_{2}, y_{3}\right]^{T}$. The performance indexes are $P I_{1}=0.00002, P I_{2}=0.00006$, and $P I_{3}=0.00011$. Visual comparison of the original source signals and the extracted signals


Fig. 5.11 Exemplary computer simulation results for mixture of natural speech signals and a colored Gaussian noise, where $s_{j}$ and $x_{1 j}$, stand for the j -th source signal and mixed signal, respectively. The signals $y_{j}$ was extracted by using the neural network shown in Fig. 5.7 and associated learning algorithm (5.91) with $q=1,5,12$.
(with $y_{1}=-s_{1}, y_{2}=s_{3}$, and $y_{3}=-s_{2}$ ), together with the performance indexes, confirms the validity of the proposed algorithms.

### 5.8.2 Extraction of Natural Speech Signals from Colored Gaussian Signals

Example 5.2 Two natural speech signals ${ }^{\sqrt{5}}$, i.e., an English word /hello/ ( $s_{1}$ with normalized kurtosis $=3.44$ ) and a Japanese word $/$ moshimoshi/ ( $s_{3}$ with normalized kurtosis $=$ 6.13), and a colored Gaussian signal ( $s_{2}$ with normalized kurtosis $=-0.003$ ) are mixed by the same mixing matrix as that used in the above example. The original source signals and
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Fig. 5.12 Exemplary computer simulation results for mixture of three non-i.i.d. signals and two i.i.d. random sequences, where $s_{j}, x_{1 j}$, and $y_{j}$ stand for the j -th source signals, mixed signals, and extracted signals, respectively. The learning algorithm (5.81) with $L=10$ was employed 1142 .
the whitened mixed signals are shown in the top and middle rows of Fig. 5.11, respectively. In order to extract the source signals, we applied the batch algorithm (5.82) with $L=10$. The extracted signals are shown in the bottom row of Fig. 5.11 which reveals that the recovered signals (with $y_{1}=s_{2}, y_{2}=-s_{3}$, and $y_{3}=-s_{1}$ ) are very close to the original sources. The performance indexes are $P I_{1}=0.0037, P I_{2}=0.0045$, and $P I_{3}=0.0042$.

### 5.8.3 Extraction of Colored and White Sources

Example 5.3 For this example, three non-i.i.d. signals, i.e., a sub-Gaussian signal $s_{2}$, a colored Gaussian signal $s_{3}$, and a super-Gaussian signal $s_{4}$, are mixed with two i.i.d. sequences, one being a uniform random noise $s_{1}$, and the other being a Gaussian random noise $s_{5}$. The normalized kurtosis of $s_{1}, s_{2}, s_{3}, s_{4}$, and $s_{5}$ are $-1.22,-2.00,-0.04,0.41$, and 0.07 , respectively. These signals are mixed with the randomly generated mixing matrix H. Our aim here is to show an interesting property of the algorithm (5.81), which is able to extract only colored sources. Specifically, from mixtures of non-i.i.d. signals (or signals with temporal structures) and i.i.d. signals, only non-i.i.d. signals can be extracted from the mixtures using the second order statistics (SOS) algorithms.


Fig. 5.13 Exemplary computer simulation results for mixture of three $512 \times 512$ image signals, where $s_{j}$ and $x_{1 j}$ stand for the $j$-th original images and mixed images, respectively, and $y_{1}$ the image extracted by the extraction processing unit shown in Fig. 5.6. The learning algorithm (5.91) with $q=1$ was employed [68, 1142].

Fig. 5.12 shows, from top to bottom, the original source signals $\mathbf{s}=\left[s_{1}, s_{2}, s_{3}, s_{4}, s_{5}\right]^{T}$, the whitened mixed signals $\mathbf{x}_{1}=\left[x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\right]^{T}$, and the estimated source signals from the first three extraction processing units, $\mathbf{y}=\left[y_{1}, y_{2}, y_{3}\right]^{T}$. The performance indexes are $P I_{1}=0.0030, P I_{2}=0.0001$, and $P I_{3}=0.0077$. Both the performance indexes as well as a visual comparison between the original source signals and the extracted signals (with $y_{1}=-s_{2}, y_{2}=-s_{4}$, and $\left.y_{3}=-s_{3}\right)$ confirm the validity of the aforementioned conjecture.

### 5.8.4 Extraction of Natural Image Signal from Interferences

Example 5.4 In this section, we further test performance of the SOS algorithms using image signals for a case where the number of sensors is greater than the number of sources. Three $512 \times 512$ images are used, with a natural image used for $s_{2}$. This image has temporal correlations when scanned in one dimension. The other two images are interferences
artificially generated from Gaussian i.i.d. noises $s_{1}$ and binary i.i.d. sequences $s_{3}$. The normalized kurtosis of images $s_{1}, s_{2}$, and $s_{3}$ are $0.02,0.31$ and -2.00 , respectively. These image signals are mixed with the randomly chosen non-square mixing matrix

$$
\mathbf{H}=\left(\begin{array}{ccc}
-0.97 & -0.16 & 0.68 \\
0.49 & 0.69 & -0.96 \\
-0.11 & 0.05 & 0.36 \\
0.87 & -0.59 & -0.24 \\
-0.07 & 0.34 & 0.66
\end{array}\right)
$$

Fig. 5.13 shows, from top to bottom, the original images $\mathbf{s}=\left[s_{1}, s_{2}, s_{3}\right]^{T}$, the mixed images $\mathbf{x}_{1}=\left[x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\right]^{T}$, and the extracted signal at the first processing unit $y_{1}$ using the learning algorithm (5.91) with $q=1$. The performance index at the first processing unit is 0.00004 . As can be seen from Fig. 5.13, this unit has successfully extracted the natural image.

### 5.9 CONCLUDING REMARKS

In this chapter we have presented rather a large number of various algorithms for blind source extraction (BSE). The reader faced with the problem of the BSE or BSS/ICA is justified in being puzzled as to which algorithm to use. Unfortunately, there is no a general valid answer. The right choice may very well depend on the nature and statistical properties of sources and the area of specific applications. If the sources signals are mutually independent i.i.d. signals the methods based on the HOS, especially, the maximization of the absolute value of kurtosis may give the best results. However, such approach fails to extract sources with small value of kurtosis or colored Gaussian signals. For extraction of colored sources, especially smooth signals with high degree of predictability the best performance can be obtained by using the SOS approach, especially based on linear predictor and eigenvalue decomposition using, for example, power method or any other efficient method for estimation of eigenvectors. The SOS methods fail to extract white or i.i.d. sources. Unsymmetrical distributed sources can be extracted by employing skewness instead of kurtosis. For extraction of very sparse sources, we should use rather higher order cumulants or generalized kurtosis with $p=6$. Also cumulants criteria are useful for independent signals corrupted by arbitrary Gaussian noise. For colored sensor signals buried in the white arbitrary distributed noise the SOS robust algorithm with respect to the noise should be used. If we have mixture of different kind of sources (i.i.d. and colored) the best results may be achieved by combination of several algorithms in the sense that in each stage we use different algorithm depending what kind of source signal is desired to extract.

## Appendix A. Global Convergence of Algorithms for Blind Source Extraction Based on Kurtosis

Assuming that source signals $s_{j}$ are independent, the following property holds [349]

$$
\begin{equation*}
\kappa_{4}\left(y_{1}\right)=\kappa_{4}\left(\mathbf{g}_{1}^{T} \mathbf{s}\right)=\sum_{j=1}^{m} \kappa_{4}\left(s_{j}\right) g_{1 j}^{4} \tag{A.1}
\end{equation*}
$$

where $g_{1 j}$ is the $j$ th element of the row vector $\mathbf{g}_{1}^{T}=\mathbf{w}_{1}^{T} \mathbf{A}$. Next, let us assume throughout this section without loss of generality that every source signal has unit variance (or unit second order cumulant), i.e.,

$$
\begin{equation*}
\kappa_{2}\left(s_{j}\right)=\sigma^{2}\left(s_{j}\right)=E\left\{s_{j}^{2}\right\}=1, \quad \forall j \tag{A.2}
\end{equation*}
$$

This assumption is always feasible because the source signals have zero-mean and differences in the variance (power) can be absorbed in the mixing matrix $\mathbf{A}$.

Lemma A. 1 Consider the optimization problem [461]:
Maximize

$$
\begin{equation*}
J(\mathbf{v})=\sum_{j=1}^{n} d_{j} v_{j}^{2}=\mathbf{v}^{T} \mathbf{D} \mathbf{v}, \quad\|\mathbf{v}\|=c>0 \tag{A.3}
\end{equation*}
$$

where $\mathbf{D}$ is a diagonal matrix: $\mathbf{D}=\operatorname{diag}\left\{d_{1}, \ldots, d_{n}\right\}$. Assume that there exists only one index $j_{0}$ such that $d_{j_{0}}=\max _{1 \leq j \leq n} d_{j}$. Then every local maxima is global and the point of global maximum is exactly the vector $\pm c \mathbf{e}_{j_{0}}$, where $\mathbf{e}_{j_{0}}=(0, \ldots 0,1,0, \ldots, 0),(1$ is in the $j_{0}-$ th place).

Proof. Applying the Lagrange multipliers theorem for a point of a local maximum $\mathbf{v}_{*}=\left(v_{1 *}, \ldots, v_{n *}\right)$, we write:

$$
\begin{equation*}
d_{j} v_{j *}-\lambda v_{j *}=0, \quad(j=1,2, \ldots, n) \tag{A.4}
\end{equation*}
$$

where $\lambda$ is a Lagrange multiplier.
Multiplying (太.4) by $v_{j *}$ and summing, we obtain:

$$
J_{\max }=\lambda c^{2}
$$

where $J_{\max }$ means the value of $J$ at the local maximum. Hence

$$
\begin{equation*}
\lambda=\frac{J_{\max }}{c^{2}} \tag{A.5}
\end{equation*}
$$

From ( $\overline{\text { A.4 }}$ ), we obtain

$$
v_{j *}\left(d_{j}-\frac{J_{\max }}{c^{2}}\right)=0
$$

whence either $v_{j *}=0$, or $J_{\max }=d_{j} c^{2}$ for every $j=1, \ldots, n$. Therefore, if $\mathbf{v}_{*}$ is a global maximum, then $\mathbf{v}_{*}= \pm c \mathbf{e}_{j_{0}}$.
We shall prove that every local maximum is global.
According to the second order optimality condition, a point $\mathbf{v}_{*}$ is a local maximum if

$$
\mathbf{c}^{T} \nabla_{v}^{2} L\left(\mathbf{v}_{*}\right) \mathbf{c}<0 \quad \forall \mathbf{c} \in K\left(\mathbf{v}_{*}\right)=\left\{\mathbf{c}: \mathbf{c}^{T} \mathbf{v}_{*}=0\right\}, \quad \mathbf{c} \neq 0
$$

where

$$
L(\mathbf{v})=\sum_{j=1}^{n} d_{j} v_{j}^{2}-\lambda\left(\|\mathbf{v}\|^{2}-c^{2}\right)
$$

is the Lagrange function.
In our case, we obtain

$$
\begin{array}{r}
\mathbf{c}^{T} \nabla_{v}^{2} L\left(\mathbf{v}_{*}\right) \mathbf{c}=\sum_{j=1}^{n}\left(d_{j}-\lambda\right) c_{j}^{2}  \tag{A.6}\\
K\left( \pm c \mathbf{e}_{j}\right)=\left\{\mathbf{c}: c_{j}=0\right\}
\end{array}
$$

We conclude that the quadratic form (A.6) is negatively definite at $\mathbf{v}_{*}$ for $\mathbf{c} \in K\left(\mathbf{v}_{*}\right)$ if and only if $\lambda=d_{j_{0}}$ and $\mathbf{v}_{*}= \pm c \mathbf{e}_{j_{0}}$.

In a similar way, we can prove the following Lemma 461.
Lemma A. 2 Consider the optimization problem:
Minimize (maximize) $\sum_{j=1}^{n} \kappa_{j} v_{j}^{p}$
subject to $\|\mathbf{v}\|=c>0$, where $p>2$ is even.
Denote $I^{+}=\left\{j \in\{1,2, \ldots, n\}: \kappa_{j}>0\right\}, I^{-}=\left\{j \in\{1,2, \ldots, n\}: \kappa_{j}<0\right\}$ and $\mathbf{e}_{j}=$ $(0, \ldots, 0,1,0, \ldots, 0),(1$ is the $j-$ th place $)$. Assume that $I^{+} \neq \emptyset$ and $I^{-} \neq \emptyset$.

Then the points of local minimum are exactly the vectors $\mathbf{v}_{j *}^{ \pm}= \pm c \mathbf{e}_{j}, j \in I^{-}$and the points of local maximum are exactly the vectors $\mathbf{v}_{j *}^{ \pm}= \pm c \mathbf{e}_{j}, j \in I^{+}$.

Using the Lemma (A.2), we are able to formulate and prove the following Theorem [461].

Theorem A. 1 Let $\mathbf{w}_{1}$ be a local minimum of the cost function given by (5.5). Then the output signal $y_{1}=\mathbf{w}_{1}^{T} \mathbf{x}$ recover one of the source signals, $y_{1}$ converges to one of the desired solutions, i.e., $\pm c s_{1^{*}}$ if and only if $\beta \kappa_{4}\left(s_{1^{*}}\right)>0$, where $y_{1}=\mathbf{w}_{1}^{T} \mathbf{x}_{1}, \mathbf{x}_{1}=\mathbf{A s}, \mathbf{g}_{1}^{T}=\mathbf{w}_{1}^{T} \mathbf{A}$, where $\mathbf{A}$ is full column rank and $s_{1^{*}} \in\left\{s_{1}, s_{2}, \ldots, s_{m}\right\}$.

Proof. According to the property in (A.1), the minimization of (5.5) is equivalent to maximization of

$$
\begin{equation*}
\mathcal{J}_{1}\left(\mathbf{g}_{1}\right)=\frac{\beta}{4} \frac{\sum_{j=1}^{n} \kappa_{4}\left(s_{j}\right) g_{1 j}^{4}}{\left(\sum_{j=1}^{n} m_{2}\left(s_{j}\right) g_{1 j}^{2}\right)^{2}} \tag{A.7}
\end{equation*}
$$

Because of the assumption in $(\widehat{A .2})$, the criterion $\tilde{\mathcal{J}}_{1}\left(\mathbf{g}_{1}\right)$ in (A.7) reduces to

$$
\begin{equation*}
\tilde{\mathcal{J}}_{1}\left(\mathbf{g}_{1}\right)=\beta \frac{1}{4} \frac{\sum_{j=1}^{n} \kappa_{4}\left(s_{j}\right) g_{1 j}^{4}}{\left\|\mathbf{g}_{1}\right\|^{4}} \tag{A.8}
\end{equation*}
$$

Maximization of ( $(\overline{\mathrm{A} .8})$ is equivalent to the constraint maximization problem:
Maximize $\sum_{j=1}^{n} \beta \kappa_{4}\left(s_{j}\right) g_{1 j}^{4}$ under constraint $\left\|\mathbf{g}_{1}\right\|=1$. Applying the Lemma A. 2 we finish the proof.

## Appendix B. Analysis of Extraction and Deflation Procedure

At the $j$ th extraction and deflation processing units, we assume without loss of generality that elements $s_{j}$ in $\mathbf{s}$ are permuted such that the first $j-1$ elements are the source signals that were previously extracted. We further assume that the column vectors $\mathbf{h}_{i}$ in the mixing matrix $\mathbf{H}$ are also permuted accordingly.

Theorem B. 2 Under notations of section 5.2.5 and assuming $E\left\{s_{j}^{2}\right\}=1, \forall j$, we have

$$
\begin{equation*}
\mathbf{x}_{i}(k)=\sum_{r=j+1}^{n} \mathbf{h}_{r} s_{r}(k) \tag{B.1}
\end{equation*}
$$

where $\mathbf{x}_{0}(k)=\mathbf{x}(k)$, i.e., $\mathbf{x}_{i}=\mathbf{H D}_{i} \mathbf{s}$, where $\mathbf{D}_{i}=\operatorname{diag}\left\{d_{i 1}, d_{i 2}, \ldots, d_{i n}\right\}$, with $d_{i j}=0$ for $j \leq i$ and $d_{i j}=1$ for $j>i$.

Proof. We shall prove the Theorem by induction. For $j=0$, the conclusion ( $\overline{\mathrm{B} .1}$ ) is true. Assume that ( $\overline{\mathrm{B} .1})$ is true for some $j$. Using the Theorem A.1, we obtain $y_{j}= \pm s_{j+1}$ and for $j+1$, we obtain:

$$
\begin{align*}
\mathbf{x}_{j+1}(k) & =\mathbf{x}_{j}(k)-\widetilde{\mathbf{w}}_{j} y_{j}(k)=\sum_{r=j+1}^{n} \mathbf{h}_{r} s_{r}(k)-E\left\{\mathbf{x}_{j} y_{j}\right\} y_{j}(k) \\
& =\sum_{r=j+1}^{n} \mathbf{h}_{r} s_{r}(k)-E\left\{\sum_{r=j+1}^{n} \mathbf{h}_{r} s_{r}(k) s_{j+1}(k)\right\} s_{j+1}(k)=\sum_{r=j+2}^{n} \mathbf{h}_{r} s_{r}(k) . \tag{B.2}
\end{align*}
$$

Next, we discuss two implementation issues: The first issue is how to choose or estimate on-line a proper value of $\beta$, and the second issue is when to terminate the extraction and deflation procedures if it is necessary to extract all non-Gaussian signals.

## Use of Analytical Results for Implementation

## Implementation Issue 1

One of the main assumptions used both in the Theorem A. 1 and the Theorem B. 2 is that at the $j$ th extraction and deflation processing units $(j=1,2, \ldots)$, there exists an index $r \leq j$ such that $\beta \kappa_{4}\left(s_{r}\right)>0$. Let $S_{j}$ denote the set of indices of the remaining, non-extracted source signals at the $j$ th extraction processing unit. At the $j$ th extraction processing unit, there are two possible cases where this assumption is violated, i.e.,

- Case I: $\beta$ is set to -1 when $\kappa_{4}\left(s_{r}\right)>0, \forall r \in S_{j}$, or
- Case II: $\beta$ is set to +1 when $\kappa_{4}\left(s_{r}\right)<0, \forall r \in S_{j}$.

Let us denote $\mathbf{g}_{j}=\left[g_{j 1}, g_{j 2}, \ldots, g_{j n}\right]^{T}=\left(\mathbf{w}_{j}^{T} \mathbf{H} \mathbf{D}_{j}\right)^{T}$. Applying the property (A.1), we have

$$
\begin{equation*}
\kappa_{4}\left(y_{j}\right)=\sum_{r=j}^{n} \kappa_{4}\left(s_{r}\right) g_{j r}^{4} \tag{B.3}
\end{equation*}
$$

Based on this feature, we can prevent the above two cases by fixing $\beta$ to 1 (or -1 ). Let $\widetilde{\kappa}_{4}\left(y_{j}(k)\right)$ denote the estimated value of normalized 4th-order cumulant. At the $j$ th extraction processing unit, if the condition $\beta \widetilde{\kappa}_{4}\left(y_{j}(k)\right)>0$ holds for $k=\widetilde{T}_{j}$, where $\widetilde{T}_{j}$ is a specified time period, this means that $\kappa_{4}\left(s_{r}\right)>0$ (or $<0$ ), $\forall r \in S_{j}$. We then stop and restart the extraction process at the $j$ th extraction processing unit with $\beta$ being flipped to -1 (or 1 ). Alternatively, we can estimate the sign of $\kappa_{4}\left(y_{j}\right)$ on-line during the learning process, as done in [278, 279, 1143, 1144. Another approach is to maximize absolute value of the normalized kurtosis.

Implementation Issue 2
Here we discuss a terminating condition for the extraction and deflation procedures. We need to consider this issue because, we employ the assumption that the number of source signals is not known in advance and is less than or equal to the number of sensor signals, i.e., $n \leq m$. According to Theorem B.2 at the $(j=n)$ th deflation processing unit, $\mathbf{x}_{n+1}=\mathbf{H} \mathbf{D}_{n} \mathbf{s}=[0,0, \ldots, 0]^{T}$. As a result, in practice, due to error and/or additive noise, we can terminate the extraction and deflation procedures when the amplitudes of all entries of the vector $\mathbf{x}_{j+1}=\mathbf{x}_{j}-\widetilde{\mathbf{w}}_{j} y_{j}$ are below a small given threshold or all the elements of the vector $\mathbf{x}_{j+1}$ are Gaussian signals, i.e., they have zero kurtosis.

## Appendix C. Conditions for Extraction of Sources Using Linear Predictor Approach

The theoretical results for the learning model used the linear predictor can be summarized in the form of the following Theorem.

Theorem C. 3 Consider the minimization problem:
Minimize

$$
\begin{equation*}
J(\mathbf{w}, \mathbf{b})=E\left\{\varepsilon^{2}\right\} \tag{C.1}
\end{equation*}
$$

where $\varepsilon(k)=y(k)-\sum_{p=1}^{L} b_{p} y(k-p)$.
Assume that the following conditions are satisfied

1) $E\left\{s_{j}^{2}\right\}=1$ for $j=1,2, \ldots, n$.
2) $\mathbf{R}_{\mathbf{s}}(p, q)=E\left\{\mathbf{s}(k-p) \mathbf{s}(k-q)^{T}\right\}=E\left\{\mathbf{s}_{p} \mathbf{s}_{q}^{T}\right\}$ are diagonal matrices for $p, q=0,1, \ldots, L$ such that $J$ attains its global minimum with respect to $\mathbf{w}$ and the matrix

$$
\mathbf{R}_{\mathbf{s}}(\mathbf{b})=2 \sum_{p=1}^{L} b_{p} \mathbf{R}_{\mathbf{s}}(p)-\sum_{p, q=1}^{L} b_{p} b_{q} \mathbf{R}_{\mathbf{s}}(p, q)-\mathbf{I}_{n}
$$

is diagonal with unique maximal diagonal element for any coefficients $b_{p}$.
Then $\mathbf{g}_{*}=\mathbf{H}^{T} \mathbf{w}_{*}$ has the form $\mathbf{g}_{*}= \pm c_{*} \mathbf{e}_{j}$, where $e_{j}=(0, \ldots, 1, \ldots, 0)$, with 1 in the $j$-th place, for some index $j \in\{1, \ldots, n\}$ and some scalar $c_{*}$.

The above Theorem says that the cost function in (5.65) has no spurious minima. As a result, it is guaranteed that a desired solution can always be reached independent of initial conditions or, in other words, a source signal having unique temporal structures can always be extracted from the mixtures.

Proof. Let $J$ given by Eq: (C.1) attain its minimum at the point $\mathbf{w}_{*}$ (such a point exists, since the cost function is quadratic).

Under the assumptions of the Theorem and taking into account that $y=\mathbf{w}^{T} \mathbf{x}$ and $\mathbf{x}=\mathbf{H s}$, we obtain

$$
J(\mathbf{w}, \mathbf{b})=E\left\{y^{2}\right\}-2 \sum_{p=1}^{L} b_{p} \mathbf{w}^{T} E\left\{\mathbf{x} \mathbf{x}_{p}^{T}\right\} \mathbf{w}+\sum_{p, q=1}^{L} b_{p} b_{q} \mathbf{w}^{T} E\left\{\mathbf{x}_{p} \mathbf{x}_{q}^{T}\right\} \mathbf{w}
$$

Since $E\left\{y^{2}\right\}=E\left\{\mathbf{w}^{T} \mathbf{x} \mathbf{x}^{T} \mathbf{w}\right\}=E\left\{\mathbf{w}^{T} \mathbf{H} \mathbf{s} \mathbf{s}^{T} \mathbf{H}^{T} \mathbf{w}\right\}=\mathbf{g}^{T} \mathbf{g}=\|\mathbf{g}\|^{2}$ the cost function can be expressed as

$$
J(\mathbf{w}, \mathbf{b})=\mathbf{g}^{T} \mathbf{g}-2 \sum_{p=1}^{L} b_{p} \mathbf{g}^{T} \mathbf{R}_{\mathbf{s}}(p) \mathbf{g}+\sum_{p, q=1}^{L} b_{p} b_{q} \mathbf{g}^{T} \mathbf{R}_{\mathbf{s}}(p, q) \mathbf{g}
$$

where the global vector $\mathbf{g}=\mathbf{H}^{T} \mathbf{w}$.
Thus the problem converts to the following one:
Maximize $\mathbf{g}^{T} \mathbf{R} \mathbf{g}$, subject to $\mathbf{g}^{T} \mathbf{g}=c$.
Applying Lemma A.1, we finish the proof.

## 6

# Natural Gradient Approach to Independent Component Analysis 

Two roads diverged in a wood, and I... took the one less travelled by, and that has made all the difference.
-Robert Frost "The Road Not Taken"

In this chapter, fundamental signal processing and information theoretic approaches are presented together with learning algorithms for the problem of adaptive blind source separation (BSS) and Independent Component Analysis (ICA). We discuss recent developments of adaptive learning algorithms based on the natural gradient approach in the general linear, orthogonal and Stiefel manifolds. Mutual information, Kullback-Leibler divergence, and several promising schemes are discussed and reviewed in this chapter, especially for signals with various unknown distributions and unknown number of sources. Emphasis is given to an information-theoretical and information-geometrical unifying approach, adaptive filtering models and associated on-line adaptive nonlinear learning algorithms. We discuss the optimal choice of nonlinear activation functions for various distributions, e.g., Gaussian, Laplacian, impulsive and uniformly-distributed signals based on a generalized-Gaussian-distributed model. Furthermore, family of efficient and flexible algorithms that exploit nonstationarity of signals are also derived.


Fig. 6.1 Block diagram illustrating standard independent component analysis (ICA) and blind source separation (BSS) problem.

### 6.1 BASIC NATURAL GRADIENT ALGORITHMS

Let us consider the simple mixing system illustrated in Fig. 6.1 and described in a vectormatrix form as

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\boldsymbol{\nu}(k), \tag{6.1}
\end{equation*}
$$

where $\mathbf{x}(k)=\left[x_{1}(k), \ldots, x_{m}(k)\right]^{T}$ is a noisy sensor vector, $\mathbf{s}(k)=\left[s_{1}(k), \ldots, s_{n}(k)\right]^{T}$ is a source signal vector, $\boldsymbol{\nu}(k)=\left[\nu_{1}(k), \ldots, \nu_{m}(k)\right]^{T}$ is the noise vector, and $\mathbf{H}$ is an unknown full rank $m \times n$ mixing matrix. It is assumed that only the sensor vector $\mathbf{x}(k)$ is available. The objective is to design a feed-forward or recurrent neural network and an associated adaptive learning algorithm that enables estimation of sources and/or identification of the mixing matrix $\mathbf{H}$ and/or separating matrix $\mathbf{W}$ with good tracking abilities for time variable systems.

The present section is devoted to the analysis of learning algorithms for a typical but simple instantaneous blind source separation problem. Here, we assume that the number of source signals is known and is equal to the number of sensors (with $m=n$ ), so that both $\mathbf{H}$ and $\mathbf{W}$ are nonsingular $n \times n$ matrices. The source signals $s_{i}(k)$ are assumed to be mutually independent with zero-mean $\left(E\left\{s_{i}(k)\right\}=0\right)$. We also assume that additive noise terms $\boldsymbol{\nu}(k)$ are negligible or reduced to be at negligible levels by the preprocessing stated in the previous chapters. The following section gives a prototype of mathematical analysis. We will then relax most of these constraints in later sections.

### 6.1.1 Kullback-Leibler Divergence - Relative Entropy as Measure of Stochastic Independence

In order to obtain a good estimate $\mathbf{y}=\mathbf{W} \mathbf{x}$ of the source signals $\mathbf{s}$, we introduce an objective or loss function $\rho(\mathbf{y}, \mathbf{W})$ in terms of the estimated $\mathbf{y}$ and $\mathbf{W}$. Its expected value, called risk function

$$
\begin{equation*}
\mathcal{R}(\mathbf{W})=E\{\rho(\mathbf{y}, \mathbf{W})\} \tag{6.2}
\end{equation*}
$$

represents measure of mutual independence of output signals $\mathbf{y}(k)$. In other words, the risk function $\mathcal{R}(\mathbf{W})$ should be minimized when the components of $\mathbf{y}$ become independent, that is, when $\mathbf{W}$ is a rescaled permutation of $\mathbf{H}^{-1}$. To achieve this minimization, we use the Kullback-Leibler divergence as a measure of independence. Let $p_{y}(\mathbf{y} ; \mathbf{W})$ be the probability density function of the random variable $\mathbf{y}=\mathbf{W} \mathbf{x}=\mathbf{W H s}$ and $q(\mathbf{y})$ denotes another probability density function of $\mathbf{y}$, in which all the $y_{i}$ are statistically independent. In this case, $q(\mathbf{y})$ can be decomposed into a product form as

$$
\begin{equation*}
q(\mathbf{y})=\prod_{i=1}^{n} q_{i}\left(y_{i}\right) \tag{6.3}
\end{equation*}
$$

This independent distribution is called the reference function and is arbitrary for the moment. We will use the Kullback-Leibler divergence between the distribution $p_{y}(\mathbf{y} ; \mathbf{W})$ of $\mathbf{y}$ obtained by the actual value of $\mathbf{W}$ and the reference distribution $q(\mathbf{y})$ as

$$
\begin{align*}
\mathcal{R}(\mathbf{W}) & =E\{\rho(\mathbf{y}, \mathbf{W})\}=K_{p q}(\mathbf{W})=K\left[p_{y}(\mathbf{y} ; \mathbf{W}) \| q(\mathbf{y})\right] \\
& =\int p_{y}(\mathbf{y} ; \mathbf{W}) \log \frac{p_{y}(\mathbf{y} ; \mathbf{W})}{q(\mathbf{y})} d \mathbf{y} \tag{6.4}
\end{align*}
$$

The Kullback-Leibler divergence is a natural measure of deviation for two probability distributions. Hence, $\mathcal{R}(\mathbf{W})=K_{p q}(\mathbf{W})$ shows how far the distribution $p_{y}(\mathbf{y} ; \mathbf{W})$ is from the reference distribution.

When $q(\mathbf{y})$ is equal to the true distribution $p_{s}(\mathbf{s})$ of source signals, then $p_{y}(\mathbf{y}, \mathbf{W})=$ $p_{s}(\mathbf{y})$ when $\mathbf{W}=\mathbf{H}^{-1}$, because $\mathbf{y}=\mathbf{W} \mathbf{H s}=\mathbf{s}$ in this case. Hence, $K_{p q}$ is a good cost function. However, even when $q(\mathbf{y})$ is not equal to $p_{s}, \mathbf{W}=\mathbf{H}^{-1}$ is still a critical point of $\mathcal{R}(\mathbf{W})=K_{p q}(\mathbf{y}, \mathbf{W})$. This important property follows from information geometric relations between pdfs described by the Pythagorean Theorem 555].

It is interesting to note that most learning algorithms proposed from heuristic considerations can be explained in terms of the above cost function. It is remarkable that the entropy maximization [79, 1322], independent components analysis (ICA) [305, 33, 34, nonlinear PCA [917, 595, and the maximum likelihood approach [149, 869, 1322, 969] are formulated in the above framework, where the only difference arises in the choices of the reference function $q(\mathbf{y})$. If we choose the true distribution of the sources as $q$, we have the maximum likelihood approach. Note that the true distribution is unknown, in general, so that we need to estimate $q(\mathbf{y})$. If we choose the marginalized independent distribution of $p_{y}(\mathbf{y} ; \mathbf{W})$, this leads to ICA [33, 34, 305]. The entropy maximization uses nonlinear transformations $z_{i}=g_{i}\left(y_{i}\right)$ to maximize the joint entropy of $\mathbf{z}$. This is easily shown to be equivalent to choosing [79]

$$
\begin{equation*}
q_{i}\left(y_{i}\right)=\frac{d}{d y_{i}} g_{i}\left(y_{i}\right) \tag{6.5}
\end{equation*}
$$

The Kullback-Leibler divergence always takes nonnegative values, achieving zero if and only if $p_{y}(\mathbf{y})$ and $\mathrm{q}(\mathbf{y})$ are the same distribution. It is invariant with respect to the invertible (monotonic) nonlinear transformations of variables $\left(y_{i}\right)$, including amplitude scaling and permutation in which the variables $y_{i}$ are rescaled and rearranged. For the independent
components analysis problem, we assume that $\mathrm{q}(\mathbf{y})$ is the product of the distribution of independent variables $y_{i}$. It can be the product of the marginal pdfs of $\mathbf{y}$, in particular,

$$
\begin{equation*}
q(\mathbf{y})=\tilde{p}(\mathbf{y})=\prod_{i=1}^{n} p_{i}\left(y_{i}\right) \tag{6.6}
\end{equation*}
$$

where $p_{i}\left(y_{i}\right)$ are the marginal probability density functions of $y_{i}(i=1,2, \ldots, n)$. The marginal pdf is defined by

$$
\begin{equation*}
p_{i}\left(y_{i}\right)=\int_{-\infty}^{\infty} p_{y}(\mathbf{y}) d \check{\mathbf{y}}^{i} \tag{6.7}
\end{equation*}
$$

where the integration is taken over $\check{\mathbf{y}}^{i}=\left[y_{1}, \ldots, y_{i-1} \quad y_{i+1}, \ldots, y_{n}\right]^{T}$ left after removing variable $y_{i}$ from $\mathbf{y}$.

The natural measure of independence can be formulated as

$$
\begin{equation*}
K_{p q}=E\{\rho(\mathbf{y}, \mathbf{W})\}=\int_{-\infty}^{\infty} p_{y}(\mathbf{y}) \log \frac{p_{y}(\mathbf{y})}{\prod_{i=1}^{n} q_{i}\left(y_{i}\right)} d \mathbf{y} \tag{6.8}
\end{equation*}
$$

where $\rho(\mathbf{y}, \mathbf{W})=\log \left(p_{y}(\mathbf{y}) / q(\mathbf{y})\right)$. The Kullback-Leibler divergence can be expressed in terms of mutual information as

$$
\begin{equation*}
K_{p q}=-H(\mathbf{y})-\sum_{i=1}^{n} \int_{-\infty}^{\infty} p_{y}(\mathbf{y}) \log q_{i}\left(y_{i}\right) d \mathbf{y} \tag{6.9}
\end{equation*}
$$

where the differential entropy of the output signals $\mathbf{y}=\mathbf{W} \mathbf{x}$ is defined by

$$
\begin{equation*}
H(\mathbf{y})=-\int_{-\infty}^{\infty} p_{y}(\mathbf{y}) \log p_{y}(\mathbf{y}) d \mathbf{y} \tag{6.10}
\end{equation*}
$$

When $q_{i}\left(y_{i}\right)=\tilde{p}_{i}\left(y_{i}\right)$, taking into account that $d \mathbf{y}=d \check{\mathbf{y}}^{i} d y_{i}$ the second terms in Eq.(6.9) can be expressed by the marginal entropies as

$$
\begin{align*}
& \int_{-\infty}^{\infty} p_{y}(\mathbf{y}) \log \tilde{p}_{i}\left(y_{i}\right) d \mathbf{y}=\int_{-\infty}^{\infty} \log \tilde{p}_{i}\left(y_{i}\right) \int_{-\infty}^{\infty} p_{y}(\mathbf{y}) d \check{\mathbf{y}}^{i} d y_{i} \\
= & \int_{-\infty}^{\infty} \tilde{p}_{i}\left(y_{i}\right) \log \tilde{p}_{i}\left(y_{i}\right) d y_{i}=E\left\{\log \left(\tilde{p}_{i}\left(y_{i}\right)\right)\right\}=-H_{i}\left(y_{i}\right) \tag{6.11}
\end{align*}
$$

Hence, the Kullback-Leibler divergence can be expressed by the difference between $H(\mathbf{y})$ and the marginal entropies $H_{i}\left(y_{i}\right)$ as

$$
\begin{equation*}
K_{p q}=E\{\rho(\mathbf{y}, \mathbf{W})\}=-H(\mathbf{y})+\sum_{i=1}^{n} H_{i}\left(y_{i}\right) \tag{6.12}
\end{equation*}
$$

Assuming $\mathbf{y}=\mathbf{W} \mathbf{x}$, the differential entropy can be expressed by

$$
\begin{equation*}
H(\mathbf{y})=H(\mathbf{x})+\log |\operatorname{det}(\mathbf{W})| \tag{6.13}
\end{equation*}
$$

where $H(\mathbf{x})=-\int_{-\infty}^{\infty} p_{x}(\mathbf{x}) \log p_{x}(\mathbf{x}) d \mathbf{x}$ is independent of matrix $\mathbf{W}$. For general $q$, we obtain a simple cost (risk) function in the same way,

$$
\begin{equation*}
\mathcal{R}=K_{p q}=E\{\rho(\mathbf{y}, \mathbf{W})\}=-H(\mathbf{x})-\log |\operatorname{det}(\mathbf{W})|-\sum_{i=1}^{n} E\left\{\log \left(q_{i}\left(y_{i}\right)\right)\right\} \tag{6.14}
\end{equation*}
$$

It should be noted that term $H(\mathbf{x})$ can be omitted since it is independent of the demixing matrix $\mathbf{W}$.

### 6.1.2 Derivation of Natural Gradient Basic Learning Rules

Since our target is to minimize the expectation of the loss function $\rho(\mathbf{y}, \mathbf{W})$ in (6.14), a simple idea is to use the ordinary stochastic gradient descent on-line learning algorithm given by

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\mathbf{W}(k+1)-\mathbf{W}(k)=-\eta(k) \frac{\partial \rho[\mathbf{y}(k), \mathbf{W}]}{\partial \mathbf{W}} \tag{6.15}
\end{equation*}
$$

where $\eta(k)$ is a learning rate depending on $k$ and $\partial \rho / \partial \mathbf{W}$ is the $n \times n$ gradient matrix whose entries are $\partial \rho / \partial w_{i j}$. We can calculate the gradient matrix $\partial \rho / \partial \mathbf{W}$ by componentwise differentiation. By a simple differential matrix calculus, we obtain

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{W}^{-T}(k)-\mathbf{f}[\mathbf{y}(k)] \mathbf{x}^{T}(k)\right] \tag{6.16}
\end{equation*}
$$

where $\mathbf{W}^{-T}$ is the transpose of the inverse of $\mathbf{W}$ and $\mathbf{f}(\mathbf{y})=\left[f_{1}\left(y_{1}\right), f_{2}\left(y_{2}\right), \ldots, f_{n}\left(y_{n}\right)\right]^{T}$ is the column vector whose $i$-th component is (see Table 6.1)

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=-\frac{d \log q_{i}\left(y_{i}\right)}{d y_{i}}=-\frac{d q_{i}\left(y_{i}\right) / d y_{i}}{q_{i}\left(y_{i}\right)}=-\frac{q_{i}^{\prime}\left(y_{i}\right)}{q_{i}\left(y_{i}\right)}, \tag{6.17}
\end{equation*}
$$

where $q_{i}\left(y_{i}\right)$ are approximate (typically parametric) models of the pdf of source signals $\left\{s_{i}\right\}$. The gradient $-\partial \rho / \partial \mathbf{W}$ represents the steepest decreasing direction of function $\rho$ when the parameter space is Euclidean. In the present case, the parameter space consists of all the nonsingular $n \times n$ matrices $\mathbf{W}$. This is a multiplicative group where the identity $\operatorname{matrix} \mathbf{I}_{n}$ is the unit. Moreover, it is a manifold so that it forms a Lie group. Amari et al. [33, 28, 29, 34] exploited this fact to introduce a natural Riemannian metric to the space of $\mathbf{W}$. They showed that the true steepest descent direction in the Riemannian space of parameters $\mathbf{W}$ is not $\partial \rho / \partial \mathbf{W}$ but

$$
\begin{equation*}
-\frac{\partial \rho(\mathbf{y} ; \mathbf{W})}{\partial \mathbf{W}} \mathbf{W}^{T} \mathbf{W}=\left[\mathbf{I}-\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right] \mathbf{W} \tag{6.18}
\end{equation*}
$$

Hence, the learning algorithm takes the form [33, 34]

$$
\begin{equation*}
\Delta \mathbf{W}(k)=-\eta(k) \frac{\partial \rho(\mathbf{y}, \mathbf{W})}{\partial \mathbf{W}} \mathbf{W}^{T} \mathbf{W}=\eta(k)\left[\mathbf{I}-\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)\right] \mathbf{W}(k) \tag{6.19}
\end{equation*}
$$

This type of learning rule was first introduced in [285, 284, 283] and further developed and analyzed in [28, 29, 33, 34]. This is essentially the same as the relative gradient introduced independently by Cardoso and Laheld [155]. The equivariant property [155] holds in this learning rule, because the underlying Riemannian metric is based on the Lie group structure. Amari [25] showed that the natural gradient learning has a number of desirable properties including the Fisher efficiency.

Alternatively, in order to calculate the gradient of $\rho(\mathbf{y}, \mathbf{W})$ expressed by (6.14), we use the total differential $d \rho$ of $\rho$ when $\mathbf{W}$ is changed from $\mathbf{W}$ to $\mathbf{W}+d \mathbf{W}$ [29, 34]. In the component form,

$$
\begin{equation*}
d \rho=\rho(\mathbf{y}, \mathbf{W}+d \mathbf{W})-\rho(\mathbf{y}, \mathbf{W})=\sum_{i, j} \frac{\partial \rho}{\partial w_{i j}} d w_{i j} \tag{6.20}
\end{equation*}
$$

where the coefficients $\partial \rho / \partial w_{i j}$ represent the gradient of $\rho$. Simple algebraic and differential calculus yields

$$
\begin{equation*}
d \rho=-\operatorname{tr}\left(d \mathbf{W} \mathbf{W}^{-1}\right)+\mathbf{f}^{T}(\mathbf{y}) d \mathbf{y} \tag{6.21}
\end{equation*}
$$

where $\operatorname{tr}$ is the trace of a matrix and $\mathbf{f}(\mathbf{y})$ is a column vector whose components are $f_{i}\left(y_{i}\right)=$ $-q_{i}^{\prime}\left(y_{i}\right) / q_{i}\left(y_{i}\right)$. From $\mathbf{y}=\mathbf{W} \mathbf{x}$, we have

$$
\begin{equation*}
d \mathbf{y}=d \mathbf{W} \mathbf{x}=d \mathbf{W} \mathbf{W}^{-1} \mathbf{y} \tag{6.22}
\end{equation*}
$$

Hence, we denote

$$
\begin{equation*}
d \mathbf{X}=d \mathbf{W} \mathbf{W}^{-1} \tag{6.23}
\end{equation*}
$$

whose components $d x_{i j}$ are linear combinations of $d w_{i j}$. The differentials $\left\{d x_{i j}\right\}$ form a basis of the tangent space of nonsingular matrices $\mathbf{W}$, since they are linear combinations of the basis $\left\{d w_{i j}\right\}$. It should be noted that $d \mathbf{X}=d \mathbf{W} \mathbf{W}^{-1}$ is a non-integrable differential form, so that we do not have a matrix function $\mathbf{X}(\mathbf{W})$ which gives (6.23). Nevertheless, the nonholonomic basis $d \mathbf{X}$ has a definite geometrical meaning and is very useful. It is effective to analyze the differential in terms of $d \mathbf{X}$, since the natural Riemannian gradient [33, 34] is automatically implemented by it and the equivariant properties investigated in [155] automatically hold in this basis. It is easy to rewrite the results in terms of $d \mathbf{W}$ by using (6.23). The gradient $d \rho$ in (6.21) is expressed by the differential form

$$
\begin{equation*}
d \rho=-\operatorname{tr}(d \mathbf{X})+\mathbf{f}^{T}(\mathbf{y}) d \mathbf{X} \mathbf{y} \tag{6.24}
\end{equation*}
$$

This leads to the stochastic gradient learning algorithm:

$$
\begin{equation*}
\Delta \mathbf{X}(k)=-\eta(k) \frac{d \rho}{d \mathbf{X}}=\eta(k)\left[\mathbf{I}-\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right] \tag{6.25}
\end{equation*}
$$



Fig. 6.2 Block diagram of fully connected recurrent network.
in terms of $\Delta \mathbf{X}(k)=\Delta \mathbf{W}(k) \mathbf{W}^{-1}(k)$, or

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\eta(k)\left[\mathbf{I}-\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right] \mathbf{W}(k) \tag{6.26}
\end{equation*}
$$

in terms of $\mathbf{W}(k)$.
Applying the natural gradient (NG) rule (6.18), to the risk function (6.14), we obtain the batch algorithm

$$
\begin{equation*}
\Delta \mathbf{W}=-\eta \frac{\partial K_{p q}}{\partial \mathbf{W}} \mathbf{W}^{T} \mathbf{W}=\eta\left[\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right\rangle\right] \mathbf{W} \tag{6.27}
\end{equation*}
$$

which can be easily converted to on-line algorithms by omitting the average (expectation) operation.
Remark 6.1 We can easily derive similar algorithms for a fully recurrent neural network described by $\mathbf{y}(k)=\mathbf{x}(k)-\widehat{\mathbf{W}} \mathbf{y}(k)$ (see Fig. 6.2). Assuming that the demixing matrix $\mathbf{W}$ (giving $\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k))$ is nonsingular, we have simple relations: $\widehat{\mathbf{W}}=\mathbf{W}^{-1}-\mathbf{I}$ and

$$
\frac{d \mathbf{W}}{d t} \mathbf{W}^{-1}=-\mathbf{W} \frac{d \mathbf{W}^{-1}}{d t}
$$

Hence, we obtain a learning rule first developed by Cichocki and Unbehauen [283]

$$
\begin{equation*}
\Delta \widehat{\mathbf{W}}(k)=-\eta(k)[\widehat{\mathbf{W}}(k)+\mathbf{I}]\left[\mathbf{I}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)\right\rangle\right] \tag{6.28}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\Delta \widehat{\mathbf{H}}(k)=-\eta(k) \widehat{\mathbf{H}}(k)\left[\mathbf{I}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)\right\rangle\right] \tag{6.29}
\end{equation*}
$$

where $\widehat{\mathbf{H}}(k)=\mathbf{W}^{-1}(k)=\widehat{\mathbf{W}}(k)+\mathbf{I}$ is an estimating matrix of the unknown mixing matrix $\mathbf{H}$ (up to permutations and scale factors).

### 6.2 GENERALIZATIONS OF BASIC NATURAL GRADIENT ALGORITHM

### 6.2.1 Nonholonomic Learning Rules

Now, we may present some modifications and extensions of the basic natural gradient learning equation (6.19).

In order to resolve the indeterminacy of scales, the basic NG learning algorithms impose some constraints on the magnitudes of the recovered signals, e.g., $E\left\{f_{i}\left(y_{i}\right) y_{i}\right\}=1$. However, when the source signals are non-stationary and their average magnitudes change rapidly, the constraints force a rapid change in the magnitude of the separating matrix. This is the case with most applications (speech, sounds, biomedical signals, etc.). It is known that this causes numerical instability in some cases. In order to resolve this difficulty, we introduce so-called nonholonomic constraints in the NG learning algorithm in this section [30. This is motivated by the geometrical consideration that the directions of change in the separating matrix $\mathbf{W}$ should be orthogonal to the equivalence class of separating matrices due to the scaling indeterminacy. These constraints are proven to be nonholonomic, so that the proposed algorithm is able to adapt to rapid and/or intermittent changes in the magnitudes of the source signals. The proposed algorithm works well even when the number of sources is overestimated, whereas the existent algorithms do not (assuming the sensor noise is negligibly small), because they amplify the null components not included in the sources.

Let us consider the NG learning algorithm (referred to as the nonholonomic NG algorithm)

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\boldsymbol{\Lambda}(k)-\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)\right] \mathbf{W}(k), \tag{6.30}
\end{equation*}
$$

where $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ is the diagonal positive definite matrix. Amari et al. 34] demonstrated that, when the magnitudes of source signals rapidly change over time or when some of them become zero for a while, the learning algorithm with entries $\lambda_{i i}=f\left(y_{i}\right) y_{i}$ works very well. Such constraints are nonholonomic constraints in the learning algorithm.

Another modification is to use the learning algorithm of the form [276, 283, 285 ,

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\boldsymbol{\Lambda}(k)-\mathbf{y}(k) \boldsymbol{g}^{T}[\mathbf{y}(k)]\right] \mathbf{W}(k) \tag{6.31}
\end{equation*}
$$

This is the modified gradient [51, 276], which is the dual to the natural gradient descent (see Appendix B),

$$
\begin{align*}
\Delta \mathbf{W}(k) & =-\eta(k) \mathbf{W}(k)\left[\frac{\partial K_{p q}(\mathbf{W})}{\partial \mathbf{W}}\right]^{T} \mathbf{W}(k) \\
& =\eta(k)\left[\mathbf{I}-\left\langle\mathbf{y}(k) \boldsymbol{g}^{T}[\mathbf{y}(k)]\right\rangle\right] \mathbf{W}(k) \tag{6.32}
\end{align*}
$$

Here, the nonlinearity $g_{i}\left(y_{i}\right)$ is the inverse of (dual to) the function $f_{i}\left(y_{i}\right)=-\left\{\log q\left(y_{i}\right)\right\}^{\prime}$. The dynamics and the behavior of the nonholonomic learning algorithms are analyzed in [34] (see Appendix D).

More generally, Amari et al. have proposed the following learning rule 25, 29, 34 ,

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\boldsymbol{\Lambda}(k)-\alpha\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)\right\rangle+\beta\left\langle\mathbf{y}(k) \boldsymbol{g}^{T}[\mathbf{y}(k)]\right\rangle\right] \mathbf{W}(k), \tag{6.33}
\end{equation*}
$$

where $\boldsymbol{\Lambda}$ is a diagonal matrix configured to eliminate the diagonal entries in the bracket of the right-hand side, and $\alpha$ and $\beta$ are adequate parameters to be adaptively determined. This guarantees the best performance, that is the most efficient online estimation, provided constants $\alpha$ and $\beta$ are adequately determined. See [29] for details of $\alpha$ and $\beta$.

### 6.2.2 Natural Riemannian Gradient in Orthogonality Constraint

Let us assume that the observation vector $\mathbf{x}(k)=\mathbf{Q} \mathbf{H s}(k)=\mathbf{A s}(k)$ has already been whitened by preprocessing and source signals are normalized, i.e.,

$$
\begin{align*}
\mathbf{R}_{\mathbf{x} \mathbf{x}} & =E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k)\right\}=\mathbf{I}_{m}  \tag{6.34}\\
\mathbf{R}_{\mathbf{s} \mathbf{s}} & =E\left\{\mathbf{s}(k) \mathbf{s}^{T}(k)\right\}=\mathbf{I}_{n} \tag{6.35}
\end{align*}
$$

When $m=n$, from (6.34) and (6.35), we have

$$
\begin{equation*}
\mathbf{A} \mathbf{A}^{T}=\mathbf{I}_{n} \tag{6.36}
\end{equation*}
$$

where the mixing matrix $\mathbf{A}=\mathbf{Q H} \in \mathbb{R}^{n \times n}$ is orthogonal. In such a case, we may consider only orthogonal matrices $\mathbf{W}$ (such that $\mathbf{W}^{-1}=\mathbf{W}^{T}$ ) for recovering the original signals by $\mathbf{y}=\mathbf{W} \mathbf{x}$. The nonholonomic basis is written as

$$
\begin{equation*}
d \mathbf{X}=\mathbf{d} \mathbf{W} \mathbf{W}^{-1}=d \mathbf{W} \mathbf{W}^{T} \tag{6.37}
\end{equation*}
$$

and it is skew-symmetric,

$$
\begin{equation*}
\mathbf{d} \mathbf{X}=-\mathbf{d} \mathbf{X}^{T} \tag{6.38}
\end{equation*}
$$

which is easily shown from

$$
\begin{equation*}
\mathbf{0}=\mathbf{d} \mathbf{I}=d\left(\mathbf{W} \mathbf{W}^{T}\right)=d \mathbf{W} \mathbf{W}^{T}+\mathbf{W} d \mathbf{W}^{T}=d \mathbf{X}+d \mathbf{X}^{T} \tag{6.39}
\end{equation*}
$$

This implies that the gradient

$$
\begin{equation*}
\frac{\partial \rho}{\partial \mathbf{X}}=\frac{\partial \rho}{\partial \mathbf{W}} \mathbf{W}^{T} \tag{6.40}
\end{equation*}
$$

is also skew-symmetric. Hence, we have

$$
\begin{equation*}
\frac{\partial \rho}{\partial \mathbf{X}} \mathbf{W}^{T}=\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}-\mathbf{y} \mathbf{f}^{T}(\mathbf{y}) \tag{6.41}
\end{equation*}
$$

The natural gradient learning algorithm for separating matrix $\mathbf{W} \in \mathbb{R}^{n \times n}$ in the case where data are prewhitened, is given by

$$
\begin{align*}
\mathbf{W}(k+1) & =\mathbf{W}(k)-\eta(k) \tilde{\nabla} \rho(\mathbf{y}, \mathbf{W}) \\
& =\mathbf{W}(k)-\eta(k) \frac{\partial \rho}{\partial \mathbf{X}} \mathbf{W} \tag{6.42}
\end{align*}
$$

It should be noted that the matrix $\mathbf{W}$ is (approximately ${ }^{11}$ orthogonal in each iteration step, so $\mathbf{x}=\mathbf{W}^{T} \mathbf{y}$ and the above algorithm reduces to the following form

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)-\eta(k)\left[\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)-\mathbf{y}(k) \mathbf{f}^{T}(\mathbf{y}(k))\right] \mathbf{W}(k) \tag{6.43}
\end{equation*}
$$

[^36]In practice, due to the skew-symmetry of the term $\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)-\mathbf{y}(k) \mathbf{f}^{T}(\mathbf{y}(k))$, decorrelation (or whitening) processing can be performed simultaneously together with separation. By taking this into account, the algorithm becomes the EASI algorithm proposed Cardoso and Laheld [155]

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\mathbf{y}(k) \mathbf{y}^{T}(k)-\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)+\mathbf{y}(k) \mathbf{f}^{T}(\mathbf{y}(k))\right] \mathbf{W}(k) \tag{6.44}
\end{equation*}
$$

The algorithms aforementioned belong to the class of on-line learning algorithms that are based on stochastic approximation. We can also consider the batch versions of the algorithms by estimating time average instead of instantaneous realization. For example, the batch version of the algorithm (6.44) is given by

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\rangle+\left\langle\mathbf{y}(k) \mathbf{f}^{T}(\mathbf{y}(k))\right\rangle\right] \mathbf{W}(k), \tag{6.45}
\end{equation*}
$$

where $\langle\cdot\rangle$ denotes the time average operation.
Remark 6.2 In the case of $m>n$, we may use $\mathbf{W} \in \mathbb{R}^{n \times m}$, where all the $n$ rows of $\mathbf{W}$ are mutually orthogonal m-dimensional vectors, so that

$$
\begin{equation*}
\mathbf{W} \mathbf{W}^{T}=\mathbf{I}_{n} \tag{6.46}
\end{equation*}
$$

is satisfied. The set of such matrices is called the Stiefel manifold. The natural Riemannian gradient in the Stiefel manifold was calculated by Amari [34] as (see also Edelman, Arias and Smith 418])

$$
\begin{equation*}
\tilde{\nabla} \rho(\mathbf{y}, \mathbf{W})=\nabla \rho(\mathbf{y}, \mathbf{W})-\mathbf{W}[\nabla \rho(\mathbf{y}, \mathbf{W})]^{T} \mathbf{W} \tag{6.47}
\end{equation*}
$$

Using this formula, the natural gradient of the loss function $\rho(\mathbf{y}, \mathbf{W})$ is given by

$$
\begin{equation*}
\tilde{\nabla} \rho(\mathbf{y}, \mathbf{W})=\mathbf{f}(\mathbf{y}) \mathbf{x}^{T}-\mathbf{y} \mathbf{f}^{T}(\mathbf{y}) \mathbf{W} \tag{6.48}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\Delta \mathbf{W}=-\eta \tilde{\nabla} \rho(\mathbf{y}, \mathbf{W}) \tag{6.49}
\end{equation*}
$$

6.2.2.1 Local Stability Analysis The stability conditions for the algorithm (6.27) and the algorithm (6.44) were given by Amari et al. [29] and by Cardoso and Laheld [155], respectively. In this section, we focus on the algorithm (6.44) which employs the natural gradient in the Stiefel manifold.

Since the algorithm (6.44) was derived from the gradient $d \rho=\mathbf{f}^{T}(\mathbf{y}) d \mathbf{W} \mathbf{x}$, we need to calculate its Hessian $d^{2} \rho$ to check the stability of stationary points. Amari et al. have shown that the calculation of Hessian $d^{2} \rho$ is relatively easy if the modified differential coefficient matrix $d \mathbf{X}=d \mathbf{W} \mathbf{W}^{-1}$ is employed [29]. Noting that the modified differential coefficient matrix $d \mathbf{X}$ is skew-symmetric in the orthogonality constraint, we calculate the Hessian $d^{2} \rho$. By using the fact that $d \mathbf{X}$ is skew-symmetric, $d \rho$ can be written as

$$
\begin{align*}
d \rho & =\mathbf{f}^{T}(\mathbf{y}) d \mathbf{y}=\mathbf{f}^{T}(\mathbf{y}) d \mathbf{X} \mathbf{y} \\
& =\sum_{i, j} f_{i}\left(y_{i}\right) d x_{i j} y_{j}=\sum_{i>j}\left\{f_{i}\left(y_{i}\right) y_{j}-f_{j}\left(y_{j}\right) y_{i}\right\} d x_{i j} . \tag{6.50}
\end{align*}
$$

Then the Hessian $d^{2} \rho$ is calculated as

$$
\begin{align*}
d^{2} \rho= & \sum_{i>j} \sum_{k}\left\{f_{i}^{\prime}\left(y_{i}\right) d x_{i k} y_{k} y_{j}-f_{j}^{\prime}\left(y_{j}\right) d x_{j k} y_{k} y_{i}\right. \\
& \left.+f_{i}\left(y_{i}\right) d x_{j k} y_{k}-f_{j}\left(y_{j}\right) d x_{i k} y_{k}\right\} d x_{i j} \tag{6.51}
\end{align*}
$$

Taking into account the normalization constraint $\left(E\left\{y_{i}^{2}\right\}=1\right)$ and the skew-symmetry, $d x_{i j}=-d x_{j i}$, the expected Hessian at $\mathbf{W}=\mathbf{A}^{-1}$ (at desirable solution) is given by

$$
\begin{equation*}
E\left\{d^{2} l\right\}=\sum_{i>j}\left[E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}+E\left\{f_{j}^{\prime}\left(y_{j}\right)\right\}-E\left\{f_{i}\left(y_{i}\right) y_{i}\right\}-E\left\{f_{j}\left(y_{j}\right) y_{j}\right\}\right] d x_{i j}^{2} \tag{6.52}
\end{equation*}
$$

where $f_{i}^{\prime}\left(y_{i}\right)$ denotes the derivative of $f_{i}\left(y_{i}\right)$ with respect to $y_{i}$. From (6.52), the stability conditions are given by

$$
\begin{equation*}
\chi_{i}+\chi_{j}>0 \tag{6.53}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{i}=E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}-E\left\{f_{i}\left(y_{i}\right) y_{i}\right\} \tag{6.54}
\end{equation*}
$$

The stability condition given in (6.53) coincides with that in [147], but we arrived at this result in the framework of the natural gradient in the Stiefel manifold. For each $y_{i}$, the condition

$$
\begin{equation*}
\chi_{i}>0 \tag{6.55}
\end{equation*}
$$

is a sufficient condition for stability.
Amari and Cardoso [28] studied this problem from the point of view of semi-parametric statistical models of information geometry [40, 41]. They treat a general form of learning equations,

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k) \mathbf{F}[\mathbf{y}(k), \mathbf{W}(k)] \mathbf{W}(k) \tag{6.56}
\end{equation*}
$$

for an arbitrary smooth nonlinear matrix function $\mathbf{F}=\left[f_{i j}\right] \in \mathbb{R}^{n \times n}$. The results shows that (1) the diagonal entries $f_{i i}$ of $\mathbf{F}$ can be arbitrary, and (2) general admissible (efficient) forms of $\mathbf{F}$ are spanned by $\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}$. This implies that another form $\mathbf{y} \mathbf{f}^{T}(\mathbf{y})$ is also a good candidate of the learning equation, because it is a linear combination of the former. They have shown that

$$
\begin{equation*}
\mathbf{F}[\mathbf{y}, \mathbf{W}]=\mathbf{\Lambda}-\alpha \mathbf{f}(\mathbf{y}) \mathbf{y}^{T}-\beta \mathbf{y} \mathbf{f}^{T}(\mathbf{y}) \tag{6.57}
\end{equation*}
$$

where $\alpha$ and $\beta$ are suitably chosen coefficients, is the general form of an admissible learning function, where the diagonal entries of $\mathbf{F}$ have arbitrarily assigned nonnegative values.

### 6.3 NATURAL GRADIENT ALGORITHMS FOR BLIND EXTRACTION OF ARBITRARY GROUP OF SOURCES

### 6.3.1 Stiefel Manifolds Approach

Consider the case where we do not want to extract one single source at a time but to extract simultaneously a specified number of sources, say $e$, where $1 \leq e \leq n$, with $m \geq n$. (The number of sensors $m$ is greater or equal to the number of sources $n$ and the number of sources is generally unknown [25]). Let us also assume that the sensor signals are prewhitened, for example, by using the PCA technique described previously. Then, the transformed sensor signals satisfy the condition

$$
\begin{equation*}
\mathbf{R}_{\overline{\mathbf{x}} \overline{\mathbf{x}}}=E\left\{\overline{\mathbf{x}} \overline{\mathbf{x}}^{T}\right\}=\mathbf{I}_{n} \tag{6.58}
\end{equation*}
$$

where $\overline{\mathbf{x}}=\mathbf{x}_{1}=\mathbf{Q} \mathbf{x}$ and new global $n \times n$ mixing matrix $\mathbf{A}=\mathbf{Q} \mathbf{H}$ is orthogonal, that is, $\mathbf{A} \mathbf{A}^{T}=\mathbf{A}^{T} \mathbf{A}=\mathbf{I}_{n}$. Hence, the ideal $n \times n$ separating matrix is $\mathbf{W}_{*}=\mathbf{A}^{-1}=\mathbf{A}^{T}$ for $e=n$.

In order to solve this problem, we can formulate the appropriate cost function expressed by the Kullback-Leibler divergence

$$
\begin{equation*}
K_{p q}=K\left(p\left(\mathbf{y}, \mathbf{W}_{e}\right) \| q(\mathbf{y})\right)=\int p\left(\mathbf{y}, \mathbf{W}_{e}\right) \log \frac{p\left(\mathbf{y}, \mathbf{W}_{e}\right)}{q(\mathbf{y})} d \mathbf{y} \tag{6.59}
\end{equation*}
$$

where $q(\mathbf{y})=\prod_{i=1}^{e} q_{i}\left(y_{i}\right)$ represents an adequate independent probability distribution of the output signals. Hence, the cost function takes the form:

$$
\begin{equation*}
\rho\left(\mathbf{y}, \mathbf{W}_{e}\right)=-\sum_{i=1}^{e} \log q_{i}\left(y_{i}\right) \tag{6.60}
\end{equation*}
$$

subject to constraints $\mathbf{W}_{e} \mathbf{W}_{e}^{T}=\mathbf{I}_{e}$ or equivalently $\mathbf{w}_{i} \mathbf{w}_{j}^{T}=\delta_{i j}$, where $\mathbf{W}_{e} \in \mathbb{R}^{e \times n}$ is a demixing (separating) matrix, with $e \leq n$, and $\mathbf{w}_{i}$ is the $i$-th row vector of matrix $\mathbf{W}_{e}$.

These constraints follow from the simple fact that the mixing matrix $\mathbf{A}=\mathbf{Q} \mathbf{H}$ is a square orthogonal matrix and the demixing matrix $\mathbf{W}_{e}$ should satisfy the following relationship after successful extraction of $p$ sources (ignoring scaling and permutation for simplicity):

$$
\begin{equation*}
\mathbf{W}_{e} \mathbf{A}=\left[\mathbf{I}_{e}, \mathbf{0}_{n-e}\right] . \tag{6.61}
\end{equation*}
$$

We say that the matrix $\mathbf{W}_{e}$ satisfying the above condition forms a Stiefel manifold since its rows are mutually orthogonal $\left(\mathbf{w}_{i} \mathbf{w}_{j}=\delta_{i j}\right)$. In order to satisfy the constraints during the learning process, we employ the following natural gradient formula (Amari 1998) [25]

$$
\begin{equation*}
\Delta \mathbf{W}_{e}(k)=\mathbf{W}_{e}(k+1)-\mathbf{W}_{e}(k)=-\eta\left[\frac{\partial \rho\left(\mathbf{y}, \mathbf{W}_{e}\right)}{\partial \mathbf{W}_{e}}-\mathbf{W}_{e}\left(\frac{\partial \rho\left(\mathbf{y}, \mathbf{W}_{e}\right)}{\partial \mathbf{W}_{e}}\right)^{T} \mathbf{W}_{e}\right] \tag{6.62}
\end{equation*}
$$

It can be shown that the separating matrix $\mathbf{W}_{e}$ satisfies the relation $\mathbf{W}_{e}(k) \mathbf{W}_{e}^{T}(k)=\mathbf{I}_{e}$ in each iteration step on the condition that $\mathbf{W}_{e}(0) \mathbf{W}_{e}^{T}(0)=\mathbf{I}_{e}$.

Applying the natural gradient formula (6.62), we obtain a learning rule:

$$
\begin{equation*}
\mathbf{W}_{e}(k+1)=\mathbf{W}_{e}(k)-\eta(k)\left[\mathbf{f}[\mathbf{y}(k)] \overline{\mathbf{x}}^{T}(k)-\mathbf{y}(k) \mathbf{f}^{T}[\mathbf{y}(k)] \mathbf{W}_{e}(k)\right] \tag{6.63}
\end{equation*}
$$

with initial $\mathbf{W}_{e}(0)$ satisfying the condition $\mathbf{W}_{e}(0) \mathbf{W}_{e}^{T}(0)=\mathbf{I}_{e}$.
It is worth to note, that for $e=n$, the separating matrix $\mathbf{W}_{e}=\mathbf{W}$ is orthogonal and our learning rule simplifies to the well-known algorithm proposed by Cardoso and Laheld in [155]:

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)-\eta(k)\left[\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)-\mathbf{y}(k) \mathbf{f}^{T}[\mathbf{y}(k)]\right] \mathbf{W}(k) \tag{6.64}
\end{equation*}
$$

since $\overline{\mathbf{x}}=\mathbf{Q} \mathbf{x}=\mathbf{Q} \mathbf{H s}=\mathbf{W}^{-1} \mathbf{y}=\mathbf{W}^{T} \mathbf{y}$. The above algorithm can be extended by performing simultaneously prewhitening and blind separation [155]:

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}_{n}-\mathbf{y}(k) \mathbf{y}^{T}(k)-\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)+\mathbf{y}(k) \mathbf{f}^{T}[\mathbf{y}(k)]\right] \mathbf{W}(k) \tag{6.65}
\end{equation*}
$$

Remark 6.3 It can be shown that the separating matrix $\mathbf{W}_{e}(k) \in \mathbb{R}^{e \times n}$ satisfies approximately (for sufficiently small value of learning rate $\eta(k)$ ) the relation $\mathbf{W}_{e}(k) \mathbf{W}_{e}^{T}(k)=\mathbf{I}_{e}$ in each iteration step $k$ on the condition that $\mathbf{W}_{e}(0) \mathbf{W}_{e}^{T}(0)=\mathbf{I}_{e}$ since the above learning rule satisfies approximately the relation:

$$
\begin{equation*}
\Delta \mathbf{W}_{e}(k) \mathbf{W}_{e}^{T}(k)+\mathbf{W}_{e}(k) \Delta \mathbf{W}_{e}^{T}(k)=\mathbf{0} \tag{6.66}
\end{equation*}
$$

### 6.4 GENERALIZED GAUSSIAN DISTRIBUTION MODEL FOR ICA - PRACTICAL IMPLEMENTATION OF THE ALGORITHMS

Optimal nonlinear function $f_{i}\left(y_{i}\right)$ is given by (6.17). However, it requires the knowledge of the probability distributions of sources that are not usually available to us. A variety of hypothesized density model has been used (see Table 6.1). For example, for super-Gaussian source signals, the hyperbolic-Cauchy distribution model leads to the nonlinear function given by

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\tanh \left(\gamma_{i} y_{i}\right) \tag{6.67}
\end{equation*}
$$

typically, with $\gamma_{i}=1 / \sigma_{y_{i}}^{2}$. For sub-Gaussian source signals, cubic nonlinear function $\mathbf{f}_{i}\left(y_{i}\right)=$ $y_{i}^{3}$ has been a favorite choice. For mixtures of sub- and super-Gaussian source signals, according to the estimated kurtosis of the extracted signals, nonlinear function can be selected from two different choices 399]. Several approaches 491, 276, 488] are already available. In this section, we present an adaptive nonlinear function derived using the generalized Gaussian density model [276, 275, 232]. It will be shown that the nonlinear function is self-adaptive and controlled by the Gaussian exponent.

Let us assume that the source signals have the generalized Gaussian distribution of the form 276, 275, 232]:

$$
\begin{equation*}
q_{i}\left(y_{i}\right)=\frac{r_{i}}{2 \sigma_{i} \Gamma\left(1 / r_{i}\right)} \exp \left(-\frac{1}{r_{i}}\left|\frac{y_{i}}{\sigma_{i}}\right|^{r_{i}}\right) \tag{6.68}
\end{equation*}
$$



Fig. 6.3 (a) Plot of the generalized Gaussian pdf for various values of parameter $r$ (with $\sigma^{2}=1$ ) and (b) corresponding nonlinear activation functions.
where $r_{i}>0$ is a variable parameter, $\Gamma(r)=\int_{0}^{\infty} y^{r-1} \exp (-y) d y$ is the gamma function and $\sigma_{i}^{r}=E\left\{\left|y_{i}\right|^{r}\right\}$ is a generalized measure of variance known as the dispersion of the distribution. The parameter $r_{i}$ can change from zero, through 1 (Laplace distribution) and $r_{i}=2$ (standard Gaussian distribution), to $r_{i}$ going to infinity (for uniform distribution) (see Fig. 6.3 (a), (b)).

The optimal normalized nonlinear activation functions ${ }^{[2]}$ can be expressed in such cases as:

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=-\frac{d \log \left(q_{i}\left(y_{i}\right)\right)}{d y_{i}}=\left|y_{i}\right|^{r_{i}-1} \operatorname{sign}\left(y_{i}\right), \quad r_{i} \geq 1 \tag{6.69}
\end{equation*}
$$

Taking into account that $\operatorname{sign}(y)=y /|y|$, we obtain (see Fig. 6.3 (b))

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\frac{y_{i}}{\left|y_{i}\right|^{2-r_{i}}} . \tag{6.70}
\end{equation*}
$$

In the special case of spiky or impulsive signals, the parameters $r_{i}$ can take the values between zero and one. In such a case, we can use the slightly modified activation functions

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\frac{y_{i}}{\left[\left|y_{i}\right|^{2-r_{i}}+\epsilon\right]}, \quad 0<r_{i}<1, \tag{6.71}
\end{equation*}
$$

[^37]where $\epsilon$ is a very small positive parameter (typically $10^{-4}$ ), which avoids the singularity of the function when $y_{i}=0$. Alternatively, we can take the moving average of the instantaneous values of the nonlinear function as
\[

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\frac{y_{i}}{\left.\left.\langle | y_{i}\right|^{2-r_{i}}\right\rangle}=\frac{y_{i}(k)}{\widehat{\sigma}_{i}^{\left(2-r_{i}\right)}(k)}, \quad 0 \leq r_{i}<\infty \tag{6.72}
\end{equation*}
$$

\]

with estimation of $\widehat{m}_{2-r_{i}}=\widehat{\sigma}_{i}^{\left(2-r_{i}\right)}$ by the moving average as

$$
\begin{equation*}
\widehat{\sigma}_{i}^{\left(2-r_{i}\right)}(k+1)=\left(1-\eta_{0}\right) \widehat{\sigma}_{i}^{\left(2-r_{i}\right)}(k)+\eta_{0}\left|y_{i}(k)\right|^{2-r_{i}} . \tag{6.73}
\end{equation*}
$$

Such an activation function can be considered as a "linear" time variable function modulated in time by the fluctuating estimated moment $m_{2-r_{i}}=\widehat{\sigma}_{i}^{\left(2-r_{i}\right)}$.

The parameters $r_{i}$ can be fixed if some a priori knowledge about the statistics of the source signals is available or obtained through learning. The stochastic gradient-based rule for adjusting parameter $r_{i}(k)$ takes the form

$$
\begin{array}{r}
\Delta r_{i}(k)=-\eta_{i}(k) \frac{\partial \rho}{\partial r_{i}}=\eta_{i}(k) \frac{\partial \log \left(q_{i}\left(y_{i}\right)\right)}{\partial r_{i}} \\
\cong \eta_{i}(k) \frac{0.1 r_{i}(k)+\left|y_{i}(k)\right|^{r_{i}(k)}\left(1-\log \left(\left|y_{i}(k)\right|^{r_{i}(k)}\right)\right.}{r_{i}^{2}(k)} \tag{6.75}
\end{array}
$$

It is interesting to note that, in the special case of spiky signals for $r_{i}=0$, we obtain as the optimal function a "linear" time-variable function proposed by Matsuoka et al. [832] as

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\frac{y_{i}}{\left.\left.\langle | y_{i}\right|^{2}\right\rangle}=\frac{y_{i}(k)}{\widehat{\sigma}_{i}^{2}(k)} \tag{6.76}
\end{equation*}
$$

Analogously, for $r_{i}=1$ (Laplace distribution), we obtain

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\frac{y_{i}}{\langle | y_{i}| \rangle}=\frac{y_{i}(k)}{\widehat{\sigma}_{i}(k)} \tag{6.77}
\end{equation*}
$$

and for large $r_{i} \gg 1$, say $r_{i}=10$ (approximately uniform distribution)

$$
\begin{equation*}
\left.f_{i}\left(y_{i}\right)=\left.y_{i}(k)\langle | y_{i}(k)\right|^{8}\right\rangle=y_{i}(k) \widehat{\sigma}_{i}^{8}(k) \tag{6.78}
\end{equation*}
$$

Remark 6.4 It should be noted that such an activation function satisfies the conditions

$$
\begin{equation*}
\left\langle f_{i}\left(y_{i}\right) y_{i}\right\rangle=1, \quad \forall i \tag{6.79}
\end{equation*}
$$

independently of the non-zero variance of the output signals. Hence, the normalization of scales of the output signals in the learning algorithm is automatically taken into account (cf. nonholonomic constraints (34]).

Table 6.1 Typical pdf $q(y)$ and corresponding normalized activation functions $f(y)=-d \log q(y) / d y$.

| Name | Density Function $q(y)$ | Activation Function $f(y)$ |
| :--- | :--- | :--- |
| Gaussian | $\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{\|y\|^{2}}{2 \sigma^{2}}\right)$ | $\frac{y}{\sigma^{2}}$ |
| Laplace | $\frac{1}{2 \sigma} \exp \left(-\frac{\|y\|}{\sigma}\right)$ | $\frac{\operatorname{sign}(y)}{\sigma}$ |
| Cauchy | $\frac{1}{\pi \sigma} \frac{1}{1+(y / \sigma)^{2}}$ | $\frac{2 y}{\sigma^{2}+y^{2}}$ |

Hyperbolic
cosine $\frac{1}{\pi \cosh \left(y / \sigma^{2}\right)} \quad \tanh \left(y / \sigma^{2}\right)$
$\left.\begin{array}{lll}\text { Unimodal } & \frac{\exp \left(-2 \sigma^{-2} y\right)}{\left(1+\exp \left(-2 \sigma^{-2} y\right)\right)^{2}} & \tanh \left(y / \sigma^{2}\right) \\ \hline \text { Triangular } & \frac{1}{\sigma(1-|y| / \sigma)} \\ & |y|<\sigma\end{array}\right] \frac{\operatorname{sign}(y)}{\sigma(1-|y| / \sigma)}$
$\begin{array}{lll}\text { Generalized } & \frac{r}{2 \sigma \Gamma(1 / r)} \exp \left(-\frac{1}{r}\left|\frac{y}{\sigma}\right|^{r}\right) & \frac{|y|^{r-1}}{\sigma^{r}} \operatorname{sign}(y) \\ \text { Gaussian } & r \geq 1\end{array}$

Robust $\quad \frac{r}{2 \sigma \Gamma(1 / r)} \exp \left(-\left|\frac{\rho(y)}{\sigma}\right|^{r}\right)$
Generalized $\quad \rho(y)$ - robust function $\quad \frac{|\rho(y)|^{r-1}}{\sigma^{r}} \frac{\partial \rho}{\partial y}$
Gaussian $\quad r \geq 1$

More generally, for the mixture of sub- and super-Gaussian signals distorted by impulsive noise (with large outliers), using this model and Amari's natural gradient approach, we may use a learning algorithm of the form

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta \mathbf{F}(\mathbf{y}) \mathbf{W}(k) \tag{6.80}
\end{equation*}
$$

with diagonal matrix $\boldsymbol{\Lambda}(k)=\operatorname{diag}\left\{\mathbf{f}(\mathbf{y}(k)) \boldsymbol{g}^{T}(\mathbf{y}(k))\right\}$ and the elements of matrix $\mathbf{F}(\mathbf{y})$ defined by

$$
f_{i j}= \begin{cases}-f_{i}\left(y_{i}\right) y_{j}, & \text { for } \gamma_{i j}<1  \tag{6.81}\\ -y_{i} f_{j}\left(y_{j}\right), & \text { otherwise }\end{cases}
$$

where $\gamma_{i j}=\sigma_{i}^{2} \sigma_{j}^{2} E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\} E\left\{f_{j}^{\prime}\left(y_{j}\right)\right\}$ and $f_{i}\left(y_{i}\right)=y_{i} /\left(\left|y_{i}\right|^{2-r_{i}}+\epsilon\right)$ with $r_{i}$ between zero and one (see Appendix C).

Alternatively, after some simplifications, we can use the learning rule (6.80) with diagonal matrix $\boldsymbol{\Lambda}(k)=\operatorname{diag}\left\{\mathbf{f}(\mathbf{y}(k)) \boldsymbol{g}^{T}(\mathbf{y}(k))\right\}$ and with robust adaptive time-variable activation functions with respect to outliers [276, 275]

$$
\begin{align*}
& f_{i}\left(y_{i}\right)=\left\{\begin{array}{l}
\frac{y_{i}}{\widehat{\sigma}_{i}^{2-r_{i}}} \text { for } \kappa_{4}\left(y_{i}\right)>\delta_{0}, \\
y_{i} \text { otherwise, }
\end{array}\right.  \tag{6.82}\\
& g_{i}\left(y_{i}\right)=\left\{\begin{array}{l}
y_{i} \text { for } \kappa_{4}\left(y_{i}\right)>-\delta_{0} \\
\frac{y_{i}}{\widehat{\sigma}_{i}^{2-r_{i}}} \text { otherwise },
\end{array}\right. \tag{6.83}
\end{align*}
$$

where $\kappa_{4}\left(y_{i}\right)=E\left\{y_{i}^{4}\right\} / E^{2}\left\{y_{i}^{2}\right\}-3$ is the normalized value of kurtosis and $\delta_{0} \geq 0$ is a small threshold. The learning algorithm (6.80), with (6.82) -(6.83) monitors and estimates the statistics of each output signal, depending on the sign or value of its normalized kurtosis (which is a measure of distance from the Gaussianity). It then automatically selects (or switches) suitable nonlinear activation functions, such that successful (stable) separation of all the non-Gaussian source signals is possible. In this approach, the activation functions are adaptive time-varying nonlinearities.

Similar methods can be applied for other parameterized distributions. For example, for the generalized Cauchy distribution defined in terms of three parameters $r_{i}>0, v_{i}>0$ and $\sigma_{i}^{2}$ (see Fig. 6.4 (a) and (b))

$$
\begin{equation*}
q_{i}\left(y_{i}\right)=\frac{B\left(r_{i}, v_{i}\right)}{\left(1+\frac{1}{v_{i}}\left[\frac{y_{i}}{A\left(r_{i}\right)}\right]^{r_{i}}\right)^{v_{i}+1 / r_{i}}} \tag{6.84}
\end{equation*}
$$

with $A\left(r_{i}\right)=\left[\sigma_{i}^{2} \Gamma\left(1 / r_{i}\right) / \Gamma\left(3 / r_{i}\right)\right]^{1 / 2}$ and $B\left(r_{i}, v_{i}\right)=r_{i} v_{i}^{-1 / r_{i}} \Gamma\left(r_{i}+1 / r_{i}\right) / 2 A\left(r_{i}\right) \Gamma\left(v_{i}\right) \Gamma\left(1 / r_{i}\right)$, we have the following activation function (see Fig. 6.4)

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\frac{\left(v_{i} r_{i}+1\right)}{\left(v_{i}\left|A\left(r_{i}\right)\right|^{r_{i}}+\left|y_{i}\right|^{r_{i}}\right)}\left|y_{i}\right|^{r_{i}-1} \operatorname{sign}\left(y_{i}\right) \tag{6.85}
\end{equation*}
$$

Similarly, for the generalized Rayleigh distribution, one obtains $f_{i}\left(y_{i}\right)=\left|y_{i}\right|^{r_{i}-2} y_{i}$ for complex-valued signals and coefficients.


Fig. 6.4 (a) Plot of generalized Cauchy pdf for various values of parameter $r$ (with $\sigma^{2}=1$ ) and (b) corresponding nonlinear activation functions.

### 6.4.1 The Moments of the Generalized Gaussian Distribution

In order to fully understand the generalized Gaussian distribution, it is useful to look at its moments (especially the 2 nd and 4 th moments which give the kurtosis). The $n$-th moment of the generalized Gaussian distribution is given by

$$
\begin{equation*}
m_{n}=\int_{-\infty}^{\infty} y^{n} p(y ; r) d y \tag{6.86}
\end{equation*}
$$

If $n$ is odd, the integrand is the product of an even function and an odd function over the whole real line, which integrates to zero. In particular, this implies that the mean of the distribution given in (6.68) is zero and it is symmetric about its mean (which means its skewness is zero).

The even moments, on the other hand, completely characterize the distribution. In computing these moments, we use the following integral formula 232

$$
\begin{equation*}
\int_{0}^{\infty} y^{\nu-1} e^{-\mu y^{a}} d y=\frac{1}{a} \mu^{-\frac{1}{\nu}} \Gamma\left(\frac{\nu}{a}\right) \tag{6.87}
\end{equation*}
$$

The 2nd moment of the generalized Gaussian distribution is determined by

$$
\begin{align*}
m_{2} & =\int_{-\infty}^{\infty} y^{2} p(y ; r) d y \\
& =2 \int_{0}^{\infty} y^{2} \frac{r}{2 \sigma \Gamma\left(\frac{1}{r}\right)} e^{-\left|\frac{y}{\sigma}\right|^{r}} d y \tag{6.88}
\end{align*}
$$

We are integrating only over the positive values of $y$, we can remove the absolute value in the exponent. Thus

$$
\begin{equation*}
m_{2}=\frac{r}{\sigma \Gamma\left(\frac{1}{r}\right)} \int_{0}^{\infty} y^{2} e^{-\left(\frac{y}{\sigma}\right)^{r}} d y \tag{6.89}
\end{equation*}
$$

Making the substitution $z=\frac{y}{\sigma}(d y=\sigma d z)$, we find

$$
\begin{equation*}
m_{2}=\frac{r \sigma^{2}}{\Gamma\left(\frac{1}{r}\right)} \int_{0}^{\infty} z^{2} e^{-z^{r}} d z \tag{6.90}
\end{equation*}
$$

Invoking the integral formula (6.87), we have

$$
\begin{equation*}
m_{2}=\sigma^{2} \frac{\Gamma\left(\frac{3}{r}\right)}{\Gamma\left(\frac{1}{r}\right)} \tag{6.91}
\end{equation*}
$$

In a similar way, we can find the 4 th moment given by

$$
\begin{equation*}
m_{4}=\sigma^{4} \frac{\Gamma\left(\frac{5}{r}\right)}{\Gamma\left(\frac{1}{r}\right)} \tag{6.92}
\end{equation*}
$$

In general, the $(2 k)$-th moment is given by

$$
\begin{equation*}
m_{2 k}=\sigma^{2 k} \frac{\Gamma\left(\frac{2 k+1}{r}\right)}{\Gamma\left(\frac{1}{r}\right)} \tag{6.93}
\end{equation*}
$$

### 6.4.2 Kurtosis and Gaussian Exponent

The kurtosis is a dimensionless quantity. It measures the relative peakedness or flatness of a distribution. A distribution with positive kurtosis is termed leptokurtic (super-Gaussian). A distribution with negative kurtosis is termed platykurtic (sub-Gaussian). The normalized kurtosis of a distribution is defined in terms of the 2nd- and 4th-order moments as

$$
\begin{equation*}
\kappa(y)=\frac{m_{4}}{m_{2}^{2}}-3 \tag{6.94}
\end{equation*}
$$

where the constant term -3 makes the value zero for standard normal distribution.
For a generalized Gaussian distribution, the kurtosis can be expressed in terms of the Gaussian exponent, given by

$$
\begin{equation*}
\kappa_{4}=\frac{\Gamma\left(\frac{5}{r}\right) \Gamma\left(\frac{1}{r}\right)}{\Gamma^{2}\left(\frac{3}{r}\right)}-3 \tag{6.95}
\end{equation*}
$$

The plot of kurtosis $\kappa_{4}$ versus the Gaussian exponent $r$ for leptokurtic (sub-Gaussian) and platykurtic (super-Gaussian) signals are shown in Figure 6.5.


Fig. 6.5 The plot of kurtosis $\kappa_{4}(r)$ versus Gaussian exponent $r$ : (a) for leptokurtic signal; (b) for platykurtic signal [232].

### 6.4.3 The Flexible ICA Algorithm

From the parameterized generalized Gaussian density model, the nonlinear function in the algorithm (6.44) is given by [232, 276, 275]

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=-\frac{d \log q_{i}\left(y_{i}\right)}{d y_{i}}=\left|y_{i}\right|^{r_{i}-1} \operatorname{sign}\left(y_{i}\right), \tag{6.96}
\end{equation*}
$$

where $\operatorname{sign}\left(y_{i}\right)$ is the sign function of $y_{i}$.
Note that for $r_{i}=1, f_{i}\left(y_{i}\right)$ in (6.96) becomes a sign function (which can also be derived from the Laplacian density model for sources). The sign nonlinear function is favorable for the separation of speech signals since natural speeches is often modelled as Laplacian distribution. Note also that for $r_{i}=4, f_{i}\left(y_{i}\right)$ in (6.96) becomes a cubic function, which is known to be a good choice for the sub-Gaussian sources.

In order to select a proper value of the Gaussian exponent $r_{i}$, we estimate the kurtosis of the output signal $y_{i}$ and select the corresponding $r_{i}$ from the relationship in Figure 6.5. The kurtosis of $y_{i}, \kappa_{i}$ can be estimated via the following iterative algorithm:

$$
\begin{equation*}
\kappa_{i}^{(k)}=\frac{m_{4 i}^{(k)}}{\left[m_{2 i}^{(k)}\right]^{2}}-3, \tag{6.97}
\end{equation*}
$$

where

$$
\begin{align*}
m_{4 i}^{(k)} & =\left(1-\eta_{0}\right) m_{4 i}^{(k-1)}+\eta_{0}\left|y_{i}(k)\right|^{4},  \tag{6.98}\\
m_{2 i}^{(k)} & =\left(1-\eta_{0}\right) m_{2 i}^{(k-1)}+\eta_{0}\left|y_{i}(k)\right|^{2}, \tag{6.99}
\end{align*}
$$

and $\eta_{0}$ is a small constant, say, 0.01 .
In the general case, the estimated kurtosis of the demixing filter output does not exactly match the kurtosis of the original source. However, it provides an idea whether the estimated
source is a sub-Gaussian signal or super-Gaussian signal. Moreover, it was shown [149, 25] that the performance of source separation is not degraded even if the hypothesized density does not match the true density. From these reasons, we suggest a practical method where only several different forms of nonlinear functions are used [232].

The kurtosis of platykurtic source does not change much as the Gaussian exponent varies (see Figure 6.5 (b)), so we use $r_{i}=4$ if the estimated kurtosis of $y_{i}$ is negative. The cubic nonlinearity for the sub-Gaussian source is also involved with the kurtosis minimization method [155]. For the leptokurtic source, one can see the kurtosis varies much according to the Gaussian exponent (see Figure 6.5 (a)). Thus we suggest several different values of $r_{i}$, in contrast to the case of sub-Gaussian source. From our experience, two or three different values of the Gaussian exponent are enough to handle various super-Gaussian sources.

Several different nonlinear functions were suggested in the flexible ICA algorithm [232]. Here, we discuss the stability of stationary points of the algorithm ( $\overline{(6.44)}$ for three different cases: (1) $r_{i}=4$ for $\kappa_{i}<0 ;(2) r_{i}=1 ;(3) r_{i}=.8$ for $\kappa_{i}>0$ [232].

Case 1: $r_{i}=4$ - sub-Gaussian distributions.

The choice of $r_{i}=4$ was suggested for the sub-Gaussian source ( $\kappa_{i}<0$ ). The choice of $r_{i}=4$ results in the cubic nonlinear function, i.e., $f_{i}\left(y_{i}\right)=\left|y_{i}\right|^{2} y_{i}$. With this selection, one can easily see that the left-hand side of (6.55) is the kurtosis of $y_{i}$ multiplied by -1 . Since $y_{i}$ is sub-Gaussian, the condition (6.55) is satisfied.

## Case 2: $r_{i}=1$ - Laplacian distribution.

With the choice of $r_{i}=1$, the generalized Gaussian density (6.68) becomes Laplacian density, i.e.,

$$
\begin{equation*}
q_{i}\left(y_{i}\right)=\frac{1}{2 \sigma_{i}} e^{-\left|\frac{y_{i}}{\sigma_{i}}\right|} \tag{6.100}
\end{equation*}
$$

The choice of $r_{i}=1$ leads to the sign function (hard limiter), i.e.,

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\operatorname{sign}\left(y_{i}\right)=\frac{y_{i}}{\left|y_{i}\right|} \tag{6.101}
\end{equation*}
$$

In order to calculate the derivative of the sign function, we model it as the sum of two unit step functions, i.e.,

$$
\begin{equation*}
\operatorname{sign}\left(y_{i}\right)=u\left(y_{i}\right)-u\left(-y_{i}\right) \tag{6.102}
\end{equation*}
$$

where $u\left(y_{i}\right)$ is the unit step function. Then, we can calculate the derivative, $f_{i}^{\prime}\left(y_{i}\right)$

$$
\begin{equation*}
f_{i}^{\prime}\left(y_{i}\right)=2 \delta\left(y_{i}\right) \tag{6.103}
\end{equation*}
$$

where $\delta$ means Dirac's delta. We compute $E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}$

$$
\begin{equation*}
E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}=\int_{-\infty}^{\infty} 2 \delta\left(y_{i}\right) \frac{1}{2 \sigma_{i}} e^{-\left|\frac{y_{i}}{\sigma_{i}}\right|} d y_{i}=\frac{1}{\sigma_{i}} \tag{6.104}
\end{equation*}
$$

We also compute $E\left\{f_{i}\left(y_{i}\right) y_{i}\right\}$

$$
\begin{equation*}
E\left\{f_{i}\left(y_{i}\right) y_{i}\right\}=E\left\{\left|y_{i}\right|\right\}=\sigma_{i} \tag{6.105}
\end{equation*}
$$

The normalized constraint, $E\left\{y_{i}^{2}\right\}=1$ gives

$$
\begin{equation*}
E\left\{y_{i}^{2}\right\}=2 \sigma_{i}^{2}=1 \tag{6.106}
\end{equation*}
$$

Then, we have $\sigma_{i}=\sqrt{\frac{1}{2}}$. Note that $\chi_{i}$ is given by

$$
\begin{equation*}
\chi_{i}=\frac{1-\sigma_{i}^{2}}{\sigma_{i}} \tag{6.107}
\end{equation*}
$$

Since $\lambda_{i}=\sqrt{\frac{1}{2}}, \chi_{i}$ is positive for $\kappa_{i}>0$.
Case 3: $r_{i}<1$ - sparse distribution.
For highly peaky sources $\kappa_{i} \gg 1$ ), it might be desirable to choose the value of $r_{i}$ less than 1. This gives a non-increasing nonlinear function. With this choice, the nonlinear function is singular around the origin. Thus in practical application, for $y_{i} \in[-\epsilon, \epsilon]$ where $\epsilon$ is a very small positive number, the corresponding nonlinear function is restricted to have constant values.

The variance of $y_{i}$ for the generalized Gaussian distribution is given by [232]

$$
\begin{equation*}
E\left\{y_{i}^{2}\right\}=\sigma_{i}^{2} \frac{\Gamma\left(\frac{3}{r_{i}}\right)}{\Gamma\left(\frac{1}{r_{i}}\right)} . \tag{6.108}
\end{equation*}
$$

From the normalization constraint, $E\left\{y_{i}^{2}\right\}=1, \sigma_{i}$ has the following value,

$$
\begin{equation*}
\sigma_{i}=\sqrt{\frac{\Gamma\left(\frac{1}{r_{i}}\right)}{\Gamma\left(\frac{3}{r_{i}}\right)}} \tag{6.109}
\end{equation*}
$$

Besides the region for $y_{i} \in[-\epsilon, \epsilon]$, we can compute $E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}$ and $E\left\{f_{i}\left(y_{i}\right) y_{i}\right\}$ given by

$$
\begin{align*}
& E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}=\left.\int_{-\infty}^{\infty}\left(r_{i}-2\right)\left|y_{i}\right|\right|^{\left(r_{i}-2\right)} \frac{r_{i}}{2 \sigma_{i} \Gamma\left(\frac{1}{r_{i}}\right)} e^{-\frac{\left|y_{i}\right| \Gamma_{i}}{\sigma_{i}^{i}}} d y_{i} \\
&=\frac{\left(r_{i}-2\right) \sigma_{i}^{r_{i}-2}}{\Gamma\left(\frac{1}{r_{i}}\right)} \Gamma\left(\frac{r_{i}-1}{r_{i}}\right), \\
& E\left\{f_{i}\left(y_{i}\right) y_{i}\right\}=\int_{-\infty}^{\infty} y_{i}\left|y_{i}\right|\left(r_{i}-1\right) \\
& \operatorname{sign}\left(y_{i}\right) \frac{r_{i}}{2 \sigma_{i} \Gamma\left(\frac{1}{r_{i}}\right)} e^{-\frac{\left|y i_{i}\right|^{r_{i}}}{\sigma_{i}^{i}}} d y_{i}  \tag{6.110}\\
&=\frac{r_{i} \sigma_{i}^{r_{i}+1}}{\Gamma\left(\frac{1}{r_{i}}\right)} \frac{1}{r_{i}} \Gamma\left(\frac{r_{i}+1}{r_{i}}\right) .
\end{align*}
$$

Note that the gamma function $\Gamma(x)$ has many singular points especially for $x<0$. Thus special care is required with the choice of $r_{i}<1$. For instance, the choice of $r_{i}=0.5$ does not satisfy the condition (6.55) since $\Gamma(-1)=\infty$. For the case of $r_{i}=0.8$, one can easily see that the stability condition (6.55) is satisfied.

Summarizing, in this section we derived and analyzed unsupervised adaptive on-line and micro batch algorithms for blind separation of sources (BSS), especially when the source signals are nonstationary and they have spiky (impulsive) behavior. The algorithms are applicable to mixtures of an unknown number of independent source signals with unknown statistics [276, 275]. Nonlinear activation functions are rigorously derived by assuming that the sources are modelled by generalized Gaussian distributions. As a special case, we derived and justified the time variable "linear" activation function

$$
\begin{equation*}
f\left(y_{i}\right)=\frac{y_{i}(k)}{\left\langle y_{i}^{2}\right\rangle}=\frac{y_{i}(k)}{\hat{\sigma}_{y_{i}}^{2}} \tag{6.111}
\end{equation*}
$$

proposed by Matsuoka et al. [832] for the blind separation of nonstationary signals. Applying the moving average estimation to the output variance $\widehat{\sigma}_{i}^{2}=\left\langle y_{i}^{2}\right\rangle$, we may use the same concept even for stationary signals since the estimation of variance continuously fluctuates in time. Extensive computer simulations have confirmed that the proposed algorithms are able to separate spiky and non-stationary sources (such as biomedical signals, especially magnetoencephalographic (MEG) signals) [276, 275, 127, 631, 34 .

### 6.4.4 Pearson Model

The Generalized Gaussian and Cauchy pdf models discussed in the previous section belong to symmetric distribution families and the natural gradient algorithm based on these models may fail to perform successfully separation of independent sources with a strongly asymmetric (skewed) distributions or non Gaussian sources with close to zero kurtosis.

Wide class of distributions both symmetric and asymmetric can be modelled by Pearson system described by the differential equation 684]

$$
\begin{equation*}
q^{\prime}(y)=\frac{(y-a) q(y)}{b_{0}+b_{1} y+b_{2} y^{2}} \tag{6.112}
\end{equation*}
$$

where $a, b_{0}, b_{1}$ and $b_{2}$ are the parameters depending on distribution of estimated sources. The optimal activation function according to Eq. (refoptimfunfy) for the Pearson system can be expressed as

$$
\begin{equation*}
f(y)=-\frac{q^{\prime}(y)}{q(y)}=\frac{a-y}{b_{0}+b_{1} y+b_{2} y^{2}} \tag{6.113}
\end{equation*}
$$

Many widely used distributions, including beta, gamma, normal and Student's $t$ distribution are special forms of the Pearson model. The parameters $a, b_{0}, b_{1}$ and $b_{2}$ can be estimated
directly by the method of moments 684] as

$$
\begin{align*}
a=b_{1} & =-\frac{m_{3}\left(m_{4}+3 m_{2}^{2}\right)}{d}  \tag{6.114}\\
b_{0} & =-\frac{m_{2}\left(4 m_{2} m_{4}-3 m_{3}^{2}\right)}{d}  \tag{6.115}\\
b_{2} & =-\frac{\left(2 m_{2} m_{4}-3 m_{3}^{2}-6 m_{2}^{3}\right)}{d} \tag{6.116}
\end{align*}
$$

where $d=10 m_{2} m_{4}-18 m_{2}^{3}-12 m_{3}^{2}$ and $m_{2}, m_{3}, m_{4}$ denote the second, third and fourth order sample moments of $y$. The advantage of using the Person system is that it enables efficiently to separate sources with unsymmetrical distributions.

### 6.5 NATURAL GRADIENT ALGORITHMS FOR NON-STATIONARY SOURCES

In many applications, e.g., speech or biomedical applications, signals are non-stationary. The objective of this section is to derive natural gradient learning algorithms for nonstationary sources (in the sense that their variances are time varying).

The key assumption in source separation lies in the statistical independence of sources. When sources are mutually independent and are also temporally i.i.d. non-Gaussian signals, it is necessary to use higher-order statistics to achieve source separation. In such a case, source separation is related to independent component analysis (ICA), where the goal is to decompose multivariate data into a linear sum of non-orthogonal basis vectors with basis coefficients being statistically independent. When sources are nonstationary only the second-order statistics is sufficient for blind source separation. Methods based on this observation include algorithms described in Chapter 4. The nonstationarity of source was first exploited by Matsuoka et al. in the context of blind source separation [832].

### 6.5.1 Model Assumptions

Throughout this section, as in [832, the following assumptions are made:
AS1 The mixing matrix $\mathbf{H}$ has a full column rank.
AS2 Source signals $\left\{s_{i}(k)\right\}$ are statistically independent with zero-mean. This implies that the covariance matrix of source signal vector, $\mathbf{R}_{\mathbf{s s}}=E\left\{\mathbf{s}(k) \mathbf{s}^{T}(k)\right\}$ is a diagonal matrix, i.e.,

$$
\begin{equation*}
\mathbf{R}_{\mathbf{s s}}=\operatorname{diag}\left\{\sigma_{s_{1}}^{2}(k), \sigma_{s_{2}}^{2}(k), \ldots, \sigma_{s_{n}}^{2}(k)\right\} \tag{6.117}
\end{equation*}
$$

where $\sigma_{s_{i}}^{2}(k)=E\left\{s_{i}^{2}(k)\right\}$ means variance of the source signal $s_{i}$.
AS3 The ratio $\hat{\sigma}_{s_{i}}^{2}(k) / \hat{\sigma}_{s_{j}}^{2}(k) \quad(i, j=1, \ldots, n$ and $i \neq j)$ are not constant with time ${ }^{3}$.

[^38]We have to point out that the first two assumptions (AS1, AS2) are common in most existing approaches to source separation, however, the third assumption (AS3) is essential for algorithms presented in this section. In fact, the third assumption allows us to separate mixtures by using only the second-order statistics.

### 6.5.2 Second Order Statistics Cost Function

A standard cost function for ICA is based on mutual information which requires the knowledge of underlying distributions of sources. Since probability distributions of the sources are not known in advance, most ICA algorithms rely on hypothesized distributions. Higherorder statistics should be incorporated either explicitly or implicitly.

To eliminate all cross-correlations $E\left\{y_{i}(k) y_{j}(k)\right\}$, the following cost function was proposed by Matsuoka et al. in 832 .

$$
\begin{equation*}
J(\mathbf{W}, k)=\frac{1}{2}\left(\sum_{i=1}^{n} \log \left(\hat{\sigma}_{y_{i}}^{2}(k)\right)-\log \operatorname{det} \widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}\right) \tag{6.118}
\end{equation*}
$$

where $\hat{\sigma}_{y_{i}}^{2}(k)=\left\langle y_{i}^{2}(k)\right\rangle$ is on-line estimated time-variable variance, $\operatorname{det}(\cdot)$ denotes the determinant of a matrix and $\widehat{\mathbf{R}}_{\mathbf{y} \mathbf{y}}^{(k)}=\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle$. The covariance matrix $\mathbf{R}_{\mathbf{y y}}^{(k)}$ is usually estimated on-line as $\widehat{\mathbf{R}}_{\mathbf{y} \mathbf{y}}^{(k)}=\left(1-\eta_{0}\right) \widehat{\mathbf{R}}_{\mathbf{y y}}^{(k-1)}+\eta_{0} \mathbf{y}(k) \mathbf{y}^{T}(k)$. The cost function given in (6.118) is a non-negative function which reaches minima if and only if $E\left\{y_{i}(k) y_{j}(k)\right\}=0$, for $i, j=1, \ldots, n, i \neq j$. This is a direct consequence of the Hadamard's inequality (applied for the on-line estimation of the time variable covariance matrix $\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}$ ) which is summarized below [234].
Theorem 6.1 (Hadamard's Inequality) Suppose $\mathbf{R}=\left[r_{i j}\right]$ is a non-negative definite symmetric $n \times n$ matrix. Then,

$$
\begin{equation*}
\operatorname{det}(\mathbf{R}) \leq \prod_{i=1}^{n} r_{i i} \tag{6.119}
\end{equation*}
$$

with equality if and only if $r_{i j}=0$, for $i \neq j$.

### 6.5.3 Derivation of NG Learning Algorithms

## Feed-forward Network

We consider a simple feed-forward network as shown in Figure 6.6 (a) for source separation task. The output of the network, $\mathbf{y}(k)$ is given by

$$
\begin{equation*}
\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k) \tag{6.120}
\end{equation*}
$$

We calculate the total differential $d J(\mathbf{W})$,

$$
\begin{align*}
d J(\mathbf{W}) & =J(\mathbf{W}+d \mathbf{W})-J(\mathbf{W}) \\
& =\frac{1}{2} d\left\{\sum_{i=1}^{n} \log \left\langle y_{i}^{2}(k)\right\rangle\right\}-\frac{1}{2} d\left\{\log \operatorname{det}\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle\right\} \tag{6.121}
\end{align*}
$$



Fig. 6.6 (a) Architecture of feed-forward neural network. (b) Architecture of fully connected recurrent neural network.
due to the change $d \mathbf{W}$.

The second term in (6.121) can be evaluated as

$$
\begin{align*}
d\left\{\log \operatorname{det}\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle\right\} & =d\left\{\log \operatorname{det}\left(\mathbf{W} \widehat{\mathbf{R}}_{\mathbf{x} \mathbf{x}} \mathbf{W}^{T}\right)\right\} \\
& =2 d\left\{\log \operatorname{det}(\mathbf{W})^{-1}\right\}+d\left\{\log \operatorname{det} \widehat{\mathbf{R}}_{\mathbf{x x}}\right\} \\
& =2 \operatorname{tr}\left\{d \mathbf{W} \mathbf{W}^{-1}\right\}+d\left\{\log \operatorname{det} \widehat{\mathbf{R}}_{\mathbf{x x}}\right\} \tag{6.122}
\end{align*}
$$

where $\operatorname{tr}\{\cdot\}$ denotes the trace. Note that the term $\widehat{\mathbf{R}}_{\mathbf{x x}}$ does not depend on the weight matrix $\mathbf{W}$, so it can be eliminated.

Define a modified differential matrix $d \mathbf{X}$, under assumption that the separating matrix $\mathbf{W} \in \mathbb{R}^{n \times n}$ (with $m=n$ ) is nonsingular, as

$$
\begin{equation*}
d \mathbf{X}=d \mathbf{W} \mathbf{W}^{-1} \tag{6.123}
\end{equation*}
$$

Then,

$$
\begin{equation*}
d\left\{\log \operatorname{det}\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle\right\}=2 \operatorname{tr}\{d \mathbf{X}\} \tag{6.124}
\end{equation*}
$$

Similarly, we can evaluate the first term of (6.121) as

$$
\begin{align*}
d\left\{\sum_{i=1}^{n} \log \left\langle y_{i}^{2}(k)\right\rangle\right\} & =\sum_{i=1}^{n} \frac{2\left\langle y_{i}(k) d y_{i}(k)\right\rangle}{\left\langle y_{i}^{2}(k)\right\rangle} \\
& =2 E\left\{\mathbf{y}^{T}(k) \mathbf{\Lambda}^{-1}(k) d \mathbf{y}(k)\right\} \\
& =2 E\left\{\mathbf{y}^{T}(k) \mathbf{\Lambda}^{-1}(k) d \mathbf{X} \mathbf{y}(k)\right\} \tag{6.125}
\end{align*}
$$

where $\boldsymbol{\Lambda}(k)$ is a diagonal matrix whose $i$-th diagonal element is $\lambda_{i}=\hat{\sigma}_{y_{i}}^{2}=\left\langle y_{i}^{2}(k)\right\rangle$.
In terms of $d \mathbf{X}$, we have

$$
\begin{equation*}
\frac{d J(\mathbf{W})}{d \mathbf{X}}=E\left\{\boldsymbol{\Lambda}^{-1}(k) \mathbf{y}(k) \mathbf{y}^{T}(k)\right\}-\mathbf{I} \tag{6.126}
\end{equation*}
$$

Taking into account that $\Delta \mathbf{W}(k)=\Delta \mathbf{X}(k) \mathbf{W}(k)$ and applying the stochastic gradient descent method, we obtain the on-line learning algorithm:

$$
\begin{align*}
\Delta \mathbf{W}(k) & =-\eta(k) \frac{d J(\mathbf{W})}{d \mathbf{X}} \mathbf{W}(k) \\
& =\eta(k)\left[\mathbf{I}-\mathbf{\Lambda}^{-1}(k) \mathbf{y}(k) \mathbf{y}^{T}(k)\right] \mathbf{W}(k) \tag{6.127}
\end{align*}
$$

or equivalently

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\tilde{\eta}(k)\left[\boldsymbol{\Lambda}(k)-\mathbf{y}(k) \mathbf{y}^{T}(k)\right] \mathbf{W}(k) \tag{6.128}
\end{equation*}
$$

where $\tilde{\boldsymbol{\eta}}(k)=\eta(k) \boldsymbol{\Lambda}^{-1}(k)$.
It should be noted that the algorithm (6.128) derived above can be viewed as a special form of the natural gradient ICA algorithms derived in the previous sections.

We can reformulate the algorithm (6.128) using the moving average approach as

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\tilde{\eta}(k)\left[\boldsymbol{\Lambda}(k)-\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}\right] \mathbf{W}(k), \tag{6.129}
\end{equation*}
$$

where $\boldsymbol{\Lambda}$ is the diagonal matrix whose $i$-th diagonal element is $\lambda_{i} \approx E\left\{y_{i}^{2}\right\}$ that can be on-line estimated by

$$
\begin{equation*}
\lambda_{i}(k)=\left(1-\eta_{0}\right) \lambda_{i}(k-1)+\eta_{0} y_{i}^{2}(k) \tag{6.130}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}=\left(1-\eta_{0}\right) \widehat{\mathbf{R}}_{\mathbf{y y}}^{(k-1)}+\eta_{0} \mathbf{y}(k) \mathbf{y}^{T}(k) \tag{6.131}
\end{equation*}
$$

The algorithm (6.129) leads to a special form of nonholonomic ICA algorithm described in the previous sections with variable step sizes $\tilde{\boldsymbol{\eta}}(k)=\eta(k) \boldsymbol{\Lambda}^{-1}(k)$ for nonstationary sources [30, 234].

It should be noted that the learning algorithms presented in this section are always locally stable and do not depend on the probability distribution of sources [234].

Remark 6.5 In order to successfully separate nonstationary sources the learning rate $0<$ $\eta_{0} \leq 1$ should be suitably chosen to ensure variability of estimated variance of the output signals (typical value $\eta_{0}=0.1$ ).

## Fully-connected Recurrent Network

Let us consider now a fully-connected recurrent network as shown in Figure 6.6 (with $m=n)$ for source separation task. The output of the network, $\mathbf{y}(k)$ is given by

$$
\begin{align*}
\mathbf{y}(k) & =\mathbf{x}(k)-\widehat{\mathbf{W}} \mathbf{y}(k) \\
& =(\mathbf{I}+\widehat{\mathbf{W}})^{-1} \mathbf{x}(k) \tag{6.132}
\end{align*}
$$

under the assumption that the matrix $(\mathbf{I}+\widehat{\mathbf{W}})$ is nonsingular.
Similarly to the feed-forward model, we can directly derive the learning algorithm for $\widehat{\mathbf{W}}$ that has the form [234]

$$
\begin{equation*}
\Delta \widehat{\mathbf{W}}(k)=-\tilde{\eta}(k)[\mathbf{I}+\widehat{\mathbf{W}}(k)]\left[\boldsymbol{\Lambda}(k)-\widehat{\mathbf{R}}_{\mathbf{y y}}^{(k)}\right] . \tag{6.133}
\end{equation*}
$$

## Appendix A. Derivation of Local Stability Conditions for NG ICA Algorithm (6.19)

By stability conditions, we mean here conditions for which a learning algorithm converges to a suitable equilibrium point corresponding to the correct separation of independent sources. In this section, we consider only local stability conditions.

The learning equation (6.19) is a stochastic difference equation depending on random inputs $\mathbf{y}(k)$. To analyze its behavior, we consider the ensemble average of the equation (see Eq.( 6.27 )) which is the approximation of the following differential equation (with continuous time $t$ ),

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=\mu(t) E\left\{\mathbf{I}-\mathbf{f}(\mathbf{y}(t)) \mathbf{y}^{T}(t)\right\} \mathbf{W}(t) \tag{A.1}
\end{equation*}
$$

We will find that the true separating solution $\mathbf{W}$ with which $y_{i}$ and $y_{j}$ are independent is an equilibrium solution of the averaged equation, because, when $y_{i}$ and $y_{j}$ are independent, the off-diagonal term of the equilibrium is

$$
\begin{equation*}
E\left\{f_{i}\left(y_{i}\right) y_{j}\right\}=0, \quad i \neq j \tag{A.2}
\end{equation*}
$$

This condition is satisfied when $y_{i}$ and $y_{j}$ are independent. The diagonal term is

$$
\begin{equation*}
E\left\{f_{i}\left(y_{i}\right) y_{i}\right\}=1 \tag{A.3}
\end{equation*}
$$

which determines the scaling of the recovered signals.
The stability of the equilibrium is analyzed by the variational equation

$$
\begin{equation*}
\frac{d}{d t} \delta \mathbf{W}(t)=\eta(t) \frac{\partial E\left\{\mathbf{I}-\mathbf{f}[\mathbf{y}(t)] \mathbf{y}^{T}(t)\right\}}{\partial \mathbf{W}} \delta \mathbf{W}(t) \tag{A.4}
\end{equation*}
$$

which shows the dynamic behavior of small perturbations $\delta \mathbf{W}(t)$ in the neighborhood of the true solution $\mathbf{W}$ and $(\partial / \partial \mathbf{W}) \delta \mathbf{W}$ implies $\sum\left(\partial / \partial w_{i j}\right) \delta w_{i j}$ in the component form. In order to show stability of the algorithm, we need to check the eigenvalues of the expectation of the extended Hessian matrix

$$
\begin{equation*}
-E\left\{\frac{\partial^{2} \rho(\mathbf{y}, \mathbf{W})}{\partial \mathbf{W} \partial \mathbf{W}^{T}} \mathbf{W}^{T} \mathbf{W}\right\} \tag{A.5}
\end{equation*}
$$

at the equilibrium point $\mathbf{W}_{*}$. When all the real parts of the eigenvalues of the above quantity are negative, the solution is stable. We present the analysis in terms of differential calculus.

In order to establish stability conditions, we need to evaluate all the eigenvalues of the operator. This can be done in terms of $d \mathbf{X}$, as follows. Since $\mathbf{I}-\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}$ is derived from the gradient of $\rho$, we shall calculate its second order differential which is the quadratic form (Hessian)

$$
d^{2} l=\sum \frac{\partial^{2} \rho(\mathbf{y}, \mathbf{W})}{\partial w_{i j} \partial w_{k l}} d w_{i j} d w_{k l}
$$

in terms of $d \mathbf{X}$. The equilibrium is stable if and only if the expectation of the above quadratic form is positive definite. We calculate the second total differential, which is the quadratic form of the Hessian of $\rho$, as [29]

$$
\begin{align*}
d^{2} l & =\mathbf{y}^{T} d \mathbf{X}^{T} \mathbf{f}^{\prime}(\mathbf{y}) d \mathbf{y}+\mathbf{f}^{T}(\mathbf{y}) d \mathbf{X} d \mathbf{y} \\
& =\mathbf{y}^{T} d \mathbf{X}^{T} \mathbf{f}^{\prime}(\mathbf{y}) d \mathbf{X} \mathbf{y}+\mathbf{f}\left(\mathbf{y}^{T}\right) d \mathbf{X} d \mathbf{X} \mathbf{y} \tag{A.6}
\end{align*}
$$

where $\mathbf{f}^{\prime}(\mathbf{y})$ is the diagonal matrix whose diagonal elements are $f^{\prime}\left(y_{i}\right)$. The expectation of the first term is

$$
\begin{aligned}
& E\left\{\mathbf{y}^{T} d \mathbf{X}^{T} \mathbf{f}^{\prime}(\mathbf{y}) d \mathbf{X} \mathbf{y}\right\}=\sum E\left\{y_{i} d x_{j i} f_{j}^{\prime}\left(y_{j}\right) d x_{j k} y_{k}\right\} \\
& =\sum_{j \neq i} E\left\{\left(y_{i}\right)^{2}\right\} E\left\{f_{j}^{\prime}\left(y_{j}\right)\right\}\left(d x_{j i}\right)^{2}+\sum_{i} E\left\{\left(y_{i}\right)^{2} f_{i}^{\prime}\left(y_{i}\right)\right\}\left(d x_{i i}\right)^{2} \\
& =\sum_{j \neq i} \sigma_{i}^{2} \kappa_{j}\left(d x_{j i}\right)^{2}+\sum_{i} m_{i}\left(d x_{i i}\right)^{2}
\end{aligned}
$$

where $m_{i}=E\left\{y_{i}^{2} f_{i}^{\prime}\left(y_{i}\right)\right\}, \quad \kappa_{i}=E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}, \quad \sigma_{i}^{2}=E\left\{\left|y_{i}\right|^{2}\right\}, y_{i}$ is the source signal extracted at the $i$-th output, and $f_{i}^{\prime}(y)=d f_{i}\left(y_{i}\right) / d y_{i}$. Here, the expectation is taken at $\mathbf{W}=\mathbf{H}^{-1}$ where $y_{i}$ 's are independent.
Similarly,

$$
\begin{align*}
& E\left\{\mathbf{f}(\mathbf{y})^{T} d \mathbf{X} d \mathbf{X} \mathbf{y}\right\}=\sum E\left\{f_{i}\left(y_{i}\right) d x_{i j} d x_{j k} y_{k}\right\} \\
& =\sum E\left\{y_{i} f_{i}\left(y_{i}\right)\right\} d x_{i j} d x_{j i}=\sum_{i, j} d x_{i j} d x_{j i} \tag{A.7}
\end{align*}
$$

because of $E\left\{y_{i} f_{i}\left(y_{i}\right)\right\}=1$ (the normalization condition). Hence,

$$
\begin{equation*}
E\left\{d^{2} l\right\}=\sum_{j \neq i}\left\{\sigma_{i}^{2} \kappa_{j}\left(d x_{j i}\right)^{2}+d x_{i j} d x_{j i}\right\}+\sum_{i}\left(m_{i}+1\right)\left(d x_{i i}\right)^{2} \tag{A.8}
\end{equation*}
$$

For a pair $(i, j), \quad i \neq j$, the summand in the first term is rewritten as

$$
\begin{equation*}
k_{i j}=\sigma_{i}^{2} \kappa_{j}\left(d x_{j i}\right)^{2}+\sigma_{j}^{2} \kappa_{i}\left(d x_{i j}\right)^{2}+2 d x_{i j} d x_{j i} . \tag{A.9}
\end{equation*}
$$

This $k_{i j}(i \neq j)$ is the quadratic form in $\left(d x_{i j}, d x_{j i}\right)$, and

$$
\begin{equation*}
E\left\{d^{2} l\right\}=\sum_{i \neq j} k_{i j}+\sum\left(m_{i}+1\right)\left(d x_{i i}\right)^{2} \tag{A.10}
\end{equation*}
$$

The matrix $\left(k_{i j}\right)$ is positive definite, if and only if the following stability conditions hold:

$$
\begin{align*}
& m_{i}+1>0  \tag{A.11}\\
& \kappa_{i}>0  \tag{A.12}\\
& \gamma_{i j}=\sigma_{i}^{2} \sigma_{j}^{2} \kappa_{i} \kappa_{j}>1, \text { for all } 1 \leq i<j \leq m \tag{A.13}
\end{align*}
$$

In other words, the true solution is a stable equilibrium of the on-line learning algorithm for assumed pdf model $q(\mathbf{y})$ and corresponding activation functions $\mathbf{f}(\mathbf{y})$, when the above conditions are satisfied. It is easy to show that the conditions are satisfied when $q(\mathbf{y})$ is equal to the true source distribution $p_{s}(\mathbf{s})$ or close to it.

## Appendix B. Derivation of the Learning Rule (6.32) and Stability Conditions for ICA

In order to derive the learning algorithm (6.32), we follow the notation: [29, [51, 276 ]

$$
\begin{equation*}
d \mathbf{X} \equiv d \mathbf{W} \mathbf{W}^{-1} \tag{B.1}
\end{equation*}
$$

and

$$
\begin{equation*}
d \rho(\mathbf{y}, \mathbf{W})=-\operatorname{tr}(d \mathbf{X})+\boldsymbol{g}^{T}(\mathbf{y}) d \mathbf{X} \mathbf{y} . \tag{B.2}
\end{equation*}
$$

The standard stochastic gradient method for $\mathbf{X}$ leads to the natural gradient learning algorithm for updating $\mathbf{W}$. Let us apply a different update rule as follows

$$
\begin{equation*}
\Delta \mathbf{X}=-\eta\left(\frac{\partial \rho}{\partial \mathbf{X}}\right)^{T}=\eta\left[\mathbf{I}-\mathbf{y} \boldsymbol{g}^{T}(\mathbf{y})\right] \tag{B.3}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{y}, \mathbf{W})}{\partial \mathbf{X}}=\frac{\partial \rho(\mathbf{y}, \mathbf{W})}{\partial \mathbf{W}} \mathbf{W}^{T} \tag{B.4}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\Delta \mathbf{W}=-\eta \mathbf{W}\left[\frac{\partial \rho(\mathbf{y}, \mathbf{W})}{\partial \mathbf{W}}\right]^{T} \mathbf{W} \tag{B.5}
\end{equation*}
$$

or explicitly

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\mathbf{y}(k) \boldsymbol{g}^{T}[\mathbf{y}(k)]\right] \mathbf{W}(k) \tag{B.6}
\end{equation*}
$$

It should be noted that in general the update rule does not lead to a gradient descent algorithm. However, we will show now that if the function $g_{i}\left(y_{i}\right)$ satisfies the following conditions 1358, 1359, 1361.

$$
\begin{equation*}
E\left\{g_{i}\left(y_{i}\right) y_{i}\right\} \approx\left\langle g_{i}\left(y_{i}\right) y_{i}\right\rangle>0, \quad(i=1,2, \ldots, n) \tag{B.7}
\end{equation*}
$$

the learning algorithm ( $\overline{\mathrm{B} .6}$ ) is a stochastic gradient descent learning algorithm with the cost function $\rho(\mathbf{y}, \mathbf{W})$, which means that the algorithm is convergent to one of the local minima of the cost function. It should be noted that all the odd functions $g_{i}\left(y_{i}\right)$ satisfy the above conditions.

From (B.2), we have

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{y}, \mathbf{W})}{\partial x_{i j}}=-\delta_{i j}+y_{i} g_{j}\left(y_{j}\right) \tag{B.8}
\end{equation*}
$$

We consider the decrease of the objective function during one step of learning

$$
\begin{gathered}
\Delta \rho(\mathbf{y}, \mathbf{W})=\rho(\mathbf{y}, \mathbf{W}+\Delta \mathbf{W})-\rho(\mathbf{y}, \mathbf{W}) \\
=<\frac{\partial \rho(\mathbf{y}, \mathbf{W})}{\partial \mathbf{X}}, \Delta \mathbf{X}^{T}>+O\left(|\Delta \mathbf{X}|^{2}\right) \\
=-\eta \sum_{i j} \frac{\partial \rho}{\partial x_{i j}} \frac{\partial \rho}{\partial x_{j i}}+O\left(|\Delta \mathbf{X}|^{2}\right) \\
=-\eta\left(\sum_{i=1}^{n}\left(1-y_{i} g_{i}\left(y_{i}\right)\right)^{2}+\sum_{i \neq j} y_{i} g_{j}\left(y_{j}\right) y_{j} g_{i}\left(y_{i}\right)\right)+O\left(|\Delta \mathbf{X}|^{2}\right)
\end{gathered}
$$

If $\left\langle y_{i} g_{i}\left(y_{i}\right)\right\rangle>0$, then

$$
\begin{equation*}
<\frac{\partial \rho}{\partial \mathbf{X}}, \frac{\partial \rho}{\partial \mathbf{X}}>=\operatorname{tr}\left(\frac{\partial \rho}{\partial \mathbf{X}}, \frac{\partial \rho}{\partial \mathbf{X}^{T}}\right)>0 \tag{B.9}
\end{equation*}
$$

This means that if the learning rate $\eta$ is small enough, then the cost function is decreasing during the learning process till the system achieves a minimum during the learning procedure.
Stability conditions. In order to analyze the stability condition of a separating solution, we take a variation with respect to $\mathbf{W}$ of the continuous-time learning algorithm as

$$
\begin{align*}
\frac{d \delta \mathbf{W}}{d t} & =-\eta \delta E\left\{\mathbf{y}(t) \boldsymbol{g}^{T}[\mathbf{y}(t)]\right\} \mathbf{W} \\
& \left.=-\eta E\left\{\delta \mathbf{y} \boldsymbol{g}^{T}(\mathbf{y})+\mathbf{y} \boldsymbol{g}^{\prime}\left(\mathbf{y}^{T}\right) \delta \mathbf{y}^{T}\right)\right\} \mathbf{W} \tag{B.10}
\end{align*}
$$

Substituting $d \mathbf{W}=d \mathbf{X W}$ and $d \mathbf{y}=\mathbf{d} \mathbf{X y}$, we obtain

$$
\begin{align*}
\frac{d \delta \mathbf{X}}{d t} & =-\eta E\left\{d \mathbf{X} \mathbf{y} \boldsymbol{g}^{T}(\mathbf{y})+\mathbf{y} \boldsymbol{g}^{\prime}\left(\mathbf{y}^{T}\right)\left(\mathbf{y}^{T} d \mathbf{X}^{T}\right)\right\} \\
& =-\eta\left(d \mathbf{X}+E\left\{\mathbf{y} \boldsymbol{g}^{\prime}\left(\mathbf{y}^{T}\right)\left(\mathbf{y}^{\mathbf{T}} \mathbf{d} \mathbf{X}^{\mathbf{T}}\right)\right\}\right) \tag{B.11}
\end{align*}
$$

Since the output signals $y_{i}$ are mutually independent, we have at the equilibrium point

$$
\begin{equation*}
E\left\{g_{i}\left(y_{i}\right) y_{i} y_{j}\right\}=0, \text { for } i \neq j \tag{B.12}
\end{equation*}
$$

The components of Eq.( $\overline{\mathrm{B} .11)}$ can be written as

$$
\begin{equation*}
\frac{d \delta x_{i i}}{d t}=-\eta\left(1+E\left\{g_{i}^{\prime}\left(y_{i}\right) y_{i}^{2}\right\}\right) \delta x_{i i}, \quad(i=1,2, \ldots n) \tag{B.13}
\end{equation*}
$$

and for $i \neq j$

$$
\begin{align*}
\frac{d \delta x_{i j}}{d t} & =-\eta\left(\delta x_{i j}+E\left\{y_{i}^{2}\right\} E\left\{g_{j}^{\prime}\left(y_{j}\right)\right\} \delta x_{j i}\right)  \tag{B.14}\\
\frac{d \delta x_{j i}}{d t} & =-\eta\left(\delta x_{j i}+E\left\{y_{j}^{2}\right\} E\left\{g_{i}^{\prime}\left(y_{i}\right)\right\} \delta x_{j i}\right) \tag{B.15}
\end{align*}
$$

It is easy to write now the stability conditions in an explicit form:

$$
\begin{equation*}
1+E\left\{y_{i}^{2} g_{i}^{\prime}\left(y_{i}\right)\right\}>0, \quad(i=1,2, \ldots, n) \tag{B.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{i j}=E\left\{y_{i}^{2}\right\} E\left\{y_{j}^{2}\right\} E\left\{g_{i}^{\prime}\left(y_{i}\right)\right\} E\left\{g_{j}^{\prime}\left(y_{j}\right)\right\}<1, \quad(i \neq j) \tag{B.17}
\end{equation*}
$$

From the above stability conditions, we see that one important advantage of the learning rule (6.32) is that this algorithm is still stable in contrast to algorithm (6.19) even when some of the source signals become silent (decay to zero).

It is easily observed that the above stability conditions for learning algorithm (6.32) are mutually complementary to the one for Amari's natural gradient learning algorithm (6.19).

## Appendix C. Stability of Generalized Adaptive Learning Algorithm

Lets us consider the learning algorithm proposed by Amari et al. 29]

$$
\begin{equation*}
\Delta \mathbf{W}=\eta \mathbf{F}(\mathbf{y}, \mathbf{W}) \mathbf{W} \tag{C.1}
\end{equation*}
$$

with entries of matrix $\mathbf{F}$ defined by

$$
\begin{equation*}
f_{i i}(\mathbf{y}, \mathbf{W})=\delta_{i}-y_{i} f_{i}\left(y_{i}\right), \quad(i=1,2, \ldots, n) \tag{C.2}
\end{equation*}
$$

and

$$
f_{i j}(\mathbf{y}, \mathbf{W})= \begin{cases}-f_{i}\left(y_{i}\right) y_{j}, & \text { if } \gamma_{i j}>1  \tag{C.3}\\ -y_{i} f_{j}\left(y_{j}\right), & \text { if } \gamma_{i j} \leq 1\end{cases}
$$

where $\delta_{i}$ are given positive constants and $\gamma_{i j}=\sigma_{i}^{2} \sigma_{j}^{2} \kappa_{i} \kappa_{j}$. The separating solution satisfies the system of nonlinear algebraic equations

$$
\begin{equation*}
E\{\mathbf{F}(\mathbf{y}, \mathbf{W})\}=\mathbf{0} \tag{C.4}
\end{equation*}
$$

In order to establish the stability conditions, we write the above learning algorithm in the continuous-time form as

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=\eta E\{\mathbf{F}(\mathbf{y}, \mathbf{W})\} \mathbf{W} \tag{C.5}
\end{equation*}
$$

Taking the variation of $\mathbf{W}$ at an equilibrium point, we have

$$
\begin{equation*}
\frac{d \delta \mathbf{W}}{d t}=\eta E\{\delta \mathbf{F}(\mathbf{y}, \mathbf{W})\} \mathbf{W} \tag{C.6}
\end{equation*}
$$

Hence, for $\gamma_{i j}>1, i \neq j$, we have

$$
\begin{equation*}
\frac{d \delta x_{i j}}{d t}=-\left(E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\} \sigma_{j}^{2} \delta x_{i j}+\delta x_{j i}\right) \tag{C.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \delta x_{j i}}{d t}=-\left(\delta x_{i j}+E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\} \sigma_{j}^{2} \delta x_{i j}\right) \tag{C.8}
\end{equation*}
$$

Similarly, if $\gamma_{i j}<1$, then the variations $\delta x_{i j}$ and $\delta x_{j i}$ satisfy the conditions derived in Appendix D. The above results can be summarized in the form of the following Theorem [29]:
Theorem C. 2 Suppose that $\left\langle f_{i}\left(y_{i}\right) y_{i}\right\rangle>0, \gamma_{i j}=\sigma_{i}^{2} \sigma_{j}^{2} \kappa_{i} \kappa_{j} \neq 1$ (for $i \neq j$ ), $m_{i}+1>0$ and $\kappa_{i}=E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}>0(i=1,2, \ldots, n)$, then the separating solution by employing the learning algorithm (C.1) is stable.

The form of the nonlinear functions $\mathbf{F}$ depends on parameters $\gamma_{i j}=\sigma_{i}^{2} \sigma_{j}^{2} \kappa_{i} \kappa_{j}$, which cannot be explicitly determined, but we can evaluate parameters $\gamma_{i j}$ dynamically during the learning process.

The learning algorithm (C.1) possess two important properties as the natural gradient learning algorithm (6.19) does. One is the equivariant property. The other one is the nonsingularity of the learning matrix $\mathbf{W}(t)$, which can be observed from the following derivation [1322, 1355, 1358. We define

$$
\begin{equation*}
<\mathbf{X}, \mathbf{Y}>=\operatorname{tr}\left(\mathbf{X}^{T} \mathbf{Y}\right) \tag{C.9}
\end{equation*}
$$

and calculate

$$
\begin{align*}
\frac{d \operatorname{det}(\mathbf{W}(t))}{d t} & =<\frac{\partial \operatorname{det}(\mathbf{W})}{\partial \mathbf{W}}, \frac{d \mathbf{W}}{d t}> \\
& =<\operatorname{det}(\mathbf{W}) \mathbf{W}^{-T}, \eta \mathbf{F}(\mathbf{y}, \mathbf{W}) \mathbf{W}> \\
& =\eta \operatorname{tr}(\mathbf{F}(\mathbf{y}, \mathbf{W}) \operatorname{det}(\mathbf{W})) \\
& =\eta \sum_{i=1}^{n}\left[\lambda_{i}-y_{i} g_{i}\left(y_{i}\right)\right] \operatorname{det}(\mathbf{W}) \tag{C.10}
\end{align*}
$$

Then the determinant $\operatorname{det}(\mathbf{W}(t))$ is expressed by

$$
\begin{equation*}
\operatorname{det}(\mathbf{W}(t))=\operatorname{det}(\mathbf{W}(0)) \exp \left(\eta \int_{0}^{t} \sum_{i=1}^{n}\left(\lambda_{i}-g_{i}\left(y_{i}\right) y_{i}\right) d \tau\right) \tag{C.11}
\end{equation*}
$$

This means that, if $\mathbf{W}(0)$ is nonsingular then $\mathbf{W}(t)$ keeps the non-singularity invariantly.

## Appendix D. Dynamic Properties and Stability of Nonholonomic NG Algorithms

## Non-Holonomicity and Orthogonality

In order to make the scaling indeterminacies clearer, we introduce an equivalence relation in the $n^{2}$-dimensional space of nonsingular matrices $G l(n)=\{\mathbf{W}\}$. We define that $\mathbf{W}$ and $\boldsymbol{\Lambda} \mathbf{W}$ are equivalent,

$$
\begin{equation*}
\mathbf{W} \sim \mathbf{N} \mathbf{W} \tag{D.1}
\end{equation*}
$$

where $\boldsymbol{\Lambda}$ is an arbitrary nonsingular diagonal matrix. Given $\mathbf{W}$, its equivalence class

$$
\begin{equation*}
\boldsymbol{C}_{W}=\left\{\mathbf{W}^{\prime} \mid \mathbf{W}^{\prime}=\mathbf{\Lambda} \mathbf{W}\right\} \tag{D.2}
\end{equation*}
$$

is an $n$-dimensional subspace of $G l(n)$ consisting of all the matrices equivalent to $\mathbf{W}$. Therefore, a learning algorithm need not search for the non-identifiable $\mathbf{W}=\mathbf{H}^{-1}$ but searches for the equivalence class $\boldsymbol{C}_{W}$ that contains the true $\mathbf{W}=\mathbf{H}^{-1}$ except for permutations.

The space $G l(n)=\left\{\mathbf{W}^{\prime}\right\}$ is partitioned into equivalence classes $\boldsymbol{C}_{\mathbf{W}}$, where any $\mathbf{W}^{\prime}$ belonging to the same $\boldsymbol{C}_{\mathbf{W}}$ is regarded as an equivalent demixing matrix. Let $d \mathbf{W}_{C}$ be a direction tangent to $\boldsymbol{C}_{\mathbf{W}}$, that is, both $\mathbf{W}+d \mathbf{W}_{C}$ and $\mathbf{W}$ belong to the same equivalence class $C_{\mathrm{W}}$.

The learning equation determines $\Delta \mathbf{W}(k)$ depending on the current $\mathbf{y}$ and $\mathbf{W}$. When $\Delta \mathbf{W}(k)$ includes components belonging to the tangent directions to $C_{\mathbf{W}}$, such components are ineffective because they drive $\mathbf{W}$ within the equivalent class. Therefore, it is better to design a learning rule such that its trajectories $\Delta \mathbf{W}(k)$ are always orthogonal to the equivalence classes. Since $\boldsymbol{C}_{\mathbf{W}}$ are $n$-dimensional subspaces, if we could find a family of $n^{2}-n$ dimensional subspaces $\mathbf{Q}$ 's such that $\boldsymbol{C}_{W}$ and $\mathbf{Q}$ are orthogonal, we could impose the constraints that the learning trajectories would belong to $\mathbf{Q}$. Therefore, one interesting question arises: Are there a family of $\left(n^{2}-n\right)$-dimensional sub-manifolds $\mathbf{Q}$ that are orthogonal to the equivalence classes $\boldsymbol{C}_{W}$ ? The answer is no. We can prove now that there does not exist a sub-manifold that is orthogonal to the families of sub-manifolds $\boldsymbol{C}_{W}$ 's.

Theorem D. 3 The direction $d \mathbf{W}$ is orthogonal to $\boldsymbol{C}_{\mathbf{W}}$, if and only if

$$
\begin{equation*}
d x_{i i}=0, \quad(i=1,2, \ldots, n) \tag{D.3}
\end{equation*}
$$

where $d \mathbf{X}=d \mathbf{W} \mathbf{W}^{-1}$.
Proof. Since the equivalent class $\boldsymbol{C}_{\mathbf{W}}$ consists of matrices $\boldsymbol{\Lambda} \mathbf{W}, \boldsymbol{\Lambda}$ is regarded as a coordinate system in $\boldsymbol{C}_{\mathbf{W}}$. A small deviation of $\mathbf{W}$ in $\boldsymbol{C}_{\mathbf{W}}$ is written as

$$
\begin{equation*}
d \mathbf{W}_{C}=d \mathbf{\Lambda} \mathbf{W} \tag{D.4}
\end{equation*}
$$

where $d \boldsymbol{\Lambda}$ is $\operatorname{diag}\left(d \lambda_{1}, \ldots, d \lambda_{n}\right)$. The tangent space of $\boldsymbol{C}_{\mathbf{W}}$ is spanned by them. The inner product of $d \mathbf{W}$ and $d \mathbf{W}_{C}$ is given by

$$
\begin{align*}
<d \mathbf{W}, d \mathbf{W}_{C}>_{\mathbf{W}} & =<d \mathbf{W} \mathbf{W}^{-1}, d \mathbf{W}_{C} \mathbf{W}^{-1}>_{\mathbf{I}} \\
& =<d \mathbf{X}, d \boldsymbol{\Lambda}>_{\mathbf{I}}=\sum_{i, j} d x_{i j} d \lambda_{i j} \\
& =\sum d x_{i i} d \lambda_{i i} \tag{D.5}
\end{align*}
$$

Therefore, $d \mathbf{W}$ is orthogonal to $\boldsymbol{C}_{\mathbf{W}}$ when and only when $d \mathbf{W}$ satisfies $d x_{i i}=0$ for all $i$.
We next show that $d \mathbf{X}$ is not integrable, that is, there are no matrix functions $\boldsymbol{G}(\mathbf{W})$ such that

$$
\begin{equation*}
d \mathbf{X}=\operatorname{tr}\left(\frac{\partial \boldsymbol{G}}{\partial \mathbf{W}} d \mathbf{W}^{T}\right) \tag{D.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{tr}\left(\frac{\partial \boldsymbol{G}}{\partial \mathbf{W}} d \mathbf{W}^{T}\right)=\sum_{i, j} \frac{\partial \boldsymbol{G}}{\partial w_{i j}} d w_{i j} \tag{D.7}
\end{equation*}
$$

If such $\boldsymbol{G}$ exists, $\mathbf{X}=\boldsymbol{G}(\mathbf{W})$ defines another coordinate system in $G l(n)$. Even when such $\boldsymbol{G}$ does not exist, $d \mathbf{X}$ is well-defined and it forms a basis in the tangent space of $G l(n)$ at W. Such a basis is called a nonholonomic basis (Schouten, 1954; Frankel, 1997).

Theorem D. 4 The basis defined by $d \mathbf{X}=d \mathbf{W} \mathbf{W}^{-1}$ is nonholonomic.
Proof. Let us assume that there exists a function $\boldsymbol{G}(\mathbf{W})$ such that

$$
\begin{equation*}
d \mathbf{X}=d \boldsymbol{G}(\mathbf{W})=d \mathbf{W} \mathbf{W}^{-1} \tag{D.8}
\end{equation*}
$$

We now consider another small deviation from $\mathbf{W}$ to $\mathbf{W}+\delta \mathbf{W}$. We then have

$$
\begin{equation*}
\delta d \mathbf{X}=\delta d \boldsymbol{G}=d \mathbf{W} \delta\left(\mathbf{W}^{-1}\right) \tag{D.9}
\end{equation*}
$$

We have

$$
\begin{align*}
\delta\left(\mathbf{W}^{-1}\right) & =(\mathbf{W}+\delta \mathbf{W})^{-1}-\mathbf{W}^{-1} \\
& \simeq-\mathbf{W}^{-1} \delta \mathbf{W} \mathbf{W}^{-1} \tag{D.10}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\delta d \mathbf{X}=-d \mathbf{W} \mathbf{W}^{-1} \delta \mathbf{W} \mathbf{W}^{-1} \tag{D.11}
\end{equation*}
$$

Since matrices are in general non-commutative, we have

$$
\begin{equation*}
\delta d \mathbf{X} \neq d \delta \mathbf{X} \tag{D.12}
\end{equation*}
$$

This shows that there does not exist such matrix $\mathbf{X}$ because $d \delta \boldsymbol{G}=\delta d \boldsymbol{G}$ always holds when a matrix $\boldsymbol{G}$ exists.

Our constraints

$$
\begin{equation*}
d x_{i i}=0, \quad(i=1,2, \ldots, n) \tag{D.13}
\end{equation*}
$$

restrict the possible directions of $\Delta \mathbf{W}$, and define $\left(n^{2}-n\right)$-dimensional movable directions at each point $\mathbf{W}$ of $G l(n)$. These directions are orthogonal to $\boldsymbol{C}_{\mathbf{W}}$. However, by the same reasoning, there does not exist functions $g_{i}(\mathbf{W})$ such that

$$
\begin{equation*}
d x_{i i}=d g_{i}(\mathbf{W})=\sum_{j, k} \frac{\partial g_{i}(\mathbf{W})}{\partial w_{j k}} d w_{j k} \tag{D.14}
\end{equation*}
$$

This implies that there exist no subspaces defined by $g_{i}(\mathbf{W})=0$.

Such constraints are said to be nonholonomic. The learning equation (D.1) defines a learning dynamics with nonholonomic constraints. At each point $\mathbf{W}, \Delta \mathbf{W}$ is constrained in $\left(n^{2}-n\right)$ directions. However, the trajectories are not constrained in any $\left(n^{2}-n\right)$-dimensional subspace, and they can reach any points in $G l(n)$.

This property is important when the amplitudes of $s_{i}(t)$ change over time. If the constraints are

$$
\begin{equation*}
E\left\{h_{i}\left(y_{i}\right)\right\}=0, \tag{D.15}
\end{equation*}
$$

for example,

$$
\begin{equation*}
E\left\{y_{i}^{2}-1\right\}=0, \tag{D.16}
\end{equation*}
$$

when $E\left[s_{i}^{2}\right]$ suddenly become 10 times smaller, the ordinary learning dynamics makes the $i$-th row of $\mathbf{W}$ become 10 times larger in order to compensate for this change and keep $E\left[y_{i}^{2}\right]=1$. Therefore, even when $\mathbf{W}$ converges to the true $\boldsymbol{C}_{\mathbf{W}}$, large fluctuations emerge from the ineffective movements caused by changes in amplitude of $s_{i}$. This sometimes causes numerical instability. On the other hand, our nonholonomic dynamics is always orthogonal to $C_{\mathrm{W}}$ so that such ineffective fluctuations are suppressed. This is confirmed by computer simulations a few of which are presented in this chapter.

There is a lot of research on nonholonomic dynamics [30]. Classical analytical dynamics uses nonholonomic bases to analyze the spinning gyro (Whittaker, 1940). It was also used in relativity. G. Kron (1952) used the nonholonomic constraints to present a general theory of electro-mechanical dynamics of generators and motors. Nonholonomic properties play a fundamental role in continuum mechanics of distributed dislocations (see, e.g., Amari, 1962). An excellent explanation is found in Brockett (1993), where the controllability of nonlinear dynamical systems is shown by using the related Lie algebra. Recently, robotics researchers have been eager to analyze dynamics with nonholonomic constraints (Suzuki and Nakamura 1995) [30].

Remark D. 6 Theorem D.4 shows that the orthogonal natural gradient descent algorithm evolves along a trajectory path which doesn't include redundant (useless) components in the directions of $\boldsymbol{C}_{W}$. Therefore, it seems likely that the orthogonal algorithm can be more efficient than other algorithms as has been confirmed by preliminary computer simulations.

## Stability Analysis

In this section, we discuss the local stability of the nonholonomic orthogonal natural gradient descent algorithm defined by

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k) \mathbf{F}(\mathbf{y}(k)) \mathbf{W}(k), \tag{D.17}
\end{equation*}
$$

with $f_{i i}=0$ and $f_{i j}=-f_{i}\left(y_{i}\right) y_{j}$, if $i \neq j$, in the vicinity of the desired equilibrium submanifold $C_{\mathrm{W}}$. Similar to a theorem established in our previous publications (Amari et al. 1997), we formulate the following Theorem:

Theorem D. 5 When the following inequalities hold

$$
\begin{equation*}
\gamma_{i j}>\delta_{i} \delta_{j}, \quad(i, j=1,2, \ldots, n) \tag{D.18}
\end{equation*}
$$

where $\gamma_{i j}=\kappa_{i} \kappa_{j} \sigma_{i}^{2} \sigma_{j}^{2}$ and $\delta_{i}=E\left\{y_{i} f_{i}\left(y_{i}\right)\right\}$, then the desired $\mathbf{W}=\mathbf{P} \boldsymbol{\Lambda} \mathbf{H}^{-1}$ is a stable equilibrium, where $\boldsymbol{\Lambda}$ is a diagonal matrix and $\mathbf{P}$ is any permutation matrix. If

$$
\begin{equation*}
\gamma_{i j}<\delta_{i} \delta_{j}, \quad(i, j=1,2, \ldots, n) \tag{D.19}
\end{equation*}
$$

then replacing $f_{i j}=f_{i}\left(y_{i}\right) y_{j}$ by

$$
\begin{equation*}
f_{i j}=y_{i} f_{j}\left(y_{j}\right), \quad i \neq j \tag{D.20}
\end{equation*}
$$

it is guaranteed that $\mathbf{W}=\mathbf{P} \mathbf{\Lambda} \mathbf{H}^{-1}$ is stable.
Proof. Let $\mathbf{W}=\mathbf{H}^{-1}$ and $(d \mathbf{W})_{i}$ denote the $i$-th row of $d \mathbf{W}$, and $\left(\mathbf{W}^{-1}\right)^{j}$ be the $j$-th column of $\mathbf{W}^{-1}$. Then taking into account that $d x_{i j}=f_{i}\left(y_{i}\right) y_{j}$ and $d x_{i i}=0$, we evaluate the second differentials in the Hessian matrix as follows,

$$
\begin{align*}
d^{2} x_{i j} & =E\left\{d\left(f_{i}\left(y_{i}\right) y_{j}\right)\right\}  \tag{D.21}\\
& =E\left\{f_{i}^{\prime}\left(y_{i}\right) y_{j} d y_{i}\right\}+E\left\{f_{i}\left(y_{i}\right) d y_{j}\right\} \\
& =E\left\{f_{i}^{\prime}\left(y_{i}\right) y_{j}(d \mathbf{W})_{i}\left(\mathbf{W}^{-1} \mathbf{s}\right)\right\}+E\left\{f_{i}^{\prime}\left(y_{i}\right)(d \mathbf{W})_{j}\left(\mathbf{W}^{-1} \mathbf{s}\right)\right\} \\
& =E\left\{f_{i}^{\prime}\left(y_{i}\right) y_{j}(d \mathbf{W})_{i}\left(\mathbf{W}^{-1}\right)_{j}\right\}+E\left\{f_{i}\left(y_{i}\right) y_{i}(d \mathbf{W})_{j}\left(\mathbf{W}^{-1}\right)_{i}\right\} \\
& =-E\left\{f_{i}^{\prime}\left(s_{i}\right) s_{j}^{2}\right\} d x_{i j}-E\left\{f_{i}\left(s_{i}\right) s_{i}\right\} d x_{j i} .
\end{align*}
$$

Hence,

$$
\begin{align*}
d^{2} x_{i j} & =-E\left\{f_{i}^{\prime}\left(s_{i}\right) s_{j}^{2}\right\} d x_{i j}-E\left\{f_{i}\left(s_{i}\right) s_{i}\right\} d x_{j i}  \tag{D.22}\\
d^{2} x_{j i} & =-E\left\{f_{j}\left(s_{j}\right) s_{j}\right\} d x_{i j}-E\left\{f_{j}^{\prime}\left(s_{j}\right) s_{i}^{2}\right\} d x_{j i}  \tag{D.23}\\
d^{2} x_{i i} & =0 \tag{D.24}
\end{align*}
$$

From the above, we see that the equilibrium point $\mathbf{W}=\mathbf{P} \boldsymbol{\Lambda} \mathbf{H}^{-1}$ is stable.

## Appendix E. Summary of Stability Conditions

We summarize the stability conditions of the learning rule

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=\eta \mathbf{F}(\mathbf{y}) \mathbf{W} \tag{E.1}
\end{equation*}
$$

where off-diagonal entries of the matrix $\mathbf{F}$ are expressed as

$$
\begin{equation*}
f_{i j}=-f_{i}\left(y_{i}\right) y(i), \quad i \neq j \tag{E.2}
\end{equation*}
$$

and the diagonal entries of $\mathbf{F}$ can take the following forms

$$
\begin{align*}
f_{i i} & =1-y_{i} f\left(y_{i}\right)  \tag{E.3}\\
f_{i i} & =1-y_{i}^{2}  \tag{E.4}\\
f_{i i} & =0 \tag{E.5}
\end{align*}
$$

The ordinary algorithm is (E.3), while (E.4) forces the power of the recovered signals to be equal to 1 , and (E.5) is nonholonomic constraint so that the scale is infinite.

Theorem E. 6 The stability of condition for the ordinary case (E.3):

$$
\begin{equation*}
1+m_{i}>0, \quad \kappa_{i}>0, \quad \gamma_{i j}>1 \tag{E.6}
\end{equation*}
$$

Theorem E. 7 The stability criterion for the case (E.4), where the recovered signals are normalized (we assume $\delta_{i}=E\left\{y_{i} f_{i}\left(y_{i}\right)\right\}>0$ ):

$$
\begin{equation*}
\kappa_{i}>0, \quad \kappa_{i} \kappa_{j}>\delta_{i} \delta_{j} . \tag{E.7}
\end{equation*}
$$

Theorem E. 8 The stability condition for the nonholonomic case (E.2c):

$$
\begin{equation*}
\kappa_{i}>0, \quad \gamma_{i j}>\delta_{i} \delta_{j} \tag{E.8}
\end{equation*}
$$

Remark E. 7 If $f_{i}\left(y_{i}\right)$ is derived from a probability distribution $q\left(y_{i}\right)$,

$$
\begin{gather*}
f_{i}\left(y_{i}\right)=-\frac{\log q\left(y_{i}\right)}{d y_{i}},  \tag{E.9}\\
\delta_{i}=E\left\{y_{i} f_{i}\left(y_{i}\right)\right\}=1 \tag{E.10}
\end{gather*}
$$

holds. However, the scale of $y_{i}$ is indefinite in the nonholonomic case, so that the probability distribution of $\delta_{i} y_{i}$ is different from that of $y_{i}$. Hence, $\delta_{i}$ depends on which point in $\boldsymbol{C}_{\mathbf{W}}$ $\mathbf{W}$ converges.

Remark E. 8 Let $\boldsymbol{C}_{\mathbf{W}}$ be the class containing the true $\mathbf{W}=\mathbf{H}^{-1} . \delta_{i}$ is a function defined in the class. Hence, it is possible that the stability condition $\gamma_{i j}>\delta_{i} \delta_{j}$ holds in some part of $\boldsymbol{C}_{\mathbf{W}}$ but does not in some other part.

## Appendix F. Natural Gradient for Non-square Separating Matrix

Let us consider the case where the number of measurements (sensors) is larger than the number of sources, $(m>n)$. The recovered signals are given by

$$
\begin{equation*}
\mathbf{y}=\mathbf{W} \mathbf{x}=\mathbf{W}(\mathbf{H} \mathbf{s}+\boldsymbol{\nu}) \tag{F.1}
\end{equation*}
$$

where $\mathbf{W} \in \mathbb{R}^{n \times m}$.
The set $\mathbb{R}^{n \times m}$ does not form a Lie group, although we show a trial to introduce a Lie group structure in the next Appendix G. Here, we introduce an inner product in the space $\mathbb{R}^{n \times m}$, and the related natural gradient. Let $\delta \mathbf{W}=\left(\delta \mathbf{w}_{i j}\right)$ be a small deviation of $\mathbf{W}$. The magnitude of $\delta \mathbf{W}$ is given by the inner product $<\delta \mathbf{W}, \delta \mathbf{W}>_{\mathbf{W}}$, which introduces a Riemannian matrix in $\mathbb{R}^{n \times m}$. It is natural to define it by

$$
\begin{equation*}
<\delta \mathbf{W}, \delta \mathbf{W}>_{\mathbf{W}}=\operatorname{tr}\left(\delta \mathbf{W} \mathbf{R}_{\mathbf{x x}} \delta \mathbf{W}^{T} \mathbf{R}_{\mathbf{s s}}\right) \tag{F.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x} \mathbf{x}}=E\left\{\mathbf{x} \mathbf{x}^{T}\right\}=\mathbf{H} \mathbf{H}^{T}+\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}} \tag{F.3}
\end{equation*}
$$

and $\mathbf{R}_{\mathbf{s} \mathbf{s}}=E\left\{\mathbf{s} \mathbf{s}^{T}\right\}=\mathbf{I}_{n}$ is taken account of.
Let $\rho(\mathbf{W})$ be a loss function of $\mathbf{W}$. The natural gradient $\widetilde{\nabla} \rho$ is given from the equation

$$
\begin{equation*}
d \rho=\operatorname{tr}(\nabla \rho d \mathbf{W})=<\widetilde{\nabla} \rho, d \mathbf{W}> \tag{F.4}
\end{equation*}
$$

Assuming that $\mathbf{R}_{\mathbf{x x}}$ is not singular due to nonzero noise, we have

$$
\begin{equation*}
\widetilde{\nabla} \rho=\nabla \rho \mathbf{R}_{\mathbf{x x}}^{+} \tag{F.5}
\end{equation*}
$$

When the covariance matrix $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\sigma^{2} \mathbf{I}_{m}$ is negligibly small then $\mathbf{R}_{\mathbf{x x}}$ is singular. But we have

$$
\begin{equation*}
\lim _{\sigma^{2} \rightarrow 0} \mathbf{R}_{\mathbf{x x}}^{-1}=\mathbf{R}_{\mathbf{x x}}^{+} \tag{F.6}
\end{equation*}
$$

where $\mathbf{R}_{\mathbf{x x}}^{+}$is generalized inverse. Taking into account that

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x} \mathbf{x}}^{+}=\left(\mathbf{H} \mathbf{H}^{T}\right)^{+}=\mathbf{W}^{T} \mathbf{W} \tag{F.7}
\end{equation*}
$$

we can express the relationship between natural gradient and standard gradient as follows

$$
\begin{equation*}
\widetilde{\nabla} \rho=\nabla \rho \mathbf{W}^{T} \mathbf{W} \tag{F.8}
\end{equation*}
$$

## Appendix G. Lie Groups and Natural Gradient for General Case

In many cases, the number of the source signals is changing and it is unknown. Therefore, the mixing matrix $\mathbf{H}$ is not square and not invertible. Recently Amari (1999) [26] extended the natural gradient approach to the over and under-complete cases (i.e., the cases when the number of sensors is larger or less than the number of sources) on the condition that the sensor signals are prewhitened.

In this Appendix, we introduce Lie Group structures on the manifold of the undercomplete mixture matrices, and endorse Riemannian metric on the manifolds based on the property of the Lie groups (see Zhang et al. for more detail [1355, 1368, 1370]). Then, we derive the natural gradient on the manifold using the isometry of the Riemannian metric.

Denote by $G l(n, m)=\left\{\mathbf{W} \in \mathbb{R}^{n \times m} \mid \operatorname{rank}(\mathbf{W})=\min (n, m)\right\}$, the set of the $n \times m$ matrices of full rank. Assume that $m>n$. For $\mathbf{W} \in G l(n, m)$, there exists a permutation $\operatorname{matrix} \mathbf{P}_{Q} \in \mathbb{R}^{m \times m}$ such that

$$
\begin{equation*}
\mathbf{W} \mathbf{P}_{Q}=\left[\mathbf{W}_{1}, \mathbf{W}_{2}\right] \tag{G.1}
\end{equation*}
$$

where $\mathbf{W}_{1} \in \mathbb{R}^{n \times n}$ is nonsingular. Since the permutation of components is acceptable in the blind separation case, for simplicity, we assume that the square matrix consisting of the first $n$ columns of $\mathbf{W}$ is always nonsingular. Therefore, every $\mathbf{W} \in G l(n, m)$ can be decomposed into the following form $\mathbf{W}=\left[\mathbf{W}_{1} \mathbf{W}_{2}\right]$, where $\mathbf{W}_{1} \in \mathbb{R}^{n \times n}$ is nonsingular.

## G.0.1 Lie Group $\operatorname{Gl}(\boldsymbol{n}, \boldsymbol{m})$

The Lie group has played a crucial role in deriving the natural gradient in the manifold $G l(n, m)$, whose element $\mathbf{W} \in \mathbb{R}^{n \times m}$ is a non-square full column rank matrix.

The natural gradient induced by the Lie group, proposed by Zhang et al. [1368] can be written in general form as

$$
\begin{equation*}
\tilde{\nabla} \rho(\mathbf{y}, \mathbf{W})=\nabla \rho(\mathbf{y}, \mathbf{W}) \mathbf{W}^{T} \mathbf{W}+\nabla \rho(\mathbf{y}, \mathbf{W}) \mathbf{N}_{I} \tag{G.2}
\end{equation*}
$$

where

$$
\mathbf{N}_{I}=\mathbf{P}_{Q}^{T}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0}  \tag{G.3}\\
\mathbf{0} & \mathbf{I}_{m-n}
\end{array}\right) \mathbf{P}_{Q}
$$

with $\mathbf{P}_{Q} \in \mathbb{R}^{m \times m}$ is any permutation matrix. The result indicates that the natural gradient for under-complete mixture $(m>n)$ is not unique, which depends on the permutation $\operatorname{matrix} \mathbf{P}_{Q}$.

Assume that $m>n$. For $\mathbf{W} \in G l(n, m)$, there exists a permutation matrix $\mathbf{P}_{Q} \in \mathbb{R}^{m \times m}$ such that

$$
\begin{equation*}
\mathbf{W}=\left[\mathbf{W}_{1}, \mathbf{W}_{2}\right] \mathbf{P}_{Q} \tag{G.4}
\end{equation*}
$$

where $\mathbf{W}_{1} \in \mathbb{R}^{n \times n}$ is nonsingular matrix. Two basic operations for the Lie group are defined as follows,

$$
\begin{align*}
\mathbf{X} \circledast \mathbf{Y} & =\left[\mathbf{X}_{1} \mathbf{Y}_{1}, \mathbf{X}_{1} \mathbf{Y}_{2}+\mathbf{X}_{2}\right] \mathbf{P}_{Q}  \tag{G.5}\\
\mathbf{X}^{\dagger} & =\left[\mathbf{X}_{1}^{-1},-\mathbf{X}_{1}^{-1} \mathbf{X}_{2}\right] \mathbf{P}_{Q} \tag{G.6}
\end{align*}
$$

where $\mathbf{X}=\left[\mathbf{X}_{1}, \mathbf{X}_{2}\right] \mathbf{P}_{Q}$ and $\mathbf{Y}=\left[\mathbf{Y}_{1}, \mathbf{Y}_{2}\right] \mathbf{P}_{Q}$ are in $G l(n, m), \circledast$ is the multiplication operator of two matrices in $G l(n, m)$ and $\dagger$ is the inverse operator on $G l(n, m)$. The identity is defined by $\mathbf{E}=\left[\mathbf{I}_{n}, \mathbf{0}\right] \mathbf{P}_{Q}$.

Lie Group has a favorite property that it admits an invariant Riemannian metric. Let $T_{\mathbf{W}}$ be the tangent space of $G l(n, m), \mathbf{X}$ and $\mathbf{Y} \in T_{\mathbf{W}}$ be the tangent vectors. The Riemannian metric can easily been induced by following the inner product

$$
\begin{equation*}
<\mathbf{X}, \mathbf{Y}>_{\mathbf{W}}=<\mathbf{X} \circledast \mathbf{W}^{\dagger}, \mathbf{Y} \circledast \mathbf{W}^{\dagger}>_{\mathbf{E}} \tag{G.7}
\end{equation*}
$$

The inner product at $\mathbf{E}$ is naturally defined by

$$
\begin{equation*}
<\mathbf{X}, \mathbf{Y}>_{\mathbf{E}}=\operatorname{tr}\left(\mathbf{X} \mathbf{Y}^{T}\right) \tag{G.8}
\end{equation*}
$$

From definition, for $\mathbf{W}=\left[\mathbf{W}_{1}, \mathbf{W}_{2}\right] \mathbf{P}_{Q} \in G l(n, m)$, we have

$$
\begin{equation*}
\mathbf{W}^{\dagger}=\left[\mathbf{W}_{1}^{-1},-\mathbf{W}_{1}^{-1} \mathbf{W}_{2}\right] \mathbf{P}_{Q} \tag{G.9}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{X} \circledast \mathbf{W}^{\dagger} & =\left[\mathbf{X}_{1} \mathbf{W}_{1}^{-1},-\mathbf{X}_{1} \mathbf{W}_{1}^{-1} \mathbf{W}_{2}+\mathbf{X}_{2}\right] \mathbf{P}_{Q}  \tag{G.10}\\
\mathbf{Y} \circledast \mathbf{W}^{\dagger} & =\left[\mathbf{Y}_{1} \mathbf{W}_{1}^{-1},-\mathbf{Y}_{1} \mathbf{W}_{1}^{-1} \mathbf{W}_{2}+\mathbf{Y}_{2}\right] \mathbf{P}_{Q} \tag{G.11}
\end{align*}
$$

then, we have

$$
\begin{equation*}
<\mathbf{X}, \mathbf{Y}>_{\mathbf{W}}=\operatorname{tr}\left(\left[\mathbf{X}_{1} \mathbf{W}_{1}^{-1},-\mathbf{X}_{1} \mathbf{W}_{1}^{-1} \mathbf{W}_{2}+\mathbf{X}_{2}\right]\left[\mathbf{Y}_{1} \mathbf{W}_{1}^{-1},-\mathbf{Y}_{1} \mathbf{W}_{1}^{-1} \mathbf{W}_{2}+\mathbf{Y}_{2}\right]^{T}\right) \tag{G.12}
\end{equation*}
$$

For a function $\rho(\mathbf{y}, \mathbf{W})$ defined on the manifold $G l(n, m)$, the natural gradient $\tilde{\nabla} \rho(\mathbf{y}, \mathbf{W})$ is the contravariant form of $\nabla \rho(y, \mathbf{W})$ denoting the steepest direction of the function $\rho(\mathbf{y}, \mathbf{W})$ as measured by the Riemannian metric of $G l(n, m)$, which is defined by

$$
\begin{equation*}
<\mathbf{X}, \tilde{\nabla} \rho(\mathbf{y}, \mathbf{W})>_{\mathbf{W}}=<\mathbf{X}, \nabla \rho(\mathbf{y}, \mathbf{W})>_{\mathbf{E}} \tag{G.13}
\end{equation*}
$$

for any $\mathbf{X} \in G l(n, m)$. Using definition ( (G.12), and comparing both sides of ( (G.13), we have

$$
\begin{equation*}
\tilde{\nabla} \rho(\mathbf{y}, \mathbf{W})=\nabla \rho(\mathbf{y}, \mathbf{W}) \mathbf{W}^{T} \mathbf{W}+\nabla \rho(y, \mathbf{W}) \mathbf{N}_{I} \tag{G.14}
\end{equation*}
$$

where

$$
\mathbf{N}_{I}=\mathbf{P}_{Q}^{T}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0}  \tag{G.15}\\
\mathbf{0} & \mathbf{I}_{m-n}
\end{array}\right) \mathbf{P}_{Q}
$$

## G.0.2 Derivation of Natural Learning Algorithm for $\boldsymbol{m}>\boldsymbol{n}$

Assume that $q(\mathbf{y}, \mathbf{W}), q_{i}\left(y_{i}, \mathbf{W}\right)$ are the joint probability density function of $\mathbf{y}$ and its marginal pdf's of $y_{i},(i=1,2, \ldots, m)$ respectively. In order to separate independent sources by demixing model, we formulate the blind deconvolution problem into an optimization problem. Our target is to make the components of $\mathbf{y}$ as mutually independent as possible. To this end, we employ the Kullback-Leibler divergence as a risk function

$$
\begin{equation*}
\rho(\mathbf{y}, \mathbf{W})=-H(\mathbf{y}, \mathbf{W})+\sum_{i=1}^{n} H\left(y_{i}, \mathbf{W}\right) \tag{G.16}
\end{equation*}
$$

where

$$
\begin{aligned}
H(\mathbf{y}, \mathbf{W}) & =-\int q(\mathbf{y}, \mathbf{W}) \log q(\mathbf{y}, \mathbf{W}) d \mathbf{y} \\
H\left(y_{i}, \mathbf{W}\right) & =-\int q_{i}\left(y_{i}, \mathbf{W}\right) \log q_{i}\left(y_{i}, \mathbf{W}\right) d y_{i}
\end{aligned}
$$

The loss function $\rho(\mathbf{y}, \mathbf{W})$ is a nonnegative functional, which measures the mutual independence of the output signals $y_{i}(k)$. The output signals $\mathbf{y}$ are mutually independent if and only if $\rho(\mathbf{y}, \mathbf{W})=0$. We apply the stochastic gradient descent method to obtain a learning algorithm. In order to obtain an efficient on-line learning algorithm, we simplify the risk function into the following loss function $\rho(\mathbf{y}, \mathbf{W})$ for the undercomplete mixture, i.e., $m>n$

$$
\begin{equation*}
\rho(\mathbf{y}, \mathbf{W})=-\log \left(\left|\operatorname{det}\left(\mathbf{W E}^{T}\right)\right|\right)-\sum_{i=1}^{n} \log q_{i}\left(y_{i}(k), \mathbf{W}\right) \tag{G.17}
\end{equation*}
$$

where $\mathbf{E}$ is the identity element of Lie group $G l(n, m)$, and $\operatorname{det}\left(\mathbf{W} \mathbf{E}^{T}\right)$ is the determinant of matrix $\mathbf{W E} \mathbf{E}^{T}$. In the following discussion, we use the following decomposition (see Zhang et al. for more detail [1370])

$$
\begin{align*}
\mathbf{W} & =\left[\mathbf{W}_{1}, \mathbf{W}_{2}\right] \mathbf{P}_{Q}, \mathbf{W}_{1} \in \mathbb{R}^{n \times n}  \tag{G.18}\\
\mathbf{x} & =\mathbf{P}_{Q}\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{2}
\end{array}\right], \mathbf{x}_{1} \in \mathbb{R}^{n} \tag{G.19}
\end{align*}
$$

then we have $\mathbf{W E} \mathbf{E}^{T}=\mathbf{W}_{1}$.
For the gradient of $\rho(\mathbf{y}, \mathbf{W})$ with respect to $\mathbf{W}$, we calculate the total differential $d \rho(\mathbf{y}, \mathbf{W})$ of $\rho(\mathbf{y}, \mathbf{W})$, when we take a differential $d \mathbf{W}$ on $\mathbf{W}$

$$
\begin{equation*}
d \rho(\mathbf{y}, \mathbf{W})=\rho(\mathbf{y}, \mathbf{W}+d \mathbf{W})-\rho(\mathbf{y}, \mathbf{W}) \tag{G.20}
\end{equation*}
$$

Following the derivation for the natural gradient learning algorithm [34], we have

$$
\begin{equation*}
d \rho(\mathbf{y}, \mathbf{W})=-\operatorname{tr}\left(d \mathbf{W}_{1} \mathbf{W}_{1}^{-1}\right)+\mathbf{f}^{T}(\mathbf{y}) d \mathbf{y} \tag{G.21}
\end{equation*}
$$

where $\operatorname{tr}$ is the trace of a matrix and $\mathbf{f}(\mathbf{y})$ is a vector of nonlinear activation functions

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=-\frac{d \log q_{i}\left(y_{i}\right)}{d y_{i}}=-\frac{q_{i}^{\prime}\left(y_{i}\right)}{q_{i}\left(y_{i}\right)} . \tag{G.22}
\end{equation*}
$$

From (G.21), we can easily obtain the standard gradient of $\rho$ with respect to $\mathbf{W}$ 1355, 1368, 1370

$$
\begin{align*}
& \frac{d \rho(\mathbf{y}, \mathbf{W})}{d \mathbf{W}_{1}}=-\mathbf{W}_{1}^{-T}+\mathbf{f}(\mathbf{y}) \mathbf{x}_{1}^{T}  \tag{G.23}\\
& \frac{d \rho(\mathbf{y}, \mathbf{W})}{d \mathbf{W}_{2}}=\mathbf{f}(\mathbf{y}) \mathbf{x}_{2}^{T} \tag{G.24}
\end{align*}
$$

Therefore, the natural gradient learning algorithm (G.2) on $G l(n, m)$ can be implemented as follows

$$
\begin{equation*}
\Delta \mathbf{W}=-\eta \tilde{\nabla} \rho(\mathbf{y}, \mathbf{W})=\eta\left[\left(\mathbf{I}_{n}-\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right) \mathbf{W}-\mathbf{f}(\mathbf{y}) \mathbf{x}^{T} \mathbf{N}_{I}\right) \tag{G.25}
\end{equation*}
$$

where $\mathbf{y} \in \mathbb{R}^{n}, \mathbf{x} \in \mathbb{R}^{m}, \mathbf{W} \in \mathbb{R}^{n \times m}$ with $m \geq n$ and

$$
\mathbf{N}_{I}=\mathbf{P}_{Q}^{T}\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}_{m-n}
\end{array}\right) \mathbf{P}_{Q}
$$

with arbitrary permutation matrix $\mathbf{P}_{Q} \in \mathbb{R}^{m \times m}$.

## 7

## Locally Adaptive Algorithms for ICA and their Implementations

Nothing is invented and perfected at the same time.
-Latin Proverb

In the previous chapter, we have rigorously derived a family of equivariant algorithms for ICA/BSS using Amari's natural gradient approach. In this chapter, the original JuttenHérault (J-H) algorithm [655, 312, 657] is introduced, and several more or less heuristically derived extensions and modifications for independent component analysis are presented. In particular, we focus on simple locally adaptive Hebbian/anti-Hebbian learning algorithms and their implementation using multilayer neural networks are proposed.

The main purpose of this chapter is to describe and overview models and to present a family of practical and efficient associated adaptive or locally adaptive learning algorithms which have special advantages of efficiency and/or simplicity and straightforward implementations. Some of the described algorithms have special advantages in the cases of noisy, badly scaled or ill-conditioned signals. The proposed algorithms are extended for the case when the number of sources and their statistics are unknown. Finally, problem of an optimal choice of nonlinear activation function and general local stability conditions are also discussed.

### 7.1 MODIFIED JUTTEN-HÉRAULT ALGORITHMS FOR BLIND SEPARATION OF SOURCES

### 7.1.1 Recurrent Neural Network

In this section, we consider a recurrent neural network and an associated locally adaptive learning rule, first developed by Jutten and Hérault [655, 312, 657, 653]. We focus only on linearly mixed sensor signals, i.e.,

$$
\begin{equation*}
x_{i}(t)=\sum_{j=1}^{n} h_{i j} s_{j}(t), \quad(i=1,2, \ldots, n), \tag{7.1}
\end{equation*}
$$

where $h_{i j}$ are unknown mixing parameters, $s_{j}(t)$ are unknown, zero-mean, independent sources and $x_{i}(t)$ are observed sensor signals.

Jutten and Hérault proposed a recurrent neural network shown in Fig. 7.1 (a), described by the matrix equations

$$
\begin{align*}
\mathbf{y}(t) & =\mathbf{x}(t)-\widehat{\mathbf{W}}(t) \mathbf{y}(t)  \tag{7.2}\\
\mathbf{x}(t) & =\mathbf{H s}(t) \tag{7.3}
\end{align*}
$$

Hence

$$
\begin{equation*}
\mathbf{y}(t)=[\mathbf{I}+\widehat{\mathbf{W}}(t)]^{-1} \mathbf{x}(t) \tag{7.4}
\end{equation*}
$$

where

$$
\widehat{\mathbf{W}}=\left[\begin{array}{cccc}
0 & \widehat{w}_{12} & \ldots & \widehat{w}_{1 n} \\
\widehat{w}_{21} & 0 & \ldots & \widehat{w}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\widehat{w}_{n 1} & \widehat{w}_{n 2} & \ldots & 0
\end{array}\right]
$$

It is required to adapt the synaptic weights $\widehat{w}_{i j}$ (with $\widehat{w}_{i i}=0$ ) of a linear system (often referred to as a single-layer recurrent neural network) to combine the observations $x_{i}(t)$ to form optimal estimates of the source signals $\widehat{s}_{j}(t)=y_{j}(t)=x_{j}-\sum_{i=1}^{n} \widehat{w}_{j i} y_{i}(t)$. The optimal weights correspond to the statistical independence of the output signals $y_{j}(t)$. Of course, the linear superposition is the simplest case of a combination of signals; other cases discussed in the next chapters include filtering and convolution operations.

### 7.1.2 Statistical Independence

It is assumed that no a priori information about the primary sources $s_{i}(t)$ is available except that they are mutually independent. Independence of random variables is a more general concept than decorrelation. Roughly speaking, we say that random variables $y_{i}$ and $y_{j}$ are statistically independent if knowledge of the values of $y_{i}$ tells nothing about the values of $y_{j}$.

Mathematically, the independence of $y_{i}$ and $y_{j}$ can be expressed by the relationship

$$
\begin{equation*}
p\left(y_{i}, y_{j}\right)=p\left(y_{i}\right) p\left(y_{j}\right) \tag{7.5}
\end{equation*}
$$

(a)

(b)


Fig. 7.1 Block diagrams: (a) Recurrent and (b) feed-forward neural network for blind source separation.
where $p(y)$ denotes the probability density function (pdf) of the random variable $y$. In other words, signals are independent if their joint pdf can be factorized.

If independent signals are zero-mean, then the generalized covariance matrix of $f\left(y_{i}\right)$ and $g\left(y_{j}\right)$, where $f(y)$ and $g(y)$ are different, odd nonlinear activation functions (e.g., $f(y)=y^{3}$ and $g(y)=\tanh (y))$ is a non-singular diagonal matrix

$$
\begin{align*}
& \mathbf{R}_{\mathbf{f} \mathbf{g}}=E\left\{\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})\right\}-E\{\mathbf{f}(\mathbf{y})\} E\left\{\mathbf{g}^{T}(\mathbf{y})\right\}= \\
& {\left[\begin{array}{ccc}
E\left\{f\left(y_{1}\right) g\left(y_{1}\right)\right\}-E\left\{f\left(y_{1}\right)\right\} E\left\{g\left(y_{1}\right)\right\} & & 0 \\
0 & \ddots & \\
0 & & E\left\{f\left(y_{n}\right) g\left(y_{n}\right)\right\}-E\left\{f\left(y_{n}\right)\right\} E\left\{g\left(y_{n}\right)\right\}
\end{array}\right]} \tag{7.6}
\end{align*}
$$

i.e., the covariances $E\left\{f\left(y_{i}\right) g\left(y_{j}\right)\right\}-E\left\{f\left(y_{i}\right)\right\} E\left\{g\left(y_{j}\right)\right\}$ are all zero and all variances $E\left\{f\left(y_{i}\right) g\left(y_{i}\right)\right\}-E\left\{f\left(y_{i}\right)\right\} E\left\{g\left(y_{i}\right)\right\}$ are non-zero. It should be noted that for odd $f(\dot{)}$ and $g()$, if the probability density function of each zero-mean source signal is even, then the terms of the form $E\left\{f\left(y_{i}\right)\right\} E\left\{g\left(y_{i}\right)\right\}$ equal zero. The true general condition for statistical independence of signals is vanishing of high-order cross-cumulants [257].

On the basis of the criterion for independence, Jutten and Hérault proposed a simple heuristic adaptive learning rule (see Fig. 7.2) given by

$$
\begin{equation*}
\frac{d \widehat{w}_{i j}(t)}{d t}=\mu(t) f\left(y_{i}(t)\right) g\left(y_{j}(t)\right) \tag{7.7}
\end{equation*}
$$

where $f(y)$ and $g(y)$ are different odd activation functions (for example $f(y)=y^{3}, g(y)=$ $\tanh (10 y)$ for sub-Gaussian sources and $f(y)=\tanh (10 y), g(y)=y^{3}$ for super-Gaussian sources, although a wide variety of functions can be used). The Jutten-Hérault learning
(a)

(b)


Fig. 7.2 (a) Neural network model and (b) implementation of the Jutten-Hérault basic continuoustime algorithm for two channels.
algorithm can be written in a compact matrix form as

$$
\begin{equation*}
\frac{d \widehat{\mathbf{W}}(t)}{d t}=\mu(t) \mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)] \tag{7.8}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{f}(\mathbf{y}) & =\left[f\left(y_{1}\right), f\left(y_{2}\right), \ldots, f\left(y_{n}\right)\right]^{T} \\
\mathbf{g}(\mathbf{y}) & =\left[g\left(y_{1}\right), g\left(y_{2}\right), \ldots, g\left(y_{n}\right)\right]^{T}
\end{aligned}
$$

provided that $E\{\mathbf{f}(\mathbf{y})\}=\mathbf{0}$ or $E\{\mathbf{g}(\mathbf{y})\}=\mathbf{0}$. To satisfy these conditions for arbitrary distributed sources (especially non-symmetric distributed signals around their means), we usually select nonlinearities as follows:

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=\varphi_{i}\left(y_{i}\right) \quad \text { and } \quad g_{i}\left(y_{i}\right)=y_{i} \tag{7.9}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=y_{i} \quad \text { and } \quad g_{i}\left(y_{i}\right)=\varphi\left(y_{i}\right) \tag{7.10}
\end{equation*}
$$

where $\varphi_{i}\left(y_{i}\right)$ are suitably designed nonlinear functions.
Note that in the Jutten-Hérault algorithm, the synaptic weights $\widehat{w}_{i i}=0(i=1,2, \ldots, n)$, i.e., the neural network in Fig. 7.1 (a) has no self-feedback loops. The Jutten-Hérault algorithm is very simple, however, has failed in a number of cases, e.g., for weak signals or ill-conditioned mixing matrix.

### 7.1.3 Self-normalization

Eq. (7.6) provides a practical criterion for the independence of the output signals. While this simple criterion has been proven to be effective in many cases, it is often very illconditioned for certain classes of signals, especially for badly scaled signals. To alleviate this problem, we propose an auxiliary condition that requires that the variances $E\left\{f\left(y_{i}\right) g\left(y_{i}\right)\right\}$ take specific values $\lambda_{i}$ (typically they are all equal to unity). This means that output signals $y_{i}(t)$ should be adaptively scaled so that all the generalized variances are normalized as $E\left\{f\left(y_{i}\right) g\left(y_{i}\right)\right\}=\lambda_{i}$ (typically $\lambda_{i}=1$ ). It can be shown by computer simulations that this auxiliary condition leads to considerable improvement in the performance of a neural network without any increase of the computational complexity of the learning algorithm.

Initially, we modified the Jutten-Hérault algorithm by incorporating a fully recurrent neural network in which every neuron is connected to all neurons, including itself (i.e., it contains self-loops with $\widehat{w}_{i i} \neq 0$ ). This network (see Fig. 7.1 (a)) is described by the set of equations

$$
\begin{equation*}
y_{i}(t)=x_{i}(t)-\sum_{j=1}^{n} \widehat{w}_{i j}(t) y_{j}(t) \tag{7.11}
\end{equation*}
$$

Starting from the independence and self-normalization criteria discussed above, it is straightforward to derive the associated on-line local learning algorithm as

$$
\begin{equation*}
\frac{d \widehat{w}_{i i}(t)}{d t}=\mu(t)\left[\lambda_{i}-f\left[y_{i}(t)\right] g\left[y_{i}(t)\right]\right] \tag{7.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \widehat{w}_{i j}(t)}{d t}=\mu(t) f\left[y_{i}(t)\right] g\left[y_{j}(t)\right], \quad \text { for } i \neq j \tag{7.13}
\end{equation*}
$$

which can be written in a compact matrix form as

$$
\begin{equation*}
\frac{d \widehat{\mathbf{W}}(t)}{d t}=\mu(t)\left[\boldsymbol{\Lambda}-\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]\right] \tag{7.14}
\end{equation*}
$$

where $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$.
The main justification for employing weights $\widehat{w}_{i i}$ is to provide self-normalization of the generalized variances of the output signals. Such self-normalization improves the performance of the network, especially if the signals are badly scaled, i.e., if the mixing matrix $\mathbf{H}$ is nearly singular.

The idea behind algorithm (7.14) is the following. Suppose, we take the expectation of both sides of Eq. (7.14). If the entries of the matrix $\widehat{\mathbf{W}}(t)$ approach constants and if $\widehat{w}_{i j}$ are smooth functions of time, the left side of the equation approaches zero. Hence the matrix $\left[E\left\{\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]\right\}-\boldsymbol{\Lambda}\right]$ tends to zero. This means that the system achieves separation if, $E\left\{f\left(y_{i}\right) g\left(y_{j}\right)\right\}=E\left\{f\left(y_{i}\right)\right\} E\left\{g\left(y_{j}\right)\right\}=0$, i.e., the output signals are mutually independent, provided $E\left\{f\left(y_{i}\right)\right\}=0$ or $\left.E\left\{g\left(y_{i}\right)\right\}=0\right)$ and $E\left\{f\left(y_{i}\right) g\left(y_{i}\right)\right\}=\lambda_{i}$ represent the self-normalization conditions. In practice, the expected values are not available and according to the stochastic approximation procedure, they are replaced by instantaneous or time-averaged values.

The learning algorithm $(\overline{7.12)}-(\overline{7.14})$ is very simple and relatively efficient for well-posed problems. However, the network shown in Fig. 7.1 (a) and the associated learning algorithms have several disadvantages; they require the inversion of a matrix (Eq. (7.4)) at every iteration, which is computationally ill-conditioned and time consuming. In addition, for the algorithm to work the number of outputs must be equal to the number of sensors and the number of sources.

### 7.1.4 Feed-forward Neural Network and Associated Learning Algorithms

To avoid the drawbacks mentioned above, let us consider a single-layer feed-forward neural network shown in Fig. 7.1 (b). It is required to find the weights $w_{j i}$ to optimally estimate the source signals as

$$
\begin{equation*}
\widehat{s}_{j}=y_{j}(t)=\sum_{i=1}^{n} w_{j i} x_{i}(t), \quad(j=1,2, \ldots, n) \tag{7.15}
\end{equation*}
$$

Note the system shown in Fig. 7.1 (b) is described by the matrix equations

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{H} \mathbf{s}(t) \tag{7.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{y}(t)=\mathbf{W} \mathbf{x}(t)=\mathbf{W} \mathbf{H}(t) \tag{7.17}
\end{equation*}
$$

where $\mathbf{H}=\left[h_{i j}\right]_{n \times n} \in \mathbb{R}^{n \times n}$ is an unknown mixture matrix, $\mathbf{W}=\left[w_{j i}\right]_{n \times n} \in \mathbb{R}^{n \times n}$ is a matrix of the adaptive synaptic weights, $\mathbf{s}(t)=\left[s_{1}(t), s_{2}(t), \ldots, s_{n}(t)\right]^{T}$ is an unknown
vector of the independent sources, $\mathbf{x}(t)=\left[x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right]^{T}$ is the vector of the observable (available) sensor signals and $\mathbf{y}(t)=\left[y_{1}(t), y_{2}(t), \ldots, y_{n}(t)\right]^{T}$ is the vector of desired output signals, which must be mutually independent.

The optimal value of the synaptic weights corresponds to statistical independence of the output signals $y_{j}(t)(j=1,2, \ldots, n)$. It should be noted that the source separation is achieved as soon as the composite matrix $\mathbf{G}(t)=\mathbf{W}(t) \mathbf{H}$ has exactly one non-zero element in every row and every column. Such a matrix $\mathbf{G}(t)$ is called a generalized permutation matrix.

The feed-forward network of Fig. 7.1 (b) is equivalent to the recurrent network of Fig. 7.1 (a), if the following relation holds

$$
\begin{equation*}
\mathbf{W}(t)=[\mathbf{I}+\widehat{\mathbf{W}}(t)]^{-1} \tag{7.18}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\widehat{\mathbf{W}}(t)=\mathbf{W}^{-1}(t)-\mathbf{I} \tag{7.19}
\end{equation*}
$$

which requires that the matrices $\widehat{\mathbf{W}}(t)+\mathbf{I}$ and $\mathbf{W}(t)$ are nonsingular for every time instant $t$. Differentiating Eq. (7.19) gives

$$
\begin{equation*}
\frac{d \widehat{\mathbf{W}}}{d t}=\frac{d}{d t}\left(\mathbf{W}^{-1}-\mathbf{I}\right)=-\mathbf{W}^{-1} \frac{d \mathbf{W}}{d t} \mathbf{W}^{-1} \tag{7.20}
\end{equation*}
$$

and hence, we have

$$
\begin{equation*}
\mathbf{W}^{-1} \frac{d \mathbf{W}}{d t} \mathbf{W}^{-1}=\mu(t)\left[\boldsymbol{\Lambda}-\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]\right] \tag{7.21}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t}=\mu(t) \mathbf{W}(t)\left[\boldsymbol{\Lambda}-\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]\right] \mathbf{W}(t) \tag{7.22}
\end{equation*}
$$

with non-zero initial conditions, typically $\mathbf{W}(0)=\mathbf{I}$.
Eq. (7.22) constitutes an equivalent learning algorithm for the feed-forward network which has the same convergence properties as the algorithm given by Eq. (7.14). Unfortunately, the resulting adaptive learning algorithm, (7.22) is relatively more complex.

A careful insight into Eq. (7.22) motivated us to propose a few heuristic modifications, that we found experimentally to have advantages in implementation with respect to computational efficiency and robustness. The first of these modifications came by noting that the right hand side factors $\mathbf{W}(t)$ in Eq. (7.22) have no influence on the equilibrium point but only change the trajectory and thus the key part of the right hand side of Eq. (7.22) is $-\mu(t)\left[\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]-\mathbf{\Lambda}\right]$. In fact, the equilibrium point depends only on the term $\left[\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]-\boldsymbol{\Lambda}\right]$, i.e., the equilibrium point is achieved if the expected value of this term is equal to zero. Thus, the algorithm, Eq. (7.22), can be considerably simplified by replacing the terms $\mathbf{W}(t)$ by identity matrix, giving

$$
\begin{equation*}
\frac{d \mathbf{W}(t)}{d t}=\mu(t)\left[\mathbf{\Lambda}-\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]\right] \tag{7.23}
\end{equation*}
$$

which can be written in a simple scalar form as

$$
\begin{equation*}
\frac{d w_{i j}(t)}{d t}=\mu(t)\left[\delta_{i j} \lambda_{i}-f\left[y_{i}(t)\right] g\left[y_{i}(t)\right]\right] \tag{7.24}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta.
We found that this algorithm successfully separates the sources for rather moderately ill-conditioned problems (if the ratio of the energies of the signals is not larger than 1:10), leading to the same equilibrium point with fewer computations and with a less complex network. A functional block diagram illustrating the implementation of the simplified learning algorithm (Eq. (7.24)) is shown in Fig. 7.3 (see also Fig. 7.4 for detailed implementation). It is interesting to note that the algorithm in Eq. (7.24) for the feed-forward network is identical in form (up to the sign factor) to the algorithm (7.12) - (7.14) for the recurrent network.


Fig. 7.3 Block diagram of the continuous-time locally adaptive learning algorithm (7.23).

For ill-conditioned problems, we can use the equivariant algorithm. One modification of such algorithm can be obtained intuitively from the algorithm (Eq. 7.22) by assuming that $\mu(t)$ is not a scalar learning rate but a learning matrix defined as $\mu_{0}(t) \mathbf{W}^{-1}(t)$, where $\mu_{0}(t)$ is a scalar. Replacing $\boldsymbol{\mu}(t)$ in Eq. (7.22) by $\mu_{0}(t) \mathbf{W}^{-1}$, we obtain a learning algorithm for feed-forward system with updating rule given by

$$
\begin{equation*}
\frac{d \mathbf{W}(t)}{d t}=\mu_{0}(t)\left[\boldsymbol{\Lambda}-\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]\right] \mathbf{W}(t) \tag{7.25}
\end{equation*}
$$



Fig. 7.4 Detailed analog circuit illustrating implementation of the locally adaptive learning algorithm (7.24).
which can be written in a scalar form as

$$
\begin{equation*}
\frac{d w_{i j}(t)}{d t}=\mu_{0}(t)\left[\delta_{i j} \lambda_{i}-f\left[y_{i}(t)\right] \sum_{p=1}^{m} w_{p j}(t) g\left[y_{p}(t)\right]\right] . \tag{7.26}
\end{equation*}
$$

The corresponding discrete-time algorithm can take the following form

$$
\begin{equation*}
w_{i j}(k+1)=w_{i j}(k)+\eta(k)\left[\delta_{i j} \lambda_{i}-f\left[y_{i}(k)\right] \sum_{p=1}^{m} w_{p j}(k) g\left[y_{p}(k)\right]\right] \tag{7.27}
\end{equation*}
$$

Fig. 7.5 (a) and (b) shows a block diagram illustrating the improved learning algorithm of Eq. (7.25).

In the special case, for

$$
\begin{equation*}
\mathbf{g}(\mathbf{y})=\mathbf{f}(\mathbf{y})-\mathbf{y} \text { and } \boldsymbol{\Lambda}=\mathbf{0} \tag{7.28}
\end{equation*}
$$

we have

$$
\begin{equation*}
\Delta \mathbf{W}=\eta \mathbf{f}(\mathbf{y})\left[\mathbf{y}^{T}-\mathbf{f}^{T}(\mathbf{y})\right] \mathbf{W} \tag{7.29}
\end{equation*}
$$

Assuming further that the signals are pre-whitened, so that $\mathbf{W}^{T} \mathbf{W}=\mathbf{I}$, we obtain the nonlinear PCA rule developed by Oja and Karhunen [916] as:

$$
\begin{equation*}
\Delta \mathbf{W}=\eta \mathbf{f}(\mathbf{y})\left[\mathbf{x}_{1}^{T}-\mathbf{f}^{T}(\mathbf{y}) \mathbf{W}\right] \tag{7.30}
\end{equation*}
$$

which need a pre-whitening of sensor signals ( $\mathbf{x}_{1}=\mathbf{Q x}$ ).
Assuming that the constraint $\mathbf{W}^{T} \mathbf{W}=\mathbf{I}$ is satisfied during the learning process, we can easily prove that the above algorithm reduces approximately to the learning rule proposed by Cardoso and Laheld [155] as:

$$
\begin{equation*}
\Delta \mathbf{W}=-\eta\left[\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}-\mathbf{y} \mathbf{f}^{T}(\mathbf{y})\right] \mathbf{W} \tag{7.31}
\end{equation*}
$$

Connections of the nonlinear PCA rule (7.30) with other blind separation approaches are studied in 671].

### 7.1.5 Multilayer Neural Networks

In order to improve the flexibility and efficiency of BSS/ICA schemes, we can use multistage sequential or multilayer neural networks. Fig. 7.6 shows various possible configurations of multilayer neural networks.

In this way, we can improve dramatically flexibility and performance of blind separation or extraction by applying different algorithms or different activation functions in each layer. Furthermore, this allows us to combine SOS and HOS statistics algorithms to extract at various layers various sources with different statistics properties. The layers should work rather sequentially, one by one, i.e., after achieving convergence in the first layer the second layer will start to work, and so on.
(a)

(b)


Fig. 7.5 (a) Block diagram illustrating implementation of continuous-time robust learning algorithm, (b) illustration of implementation of the discrete-time robust learning algorithm.


Fig. 7.6 Various configurations of multilayer neural networks for blind source separation: (a) Feedforward model, (b) recurrent model, (c) hybrid model (LA means learning algorithm).

In general, synaptic weights in each layer can be updated, by employing any suitable algorithm described in this book. Especially, the following simple local learning rule can be applied

$$
\begin{equation*}
\frac{d \mathbf{W}^{(p)}(t)}{d t}=\mu(t)\left[\boldsymbol{\Lambda}^{(p)}-\left\langle\mathbf{f}_{p}\left[\mathbf{y}^{(p)}(t)\right] \mathbf{g}_{p}^{T}\left[\mathbf{y}^{(p)}(t)\right]\right\rangle\right], \quad(p=1,2, \ldots, K) \tag{7.32}
\end{equation*}
$$

which can be written in a compact scalar form as

$$
\begin{equation*}
\frac{d w_{i j}^{(p)}(t)}{d t}=\mu(t)\left[\delta_{i j} \lambda_{i}^{(p)}-\left\langle f_{p}\left[y_{i}^{(p)}(t)\right] g_{p}\left[y_{i}^{(p)}(t)\right]\right\rangle\right] \tag{7.33}
\end{equation*}
$$

where $\boldsymbol{\Lambda}^{(p)}$ is a nonsingular diagonal matrix (typically $\boldsymbol{\Lambda}^{(p)}=\mathbf{I}$ ), and $\rangle$ denotes the statistical averaging operator.

The associated discrete-time locally adaptive learning rule takes the form

$$
\begin{equation*}
\mathbf{W}^{(p)}(k+1)=\mathbf{W}^{(p)}(k)+\eta^{(p)}(k)\left[\boldsymbol{\Lambda}^{(p)}-\left\langle\mathbf{f}_{p}\left[\mathbf{y}^{(p)}(k)\right] \mathbf{g}_{p}^{T}\left[\mathbf{y}^{(p)}(k)\right]\right\rangle\right], \quad(p=1,2, \ldots, K) \tag{7.34}
\end{equation*}
$$

or in a scalar form as

$$
\begin{equation*}
w_{i j}^{(p)}(k+1)=w_{i j}^{(p)}(k)+\eta^{(p)}(k)\left[\delta_{i j} \lambda_{i}^{(p)}-\left\langle f_{p}\left[y_{i}^{(p)}(k)\right] g_{p}\left[y_{i}^{(p)}(k)\right]\right\rangle\right] . \tag{7.35}
\end{equation*}
$$

Remark 7.1 It is interesting to note that the same adaptive learning algorithm (7.35) can be used both for feed-forward and recurrent neural sub-models with either a positive or negative learning rates $\eta^{(p)}$ (see Chapter 4 for more explanation).

Extensive computer simulations have shown that this algorithm provides relatively good performance that was not possible to obtain using only a single stage (layer), especially for very ill-conditioned problems (e.g., if the signals are badly scaled or the mixing matrix $\mathbf{H}$ is extremely ill-conditioned). Moreover, due to its extremely low complexity in comparison to other algorithms it is suitable for hardware VLSI implementations.

Of course, we are not satisfied with the present pragmatic but rather heuristic or intuitive engineering approaches presented till now in this chapter, but the value (simplicity, biological plausibility and good performance) of the presented algorithms justifies their presentation ahead of an adequate theory. In the next section, we will present more rigorous derivation of several of these algorithms with some tips about their practical implementations.

### 7.2 ITERATIVE MATRIX INVERSION APPROACH TO DERIVATION OF FAMILY OF ROBUST ICA ALGORITHMS

In this section, we discuss some interesting properties of the considered algorithms, and present also an alternative derivation of the robust ICA algorithm proposed by Cruces et al. [321, 332]. Only time-discrete learning algorithms are considered. The learning algorithm (7.25) can be derived using the basic concepts of the diagonalization of a generalized covariance matrix:

$$
\begin{equation*}
\mathbf{R}_{\mathbf{f} \mathbf{g}}(\mathbf{W})=E\left\{\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})\right\} \tag{7.36}
\end{equation*}
$$

Without loss of generality, we assume that this generalized covariance matrix is equal to the identity matrix at the optimum separation point $\mathbf{W}_{*}$, i.e.,

$$
\begin{equation*}
\mathbf{R}_{\mathbf{f} \mathbf{g}}\left(\mathbf{W}_{*}\right)=\mathbf{I} \tag{7.37}
\end{equation*}
$$

This diagonalization can also be viewed as an implicit matrix inversion, since, if we define a new non-linear function of the outputs $\mathbf{h}(\mathbf{y})=\mathbf{W}^{-1} \mathbf{f}(\mathbf{y})$ and a new generalized covariance matrix

$$
\begin{equation*}
\mathbf{R}_{\mathbf{h g}}(\mathbf{W})=E\left\{\mathbf{h}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})\right\}=\mathbf{W}^{-1} \mathbf{R}_{\mathbf{f} \mathbf{g}}(\mathbf{W}) \tag{7.38}
\end{equation*}
$$

the diagonalization of $(\overline{7.37)}$ ) is equivalent to the following inversion

$$
\begin{equation*}
\mathbf{R}_{\mathbf{f} \mathbf{g}}\left(\mathbf{W}_{*}\right)=\mathbf{I} \Rightarrow \mathbf{W}_{*}=\mathbf{R}_{\mathbf{h} \mathbf{g}}^{-1}\left(\mathbf{W}_{*}\right) \tag{7.39}
\end{equation*}
$$

The implicit matrix inversion ( $\overline{7.39)}$ cannot be carried out directly, since we do not know $\mathbf{h}(\mathbf{y})$ and $\mathbf{g}(\mathbf{y})$ at the optimum separating matrix $\mathbf{W}_{*}$. Instead, we perform this in an iterative fashion. Let $\mathbf{W}(l)$ be the separating system at the $l$-th iteration step. If we assume that $\widehat{\mathbf{R}}_{\mathbf{h} \mathbf{g}}^{(l)}=\widehat{\mathbf{R}}_{\mathbf{h} \mathbf{g}}(\mathbf{W}(l))$, it is more convenient to estimate explicitly the mixing matrix $\widehat{\mathbf{H}}(l)=\mathbf{W}^{-1}(l)$ rather than the separating matrix $\mathbf{W}(l)$, by minimizing the following time-varying cost function

$$
\begin{equation*}
\Phi(\widehat{\mathbf{H}}(l+1))=\left\|\widehat{\mathbf{R}}_{\mathbf{h g}}^{(l)}-\widehat{\mathbf{H}}(l)\right\|_{F}^{2} \tag{7.40}
\end{equation*}
$$

where $\|\cdot\|_{F}$ denotes the Frobenius norm of a matrix. This optimization problem is similar to those used in the Bussgang technique for blind deconvolution (see [552] for more detail) or similar to EM (expectation maximization).

It is important to note, the "back and forth" nature of the proposed approach: The estimate $\mathbf{W}(l+1)$ resulting from the minimization of $(7.40)$ is then used to estimate a new covariance matrix and construct the modified or updated cost function $\boldsymbol{\Phi}(\widehat{\mathbf{H}}(l+2))$ whose minimization yields to $\widehat{\mathbf{H}}(l+2)$ and so on.

The primary advantage of the cost function $\mathbf{\Phi}(\widehat{\mathbf{H}}(l+1))$ is that it is quadratic with respect to $\widehat{\mathbf{H}}(l)=\mathbf{W}^{-1}(l)$ and can hence be efficiently minimized using the following quasiNewton method 321]

$$
\begin{equation*}
\widehat{\mathbf{H}}(l+1)=\widehat{\mathbf{H}}(l)+\eta\left(\widehat{\mathbf{R}}_{\mathbf{h g}}^{(l)}-\widehat{\mathbf{H}}(l)\right) \tag{7.41}
\end{equation*}
$$

We can rewrite the above formula as

$$
\begin{align*}
\widehat{\mathbf{H}}(l+1) & =(1-\eta) \widehat{\mathbf{H}}(l)+\eta \widehat{\mathbf{R}}_{\mathbf{h} \mathbf{g}}^{(l)}  \tag{7.42}\\
& =\widehat{\mathbf{H}}(l)\left(\mathbf{I}-\eta\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}\right)\right) \tag{7.43}
\end{align*}
$$

It is interesting to note that, from equation (7.42) the matrix $\widehat{\mathbf{H}}(l+1)=\mathbf{W}^{-1}(l+1)$ can be interpreted as an estimate of $\widehat{\mathbf{R}}_{\mathbf{h} \boldsymbol{g}}$ using an exponential window. This complies with our interpretation of $\widehat{\mathbf{R}}_{\mathbf{h}}$ as an estimate of the mixing matrix $\mathbf{H}$.

The algorithm $(\overline{7.43)}$ ) can be alternatively derived by finding the zeros of the following nonlinear matrix estimation function

$$
\begin{equation*}
\mathcal{F}(\widehat{\mathbf{H}})=\widehat{\mathbf{R}}_{\mathbf{h g}}-\widehat{\mathbf{H}}=\mathbf{0} \tag{7.44}
\end{equation*}
$$

Applying the Newton-Raphson method (see S. Cruces et al. [321, 332 ] for more detail), we can find the zeros of $\mathcal{F}(\widehat{\mathbf{H}})$ by the following quasi-Newton recursion

$$
\begin{equation*}
\widehat{\mathbf{H}}(l+1)=\widehat{\mathbf{H}}(l)-\eta \mathcal{F}(\widehat{\mathbf{W}}(l)) \mathbf{B}(l) \tag{7.45}
\end{equation*}
$$

where $\mathbf{B}(l)$ is an approximation to the inverse of the derivative matrix $\frac{\partial \mathcal{F}(\widehat{\mathbf{H}})}{\partial \widehat{\mathbf{H}}}$ that must satisfy certain conditions described in 693]. Assuming that the previous estimation of
matrix $\widehat{\mathbf{R}}_{\mathbf{h g}}$ is independent of the mixing matrix, yields

$$
\begin{equation*}
\left(\frac{\partial \mathcal{F}(\widehat{\mathbf{H}}(l))}{\widehat{\mathbf{H}}(l)}\right)^{-1} \approx-\mathbf{I}=\mathbf{B}(l) \tag{7.46}
\end{equation*}
$$

which boils down to the same algorithm (7.43).
Let us rewrite the algorithm (7.43) in terms of the separating matrix $\mathbf{W}(l)$ rather than $\widehat{\mathbf{H}}=\mathbf{W}^{-1}(l)$. If matrix $\left(\mathbf{I}-\eta\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}\right)\right)$ is not singular, the result of inverting (7.43) is

$$
\begin{equation*}
\mathbf{W}(l+1)=\left[\mathbf{I}-\eta(l)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}\right)\right]^{-1} \mathbf{W}(l), \tag{7.47}
\end{equation*}
$$

where $\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}=(\mathbf{1} / N) \sum_{k=1}^{N} \mathbf{f}\left(\mathbf{y}^{(l)}(k)\right) \mathbf{g}^{T}\left(\mathbf{y}^{(l)}(k)\right)$ and $\mathbf{y}^{(l)}(k)=\mathbf{W}(l) \mathbf{x}(k)$. It should be noted that the above algorithm is numerically stable, if the learning rate $\eta$ is sufficiently small. In other words, the function $\mathcal{F}(\widehat{\mathbf{H}})$ and its derivatives should be continuous. Assuming that $\mathbf{f}(\cdot)$ and $\mathbf{g}(\cdot)$ are twice differentiable functions, the only discontinuities occur at the points where the separation matrix $\mathbf{W}$ is singular. Therefore, by constraining the algorithm to be stable in a closed region that avoids the singularity of the separating matrix $\mathbf{W}$, discontinuities on the cost function will not occur. The sufficient condition to ensure numerical stability of the algorithm is 332]

$$
\begin{equation*}
\eta(l)<\frac{1}{\left\|\hat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}-\mathbf{I}\right\|_{p}}, \tag{7.48}
\end{equation*}
$$

where $\|\cdot\|_{p}$ denotes the p-norm of a matrix. When the above constraints are satisfied, we can prevent the matrix $\mathbf{I}+\eta\left(\widehat{\mathbf{R}}_{\mathbf{f g}}^{(l)}-\mathbf{I}\right)$ from being singular which guarantees its invertibility. As a consequence of (7.48), we can express the inverse in (7.47) as an infinite series and make the following approximation [501]

$$
\begin{align*}
\left(\mathbf{I}-\eta(l)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f g}}^{(l)}\right)\right)^{-1} & =\sum_{i=0}^{\infty}\left(\eta(l)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}\right)\right)^{i} \\
& \approx \mathbf{I}+\eta(l)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}\right) . \tag{7.49}
\end{align*}
$$

Finally, substituting (7.49) into (7.47), we obtain the following simplified robust learning algorithm

$$
\begin{equation*}
\mathbf{W}(l+1)=\mathbf{W}(l)+\eta(l)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}\right) \mathbf{W}(l) . \tag{7.50}
\end{equation*}
$$

It is interesting to note that this algorithm can be rewritten as

$$
\begin{equation*}
\mathbf{W}(l+1)=\mathbf{W}(l)+\eta(l)\left[\mathbf{I}-\mathbf{W}(l) \widehat{\mathbf{R}}_{\mathbf{h g}}^{(l)}\right] \mathbf{W}(l), \tag{7.51}
\end{equation*}
$$

which is an iterative version of the quasi-Newton algorithm for the inversion of $\widehat{\mathbf{R}}_{\mathbf{h g}}^{(l)}$ (see [321] for more detail on matrix inversion based iterative algorithms). In addition, the algorithm (7.50) is also the batch version of the family of adaptive algorithms proposed by Cichocki et al. in [285, 283, 276]. These algorithms exhibit the equivariant property in the absence of noise.

To summarize, we presented the derivation of a family of dual robust adaptive algorithms [332]:
for estimating the mixing matrix

$$
\begin{align*}
\widehat{\mathbf{H}}(k+1) & =\widehat{\mathbf{H}}(k)\left[\mathbf{I}-\eta(k)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k)}\right)\right]  \tag{7.52}\\
\widehat{\mathbf{H}}(k+1) & =\widehat{\mathbf{H}}(k)\left[\mathbf{I}+\eta(k)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k)}\right)\right]^{-1} \tag{7.53}
\end{align*}
$$

and for estimating the separating matrix

$$
\begin{align*}
\mathbf{W}(k+1) & =\left[\mathbf{I}+\eta(k)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k)}\right)\right] \mathbf{W}(k)  \tag{7.54}\\
\mathbf{W}(k+1) & =\left[\mathbf{I}-\eta(k)\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k)}\right)\right]^{-1} \mathbf{W}(k) \tag{7.55}
\end{align*}
$$

where

$$
\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k)}=\left(1-\eta_{0}\right) \widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k-1)}+\eta_{0} \mathbf{f}(\mathbf{y}(k)) \mathbf{g}^{T}(\mathbf{y}(k)) .
$$

It should be noted that the algorithms (7.52) and (7.54) have slightly different convergence speed, since the product $\mathbf{W}(l+1) \widehat{\mathbf{H}}(l+1)$ is not exactly equal to the identity matrix, even if we start from the same initial conditions (say $\mathbf{W}(0)=\widehat{\mathbf{H}}(0)=\mathbf{I})$. This feature can be explained by the approximation in (7.49). However, it is straightforward to show that the following equality holds

$$
\begin{equation*}
\|\mathbf{W}(k+1) \widehat{\mathbf{H}}(k+1)-\mathbf{I}\|_{p}=\eta^{2}(k)\left\|\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k)}-\mathbf{I}\right\|_{p}^{2} \tag{7.56}
\end{equation*}
$$

This means that both algorithms have almost the same convergence properties if $\eta(k)$ is small and/or $\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}$ is very close to the identity matrix. Moreover, assuming that $\eta(k)$ satisfies (7.48) we have the following constraint

$$
\begin{equation*}
\|\mathbf{W}(k+1) \widehat{\mathbf{H}}(k+1)-\mathbf{I}\|_{p}<1 \tag{7.57}
\end{equation*}
$$

### 7.2.1 Derivation of Robust ICA Algorithm Using Generalized Natural Gradient Approach

The family of ICA algorithms discussed in the previous section can be derived in slightly less general form using the generalized natural gradient formula 461 .

$$
\begin{equation*}
\Delta \mathbf{W}=-\boldsymbol{\eta} \frac{\partial J(\mathbf{y}, \mathbf{W})}{\partial \mathbf{W}} \mathbf{W}^{T} \mathbf{D}_{1}(\mathbf{y}) \mathbf{W} \tag{7.58}
\end{equation*}
$$

where $J(\mathbf{y}, \mathbf{W})$ is a suitably selected cost function and $\mathbf{D}_{1}(\mathbf{y})$ is a scaling positive definite diagonal matrix. It should be noted that similarly to the standard natural gradient, the formula (7.58) ensures stable gradient descent search of a local minimum of the cost function since the term $\mathbf{W}^{T} \mathbf{D}_{1}(\mathbf{y}) \mathbf{W}$ is a symmetric positive definite matrix for nonsingular separating matrix.

Let us consider an example of the cost function given by

$$
\begin{equation*}
J(\mathbf{y}, \mathbf{W})=-\log |\operatorname{det}(\mathbf{W})|-\sum_{i=1}^{n} E\left\{\log \left(q_{i}\left(y_{i}\right)\right)\right\} . \tag{7.59}
\end{equation*}
$$

The gradient of the cost function (7.59) can be expressed as

$$
\begin{equation*}
\frac{\partial J(\mathbf{y}, \mathbf{W})}{\partial \mathbf{W}}=-\mathbf{W}^{-T}+E\left\{\mathbf{f}(\mathbf{y}) \mathbf{x}^{T}\right\}, \tag{7.60}
\end{equation*}
$$

where $\mathbf{f}(\mathbf{y})=\left[f_{1}\left(y_{1}\right), f_{2}\left(y_{2}\right), \ldots, f_{n}\left(y_{n}\right)\right]^{T}$, with $f_{i}\left(y_{i}\right)=-d \log \left(q_{i}\left(y_{i}\right) / d y_{i}\right.$. Hence, applying the generalized natural gradient formula (7.58), we obtain the known robust learning rule

$$
\begin{equation*}
\Delta \mathbf{W}(l)=\boldsymbol{\eta}(l)\left[\boldsymbol{\Lambda}(l)-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})\right\rangle\right] \mathbf{W}(l), \tag{7.61}
\end{equation*}
$$

where $\boldsymbol{\Lambda}=\mathbf{D}_{1}(\mathbf{y})$ and $\mathbf{g}(\mathbf{y})=\mathbf{y}^{T} \mathbf{D}_{1}(\mathbf{y})=\left[g_{1}\left(y_{1}\right), g_{2}\left(y_{2}\right), \ldots, g_{n}\left(y_{n}\right)\right]^{T}$.
In a special case, for symmetric pdf distributions of sources and odd activations functions $f_{i}\left(y_{i}\right)$ and

$$
\left.\left.\left.\mathbf{D}_{1}=\operatorname{diag}\left\{\left.\langle | y_{1}\right|^{p}\right\rangle,\left.\langle | y_{2}\right|^{p}\right\rangle, \ldots,\left.\langle | y_{n}\right|^{p}\right\rangle\right\},
$$

we obtain the median learning rule for $p=-1$

$$
\begin{equation*}
\Delta \mathbf{W}(l)=\boldsymbol{\eta}(l)\left[\boldsymbol{\Lambda}(l)-\left\langle\mathbf{f}(\mathbf{y})[\operatorname{sign}(\mathbf{y})]^{T}\right\rangle\right] \mathbf{W}(l), \tag{7.62}
\end{equation*}
$$

where $\operatorname{sign}(\mathbf{y})=\left[\operatorname{sign}\left(y_{1}\right), \operatorname{sign}\left(y_{2}\right), \ldots \operatorname{sign}\left(y_{n}\right)\right]^{T}$. Simulation results show that such a median learning rule with the sign activation function is robust to additive noise.

### 7.2.2 Practical Implementation of the Algorithms

The generalized covariance matrix $\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}$ employed in the robust learning algorithms (7.43) and (7.50) can be typically estimated as a statistical average on the basis of available (incoming) output data. There are two possibilities: On-line adaptations in which the generalized covariance matrix $\widehat{\mathbf{R}}_{\mathbf{f g}}^{(l)}$ is replaced by its on-line sample estimate for each discrete time instant $k$, i.e.,

$$
\begin{equation*}
\widehat{\mathbf{R}} \mathbf{f} \mathbf{g}_{(k)}^{\mathbf{f}(\mathbf{y}(k)) \mathbf{g}^{T}(\mathbf{y}(k)) .} \tag{7.63}
\end{equation*}
$$

and batch adaptations where, if we assume that the stationarity and ergodicity properties hold on a block of observations of $L$ samples, we can replace the statistical average by the moving average

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k)}=(1-\eta) \widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(k-1)}+\eta \mathbf{f}(\mathbf{y}(k)) \mathbf{g}^{T}(\mathbf{y}(k)) . \tag{7.64}
\end{equation*}
$$

Another important practical issue is the estimation of the learning rate in order to ensure both numerical stability and possibly high convergence speed. Let us start by considering the on-line version of the algorithm (7.43) with one sample estimate the covariance matrix

$$
\begin{equation*}
\mathbf{W}(k+1)=\left[\mathbf{I}-\eta\left(\mathbf{I}-\mathbf{f}(\mathbf{y}(k)) \mathbf{g}^{T}(\mathbf{y}(k))\right)\right]^{-1} \mathbf{W}(k) \tag{7.65}
\end{equation*}
$$

To ensure numerical stability of the algorithm, the constraint $\eta<\frac{1}{1+\left|\mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})\right|}$ must be satisfied whenever $\mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})<0$. Let us rewrite (7.65) in terms of $\eta_{0}=\frac{\eta}{1-\eta}$ as

$$
\begin{equation*}
\mathbf{W}(k+1)=\left(1+\eta_{0}\right)\left[\mathbf{I}+\eta_{0} \mathbf{f}(\mathbf{y}(k)) \mathbf{g}^{T}(\mathbf{y}(k))\right]^{-1} \mathbf{W}(k) \tag{7.66}
\end{equation*}
$$

Applying the Sherman-Morrison inversion formula (see Appendix), we obtain

$$
\mathbf{W}(k+1)=\left(1+\eta_{0}\right)\left(\mathbf{I}-\eta_{0} \frac{\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})}{1+\eta_{0} \mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})}\right) \mathbf{W}(k)
$$

For small values of $\eta_{0}$, it is possible to neglect the higher order terms with $\eta_{0}^{i} \approx 0$ for $i \geq 2$, which yields a normalized stochastic version of the algorithm (7.43)

$$
\begin{equation*}
\mathbf{W}(k+1)=\left(\mathbf{I}+\eta_{0} \frac{\mathbf{I}-\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})}{1+\eta_{0} \mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})}\right) \mathbf{W}(k) \tag{7.67}
\end{equation*}
$$

It is interesting to note that equation $(\overline{7.67)}$ ) can be interpreted as the algorithm (7.50) with the self-adaptive learning rate

$$
\begin{equation*}
\eta(k)=\frac{\eta_{0}}{1+\eta_{0} \mathbf{g}^{T}(\mathbf{y}(k)) \mathbf{f}(\mathbf{y}(k))} \tag{7.68}
\end{equation*}
$$

To prevent that the algorithm escapes from the continuous region, where it should be stable, the variable learning rate should satisfy condition (7.48). One way to ensure this is choosing $\eta<1$ and setting $\eta<\frac{1}{\left|\mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})\right|}$ whenever $\mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})<0$.

An alternative way to estimate a simple learning rate that satisfies (7.48) is by employing the following condition: Impose the constraint $\eta<1$, by replacing the denominator of (7.68) by its positive upper bound value $1+\eta_{0}\left|\mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})\right|$, i.e.,:

$$
\begin{equation*}
\eta(k)=\frac{\eta_{0}}{1+\eta_{0}\left|\mathbf{g}^{T}(\mathbf{y}(k)) \mathbf{f}(\mathbf{y}(k))\right|} \tag{7.69}
\end{equation*}
$$

where $0<\eta_{0}<1$ is a fixed constant. This normalization is similar to that used in the normalized or posterior LMS [398] and is equivalent to that proposed in [155] for the EASI algorithm. In practical implementations of the on-line algorithm, we will typically choose $\eta \ll 1$ since the single sample estimate of $\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(l)}$ introduce a considerable bias due to noise into the algorithm.

For the batch adaptation, we can use the following step size which is a generalization of Eq. (7.69)

$$
\begin{equation*}
\eta(k)=\frac{\eta_{0}}{1+\eta_{0}\left\|\mathbf{R}_{\mathbf{f g}}^{(k)}\right\|_{p}}, \tag{7.70}
\end{equation*}
$$

where $0<\eta_{0}<1$. Note that, when $p=2$ and $\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)} \approx \mathbf{f}(\mathbf{y}(k)) \mathbf{g}^{T}(\mathbf{y}(k))$, Eq. (7.70) reduces to (7.69). Taking into account that $\left\|\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}-\mathbf{I}\right\|_{p} \leq 1+\left\|\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}\right\|_{p}$, it is easy to show that the batch step size (7.70) always satisfies condition (7.48) for any given $p$-norm. The selection of the norm in (7.70) depends on practical considerations, i.e., acceptable complexity of the algorithm. Some norms such as the 1 -norm or the $\infty$-norm are easy to compute and therefore lead to relatively simple evaluation of step-sizes. On the other hand, the 2 norm of matrices provides the fastest convergence for a fixed $\eta$, but its exact evaluation is computationally more expensive than using the 1-norm. In practical implementations of the batch algorithm, we will typically choose $\eta$ close to unity, since we are interested in an algorithm that converges as fast as possible.

### 7.2.3 Special Forms of the Flexible Robust Algorithm

In this section, we show how several well known learning algorithms for BSS discussed previously can be derived as special cases of the algorithm (7.50). This enables us to interpret them as quasi-Newton algorithms that iteratively invert a generalized covariance matrix. We focus here on adaptive, on-line algorithms only, although the extension to batch algorithms is straightforward.

### 7.2.4 Decorrelation Algorithm

Choosing $\mathbf{f}(\mathbf{y})=\mathbf{g}(\mathbf{y})=\mathbf{y}, \mathbf{\Lambda}=\mathbf{I}$ and the normalized step given by (7.69) the adaptation rule (7.50) reduces to the decorrelation algorithm proposed by Almeida et al. [18] (see also [398])

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\eta_{0} \frac{\mathbf{I}-\mathbf{y} \mathbf{y}^{T}}{1+\eta_{0} \mathbf{y}^{T} \mathbf{y}} \mathbf{W}(k) \tag{7.71}
\end{equation*}
$$

### 7.2.5 Natural Gradient Algorithms

Selecting $\mathbf{g}(\mathbf{y})=\mathbf{y}$ and using the normalized learning rate given by (7.69), the algorithm (7.50) simplifies into

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\eta_{0} \frac{\mathbf{I}-\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}}{1+\eta_{0}\left|\mathbf{y}^{T} \mathbf{f}(\mathbf{y})\right|} \mathbf{W}(k), \tag{7.72}
\end{equation*}
$$

which is a normalized version of the Natural Gradient algorithm developed rigorously in Chapter 66 25, 34, 332.

### 7.2.6 Generalized EASI Algorithm

The family of EASI algorithms was proposed by Cardoso and Laheld [155] and extended by Karhunen et. al. in [677, 678. To derive this algorithm from the learning rule (7.50), we employ an approach similar to that described in [155]. Let us start decomposing the
separating stage in two stages, i.e., $\mathbf{W}=\mathbf{W}_{b} \mathbf{W}_{a}$. The first matrix $\mathbf{W}_{a}$ will be selected to decorrelate the input, i.e., to diagonalize the symmetric matrix $\mathbf{R}_{\mathbf{y} \mathbf{y}}$. This can be done with algorithm (7.71). On the other hand, the second matrix $\mathbf{W}_{b}$ will be selected to diagonalize the matrix $\mathbf{R}_{\mathbf{f} \mathbf{g}}$. This objective can be achieved using the following on-line version of ( 7.50 )

$$
\begin{equation*}
\mathbf{W}_{b}(k+1)=\mathbf{W}_{b}(k)+\eta_{0} \frac{\mathbf{I}-\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})}{1+\eta_{0}\left|\mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})\right|} \mathbf{W}_{b}(k) . \tag{7.73}
\end{equation*}
$$

However, in order to integrate (7.73) and (7.71) into a single recursion for the overall separating matrix $\mathbf{W}$, it is necessary both adaptations to be approximately orthogonal (at a first order in $\eta$ ) [155, 332]. This can be accomplished if we replace $\mathbf{I}-\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})$ by its projection onto the space of skew-symmetric matrices. Thus, the resulting algorithm is becomes

$$
\mathbf{W}_{b}(k+1)=\left(\mathbf{I}-\frac{\eta_{0}}{2} \frac{\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})-\mathbf{g}(\mathbf{y}) \mathbf{f}^{T}(\mathbf{y})}{1+\eta_{0}\left|\mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})\right|}\right) \mathbf{W}_{b}(k)
$$

Combining (7.71) and (7.73) so that $\mathbf{W}(k+1)=\mathbf{W}_{b}(k+1) \mathbf{W}_{a}(k+1)$ and neglecting the higher order terms with $\eta$ (which is a valid approximation for $\eta$ small enough), we arrive at

$$
\begin{equation*}
\mathbf{W}(k+1)=\left(\mathbf{I}+\eta_{0} \frac{\mathbf{I}-\mathbf{y} \mathbf{y}^{T}}{1+\eta_{0}\left|\mathbf{y}^{T} \mathbf{y}\right|}-\frac{\eta_{0}}{2} \frac{\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})-\mathbf{g}(\mathbf{y}) \mathbf{f}^{T}(\mathbf{y})}{1+\eta_{0}\left|\mathbf{g}^{T}(\mathbf{y}) \mathbf{f}(\mathbf{y})\right|}\right) \mathbf{W}(k), \tag{7.74}
\end{equation*}
$$

which is a normalized version of the generalized EASI algorithms proposed by Karhunen and Pajunen in 677, 155.

### 7.2.7 Non-linear PCA Algorithm

When the separation matrix $\mathbf{W}(l)$ is restricted to be orthogonal, it is possible to relate the algorithm (7.50) with the non-linear PCA algorithm developed by Oja and Karhunen in [911, 676. First, let us redefine the generalized (non-linear) covariance matrix as

$$
\overline{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}=\left\langle\mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y})\right\rangle+\mathbf{I}
$$

where $\mathbf{f}(\mathbf{y})$ is an odd function and $\mathbf{g}(\mathbf{y})=\mathbf{f}(\mathbf{y})-\mathbf{y}$. Therefore, the on-line implementation of the algorithm (7.50) reduces to

$$
\begin{align*}
\mathbf{W}(k+1) & =\mathbf{W}(k)-\eta \mathbf{f}(\mathbf{y}) \mathbf{g}^{T}(\mathbf{y}) \mathbf{W}(k) \\
& =\mathbf{W}(k)-\eta \mathbf{f}(\mathbf{y})\left(\mathbf{f}^{T}(\mathbf{y})-\mathbf{y}^{T}\right) \mathbf{W}(k) \tag{7.75}
\end{align*}
$$

Since we are assuming that $\mathbf{W}(k)$ is an orthogonal matrix, i.e., $\mathbf{W}^{T}(k) \mathbf{W}(k)=\mathbf{I}$, we can rewrite (7.75) as

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\eta \mathbf{f}(\mathbf{y})\left(\mathbf{x}^{T}-\mathbf{f}^{T}(\mathbf{y}) \mathbf{W}(k)\right) \tag{7.76}
\end{equation*}
$$

which is the non-linear PCA algorithm proposed in 911, 676. However, it should be noted that the dynamics of the algorithm (7.50) and the non-linear PCA algorithm are different in general, since both algorithms do not force the orthogonality of $\mathbf{W}(k)$ at each iteration.

### 7.2.8 Flexible ICA Algorithm for Unknown Number of Sources and their Statistics

In practice, the number of sources is generally unknown and may change over the time. Moreover, their statistics are also usually unknown. For the number of sensors larger or equal to the number of sources there are at least three different approaches to solve this problem. The first possible approach is to apply PCA or robust orthogonalization based on SVD (as have been discussed in Chapters 3 and 4) in order to determine the number of sources and simultaneously to reduce the total mixing matrix to a square $n \times n$ nonsingular matrix. The second efficient approach is based on the extraction of the sources sequentially one by one using the methods described in Chapter 5 till we extract all desired sources. The third efficient approach, discussed in this section, is to apply directly the separating network with the number of outputs equal to the number of sensors, so the separating matrix is a square nonsingular matrix.

In this case, we propose to use the following flexible algorithm for $\mathbf{W} \in \mathbb{R}^{m \times m}$ with $m \geq n$

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\boldsymbol{\Lambda}^{(k)}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}\right] \mathbf{W}(k) \tag{7.77}
\end{equation*}
$$

where

$$
\begin{gather*}
\boldsymbol{\Lambda}^{(k)}=\left(1-\eta_{0}\right) \boldsymbol{\Lambda}^{(k-1)}+\eta_{0} \operatorname{diag}\left\{\mathbf{f}(\mathbf{y}(k)) \mathbf{g}^{T}(\mathbf{y}(k))\right\},  \tag{7.78}\\
\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k-1)}+\eta_{0} \mathbf{f}(\mathbf{y}(k)) \mathbf{g}^{T}(\mathbf{y}(k)), \tag{7.79}
\end{gather*}
$$

whereas $\operatorname{diag}\{\mathbf{R}\}$ denotes diagonal matrix which is the main diagonal of $\mathbf{R}$. Usually for the noise-free case when the number of sensors is larger than the number of sources, some outputs are set automatically to zero if they are below some threshold value. This way, for the ideal noiseless case the redundant $(m-n)$ output signals $y_{i}$ should decay during adaptive learning process to zero and then only $n$ outputs will correspond to the recovered sources. It should be noted that we assume that the matrix $\mathbf{W}$ is square matrix, i.e., the number of outputs of the separating system is equal to the number of sensors, although in practice the number of sources can be less than the number of sensors $(m \geq n)$. Such a model is justified by the fact that the number of sources may change over the time. Furthermore, in practice, we have additive noise which can be considered as auxiliary unknown sources; so it is reasonable to extract these noise signals, too.

For small magnitude of the additive noise and $m>n$ the above algorithm may be unstable in the sense that the Frobenius norm of the separating matrix $\mathbf{W}(k)$ slowly tends to infinity for a large number of iterations. In order to stabilize the algorithm, we can use the modified algorithm with forgetting factor as:

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\boldsymbol{\Lambda}^{(k)}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}-\gamma(k) \mathbf{I}_{m}\right] \mathbf{W}(k) \tag{7.80}
\end{equation*}
$$

where the forgetting factor is expressed as

$$
\begin{equation*}
\gamma(k)=\operatorname{tr}\left(\mathbf{W}^{T}(k)\left(\boldsymbol{\Lambda}^{(k)}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}\right) \mathbf{W}(k)\right) . \tag{7.81}
\end{equation*}
$$

It has been shown in Chapter 4 that such an algorithm stabilizes the Frobenius norm of $\mathbf{W}(k)$ to unity if $\left\|\mathbf{W}^{T}(0)\right\|_{F}=1$.

Nonlinear functions of vectors $\mathbf{f}[\mathbf{y}(k)]$ and $\mathbf{g}[\mathbf{y}(k)]$ should be suitably designed as explained in the previous chapter. If the measured signals $x_{i}(k)$ contain mixtures of both sub-Gaussian and super-Gaussian sources, in order to satisfy stability conditions (see Appendix A), we can use the switching activation functions:

$$
\begin{align*}
f_{i}\left(y_{i}\right) & =\left\{\begin{array}{l}
\varphi_{i}\left(y_{i}\right) \text { for } \kappa_{4}\left(y_{i}\right)>\delta \\
y_{i} \text { otherwise }
\end{array}\right.  \tag{7.82}\\
g_{i}\left(y_{i}\right) & =\left\{\begin{array}{l}
y_{i} \text { for } \kappa_{4}\left(y_{i}\right)>-\delta \\
\left.\varphi_{( } y_{i}\right) \text { otherwise }
\end{array}\right. \tag{7.83}
\end{align*}
$$

$\kappa_{4}\left(y_{i}\right)=E\left\{y_{i}^{4}\right\} / E^{2}\left\{y_{i}^{2}\right\}-3$ is the normalized value of kurtosis, $\delta \geq 0$ is a small threshold and $\varphi_{i}\left(y_{i}\right)$ are suitably designed nonlinear functions depending on the distribution of source signals. There are many possible choices of activation functions like $\varphi_{i}\left(y_{i}\right)=\tanh \left(\theta_{i} y_{i}\right)$ or $\varphi_{i}\left(y_{i}\right)=\operatorname{sign}\left(y_{i}\right) \exp \left(-\theta_{i}\left|y_{i}\right|\right)$, with $\theta_{i} \geq 0$. It should be noted that such nonlinearities provide a degree of robustness to outliers that is not shared by nonlinearities of the form $f_{i}\left(y_{i}\right)=\operatorname{sign}\left(y_{i}\right)\left|y_{i}\right|^{r_{i}-1}$ (for $r_{i} \geq 3$ ).

The above learning algorithms (7.77)-(7.83) monitor and estimate the statistics of each output signal and depending on the sign or value of its normalized kurtosis (which is a measure of the distance from the Gaussianity), automatically select (or switch) suitable nonlinear activation functions, such that successful (stable) separation of all non-Gaussian source signals is possible. In this approach, activation functions are chosen to be adaptive time-varying nonlinearities. For this choice, the parameters $\theta_{i} \geq 2$ can be either fixed in value or adapted during the learning process [275, 1308].

### 7.3 COMPUTER SIMULATIONS

The validity and performance of the adaptive learning algorithms presented in this chapter have been extensively simulated for a large variety of difficult separation problems. Very good results have been obtained. We shall present here only four illustrative examples. In all examples, we used $f(y)=y^{3}$ and $g(y)=\tanh (y)$, although we explored many other functions with similar results. For all of these examples the $\mathrm{H}-\mathrm{J}$ algorithm, Eq. (7.7) failed or performed very poorly.

Example 7.1 (Blind separation for an ill-conditioned problem) Two deterministic and relatively weak signals: Triangular and frequency modulated sine-waves are mixed with large uniformly distributed noise (see that was large in magnitude Fig. 7.7(a)):
$s_{1}(t)=1.0 \times n(t) \quad$ uniformly distributed noise in the range of magnitude of -1 to 1 .
$s_{2}(t)=0.01 \times$ triangular (160t) triangular waveform,
$s_{3}(t)=0.1 \times[\sin (800 t+6 \cos (90 t))]$

[^39]

Fig. 7.7 Computer simulation results for Example 1: (a) Waveforms of primary sources $s_{1}, s_{2}, s_{2}$, (b) sensors signals $x_{1}, x_{2}, x_{3}$ and (c) estimated sources $y_{1}, y_{2}, y_{3}$ using the algorithm (7.32).

The mixing matrix $\mathbf{H}$ was chosen to be nearly singular:

$$
\mathbf{H}=\left[\begin{array}{ccc}
1 & 2 & 3 \\
1 & 2.001 & 3 \\
1 & 2 & 3.002
\end{array}\right]
$$

This means that all sensor signals look almost identical. Such a situation may occur when sensors are located very close to each other.

It was assumed that only the combined sensor signals $x_{1}(t), x_{2}(t)$ and $x_{3}(t)$ were observable. Examples of computer simulation results of using three-layer neural network (see Fig. 7.6 (a)) and associated learning algorithm (7.32) are shown in Fig. 7.7 (a), (b) and (c). The algorithms (7.32) have found the desired solution after approximately 900 milliseconds (1 millisecond corresponds in this example to two iteration steps). Note that the weak source signals are not visible from the observed sensor signals, which are all almost identical up to a sign factor. However, the source signals were completely retrieved by the neural network, as illustrated in Fig. 7.7 (b), (c). For example, in Fig. 7.7 (c) the shapes of the output signals are almost the same as the source signals except for the first 900 ms , where the neural network is learning the weights.

Example 7.2 (Blind separation of badly scaled signals) Five badly scaled signals are shown in Fig. 7.8 (a):

$$
\begin{aligned}
& s_{1}(t)=10^{-6} \times[\sin (350 t)][\sin (60 t)] \\
& s_{2}(t)=10^{-5} \times \text { triangular }(70 t) \quad \text { triangular waveform } \\
& s_{3}(t)=10^{-4} \times[\sin (800 t)][\sin (80 t)] \\
& s_{4}(t)=10^{-3} \times[\cos (400 t+4 \cos (60 t))] \\
& s_{5}(t)=1.0 \times n(t) \quad \text { Gaussian noise in the range: }-1 \text { to } 1
\end{aligned}
$$

These signals are mixed together by the $5 \times 5$ Hilbert mixing matrix $\mathbf{H}$, which is extremely ill-conditioned. We employed a single-layer feed-forward neural network with the learning algorithm (7.25). The separation process after 2000 iterations (time of 500 ms ) is shown in Fig. 7.8 (a), (b). Note that the amplitude ratios of the source signals are $1: 10: 10^{2}$ : $10^{3}: 10^{6}$. Of course, in this example the very weak and badly scaled signals are absolutely not visible from the observed sensor signals which all appear identical to the noise signal, within a scale factor (see Fig. 7.8 (a)). However, the source signals are successfully and completely retrieved by using the learning algorithm, (7.25), as shown in Fig. 7.8 (c). The other local algorithms had difficulties in separating such weak and badly scaled signals.

Example 7.3 (Estimation of unknown number of speech signals) In this experiment we assume that the number of sources is unknown (but their number is not greater than the number of the sensors). Five natural nonstationary speech signals shown in Fig. 7.9 (a) are mixed in 7 sensors (microphones) by using an ill-conditioned $7 \times 5$ mixing matrix. It is assumed that the mixing matrix and the number of the sources are completely unknown, only sensor signals shown in Fig. 7.9 (b) are available. Recovered signals are shown in Fig.
 Waveforms of primary sources, (b) noisy sensor signals and (c) reconstructed source signals.


Fig. 7.9 Blind separation of speech signals using the algorithm (7.80): (a) Primary source signals, (b) sensor signals, (c) recovered source signals.
7.9 (c) using the algorithm (7.80) with separating matrix $\mathbf{W} \in \mathbb{R}^{7 \times 7}$. The algorithm was able after 1000 iterations not only successfully to estimate the waveform of original speech signals but also their number. It should be noted that two output signals quickly decay to zero.

Example 7.4 (Extraction of Fetal ECG sources) The ECG data of pregnant women as shown in Fig. 7.10 (a) are the voltage potential recordings during an 8-channel experiment. Only 2.5 seconds of recordings (resampled at 200 Hz ) are displayed. In this
(a)

(b)


Fig. 7.10 (a) Eight ECG signals are separated into: Four maternal signals, two fetal signals and two noise signals. (b) Detailed plots of extracted fetal ECG signals. The mixed signals were obtained from 8 electrodes located on the abdomen of a pregnant woman. The signals are 2.5 seconds long, sampled at 200 Hz .
experiment, the electrodes were placed on the abdomen and the cervix of the mother. Abdominal signals measured near the fetus are shown in channels 1 to 5 . The weak fetal contributions are contained in $x_{1}$ to $x_{5}$, although they are not clearly visible. The ECG raw data measured through 8 channels are dominated by mother's ECG (MECG). The flexible ICA algorithm (7.77) was applied to process the ECG raw data, and the result in shown in Figure 7.10, The 3rd and 5th independent components (output signals $y_{3}, y_{5}$ ) correspond
to the FECG signal. The 2nd and 7th independent components contain the MECG. The rest of the extracted signals might contain noise contributions. The weak FECG signal was well extracted by the ICA algorithm (7.77), whereas the PCA had a difficulty to extract it.

## Appendix A. Stability Conditions for the Robust ICA Algorithm (7.50) [332]

In this Appendix, we present the local stability conditions of the algorithm (7.50) derived in the general form by Cruces et al. [332. Let us adapt the following short notation $f_{i}=f_{i}\left(s_{i}\right), f_{i}^{\prime}=\frac{\partial f_{i}\left(s_{i}\right)}{\partial s_{i}}, g_{i}=g_{i}\left(s_{i}\right), g_{i}^{\prime}=\frac{\partial g_{i}\left(s_{i}\right)}{\partial s_{i}}$.

Theorem A. 1 Let assume that

1. The vector $\mathbf{s}=\left[s_{1}, s_{2}, \ldots, s_{n}\right]^{T}$ consists of $n$ real and zero-mean sources satisfying the following scaling conditions

$$
\begin{equation*}
E\left\{f_{i} g_{i}\right\}=1 \tag{A.1}
\end{equation*}
$$

2. The nonlinear functions $f_{i}\left(y_{i}\right)$ and $g_{i}\left(y_{i}\right), \forall i$ are at least twice differentiable in the domain of support.
3. The learning rate $\eta$ is sufficiently small to ensure numerical stability of the algorithm (7.50).

Then the algorithm (7.50) with a constant step-size which is repeated here for convenience

$$
\begin{equation*}
\mathbf{W}(l+1)=\mathbf{W}(l)+\eta\left(\mathbf{I}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(l)}\right) \mathbf{W}(l) \tag{A.2}
\end{equation*}
$$

has an asymptotically stable point at the separation solution if and only if the following conditions are satisfied

$$
\begin{align*}
E\left\{f_{i}^{\prime} s_{i} g_{i}\right\}+E\left\{f_{i} s_{i} g_{i}^{\prime}\right\} & >0,  \tag{A.3}\\
E\left\{f_{i}^{\prime}\right\} E\left\{s_{j} g_{j}\right\}+E\left\{f_{j}^{\prime}\right\} E\left\{s_{i} g_{i}\right\} & >0,  \tag{A.4}\\
E\left\{f_{i}^{\prime}\right\} E\left\{f_{j}^{\prime}\right\} E\left\{s_{i} g_{i}\right\} E\left\{s_{j} g_{j}\right\} & >E\left\{g_{i}^{\prime}\right\} E\left\{g_{j}^{\prime}\right\} E\left\{s_{i} f_{i}\right\} E\left\{s_{j} f_{j}\right\} \tag{A.5}
\end{align*}
$$

for all $i,\left.j\right|_{i \neq j}=1,2, \ldots, n$.
The above stability conditions can be considered as an extension or generalization of the stability conditions derived by Amari et al. [29]. From this Theorem, we can obtain the following Corollary, first presented by Amari in [25].

Corollary 1 If $\mathbf{g}(\mathbf{y})=\mathbf{y}$ and the sources are properly scaled such that

$$
\begin{equation*}
E\left\{f_{i} s_{i}\right\}=1, \quad \forall i \tag{A.6}
\end{equation*}
$$

then the asymptotic stability conditions reduce to

$$
\begin{align*}
E\left\{f_{i}^{\prime} s_{i}^{2}\right\}+1 & >0,  \tag{A.7}\\
E\left\{f_{i}^{\prime}\right\} & >0,  \tag{A.8}\\
E\left\{f_{i}^{\prime}\right\} E\left\{f_{j}^{\prime}\right\} E\left\{s_{i}^{2}\right\} E\left\{s_{j}^{2}\right\} & >1 \tag{A.9}
\end{align*}
$$

for all $i,\left.j\right|_{i \neq j}=1,2, \ldots, n$.
Note that, when $\mathbf{g}(\mathbf{y})=\mathbf{y}$ the constraint $E\left\{f_{i} g_{j}\right\}=0, \quad \forall i \neq j$ is always true at the correct equilibrium point since, due to the independence and zero-mean assumptions for the sources, i.e., $E\left\{f_{i} g_{j}\right\}=E\left\{f_{i}\right\} E\left\{g_{j}\right\}=E\left\{f_{i}\right\} E\left\{y_{j}\right\}=0, \forall i \neq j$. The conditions (A.7)-(A.9) are obtained directly from (A.3)-(A.5) taking into account (A.6) and the fact that $g_{i}=s_{i}$ and $g_{i}^{\prime}=1$ for all $i=1,2, \ldots, N$.

If the sources have even pdfs and the non-linearities are strictly monotonically increasing odd functions, (A.3)-(A.4) are always satisfied. These assumptions, however, do not guarantee that condition (A.5) is satisfied. In this case, the following Corollary shows how to stabilize the algorithm.
Corollary 2 If $\mathbf{f}(\mathbf{y})=\mathbf{y}$ then the asymptotic stability conditions reduce to:

$$
\begin{align*}
E\left\{g_{i}^{\prime} s_{i}^{2}\right\}+1 & >0  \tag{A.10}\\
E\left\{g_{i}^{\prime}\right\} E\left\{g_{j}^{\prime}\right\} E\left\{s_{i}^{2}\right\} E\left\{s_{j}^{2}\right\} & <1 \tag{A.11}
\end{align*}
$$

for all $i,\left.j\right|_{i \neq j}=1,2, \ldots, n$.

## Corollary 3 If

$$
\begin{equation*}
E\left\{f_{i}^{\prime}\right\} E\left\{f_{j}^{\prime}\right\} E\left\{s_{i} g_{i}\right\} E\left\{s_{j} g_{j}\right\}<E\left\{g_{i}^{\prime}\right\} E\left\{\left[g_{j}^{\prime}\right\} E\left\{s_{i} f_{i}\right\} E\left\{s_{j} f_{j}\right\}\right. \tag{A.12}
\end{equation*}
$$

then we can interchange $f_{i}=f_{i}\left(s_{i}\right)$, with $g_{i}=g_{i}\left(s_{i}\right)$ what guarantee the asymptotical stability of the algorithm (7.50).

Proof. If the pdfs of the sources are even and the nonlinearities are strictly odd functions, then $E\{\mathbf{f}(\mathbf{s})\}=\mathbf{0}$ and $E\{\mathbf{g}(\mathbf{s})\}=\mathbf{0}$. On the other hand, when the nonlinearities are strictly monotonically increasing odd functions, $E\left\{f_{i}^{\prime} s_{i} g_{i}\right\}>0$ and $E\left\{f_{i} s_{i} g_{i}^{\prime}\right\}>0, \quad \forall i$ and condition (A.3) is true. For the same reasons, $E\left\{f_{i}^{\prime}\right\}>0$ and $E\left\{s_{i} g_{i}\right\}>0, \forall i$ and (A.4) is also true. Finally, condition (A.5), when the equality does not hold, is not critical since it can be forced by just permuting the order of the functions $\mathbf{f}(\cdot)$ and $\mathbf{g}(\cdot)$.

These facts have been observed by Sorouchyari in [1097] for the local Jutten-Hérault algorithm and later by Amari for natural gradient algorithm in [29] (for $\mathbf{g}(\mathbf{y})=\mathbf{y}$ ) and Zhang for convolutive models [1374. However, the stability conditions presented in this chapter are valid for the more general case of two non-linear activation functions and for the flexible robust algorithm (7.50) [332, 283].

Corollary 4 The algorithm (7.43)

$$
\begin{equation*}
\widehat{\mathbf{H}}(l+1)=\widehat{\mathbf{H}}(l)\left(\mathbf{I}-\eta\left(\mathbf{I}-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{g}}^{(l)}\right)\right) \tag{A.13}
\end{equation*}
$$

has the same asymptotical stability conditions given by Eq. (A.3)-(A.5) as the algorithm (7.50).

The intuitive justification of this Corollary is based on the fact demonstrated with equation (7.56), that both algorithms have almost the same convergence properties and the same equilibrium points corresponding to true estimation of source signals.

Proof of Theorem A.1. We will prove now that the conditions (A.3)-(A.5) ensure the asymptotic stability of the algorithm (7.50) under the assumptions of Theorem A. 1 [332]. Let us start multiplying both sides of Eq. (A.2) by the mixing matrix $\mathbf{H}$ to express the algorithm (7.50) in terms of the global transfer matrix $\mathbf{G}$ as

$$
\begin{equation*}
\mathbf{G}(l+1)=\mathbf{G}(l)+\eta\left(\mathbf{I}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(l)}\right) \mathbf{G}(l) \tag{A.14}
\end{equation*}
$$

Let $C(\mathbf{G s})=\mathbf{f}(\mathbf{G s}) \mathbf{g}^{T}(\mathbf{G s})-\mathbf{I}$. Condition (A.1) is necessary to allow the separation solution $\mathbf{G}_{*}=\mathbf{I}$ to be an equilibrium point of the algorithm, i.e., $E\left\{C\left(\mathbf{G}_{*} \mathbf{s}\right)\right\}=\mathbf{0}$.

The next step is to study the asymptotic stability of the algorithm at this point. For this purpose, we will study the behavior of the Ordinary Differential Equation (ODE) associated with the algorithm at the separation solution [96, 97]. Let us define the mean field of the algorithm as $M(\mathbf{G})=E\{C(\mathbf{G s}) \mathbf{G}\}$ and an arbitrary small matrix perturbation $\boldsymbol{\epsilon}$ of the global transfer matrix at the separation solution $\mathbf{G}_{*}$. Then,

$$
\begin{equation*}
M(\mathbf{I}+\boldsymbol{\epsilon})=E\{C(\mathbf{s}+\boldsymbol{\epsilon} \mathbf{s})(\mathbf{I}+\boldsymbol{\epsilon})\}=E\{C(\mathbf{s}+\boldsymbol{\epsilon} \mathbf{s})\}+\mathcal{O}(\boldsymbol{\epsilon}) \tag{A.15}
\end{equation*}
$$

where $\mathcal{O}(\boldsymbol{\epsilon})=E\{C(\mathbf{s}+\boldsymbol{\epsilon}) \boldsymbol{\epsilon}\}$.
To find the linear approximation to the mean field in terms of $\boldsymbol{\epsilon}$, we will replace both functions $\mathbf{f}(\mathbf{s}+\boldsymbol{\epsilon s})$ and $\mathbf{g}(\mathbf{s}+\boldsymbol{\epsilon s})$ by first-order Taylor expansion at $\mathbf{G}_{*}=\mathbf{I}$ as

$$
\begin{align*}
\mathbf{f}(\mathbf{s}+\boldsymbol{\epsilon} \mathbf{s}) & =\mathbf{f}(\mathbf{s})+\mathbf{f}^{\prime}(\mathbf{s}) \boldsymbol{\epsilon} \mathbf{s}+o(\boldsymbol{\epsilon}) \\
\mathbf{g}(\mathbf{s}+\boldsymbol{\epsilon} \mathbf{s}) & =\mathbf{g}(\mathbf{s})+\mathbf{g}^{\prime}(\mathbf{s}) \boldsymbol{\epsilon} \mathbf{s}+o(\boldsymbol{\epsilon}) \tag{A.16}
\end{align*}
$$

where $o(\boldsymbol{\epsilon}) /\|\boldsymbol{\epsilon}\|$ tends to zero as $\|\boldsymbol{\epsilon}\|$ tends to zero and $\mathbf{f}^{\prime}(\mathbf{s})=\frac{\partial \mathbf{f}(\mathbf{s})}{\partial \mathbf{s}}$ and $\mathbf{g}^{\prime}(\mathbf{s})=\frac{\partial \mathbf{g}(\mathbf{s})}{\partial \mathbf{s}}$ denote two diagonal matrices since $\mathbf{f}(\cdot)$ and $\mathbf{g}(\cdot)$ act component-wise. Substituting (A.16) into (A.15) and having in mind that $E\left\{C\left(\mathbf{G}_{*} \mathbf{s}\right)\right\}=\mathbf{0}$, we can express the algorithm's mean field as

$$
\begin{equation*}
M(\mathbf{I}+\boldsymbol{\epsilon})=E\left\{\mathbf{f}^{\prime}(\mathbf{s}) \boldsymbol{\epsilon} \mathbf{s g}^{T}(\mathbf{s})\right\}+E\left\{\mathbf{f}(\mathbf{s}) \mathbf{s}^{T} \boldsymbol{\epsilon}^{T}\left(\mathbf{g}^{\prime}(\mathbf{s})\right)^{T}\right\}+\mathcal{O}(\boldsymbol{\epsilon})+o(\boldsymbol{\epsilon}) \tag{A.17}
\end{equation*}
$$

Denoting $f_{i}=\{\mathbf{f}(\mathbf{s})\}_{i}, f_{i}^{\prime}=\left\{\mathbf{f}^{\prime}(\mathbf{s})\right\}_{i i}$, the terms of the mean field can be written as

$$
\begin{equation*}
M_{i j}(I+\boldsymbol{\epsilon})=\sum_{k} E\left\{f_{i}^{\prime} s_{k} g_{j}\right\} \epsilon_{i k}+\sum_{k} E\left\{f_{i} s_{k} g_{j}^{\prime}\right\} \epsilon_{j k}+\mathcal{O}(\boldsymbol{\epsilon})+o(\boldsymbol{\epsilon}) \tag{A.18}
\end{equation*}
$$

Taking into account the independence assumptions for the sources at the separation solution, we obtain

$$
\begin{aligned}
M_{i i}(I+\boldsymbol{\epsilon})= & \left.E\left\{f_{i}^{\prime} s_{i} g_{i}\right\} \epsilon_{i i}+E\left\{f_{i} s_{i} g_{i}^{\prime}\right\}\right) \epsilon_{i i}+\sum_{k \neq i} E\left\{f_{i}^{\prime} g_{i}\right\} E\left\{s_{k}\right\} \epsilon_{i k} \\
& +\sum_{k \neq i} E\left\{f_{i} g_{i}^{\prime}\right\} E\left\{s_{k}\right\} \epsilon_{i k}+\mathcal{O}(\boldsymbol{\epsilon})+o(\boldsymbol{\epsilon}), \\
M_{i j}(I+\boldsymbol{\epsilon})= & E\left\{f_{i}^{\prime}\right\} E\left\{s_{j} g_{j}\right\} \epsilon_{i j}+E\left\{f_{i}^{\prime} s_{i}\right\} E\left\{g_{j}\right\} \epsilon_{i i}+\sum_{k \neq i, j} E\left\{f_{i}^{\prime}\right\} E\left\{s_{k}\right\} E\left\{g_{j}\right\} \\
+ & E\left\{f_{i} s_{i}\right\} E\left\{g_{j}^{\prime}\right\} \epsilon_{j i}+E\left\{f_{i}\right\} E\left\{s_{j} g_{j}^{\prime}\right\} \epsilon_{j j} \\
& +\sum_{k \neq(i, j)} E\left\{f_{i}\right\} E\left\{s_{k}\right\} E\left\{g_{j}^{\prime}\right\}+\mathcal{O}(\boldsymbol{\epsilon})+o(\boldsymbol{\epsilon}) .
\end{aligned}
$$

Using the zero-mean assumption for the sources $\left(E\left\{s_{i}\right\}=0\right)$ for all $i$, we obtain

$$
\begin{aligned}
M_{i i}(I+\boldsymbol{\epsilon})= & \left.E\left\{f_{i}^{\prime} s_{i} g_{i}\right\} \epsilon_{i i}+E\left\{f_{i} s_{i} g_{i}^{\prime}\right\}\right) \epsilon_{i i}+\mathcal{O}(\boldsymbol{\epsilon}+o(\boldsymbol{\epsilon}) \\
M_{i j}(I+\boldsymbol{\epsilon})= & E\left\{f_{i}^{\prime}\right\} E\left\{s_{j} g_{j}\right\} \epsilon_{i j}+E\left\{f_{i}^{\prime} s_{i}\right\} E\left\{g_{j}\right\} \epsilon_{i i} \\
& +E\left\{f_{i} s_{i}\right\} E\left\{g_{j}^{\prime}\right\} \epsilon_{j i}+E\left\{f_{i}\right\} E\left\{s_{j} g_{j}^{\prime}\right\} \epsilon_{j j}+\mathcal{O}(\boldsymbol{\epsilon})+o(\boldsymbol{\epsilon}) .
\end{aligned}
$$

We next vectorize the average Eq. (A.14) and consider the corresponding differential equation

$$
\begin{equation*}
\frac{d \boldsymbol{\Theta}}{d t}=\mathcal{M}(\boldsymbol{\Theta}) \tag{A.19}
\end{equation*}
$$

where $\boldsymbol{\Theta}=\mathrm{vec} \mathbf{G}$.
Using the above relationships it is found that the gradient of $\mathcal{M}(\boldsymbol{\Theta})$ at the separation takes a simple form: It is a block-diagonal matrix with diagonal block elements of size one and two [29, 321, 155, 911 .

One of the conditions for asymptotic stability is extracted from the $1 \times 1$ diagonal blocks

$$
\begin{equation*}
\left.\frac{\partial M_{i i}(I+\boldsymbol{\epsilon})}{\partial \epsilon_{i i}}\right|_{\epsilon=0}=E\left\{f_{i}^{\prime} s_{i} g_{i}\right\}+E\left\{f_{i} s_{i} g_{i}^{\prime}\right\}>0 \tag{A.20}
\end{equation*}
$$

The $2 \times 2$ diagonal blocks are of the form

$$
\left(\begin{array}{ll}
\frac{\partial M_{i j}(I+\boldsymbol{\epsilon})}{\partial \epsilon_{i j}} & \frac{\partial M_{i j}(I+\boldsymbol{\epsilon})}{\partial \epsilon_{j i}}  \tag{A.21}\\
\frac{\partial M_{j i}(I+\boldsymbol{\epsilon})}{\partial \epsilon_{i j}} & \frac{\partial M_{j i}(I+\boldsymbol{\epsilon})}{\partial \epsilon_{j i}}
\end{array}\right)=\left(\begin{array}{ll}
E\left\{f_{i}^{\prime}\right\} E\left\{s_{j} g_{j}\right\} & E\left\{g_{j}^{\prime}\right\} E\left\{s_{i} f_{i}\right\} \\
E\left\{g_{i}^{\prime}\right\} E\left\{s_{j} f_{j}\right\} & E\left\{f_{j}^{\prime}\right\} E\left\{s_{i} g_{i}\right\}
\end{array}\right)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)(A
$$

for all $i \neq j$. The eigenvalues of this block matrices are the roots of the characteristic polynomial equation $P(\lambda)=\lambda^{2}-(a+d) \lambda+(a d-b c)$. We check directly that the real parts of the eigenvalues are positive if $a+d>0$ and $a d-b c>0$. Then, substituting $a, b, c, d$ into these expressions, we arrive at the sufficient conditions for the asymptotic stability of the algorithm (7.50)

$$
\begin{align*}
E\left\{f_{i}^{\prime}\right\} E\left\{s_{j} g_{j}\right\}+E\left\{f_{j}^{\prime}\right\} E\left\{s_{i} g_{i}\right\} & >0  \tag{A.22}\\
E\left\{f_{i}^{\prime}\right\} E\left\{\left[f_{j}^{\prime}\right\} E\left\{s_{i} g_{i}\right\} E\left\{s_{j} g_{j}\right\}\right. & >E\left\{g_{i}^{\prime}\right\} E\left\{g_{j}^{\prime}\right\} E\left\{s_{i} f_{i}\right\} E\left\{s_{j} f_{j}\right\} \tag{A.23}
\end{align*}
$$

for all $i \neq j$.

## 8

# Robust Techniques for BSS and ICA with Noisy Data 

All progress is based upon a universal innate desire of every organism to live beyond its means.
-(Samuel Butler)

### 8.1 INTRODUCTION

In this chapter, we focus mainly on approaches to blind separation of sources when the measured signals are contaminated by large additive noise. We extend existing adaptive algorithms with equivariant properties in order to considerably reduce the bias caused by measurement noise for the estimation of mixing and separating matrices. Moreover, we propose dynamical recurrent neural networks for simultaneous estimation of the unknown mixing matrix, source signals and reduction of noise in the extracted output signals. The optimal choice of nonlinear activation functions for various noise distributions assuming a generalized-Gaussian-distributed noise model is also discussed. Computer simulations of selected techniques are provided that confirm their usefulness and good performance.

As the estimation of a separating (demixing) matrix $\mathbf{W}$ and a mixing matrix $\widehat{\mathbf{H}}$ in the presence of noise is rather difficult, the majority of past research efforts have been devoted to the noiseless case or assumed that noises have a negligible effect on the performance of the algorithms. The objective of this chapter is to present several approaches and learning algorithms that are more robust with respect to noise than the techniques described in the previous chapters or that can reduce the noise in the estimated output vector $\mathbf{y}(k)$. In this chapter, we assume that the source signals and additive noise components are statistically independent.

In general, the problem of noise cancellation is difficult or is even impossible to treat, because we have ( $m+n$ ) unknown source signals ( $n$ sources and $m$ noise signals), and we have usually only $m$ available or measured sensor signals. However, in many practical situations, we can estimate unbiased separating matrices and also reduce or cancel the noise if some information about the noise is available. For example, in some situations, the environmental noise can be measured or modelled.

### 8.2 BIAS REMOVAL TECHNIQUES FOR PREWHITENING AND ICA ALGORITHMS

### 8.2.1 Bias Removal for Whitening Algorithms

Consider at first a simpler problem related to ICA, of the standard decorrelation or prewhitening algorithm for $\boldsymbol{x}(k)$ given by [18, 398,

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\eta(k)\left[\mathbf{I}-\mathbf{y}(k) \mathbf{y}^{T}(k)\right] \mathbf{W}(k) \tag{8.1}
\end{equation*}
$$

or its averaged version given by

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle\right] \mathbf{W}(k), \tag{8.2}
\end{equation*}
$$

where $\mathbf{y}(k)=\mathbf{W}(k) \mathbf{x}(k)$ and $\langle\cdot\rangle$ denotes statistical average. When $\mathbf{x}(k)$ is noisy such that $\mathbf{x}(k)=\hat{\mathbf{x}}(k)+\boldsymbol{\nu}(k)$, where $\hat{\mathbf{x}}(k)$ and $\hat{\mathbf{y}}(k)=\mathbf{W}(k) \hat{\mathbf{x}}(k)$ are the noiseless estimates of the input and output vectors, respectively, it is easy to show that the additive noise $\boldsymbol{\nu}(k)$ within $\mathbf{x}(k)$ introduces a bias in the estimated decorrelation matrix $\mathbf{W}$. The covariance matrix of the output can be evaluated as

$$
\begin{equation*}
\widehat{\mathbf{R}}_{\mathbf{y} \mathbf{y}}=\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle=\mathbf{W} \widehat{\mathbf{R}}_{\hat{\mathbf{x}} \hat{\mathbf{x}}} \mathbf{W}^{T}+\mathbf{W} \widehat{\mathbf{R}}_{\boldsymbol{\nu}} \boldsymbol{W}^{T}, \tag{8.3}
\end{equation*}
$$

where $\widehat{\mathbf{R}}_{\hat{\mathbf{x}} \hat{\mathbf{x}}}=\left\langle\hat{\mathbf{x}}(k) \hat{\mathbf{x}}^{T}(k)\right\rangle=\frac{1}{N} \sum_{k=1}^{N} \hat{\mathbf{x}}(k) \hat{\mathbf{x}}^{T}(k)$ and $\widehat{\mathbf{R}}_{\boldsymbol{\nu}} \boldsymbol{\nu}=\left\langle\boldsymbol{\nu}(k) \boldsymbol{\nu}^{T}(k)\right\rangle$.
Assuming that the covariance matrix of the noise is known (e.g., $\widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\hat{\sigma}_{\nu}^{2} \mathbf{I}$ ) or can be estimated, a proposed modified algorithm employing bias removal is given by

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\mathbf{R}_{\mathbf{y} \mathbf{y}}^{(k)}+\mathbf{W}(k) \widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}} \mathbf{W}^{T}(k)\right] \mathbf{W}(k) . \tag{8.4}
\end{equation*}
$$

The stochastic gradient version of this algorithm for $\widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\hat{\sigma}_{\boldsymbol{\nu}}^{2} \mathbf{I}$ is

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\mathbf{y}(k) \mathbf{y}^{T}(k)+\hat{\sigma}_{\nu}^{2} \mathbf{W}(k) \mathbf{W}^{T}(k)\right] \mathbf{W}(k) . \tag{8.5}
\end{equation*}
$$

Alternatively, to reduce the influence of white additive noise for colored signals, we can apply the modified learning rule given by

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\frac{1}{2}\left[\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k-p)\right\rangle+\left\langle\mathbf{y}(k-p) \mathbf{y}^{T}(k)\right\rangle\right]\right] \mathbf{W}(k), \tag{8.6}
\end{equation*}
$$

where $p$ is a small integer time delay. It should be noted that the above algorithm is theoretically insensitive to additive white noise. In fact, instead of diagonalizing the zerolag covariance matrix $\mathbf{R}_{\mathbf{y} \mathbf{y}}=\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k)\right\rangle$, we diagonalize the time-delayed covariance matrix

$$
\begin{equation*}
\tilde{\mathbf{R}}_{\mathbf{y}}(p)=\frac{1}{2}\left[\left\langle\mathbf{y}(k) \mathbf{y}^{T}(k-p)\right\rangle+\left\langle\mathbf{y}(k-p) \mathbf{y}^{T}(k)\right\rangle\right] \tag{8.7}
\end{equation*}
$$

which is insensitive to additive white noise on the condition that noise-free sensor signals $\hat{\mathbf{x}}(k)$ are colored signals and the number of observations is sufficiently large (typically more than $10^{4}$ samples).

### 8.2.2 Bias Removal for Adaptive ICA Algorithms

A technique similar to the one described above can be applied to remove the bias of coefficients for a class of natural gradient algorithms for ICA [404. We illustrate the technique on the basis of the ICA algorithm of the following form (see Chapters 6 and 7 for more explanation):

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}\right] \mathbf{W}(k) \tag{8.8}
\end{equation*}
$$

Nonlinear functions of vectors $\mathbf{f}[\mathbf{y}(k)]$ and $\mathbf{g}[\mathbf{y}(k)]$ should be suitably-designed as explained in the previous chapters.

Remark 8.1 It should be noted that the algorithm works on the condition that $E\left\{f_{i}\left(y_{i}\right)\right\}=$ 0 or $E\left\{g_{i}\left(y_{i}\right)\right\}=0$. In order to satisfy these conditions for non-symmetric distributed sources for each index $i$ we use only one nonlinear function and the second one is linear. In other words, for any $i$ we employ $f_{i}\left(y_{i}\right)$ and $g_{i}\left(y_{i}\right)=y_{i}$ or $f_{i}\left(y_{i}\right)=y_{i}$ and $g_{i}\left(y_{i}\right)$.

The above learning algorithm has been shown to possess excellent performance when applied to noiseless signal mixtures; however, its performance deteriorates with noisy measurements due to undesirable coefficient biases and the existence of noise in the separated signals. To estimate the coefficient biases, we determine the Taylor series expansions of the nonlinearities $f_{i}\left(y_{i}\right)$ and $g_{j}\left(y_{j}\right)$ about the estimated noiseless values $\hat{y}_{i}$. The generalized covariance $\operatorname{matrix} \mathbf{R}_{\mathbf{f} \mathbf{g}}$ can be approximately evaluated as 404]

$$
\begin{equation*}
\mathbf{R}_{\mathbf{f} \mathbf{g}}=E\left\{\mathbf{f}[\mathbf{y}(k)] \mathbf{g}\left[\boldsymbol{y}^{T}(k)\right]\right\} \cong E\left\{\mathbf{f}[\hat{\mathbf{y}}(k)] \mathbf{g}\left[\hat{\mathbf{y}}^{T}(k)\right]\right\}+\boldsymbol{k}_{f} \mathbf{W} \widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}} \mathbf{W}^{T} \boldsymbol{k}_{g} \tag{8.9}
\end{equation*}
$$

where $\boldsymbol{k}_{f}$ and $\boldsymbol{k}_{g}$ are diagonal matrices with entries

$$
k_{f i}=E\left\{d f_{i}\left(y_{i}(k)\right) / d y_{i}\right\}, \quad k_{g i}=E\left\{d g_{i}\left(y_{i}(k)\right) / d y_{i}\right\}
$$

respectively. Thus, a modified adaptive learning algorithm with reduced coefficient bias has the form

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}+\boldsymbol{k}_{f} \mathbf{W}(k) \widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}} \mathbf{W}^{T}(k) \boldsymbol{k}_{g}\right] \mathbf{W}(k) \tag{8.10}
\end{equation*}
$$

which can be written in a more compact form as

$$
\begin{equation*}
\Delta \mathbf{W}(k)=\eta(k)\left[\mathbf{I}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}+\mathbf{C} \circ \mathbf{W}(k) \widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}} \mathbf{W}^{T}(k)\right] \mathbf{W}(k), \tag{8.11}
\end{equation*}
$$

where $\mathbf{C}=\left[c_{i j}\right]$ is an $n \times n$ scaling matrix with entries $c_{i j}=k_{f i} k_{g j}$ and operator $\circ$ denotes the Hadamard product.

In the special case when all of the source distributions are identical, $f_{i}\left(y_{i}\right)=f\left(y_{i}\right) \forall i$, $g_{i}\left(y_{i}\right)=g\left(y_{i}\right) \forall i$, and $\widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\hat{\sigma}_{\nu}^{2} \mathbf{I}$, the bias correction term simplifies to $\mathbf{B}=\hat{\sigma}_{\nu}^{2} k_{f} k_{g} \mathbf{W} \mathbf{W}^{T}$. It is interesting to note that we can almost always select nonlinearities such that the global scaling coefficient $c=k_{f} k_{g}$ can be close to zero for a wide class of signals. For example, when $f\left(y_{i}\right)=\left|y_{i}\right|^{\mid} \operatorname{sign}\left(y_{i}\right)$ and $g\left(y_{i}\right)=\tanh \left(\gamma y_{i}\right)$ are chosen, or when $f\left(y_{i}\right)=\tanh \left(\gamma y_{i}\right)$ and $g\left(y_{i}\right)=\left|y_{i}\right|^{r} \operatorname{sign}\left(y_{i}\right)$, the scaling coefficient is equal to $c=k_{f} k_{g}=r \gamma E\left\{\left|y_{i}\right|^{r-1}(k)\right\}[1-$ $\left.E\left\{\tanh ^{2}\left(\gamma y_{i}(k)\right)\right\}\right]$ for $r \geq 1$, which is smaller over the range $\left|y_{i}\right| \leq 1$ than the case when if $g\left(y_{i}\right)=y_{i}$ is chosen. Moreover, we can optimally design the parameters $r$ and $\gamma$ so that within a specified range of $y_{i}$, the absolute value of the scaling coefficient $c=k_{f} k_{g}$ is minimal.

Another possible solution to mitigate coefficient bias is to employ nonlinearities in the form $\tilde{f}\left(y_{i}\right)=f\left(y_{i}\right)-\alpha_{i} y_{i}$ and $g\left(y_{i}\right)=y_{i}$ with $\alpha_{i} \geq 0$. The motivation behind the use of linear terms $-\alpha_{i} y_{i}$ is to reduce the values of the scaling coefficients as $c_{i j}=k_{f i}-\alpha_{i}$ as well as to reduce the influence of large outliers. Alternatively, the generalized Fahlman functions given by $\tanh \left(\gamma_{i} y_{i}\right)-\alpha_{i} y_{i}$ can be used for either $f_{i}\left(y_{i}\right)$ or $g_{i}\left(y_{i}\right)$, where appropriate [489, 488.

One disadvantage of these proposed techniques for bias removal is that any equivariant properties for the resulting algorithm are lost when a bias compensating term is added, and thus the algorithm may perform poorly or even fail to separate sources if the mixing matrix is very ill-conditioned. For this reason, it is necessary to design nonlinearities which correspond as closely as possible to those produced from the true pdf's of the source signals while also maximally-reducing the coefficient bias caused by noise.

Example 8.1 We now illustrate the behavior of the bias removal algorithm in (8.10) via simulation [404. In this example, a $3 \times 3$ mixing matrix given by

$$
\mathbf{H}=\left[\begin{array}{lll}
0.6 & 0.7 & 0.7  \tag{8.12}\\
0.9 & 0.1 & 0.5 \\
0.1 & 0.5 & 0.8
\end{array}\right]
$$

is employed. Three independent random sources-one uniform- $[-1,1]$-distributed and two binary- $\{ \pm 1\}$-distributed-were generated, and a matrix equation $\mathbf{x}(k)=\boldsymbol{H s}(k)+\boldsymbol{\nu}(k)$ is used to create $\mathbf{x}(k)$, where each $\boldsymbol{\nu}(k)$ is a jointly Gaussian random vector with the covariance $\widehat{\mathbf{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\hat{\sigma}_{\nu}^{2} \mathbf{I}$ with $\hat{\sigma}_{\nu}^{2}=0.01$. The condition number of $\mathbf{H} E\left\{\boldsymbol{s}(k) \boldsymbol{s}^{T}(k)\right\} \mathbf{H}^{T}$ is 51.5 . Here, $f_{i}(y)=y^{3}$ and $g_{i}(y)=\tanh (10 y)$ for all $1 \leq i \leq 3$ and $\eta(k)=0.001$. Twenty trials were run, in which $\mathbf{W}(0)$ were different random orthogonal matrices such that $\mathbf{W}(0) \mathbf{W}^{T}(0)=0.25 \mathbf{I}$, and ensemble averages were taken in each case. Figure 8.1 shows the evolution of the performance factor $\zeta(k)$ defined as

$$
\begin{equation*}
\zeta(k)=\frac{1}{n} \sum_{i=1}^{n}\left\{\left(\sum_{k=1}^{n} \frac{\left|g_{i k}\right|}{\max _{j}\left|g_{i j}\right|}-1\right)+\left(\sum_{k=1}^{n} \frac{\left|g_{k i}\right|}{\max _{j}\left|g_{j i}\right|}-1\right)\right\} \tag{8.13}
\end{equation*}
$$



Fig. 8.1 Ensemble-averaged value of the performance index for uncorrelated measurement noise in the first example: dotted line represents the original algorithm (8.8) with noise, dashed line represents the bias removal algorithm (8.10) with noise, solid line represents the original algorithm (8.8) without noise 404 .
where $n=3, g_{i j}$ is the $(i, j)$-element of the global system matrix $\mathbf{G}=\mathbf{W} \mathbf{H}$ and $\max _{j} g_{i j}$ represents the maximum value among the elements in the $i$ th row vector of $\mathbf{G}, \max _{j} g_{j i}$ does the maximum value among the elements in the $i$ th column vector of $\mathbf{G}$. The value of $\zeta(k)$ measures the average source signal crosstalk in the output signals $\left\{y_{i}(k)\right\}$ if no noise is present. As can be seen, the original algorithm yields a biased estimate of $\mathbf{W}(k)$, whereas the bias removal algorithm achieves a crosstalk level that is about 7 dB lower. Also shown for comparison is the original algorithm with no measurement noise, showing that the performance of the described algorithm approaches this idealized case for small learning rates.

Remark 8.2 In the special case of Gaussian additive noise, we can design a very special form of nonlinearities in such way that entries of the generalized covariance matrix $\mathbf{R}_{\mathbf{f} \mathbf{g}}=$ $E\left\{\mathbf{y}(k) \mathbf{g}^{T}(\mathbf{y}(k)\}\right.$ are expressed by higher order cross-cumulants that are non sensitive to Gaussian noise (see Section 8.5 for details)

### 8.3 BLIND SEPARATION OF SIGNALS BURIED IN ADDITIVE CONVOLUTIVE REFERENCE NOISE

We next consider the following problem: How to efficiently separate the sources if additive colored noise cannot any longer be neglected. This can be stated alternatively as how to cancel or suppress additive noise. In general, the problem is rather difficult, because we have $(m+n)$ unknown signals (where $m$ is the number of sensors). Hence the problem is highly under-determined, and without any a priori information about the mixture model and/or noise, it is very difficult or even impossible to solve it [1233].

However, in many practical situations, we can measure or model the environmental noise. In the sequel, we shall refer to such a noise as reference noise $\nu_{R}(k)$ or a vector of reference noises (for each individual sensor $\nu_{R i}(k)$ ) (see Fig. 8.2). For example, in the acoustic cocktail party problem, we can measure such noise during short salience period (when all persons do not speak) or we can measure and record it on-line, continuously in time, by an additional isolated microphone. Similarly, one can measure noise in biomedical applications like EEG or ECG by additional electrodes, placed appropriately.

Due to environmental conditions the noise $\nu_{R}(k)$ may influence each sensor in some unknown manner. Parasitic effects such as delays, reverberation, echo, nonlinear distortion etc. may occur. It may be assumed that the reference noise is processed by some unknown linear or nonlinear dynamical system before it reaches each sensor (see Fig. 8.2). ARMA, NARMA or FIR (convolutive) noise models may be considered. In the simplest case, a convolutive model of noise can be assumed, i.e., the reference noise is processed by some finite impulse response filters, whose parameters need to be estimated. Hence, the additive noise in the $i$-th sensor is modelled as (see Fig 8.2 and Fig. 8.3 (a)) [267, 1233, 1285]

$$
\begin{equation*}
\nu_{i}(k)=\sum_{p=0}^{L}\left[h_{i p} z^{-p}\right] \nu_{R}(k)=\sum_{p=0}^{L} h_{i p} \nu_{R}(k-p) \tag{8.14}
\end{equation*}
$$

where $z^{-1}=e^{-s T}$ is the unit delay. Such a model is generally regarded as a realistic (realworld) model in both signal and image processing [1233, 1285]. In this model, we assume that a known reference noise is added to each sensor (mixture of sources) with different unknown time delays and various unknown coefficients $h_{i p}(k)$ representing attenuation coefficients. The unknown mixing and convolutive processes can be described in matrix form as

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\mathbf{h}(z) \nu_{R}(k), \tag{8.15}
\end{equation*}
$$

where $\mathbf{h}(z)=\left[H_{1}(z), H_{2}(z), \ldots, H_{n}(z)\right]^{T}$ with

$$
\begin{equation*}
H_{i}(z)=h_{i 0}+h_{i 1} z^{-1}+\ldots+h_{i L} z^{-L} \tag{8.16}
\end{equation*}
$$

Analogously, the separating and noise deconvolutive process can be described as (see Fig. 8.2)

$$
\begin{align*}
\mathbf{y}(k) & =\mathbf{W} \mathbf{x}(k)-\tilde{\mathbf{w}}(z) \nu_{R}=  \tag{8.17}\\
& =\mathbf{W} \mathbf{H s}(k)+\mathbf{W} \mathbf{h}(z) \nu_{R}-\tilde{\mathbf{w}}(z) \nu_{R}
\end{align*}
$$



Fig. 8.2 Conceptual block diagram of mixing and demixing systems with noise cancellation. It is assumed that reference noise is available.
where $\tilde{\mathbf{w}}(z)=\left[W_{1}(z), \ldots, W_{n}(z)\right]^{T}$ with

$$
\begin{equation*}
W_{i}(z)=\sum_{j=0}^{M} \tilde{w}_{i j} z^{-p} \tag{8.18}
\end{equation*}
$$

We can achieve the best noise reduction by minimizing the generalized energy of all its output signals under some constraints and simultaneously enforce their mutual independence.

### 8.3.1 Learning Algorithms for Noise Cancellation

In the basic approach, two learning procedures are simultaneously performed: The signals are separated from their linear mixture by using any algorithm for BSS and the additive noise is estimated and subtracted by minimizing the output energy of output signals. In the simplest case, we can formulate the following energy (cost) function

$$
\begin{equation*}
J(\tilde{\mathbf{w}})=\frac{1}{2} \sum_{i=1}^{n} E\left\{\left|y_{i}\right|^{2}\right\} \tag{8.19}
\end{equation*}
$$

Minimizing the above cost function with respect to coefficients $\tilde{w}_{i p}$, we obtain the standard LMS (Least Mean Squares) algorithm 1286

$$
\begin{equation*}
\tilde{w}_{i p}(k+1)=\tilde{w}_{i p}(k)-\tilde{\eta}(k) \frac{\partial J(\tilde{\mathbf{w}})}{\partial \tilde{w}_{i p}}=\tilde{w}_{i p}(k)+\left\langle\tilde{\eta}(k) y_{i}(k) \nu_{R}(k-p)\right\rangle \tag{8.20}
\end{equation*}
$$

The number of time delay units $M$ in the separating/deconvolutive model should be usually much larger than the corresponding number $L$ in the mixing model $(M \gg L)$.

Alternatively, a multistage linear model for noise cancellation is shown in Fig. 8.3 (a). In such a model, the noise cancellation and source separation are performed sequentially in two or more stages. We first attempt to cancel the noise contained in the mixtures and then to separate the sources (see Fig. 8.3 (a)). In order to cancel additive noise and to develop an adaptive learning algorithm for unknown coefficients $h_{i p}(k)$, we can apply the concept of minimization of the generalized output energy of output signals $\tilde{\mathbf{x}}(k)=$ $\left[\tilde{x}_{1}(k), \tilde{x}_{2}(k), \ldots, \tilde{x}_{n}(k)\right]^{T}$. In other words, we can formulate the following cost function (generalized energy)

$$
\begin{equation*}
J\left(\tilde{\mathbf{w}}_{1}\right)=\sum_{i=1}^{n} E\left\{\rho_{i}\left(\tilde{x}_{i}\right)\right\} \tag{8.21}
\end{equation*}
$$

where $\rho_{i}\left(\tilde{x}_{i}\right), \quad(i=1,2, \ldots, n)$ are suitably chosen loss function, typically

$$
\begin{equation*}
\rho_{i}\left(\tilde{x}_{i}\right)=\frac{1}{\gamma} \log \cosh \left(\gamma \tilde{x}_{i}\right) \quad \text { or } \quad \rho_{i}\left(\tilde{x}_{i}\right)=\frac{1}{2}\left|\tilde{x}_{i}\right|^{2} \tag{8.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{x}_{i}(k)=x_{i}(k)-\sum_{p=1}^{M} \tilde{w}_{1 i p} \nu_{R}(k-p), \quad \forall i . \tag{8.23}
\end{equation*}
$$

Minimization of this cost function according to the standard gradient descent leads to a simple learning algorithm given by

$$
\begin{equation*}
\tilde{w}_{1 i p}(k+1)=\tilde{w}_{1 i p}(k)-\tilde{\eta}(k) \frac{\partial J\left(\tilde{\mathbf{w}}_{1}\right)}{\partial \tilde{w}_{1 i p}} \approx \tilde{w}_{1 i p}(k)+\tilde{\eta}(k) f_{R}\left[\tilde{x}_{i}(k)\right] \nu_{R}(k-p), \tag{8.24}
\end{equation*}
$$

where $f_{R}\left(\tilde{x}_{i}(k)\right)$ is a suitably chosen nonlinear function

$$
\begin{equation*}
f_{R}\left(\tilde{x}_{i}(k)\right)=\frac{\partial \rho_{i}\left(\tilde{x}_{i}\right)}{\partial \tilde{x}_{i}} \tag{8.25}
\end{equation*}
$$

Typically, $f_{R}\left(\tilde{x}_{i}\right)=\tilde{x}_{i}$ or $f_{R}\left(\tilde{x}_{i}\right)=\tanh \left(\gamma \tilde{x}_{i}\right)$.
In linear Finite Impulse Response (FIR) adaptive noise cancellation models described above, the noise is estimated as a weighted sum of delayed samples of reference interference. However, linear adaptive noise cancellation systems may not achieve an acceptable level of cancellation of noise for some real world problems when interference signals are related to the measured reference signals in a complex dynamic and nonlinear way.
(a)

(b)


Fig. 8.3 Block diagrams illustrating multistage noise cancellation and blind source separation: (a) Linear model of convolutive noise, (b) more general model of additive noise modelled by nonlinear dynamical systems (NDS) and adaptive neural networks (NN); LA1 and LA2 denote learning algorithms performing the LMS or back-propagation supervising learning rules whereas LA3 denotes a learning algorithm for BSS.

In such applications, especially in biomedical signal processing, the optimum interference and noise cancellation usually requires nonlinear adaptive processing of recorded and measured on-line signals. In such cases, we can use, instead of linear filters, standard neural network models and train them by back-propagation algorithms (see Fig. 8.3] (b)) [282, 265].

### 8.4 CUMULANTS BASED ADAPTIVE ICA ALGORITHMS

The main objective of this section is to present some ICA algorithms which are expressed by higher order cumulants. The main advantage of such algorithms is that they are theoretically robust to Gaussian noise (white or colored) on the condition that the number of available samples is sufficiently large to precisely estimate the cumulants. This important feature follows from the fact that all cumulants of the order higher than 2 are equal to 0 for Gaussian noise. This property can be particularly useful in the analysis of biomedical signals buried in large Gaussian noise. However, since third-order cumulants are also equal to zero for any symmetrically distributed process (not only for Gaussian processes), then fourth-order cumulants are usually used for most applications when some source signals may have symmetrical distributions.

### 8.4.1 Cumulants Based Cost Functions

In Chapter 6 as a measure of independence, we have used the Kullback-Leibler divergence which leads to the cost (risk) function

$$
\begin{equation*}
\mathcal{R}(\mathbf{y}, \mathbf{W})=-\frac{1}{2} \log \left(\left|\operatorname{det}\left(\mathbf{W} \mathbf{W}^{T}\right)\right|\right)-\sum_{i=1}^{n} E\left\{\log \left(p_{i}\left(y_{i}\right)\right)\right\} \tag{8.26}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\mathcal{R}(\mathbf{y}, \mathbf{G})=-\log |\operatorname{det}(\mathbf{G})|-\sum_{i=1}^{n} E\left\{\log \left(p_{i}\left(y_{i}\right)\right)\right\} \tag{8.27}
\end{equation*}
$$

where $\mathbf{G}=\mathbf{W H} \in \mathbb{R}^{n \times n}$ is a nonsingular global mixing-separating matrix. In many practical applications, however, the pdfs of the sources are not known a priori and in the derivation of practical algorithms we have to use a set of nonlinearities that in some special cases may not exactly match the true pdfs of primary sources. In this section, we use an alternative cost function which is based on cumulants.

Along this chapter, we will use the following notation: $C_{q}\left(y_{1}\right)$ denotes the $q$-order cumulants of the signal $y_{i}$ and $\mathbf{C}_{p, q}(\mathbf{y}, \mathbf{y})$ denotes the cross-cumulant matrix whose elements are $\left[\mathbf{C}_{p q}(\mathbf{y}, \mathbf{y})\right]_{i j}=\operatorname{Cum}(\underbrace{y_{i}, y_{i}, \ldots, y_{i}}_{p}, \underbrace{y_{j}, y_{j}, \ldots, y_{j}}_{q})$. (see Appendix A for properties of matrix cumulants and their relation to higher order moments).

Let us consider a particular case of nonlinearity misadjusting that results from replacing the pseudo-entropy terms $-E\left\{\log \left(p_{i}\left(y_{i}\right)\right)\right\}$ in (8.27) by a function of the cumulants of the outputs $\left|C_{1+q}\left(y_{i}\right)\right| /(1+q)$. In other words, let us consider the following cost function:

$$
\begin{equation*}
J(\mathbf{y}, \mathbf{W})=-\frac{1}{2} \log \left|\operatorname{det}\left(\mathbf{W} \mathbf{W}^{T}\right)\right|-\frac{1}{1+q} \sum_{i=1}^{n}\left|C_{1+q}\left(y_{i}\right)\right| \tag{8.28}
\end{equation*}
$$

The first term assures that the determinant of the global matrix will not approach zero. By including this term, we avoid the trivial solution $y_{i}=0 \forall i$. The second terms force the
output signals to be as far as possible from Gaussianity, since the higher order cumulants are a natural measure of non-Gaussianity and they will vanish for Gaussian signals.
Taking into account definition and properties of the cumulants, it is easy to show that

$$
\begin{align*}
\frac{\partial \operatorname{Cum}(\overbrace{y_{i}, \ldots, y_{i}}^{1+q})}{\partial w_{k j}} & =(1+q) \operatorname{Cum}(\overbrace{y_{i}, \ldots, y_{i}}^{q}, \frac{\partial y_{i}}{\partial w_{k j}}) \\
& =(1+q) \delta_{i k} \operatorname{Cum}(\overbrace{y_{i}, \ldots, y_{i}}^{q}, x_{j}) . \tag{8.29}
\end{align*}
$$

Using this result, we obtain [326, 327]

$$
\begin{equation*}
\frac{\partial \sum_{i=1}^{n}\left|C_{1+q}\left(y_{i}\right)\right|}{\partial \mathbf{W}}=(1+q) \mathbf{S}_{q+1}(\mathbf{y}) \mathbf{C}_{q, 1}(\mathbf{y}, \mathbf{x}), \tag{8.30}
\end{equation*}
$$

where $\mathbf{S}_{q+1}(\mathbf{y})=\operatorname{sign}\left(\operatorname{diag}\left(\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y})\right)\right)$. In addition, since

$$
\frac{\partial \log \left|\operatorname{det}\left(\mathbf{W} \mathbf{W}^{T}\right)\right|}{\partial \mathbf{W}}=2\left(\mathbf{W} \mathbf{W}^{T}\right)^{-1} \mathbf{W},
$$

we obtain

$$
\begin{equation*}
\frac{\partial J(\mathbf{y}, \mathbf{W})}{\partial \mathbf{W}}=-\left(\mathbf{W} \mathbf{W}^{T}\right)^{-1} \mathbf{W}+\mathbf{S}_{q+1}(\mathbf{y}) \mathbf{C}_{q, 1}(\mathbf{y}, \mathbf{x}) . \tag{8.31}
\end{equation*}
$$

### 8.4.2 Family of Equivariant Algorithms Employing the Higher Order Cumulants

In order to improve the convergence and simplify the algorithm, instead of the standard gradient technique, we can use the Atick-Redlich formula which has the following form:

$$
\begin{equation*}
\Delta \mathbf{W}=-\eta \mathbf{W}\left[\frac{\partial J(\mathbf{y}, \mathbf{W})}{\partial \mathbf{W}}\right]^{T} \mathbf{W}=\eta \mathbf{W}\left[\left(\mathbf{W} \mathbf{W}^{T}\right)^{-1} \mathbf{W}-\mathbf{S}_{q+1}(\mathbf{y}) \mathbf{C}_{q, 1}(\mathbf{y}, \mathbf{x})\right]^{T} \mathbf{W} \tag{8.32}
\end{equation*}
$$

Hence, after some mathematical manipulations, we obtain [326, 327]

$$
\begin{equation*}
\Delta \mathbf{W}(l)=\mathbf{W}(l+1)-\mathbf{W}(l)=\eta(l)\left[\mathbf{I}-\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right] \mathbf{W}(l) . \tag{8.33}
\end{equation*}
$$

Multiplying both sides of Eq.(8.33) from the right side by the mixing matrix $\mathbf{H}$, we obtain the following algorithm to update the global matrix $\mathbf{G}$

$$
\begin{equation*}
\Delta \mathbf{G}(l)=\eta(l)\left[\mathbf{I}-\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right] \mathbf{G}(l) . \tag{8.34}
\end{equation*}
$$

Taking into account the triangular inequality [321, 327,

$$
\begin{equation*}
\left\|\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})-\mathbf{I}\right\|_{p} \leq 1+\left\|\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right\|_{p}=1+\left\|\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y})\right\|_{p}, \tag{8.35}
\end{equation*}
$$

it is sufficient to apply the following constraints to ensure the numerical stability of the algorithm

$$
\begin{equation*}
\eta(l)=\min \left(\frac{2 \eta_{0}}{1+\eta_{0} q}, \frac{\eta_{0}}{1+\eta_{0}\left\|\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y})\right\|_{p}}\right)<\frac{1}{1+\left\|\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y})\right\|_{p}}, \tag{8.36}
\end{equation*}
$$

where $0<\eta_{0} \leq 1$. It is interesting that for some special cases, the algorithm (8.33) simplifies to some well known algorithms: For example for $q=1$, we obtain the globally stable algorithm for blind decorrelation proposed first by Almeida and Silva [18]

$$
\begin{equation*}
\mathbf{W}(l+1)=\mathbf{W}(l)+\eta(l)\left[\mathbf{I}-\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle\right] \mathbf{W}(l) \tag{8.37}
\end{equation*}
$$

Analogously, for $q=2$, we obtain a special form of equivariant algorithm useful if all source signals have non-symmetric distribution, [283, 321] as

$$
\begin{equation*}
\mathbf{W}(l+1)=\mathbf{W}(l)+\eta(l)\left[\mathbf{I}-\left\langle\mathbf{y g}^{T}(\mathbf{y})\right\rangle\right] \mathbf{W}(l) \tag{8.38}
\end{equation*}
$$

where components of vector $\mathbf{g}(\mathbf{y})$ have the following nonlinear functions $g\left(y_{i}\right)=\operatorname{sign}\left(y_{i}\right)\left|y_{i}\right|^{2}$. Such an algorithm is insensitive to any symmetrically distributed noise and interference.

A more general algorithm (which is suitable for both symmetrically and non-symmetrically distributed sources) can be easily derived for $q=3$, as (see the Appendix A for more detail)

$$
\begin{align*}
\mathbf{W}(l+1) & =\mathbf{W}(l)+\eta(l)\left[\mathbf{I}-\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{4}(\mathbf{y})\right] \mathbf{W}(l) \\
& =\mathbf{W}(l)+\eta(l)\left[\mathbf{I}-\left\langle\mathbf{y ~ g}^{T}(\mathbf{y})\right\rangle\right] \mathbf{W}(l) \tag{8.39}
\end{align*}
$$

where $\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y})=\left\langle\mathbf{y}(\mathbf{y} \circ \mathbf{y} \circ \mathbf{y})^{T}\right\rangle-3\left\langle\mathbf{y} \mathbf{y}^{T}\right\rangle \operatorname{diag}\{\langle\mathbf{y} \circ \mathbf{y}\rangle\}$ and the diagonal elements of the matrix $\mathbf{S}_{4}(\mathbf{y})$ are defined by

$$
\left[\mathbf{S}_{4}(\mathbf{y})\right]_{j j}=\operatorname{sign}\left(E\left\{y_{j}^{4}\right\}-3\left(E\left\{y_{j}^{2}\right\}\right)^{2}\right)=\operatorname{sign} \kappa_{4}\left(y_{j}\right)
$$

It should be noted that we can write

$$
\begin{equation*}
\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{4}(\mathbf{y})=\left\langle\mathbf{y} \mathbf{g}^{T}(\mathbf{y})\right\rangle \tag{8.40}
\end{equation*}
$$

where entries of the vector $\mathbf{g}(y)=\left[g_{1}\left(y_{1}\right), g_{2}\left(y_{2}\right), \ldots, g_{n}\left(y_{n}\right)\right]^{T}$ have the form

$$
\begin{equation*}
g_{j}\left(y_{j}\right)=\left(y_{j}^{3}-3\left\langle y_{j}^{2}\right\rangle y_{j}\right) \operatorname{sign}\left(\kappa\left(y_{j}\right)\right) \tag{8.41}
\end{equation*}
$$

In other words, the estimated cross-cumulants can be expressed as

$$
\begin{equation*}
C_{1,3}\left(y_{i}, y_{j}\right) \operatorname{sign}\left(\kappa_{4}\left(y_{j}\right)\right)=\left\langle y_{i} g_{j}\left(y_{j}\right)\right\rangle=\left\langle y_{i}\left(y_{j}^{3}-3 \hat{\sigma}_{y_{j}}^{2} y_{j}\right) \operatorname{sign}\left(\kappa\left(y_{j}\right)\right)\right\rangle \tag{8.42}
\end{equation*}
$$

Such cross-cumulants are insensitive to Gaussian noise. Moreover, the local stability conditions (derived in Chapter 7) are given by:

$$
\begin{align*}
E\left\{g_{i}^{\prime} s_{i}^{2}\right\}+1 & >0,  \tag{8.43}\\
E\left\{g_{i}^{\prime}\right\} E\left\{g_{j}^{\prime}\right\} E\left\{s_{i}^{2}\right\} E\left\{s_{j}^{2}\right\} & <1, \forall i \neq j \tag{8.44}
\end{align*}
$$

are always satisfied for any sources with non-zero kurtosis if the above nonlinear activation function is employed in the algorithm (8.41).

The on-line version of the above algorithm can be formulated as

$$
\begin{equation*}
\mathbf{W}(k+1)=\mathbf{W}(k)+\eta(k)\left[\mathbf{I}-\mathbf{R}_{\mathbf{y} \mathbf{g}}^{(k)}\right] \mathbf{W}(k) \tag{8.45}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\mathbf{y} \mathbf{g}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{y} \mathbf{g}}^{(k-1)}+\eta_{0} \mathbf{y}(k) \mathbf{g}^{T}(\mathbf{y}(k)) \tag{8.46}
\end{equation*}
$$

with $g_{j}\left(y_{j}\right)=\left(y_{j}^{3}-3 y_{j} \hat{\sigma}_{y_{j}}^{2}\right) \operatorname{sign}\left(\kappa_{4}\left(y_{j}\right)\right)$ and $\hat{\sigma}_{y_{j}}^{2}(k)=\left(1-\eta_{0}\right) \hat{\sigma}_{y_{j}}^{2}(k-1)+\eta_{0} y_{j}^{2}(k)$.
It should be noted that the learning algorithm (8.33) achieves its equilibrium point when [321, 327 ]

$$
\begin{equation*}
\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{1+q}(\mathbf{y})=\mathbf{G} \mathbf{C}_{1, q}(\mathbf{s}, \mathbf{s})\left(\mathbf{G}^{\circ q}\right)^{T} \mathbf{S}_{1+q}(\mathbf{y})=\mathbf{I}_{n} \tag{8.47}
\end{equation*}
$$

where $\mathbf{G}^{\circ q}$ denotes the $q$-th order Hadamard product of the matrix $\mathbf{G}$ with itself, i.e., $\mathbf{G}^{\circ q}=\mathbf{G} \circ \cdots \circ \mathbf{G}$. Hence, assuming that the primary independent sources are properly scaled such that $\mathbf{C}_{q, 1}(\mathbf{s}, \mathbf{s})=\mathbf{S}_{q+1}(\mathbf{s})=\mathbf{I}_{n}$, (i.e., they all have the same value and sign of cumulants $\left.C_{1+q}\left(s_{i}\right)\right)$ the above matrix algebraic equation simplifies as

$$
\begin{equation*}
\mathbf{G}\left(\mathbf{G}^{\circ q}\right)^{T}=\mathbf{I}_{n} \tag{8.48}
\end{equation*}
$$

The possible solutions of this equation can be expressed as $\mathbf{G}=\mathbf{P}$, where $\mathbf{P}$ is any permutation matrix.

### 8.4.3 Possible Extensions

One of the disadvantages of the cost function (8.28) and the associated algorithm (8.33) is that they cannot be used when the specific $(q+1)$ order cumulant $\mathbf{C}_{1+q}\left(s_{i}\right)$ is zero or very close to zero for any of the source signal $s_{i}$. To overcome this limitation, we can use several matrix cumulants of different orders. In order words, we can attempt to find a set of indices $\Omega=\left\{q_{1}, \ldots, q_{N_{\Omega}}: q_{i} \in \mathcal{N}^{+}, q_{i} \neq 1\right\}$ such that the following sum of cumulants $\sum_{q \in \Omega}\left|C_{1+q}\left(y_{i}\right)\right|$ does not vanish for any of the sources. The existence of at least one possible set $\Omega$ is ensured due to the assumption of non-Gaussianity of all the sources. Then, we can replace the terms $\frac{\mathbf{C}_{1+q}(y)}{1+q}$ in (8.28) by using a weighted sum of several cumulants of the outputs signals whose index $q$ belongs to set $\Omega$, i.e.,

$$
\begin{equation*}
J(\mathbf{y}, \mathbf{W})=\sum_{q \in \Omega} \alpha_{q} \frac{\left|C_{1+q}\left(y_{i}\right)\right|}{1+q} \tag{8.49}
\end{equation*}
$$

where the positive weighting terms $\alpha_{q}$ are chosen such that $\sum_{q \in \Omega} \alpha_{q}=1$. With $1 \notin \Omega$, we will assume that the second order statistics information is excluded from this weighted sum.

Following the same steps as before, it is straightforward to see that the learning algorithm takes the form [326, 327]:

$$
\begin{equation*}
\Delta \mathbf{W}(l)=\eta(l)\left[\mathbf{I}-\sum_{q \in \Omega} \alpha_{q} \mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right] \mathbf{W}(l), \tag{8.50}
\end{equation*}
$$

with a learning rate satisfying the constraints

$$
\begin{equation*}
\eta(l)=\min \left\{\frac{2 \eta_{0}}{1+\eta_{0} \sum_{q \in \Omega} \alpha_{q} q}, \frac{\eta_{0}}{1+\eta_{0}\left\|\sum_{q \in \Omega} \alpha_{q} \mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right\|_{p}}\right\} \tag{8.51}
\end{equation*}
$$

where $\eta_{0} \leq 1$ and $\sum_{q \in \Omega} \alpha_{q}=1$.

### 8.4.4 Cumulants for Complex Valued Signals

The extension of the previous algorithms to the case of complex sources and mixtures can be obtained by replacing the transpose operator $(\cdot)^{T}$ with the Hermitian operator $(\cdot)^{H}$ and by changing the definition of the cumulants and cross-cumulants.
Whenever $(1+q)$ is an even number, it is possible to define the self-cumulants for complexvalued signals as [321, 327]

$$
\begin{equation*}
C_{1+q}\left(y_{i}\right)=\operatorname{Cum}(\underbrace{y_{i}, \ldots, y_{i}}_{\frac{1+q}{2}}, \underbrace{y_{i}^{*}, \ldots, y_{i}^{*}}_{\frac{1+q}{2}}) \tag{8.52}
\end{equation*}
$$

and the cross-cumulants

$$
\begin{equation*}
C_{1, q}\left(y_{i}, y_{j}\right)=\operatorname{Cum}(y_{i}, \underbrace{y_{j}, \ldots, y_{j}}_{\frac{1+q}{2}-1}, \underbrace{y_{j}^{*}, y_{j}^{*}, \ldots, y_{j}^{*}}_{\frac{1+q}{2}}) \tag{8.53}
\end{equation*}
$$

It is easy to show that the cumulants are always real. With the above mentioned modification, by changing only the transpose operator by the Hermitian operator, it is possible to use the same algorithms for complex-valued signals [112, 327].

### 8.4.5 Blind Separation with More Sensors than Sources

The derivations of the presented class of robust algorithms (8.33) with respect to the Gaussian noise and its stability study can be performed in terms of the global transfer matrix $\mathbf{G}$ [327. As long as this matrix remains square and non-singular these derivations in terms of $\mathbf{G}$ still fully apply. This also includes the case where the number of sensors $m$ is greater than the number of sources $(m>n)$.
Taking the equivariant algorithm (8.34) expressed in terms of $\mathbf{G}$

$$
\begin{equation*}
\mathbf{G}(l+1)=\left[\mathbf{I}+\eta(l)\left(\mathbf{I}-\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right)\right] \mathbf{G}(l) \tag{8.54}
\end{equation*}
$$

we can post-multiply it by the pseudo-inverse of the mixing matrix $\mathbf{H}^{+}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T}$ to obtain

$$
\begin{equation*}
\mathbf{W}(l+1) \mathbf{P}_{\mathbf{H}}=\left[\mathbf{I}+\eta(l)\left(\mathbf{I}-\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right)\right] \mathbf{W}(l) \mathbf{P}_{\mathbf{H}} \tag{8.55}
\end{equation*}
$$

where $\mathbf{P}_{\mathbf{H}}=\mathbf{H} \mathbf{H}^{+}$is the projection matrix onto the space spanned by the columns of $\mathbf{H}$. Thus the algorithm is defined in terms of the separation matrix $\mathbf{W}(l+1) \mathbf{P}_{\mathbf{H}}$ instead of $\mathbf{W}(l+1)$. If we omit ${ }^{11}$ the projection $\mathbf{P}_{\mathbf{H}}$, we obtain the same form of algorithm for the non-square separating matrix $\mathbf{W} \in \mathbb{R}^{n \times m}$ with $m \geq n$ as

$$
\begin{equation*}
\mathbf{W}(l+1)=\left[\mathbf{I}+\eta(l)\left(\mathbf{I}-\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right)\right] \mathbf{W}(l) . \tag{8.56}
\end{equation*}
$$

[^40]Table 8.1 Basic cost functions for ICA/BSS algorithms without prewhitening.

No. Cost function $J(\mathbf{y}, \mathbf{W})$

1. $-\frac{1}{2} \log \operatorname{det}\left(\mathbf{W} \mathbf{W}^{T}\right)-\sum_{i=1}^{n} E\left\{\log \left(p_{i}\left(y_{i}\right)\right)\right\}$
2. $\quad-\frac{1}{2} \log \operatorname{det}\left(\mathbf{W} \mathbf{W}^{T}\right)-\frac{1}{1+q} \sum_{i=1}^{n}\left|C_{1+q}\left(y_{i}\right)\right|$

For $q=3, \quad C_{4}\left(y_{i}\right)=\kappa_{4}\left(y_{i}\right)=\frac{E\left\{y_{i}^{4}\right\}}{E^{2}\left\{y_{i}^{2}\right\}}-3$
3. $\left.\quad-\frac{1}{2} \log \operatorname{det}\left(\mathbf{W} \mathbf{W}^{T}\right)-\frac{1}{q} \sum_{i=1}^{n} E\left\{\left|y_{i}\right|^{q}\right)\right\}$
$q=2$ for nonstationary sources,
$q>2$ for sub-Gaussian sources,
$q<2$ for super-Gaussian sources
4. $\quad \frac{1}{2}\left[-\log \operatorname{det} E\left\{\mathbf{y} \mathbf{y}^{T}\right\}+\sum_{i=1}^{n} \log E\left\{y_{i}^{2}\right\}\right]$

Sources are assumed to be nonstationary

Analogously, we can derive a similar algorithm for the estimation of the mixing matrix $\mathbf{H} \in \mathbb{R}^{m \times n}$ as

$$
\begin{equation*}
\widehat{\mathbf{H}}(l+1)=\widehat{\mathbf{H}}(l)-\eta(l)\left[\widehat{\mathbf{H}}(l)-\mathbf{C}_{1, q}(\mathbf{x}, \mathbf{y}) \mathbf{S}_{1+q}(\mathbf{y})\right] \tag{8.57}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\widehat{\mathbf{H}}(l+1)=\widehat{\mathbf{H}}(l)-\eta(l) \widehat{\mathbf{H}}(l)\left[\mathbf{I}-\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q+1}(\mathbf{y})\right] \tag{8.58}
\end{equation*}
$$

The equivariant algorithms presented in this section have several interesting properties which can be formulated in the form of the following theorems (see S. Cruces et al. for more details) [321, 326, 327].

Theorem 8.1 The local convergence of the cumulant based equivariant algorithm (8.34) is isotropic, i.e., it does not depend on the source distribution, as long as their $(1+q)$-order cumulants do not vanish.

Theorem 8.2 The presence of additive Gaussian noise in the mixture does not change asymptotically (i.e., for a sufficiently large number of samples) the convergence properties of the algorithm, i.e., the estimating separating matrix is not biased theoretically by the additive Gaussian noise.

This property is a consequence of using higher order cumulants instead of nonlinear activation functions. It should also be noted that the higher order cumulants of Gaussian distributed signals are always zero. However, we should point out that, in practice, the cumulants of the outputs should be estimated from a finite set of data. This theoretical robustness to Gaussian noise only occurs in the cases where there are sufficient number of samples (typically more than 5000), which enables reliable estimates of the cumulants.

Tables 8.1 and 8.2 summarize typical cost functions and fundamental equivariant ICA algorithms presented and analyzed in this and the previous chapters.

### 8.5 ROBUST EXTRACTION OF GROUP OF SOURCE SIGNALS ON BASIS OF CUMULANTS COST FUNCTION

The approach discussed in the previous section can be relatively easily extended to the case when it is desired to extract a certain number of source signals $e$, with $1 \leq e \leq n$, defined by the user [26, 34, 328, 329, 331.

### 8.5.1 Blind Extraction of Sparse Sources with Largest Positive Kurtosis Using Prewhitening and Semi-Orthogonality Constraint

Let us assume that source signals are ordered with the decreasing absolute values of their kurtosis as

$$
\begin{equation*}
\left|\kappa_{4}\left(s_{1}\right)\right| \geq\left|\kappa_{4}\left(s_{2}\right)\right| \geq \cdots\left|\kappa_{4}\left(s_{e}\right)\right|>\left|\kappa_{4}\left(s_{e+1}\right)\right| \geq \cdots \geq\left|\kappa_{4}\left(s_{n}\right)\right| \tag{8.59}
\end{equation*}
$$

with $\kappa_{4}\left(s_{j}\right)=E\left\{s_{j}^{4}\right\}-3 E^{2}\left\{s_{j}^{2}\right\} \neq 0$, then we can formulate the following constrained optimization problem for extraction of $e$ sources

$$
\begin{equation*}
\operatorname{minimize} \quad J(\mathbf{y})=-\sum_{j=1}^{e}\left|\kappa_{4}\left(y_{j}\right)\right| \tag{8.60}
\end{equation*}
$$

$$
\text { subject to the constraints } \quad \mathbf{W}_{e} \mathbf{W}_{e}^{T}=\mathbf{I}_{e}
$$

where $\mathbf{W} \in \mathbb{R}^{e \times n}, \mathbf{y}_{e}(k)=\mathbf{W}_{e} \overline{\mathbf{x}}(k)$ under the assumption that the sensor signals $\overline{\mathbf{x}}=\mathbf{Q} \mathbf{x}$ are prewhitened or the mixing matrix is orthogonalized in such way that $\mathbf{A}=\mathbf{Q} \mathbf{H}$ is orthogonal. The global minimization of such constrained cost function leads to extraction of the $e$ sources with largest absolute values of kurtosis.

To derive the learning algorithm, we can apply the natural gradient approach. A particularly simple and useful method to minimize the proposed cost function under semiorthogonality constraints is to use the natural Riemannian gradient descent in the Stiefel

Table 8.2 Family of equivariant learning algorithms for ICA for complex-valued signals.

| No. Learning Algorithm | References |  |
| :--- | :--- | :--- |
| 1. | $\Delta \mathbf{W}=\eta\left[\boldsymbol{\Lambda}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{g}^{H}(\mathbf{y})\right\rangle\right] \mathbf{W}$ | Cichocki, et al. (1993) [285, 283] |
|  | $\boldsymbol{\Lambda}$ is a diagonal matrix with nonnegative elements $\lambda_{i i}$ | Cruces et al. (1999) [321, 332] |

2. $\Delta \mathbf{W}=\eta\left[\boldsymbol{\Lambda}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{H}\right\rangle\right] \mathbf{W}$

$$
\lambda_{i i}=\left\langle f\left(y_{i}(k)\right) y_{i}^{*}(k)\right\rangle \quad \text { or } \quad \lambda_{i i}=1
$$

Amari et al. (1996) 25, 33]
$\qquad$
Cardoso, Laheld
3. $\Delta \mathbf{W}=\eta\left[\mathbf{I}-\left\langle\mathbf{y} \mathbf{y}^{H}\right\rangle-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{H}\right\rangle+\left\langle\mathbf{y} \mathbf{f}\left(\mathbf{y}^{H}\right)\right\rangle\right] \mathbf{W}$
(1996) 155
$\qquad$
4. $\Delta \mathbf{W}=\eta\left[\mathbf{I}-\left\langle\mathbf{y} \mathbf{y}^{H}\right\rangle-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{H}\right\rangle+\left\langle\mathbf{f}(\mathbf{y}) \mathbf{f}\left(\mathbf{y}^{H}\right)\right\rangle\right] \mathbf{W}$

Karhunen,
Pajunen (1997) 679
5. $\Delta \mathbf{W}=\eta\left[\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{H}\right\rangle-\left\langle\mathbf{y} \mathbf{f}\left(\mathbf{y}^{H}\right)\right\rangle \mathbf{W} \mathbf{W}^{H}\right] \mathbf{W}$

Douglas (1999) 389
$\Delta \mathbf{W}=-\eta\left[\mathbf{W} \mathbf{W}^{H}\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{H}\right\rangle-\left\langle\mathbf{y} \mathbf{f}\left(\mathbf{y}^{H}\right)\right\rangle\right] \mathbf{W}$
6. $\quad \tilde{\mathbf{W}}=\mathbf{W}+\boldsymbol{\eta}\left[\boldsymbol{\Lambda}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{H}\right\rangle\right] \mathbf{W}, \quad \lambda_{i i}=\left\langle f\left(y_{i} y_{i}^{*}\right\rangle\right.$
$\eta_{i i}=\left[\lambda_{i i}+\left\langle f^{\prime}\left(y_{i}\right)\right\rangle\right]^{-1} ; \quad \mathbf{W}=\tilde{\mathbf{W}}\left(\tilde{\mathbf{W}} \tilde{\mathbf{W}}^{H}\right)^{-1 / 2}$
Hyvärinen, Oja (1999) 595
7. $\Delta \mathbf{W}=\eta\left[\mathbf{I}-\mathbf{\Lambda}^{-1}\left\langle\mathbf{y} \mathbf{y}^{H}\right\rangle\right] \mathbf{W}$

Amari, et al. (1999) 34
$\lambda_{i i}(k)=\left\langle\left(y_{i}(k)\right) y_{i}^{*}(k)\right\rangle$
Choi et al. (2000) 234]
8. $\Delta \mathbf{W}=\eta\left[\mathbf{I}-\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{q}(\mathbf{y})\right] \mathbf{W}$

Cruces et al. (1999) 326
$C_{1, q}\left(y_{i}, y_{j}\right)=\operatorname{Cum}(y_{i}, \underbrace{y_{j}, \ldots, y_{j}}_{\frac{1+q}{2}-1}, \underbrace{y_{j}^{*}, y_{j}^{*}, \ldots, y_{j}^{*}}_{\frac{1+q}{2}})$
9. $\Delta \mathbf{W}=\eta \mathbf{F}[\mathbf{y}] \mathbf{W}$

Amari, (1997) 28]
$f_{i j}=\left[\lambda_{i i} \delta_{i j}-\alpha_{1 i}\left\langle y_{i} y_{j}^{*}\right\rangle-\alpha_{2 i}\left\langle f\left(y_{i}\right) y_{j}^{*}\right\rangle+\alpha_{3 i}\left\langle y_{i} f\left(y_{j}^{*}\right)\right\rangle\right]$
L. Zhang et al. (2000) 1357
manifold of semi-orthogonal matrix [34] which is given by (see Chapter 6] for more detail)

$$
\begin{equation*}
\Delta \mathbf{W}_{e}(l)=-\eta\left[\nabla_{\mathbf{W}_{e}} J-\mathbf{W}_{e}\left(\nabla_{\mathbf{W}_{e}} J\right)^{T} \mathbf{W}_{e}\right] . \tag{8.61}
\end{equation*}
$$

In our case this leads to the following gradient algorithm [329]

$$
\begin{equation*}
\mathbf{W}_{e}(l+1)=\mathbf{W}_{e}(l)+\eta\left[\mathbf{S}_{4}(\mathbf{y}) \mathbf{C}_{3,1}(\mathbf{y}, \overline{\mathbf{x}})-\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{4}(\mathbf{y}) \mathbf{W}(l)\right] \tag{8.62}
\end{equation*}
$$

where $\mathbf{S}_{4}(\mathbf{y})$ is the diagonal matrix with entries $s_{i i}=\left[\operatorname{sign}\left(\kappa_{4}\left(y_{i}\right)\right)\right]_{i i}$ (the actual kurtosis signs of the output signals) and $\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y})$ is the fourth order cross-cumulant matrix with elements $\left[\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y})\right]_{i j}=\operatorname{Cum}\left(y_{i}(k), y_{j}(k), y_{j}(k), y_{j}(k)\right)$; analogously the cross-cumulant matrix is defined by $\mathbf{C}_{3,1}(\mathbf{y}, \overline{\mathbf{x}})=\left(\mathbf{C}_{1,3}(\overline{\mathbf{x}}, \mathbf{y})\right)^{T}$.
For $e=n$, the algorithm takes the form

$$
\begin{equation*}
\mathbf{W}(l+1)=\mathbf{W}(l)+\eta\left[\mathbf{S}_{4}(\mathbf{y}) \mathbf{C}_{3,1}(\mathbf{y}, \mathbf{y})-\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{4}(\mathbf{y})\right] \mathbf{W}(l) \tag{8.63}
\end{equation*}
$$

The algorithm (8.62) can be implemented as on-line (moving average) algorithm:

$$
\begin{equation*}
\mathbf{W}_{e}(k+1)=\mathbf{W}_{e}(k)+\eta(k)\left[\mathbf{R}_{\mathbf{g} \overline{\mathbf{x}}}^{(k)}-\mathbf{R}_{\mathbf{y} \mathbf{g}}^{(k)} \mathbf{W}(k)\right], \tag{8.64}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{R}_{\mathbf{g} \overline{\mathbf{x}}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{g} \overline{\mathbf{x}}}^{(k-1)}+\eta_{0} \mathbf{g}(\mathbf{y}(k)) \overline{\mathbf{x}}^{T}(k),  \tag{8.65}\\
& \mathbf{R}_{\mathbf{y} \mathbf{g}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{y} \mathbf{g}}^{(k-1)}+\eta_{0} \mathbf{y}(k) \mathbf{g}^{T}(\mathbf{y}(k)), \tag{8.66}
\end{align*}
$$

and $\mathbf{g}(\mathbf{y})=\left[g\left(y_{1}\right), g\left(y_{2}\right), \ldots, g\left(y_{e}\right)\right]^{T}$, with

$$
\begin{equation*}
g\left(y_{i}\right)=\left(y_{i}^{3}-3 y_{i} E\left\{y_{i}^{2}\right\}\right) \operatorname{sign}\left(\kappa_{4}\left(y_{i}\right)\right) \tag{8.67}
\end{equation*}
$$

It is important to note that such a cost function has no spurious minima in the sense that all local minima correspond to separating equilibria of true sources $s_{1}, s_{2}, \ldots, s_{n}$, with nonzero kurtosis.

Note that since the mixing matrix is orthogonal and the demixing matrix is semiorthogonal the global matrix $\mathbf{G}=\mathbf{W A} \in \mathbb{R}^{e \times n}$ is also semi-orthogonal, thus the constraints $\mathbf{W}_{e} \mathbf{W}_{e}^{T}=\mathbf{I}_{e}$ can be replaced equivalently by $\mathbf{G} \mathbf{G}^{T}=\mathbf{I}_{e}$ or equivalently $\mathbf{g}_{i}^{T} \mathbf{g}_{j}=\delta_{i j}, \forall i$, where $\mathbf{g}_{i}$ is the $i$-th row of $\mathbf{G}$. Taking into account this fact, the optimization problem (8.60) can be converted into an equivalent of set of $e$ simultaneous maximization problems:

$$
\begin{equation*}
\operatorname{maximize} \quad J_{i}\left(\mathbf{g}_{i}\right)=\beta_{i} \kappa_{4}\left(y_{i}\right)=\beta_{i} \sum_{j=1}^{n} g_{i j}^{4} \kappa_{4}\left(s_{j}\right) \tag{8.68}
\end{equation*}
$$

subject to the constraints $\mathbf{g}_{i}^{T} \mathbf{g}_{j}=\delta_{i j} \quad$ for $i, j=1,2, \ldots, e$, where $\beta_{i}=\operatorname{sign}\left(\kappa_{4}\left(y_{i}\right)\right)$.
Since the vectors $\mathbf{g}_{i}$ are orthogonal and of unit length, the above cost functions satisfy the conditions of Lemma A.2, and Theorem A. 1 presented in Chapter 5; thus the local
minimum is achieved if and only if $\mathbf{g}_{i}= \pm \mathbf{e}_{i}$. Also due to orthogonality constraints the above cost functions ensure the extraction of $e$ different sources.

In the special case, when all sources $\left\{s_{i}(k)\right\}$ have the same kurtosis sign, such that $\kappa_{4}\left(s_{i}\right)>0$ or $\kappa_{4}\left(s_{i}\right)<0$ for all $1 \leq i \leq n$, we can formulate a somewhat simpler optimization problem to (8.60) as

$$
\begin{equation*}
\operatorname{minimize} \quad \tilde{J}(\mathbf{y})=-\frac{\beta}{4} \sum_{i=1}^{e} E\left\{y_{i}^{4}\right\} \quad \text { subject to } \quad \mathbf{W}_{e} \mathbf{W}_{e}^{T}=\mathbf{I}_{e} \tag{8.69}
\end{equation*}
$$

where $\beta$ satisfies $\beta \kappa_{4}\left[s_{i}\right]>0, \quad \forall i$. This leads to the following simplified batch learning algorithm proposed by Amari and Cruces [26, 328]:

$$
\begin{equation*}
\mathbf{W}_{e}(l+1)=\mathbf{W}_{e}(l)+\eta \beta\left[\left\langle\mathbf{y}^{3} \overline{\mathbf{x}}^{T}\right\rangle-\left\langle\mathbf{y}\left(\mathbf{y}^{3}\right)^{T}\right\rangle \mathbf{W}_{e}(l)\right] \tag{8.70}
\end{equation*}
$$

where $\mathbf{g}(\mathbf{y})=\mathbf{y}^{3}=\mathbf{y} \circ \mathbf{y} \circ \mathbf{y}=\left[y_{1}^{3}, y_{2}^{3}, \ldots, y_{e}^{3}\right]^{T}$.

### 8.5.2 Blind Extraction of an Arbitrary Group of Sources without Prewhitening

In the section 8.4.5, we have shown that mixing matrix $\mathbf{H}$ can be estimated using the matrix cumulants $\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y})$ by applying the following learning rule

$$
\begin{equation*}
\widehat{\mathbf{H}}(l+1)=\widehat{\mathbf{H}}(l)-\eta(l)\left[\widehat{\mathbf{H}}(l)-\mathbf{C}_{1, q}(\mathbf{x}, \mathbf{y}) \mathbf{S}_{1+q}(\mathbf{y})\right] . \tag{8.71}
\end{equation*}
$$

Cruces et al. note that the above learning form can be written in a more general form as 331

$$
\begin{equation*}
\widehat{\mathbf{H}}_{e}(l+1)=\widehat{\mathbf{H}}_{e}(l)-\eta(l)\left[\widehat{\mathbf{H}}_{e}(l)-\mathbf{C}_{1, q}(\mathbf{x}, \mathbf{y}) \mathbf{S}_{1+q}(\mathbf{y})\right] \tag{8.72}
\end{equation*}
$$

where $\mathbf{y}=\mathbf{W}_{e} \mathbf{x}$ and $\widehat{\mathbf{H}}_{e}=\left[\widehat{\mathbf{h}}_{1}, \widehat{\mathbf{h}}_{2}, \ldots, \widehat{\mathbf{h}}_{e}\right]$ are the first $e$ vectors of the estimating mixing matrix $\widehat{\mathbf{H}}$. This means, we can estimate the arbitrary number of the columns of the mixing matrix without knowledge of other columns, on the condition that the whole separating matrix can also be estimated.

In order to extract $e$ sources, we can minimize the Mean Square Error (MSE) between the estimated sources $\widehat{\mathbf{s}}_{e}$ and the outputs $\mathbf{y}=\mathbf{W}_{e} \mathbf{x}$. This is equivalent to the minimization of the output power of estimated output signals subject to some signal preserving constrains, i.e. 331,

$$
\begin{equation*}
\min _{\mathbf{W}_{e}} \operatorname{tr}\left\{\mathbf{R}_{\mathbf{y} \mathbf{y}}\right\} \quad \text { subject to } \quad \mathbf{W}_{e}(l) \mathbf{H}_{e}(l)=\mathbf{I}_{e} \tag{8.73}
\end{equation*}
$$

We can solve this constrained minimization problem by means of Lagrange multipliers, which after some simple mathematical operations yields [331]

$$
\begin{equation*}
\mathbf{y}(k)=\mathbf{W}(l) \mathbf{x}(k)=\left[\widehat{\mathbf{H}}_{e}^{T}(l) \mathbf{R}_{\mathbf{x} \mathbf{x}}^{+} \widehat{\mathbf{H}}_{e}(l)\right]^{-1} \widehat{\mathbf{H}}_{e}^{T}(l) \mathbf{R}_{\mathbf{x} \mathbf{x}}^{+} \mathbf{x}(k) \tag{8.74}
\end{equation*}
$$

Table 8.3 Typical cost functions for blind signal extraction of group of $e$-sources $(1 \leq e \leq n)$ with prewhitening of sensor signals, i.e., $\mathbf{A A}^{T}=\mathbf{I}$.

No. Cost function $J(\mathbf{y}, \mathbf{W})$
Remarks

1. $\sum_{i=1}^{e} h\left(y_{i}\right)=-\sum_{i=1}^{e} E\left\{\log p_{i}\left(y_{i}\right)\right\}$

Minimization of entropy
Amari 26, 34]
s.t. $\mathbf{W}_{e} \mathbf{W}_{e}^{T}=\mathbf{I}_{e}$
2. $\frac{1}{1+q} \sum_{i=1}^{e}\left|C_{1+q}\left(y_{i}\right)\right|$

Maximization of distance
from Gaussianity
s.t. $\mathbf{W}_{e} \mathbf{W}_{e}^{T}=\mathbf{I}_{e}$

Cruces et al. 328, 329.
Cumulants $C_{1+q}\left(y_{i}\right)$ must not vanish for the extracted source signals.

For $q=3, \quad C_{4}\left(y_{i}\right)=\kappa_{4}\left(y_{i}\right)=E\left\{y_{i}^{4}\right\}-3 E^{2}\left\{y_{i}^{2}\right\}$
3. $-\frac{1}{q} \sum_{i=1}^{e} E\left\{\left|y_{i}\right|^{q}\right\}$

Minimization of generalized energy [234, 283]
s.t. $\mathbf{W}_{e} \mathbf{W}_{e}^{T}=\mathbf{I}_{e}$
4. $\frac{1}{2} \sum_{i=1}^{e} E\left\{\log \left(y_{i}^{2}\right)\right\}$

Maximization of negentropy
Matsuoka et al. 831, 832]
s.t. $\mathbf{W}_{e} \mathbf{W}_{e}^{T}=\mathbf{I}_{e}$

Choi et al. 234]
and

$$
\begin{equation*}
\widehat{\mathbf{H}}_{e}(l+1)=\widehat{\mathbf{H}}_{e}(l)-\eta(l)\left[\widehat{\mathbf{H}}_{e}(l)-\mathbf{C}_{1, q}(\mathbf{x}, \mathbf{y}) \mathbf{S}_{1+q}(\mathbf{y})\right] \tag{8.75}
\end{equation*}
$$

where $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}^{+} \in \mathbb{R}^{m \times m}$ (with $m \geq n$ and $1 \leq e \leq n$ ) is the pseudo-inverse of the estimated covariance matrix of the noise. Then, in order to extract the sources, we only have to alternatively iterate equations (8.74) and (8.75), which constitute the kernel of the implementation of the robust BSE algorithm. The algorithm is able to recover an arbitrary number $e<n$ of sources without prewhitening step. However, this is done at the extra cost of having to compute the pseudo-inverse of the correlation matrix of the noise. The advantage of this algorithm is that it is insensitive to Gaussian noise on the condition that the

Table 8.4 BSE algorithm based on cumulants without prewhitening 331.

1. Initialization: $e \leq \operatorname{rank}\left(\mathbf{R}_{\mathbf{x x}}\right), \eta_{0}<1, \delta, c, \mathbf{H}_{e}(0)$.

Computing: $\quad \mathbf{R}_{\mathbf{x} \mathbf{x}}^{+}, \quad \mathbf{W}_{e}(0)=\left(\mathbf{H}_{e}^{H}(0) \mathbf{R}_{\mathbf{x} \mathbf{x}}^{+} \mathbf{H}_{e}(0)\right)^{-1} \mathbf{H}_{e}^{H}(0) \mathbf{R}_{\mathbf{x} \mathbf{x}}^{+}$and $\mathbf{y}=\mathbf{W}(0) \mathbf{x}$.
2. Estimation of optimal learning rate:

$$
\eta(l)=\min \left\{\frac{2 \eta_{0}}{1+3 \eta_{0}}, \frac{\eta_{0}}{1+\eta_{0}\left\|\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y})\right\|_{c}}\right\}
$$

3. Estimation of the column of mixing matrix and extraction of group of sources:

$$
\begin{aligned}
\widehat{\mathbf{H}}_{e}(l+1) & =\widehat{\mathbf{H}}_{e}(l)-\eta(l)\left(\widehat{\mathbf{H}}_{e}(l)-\mathbf{C}_{1,3}(\mathbf{x}, \mathbf{y}) \mathbf{S}_{4}(\mathbf{y})\right) \\
\mathbf{W}_{e}(l+1) & =\left[\widehat{\mathbf{H}}_{e}^{H}(l+1) \mathbf{R}_{\mathbf{x} \mathbf{x}}^{+} \widehat{\mathbf{H}}_{e}(l+1)\right]^{-1} \widehat{\mathbf{H}}_{e}^{H}(l+1) \mathbf{R}_{\mathbf{x} \mathbf{x}}^{+} \\
\mathbf{y}(k) & =\mathbf{W}_{e}(l+1) \mathbf{x}(k)
\end{aligned}
$$

4. $n=n+1$,

UNTIL ( $\left\|\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y}) \mathbf{S}_{4}(\mathbf{y})-\mathbf{I}_{e}\right\|_{c}<\delta$ ) RETURN TO 2.
5. IF deflation

STORE y ,
$\mathbf{x}=\left(\mathbf{I}_{n}-\widehat{\mathbf{H}}_{e}(l)\left[\widehat{\mathbf{H}}_{e}(l)\right]^{+}\right) \mathbf{x}$,
RETURN TO 1 .
ELSE END.
covariance of the noise is known or can be reliably estimated. The practical implementation of the algorithm for the complex-valued signals using fourth order cumulants is summarized in Table 8.4 331.

### 8.6 RECURRENT NEURAL NETWORK APPROACH FOR NOISE CANCELLATION

### 8.6.1 Basic Concept and Algorithm Derivation

Assume that we have successfully estimated an unbiased estimate of the separating matrix $\mathbf{W}$ via one of the previously described approaches. Then, we can estimate a mixing matrix $\widehat{\mathbf{H}}=\mathbf{W}^{+}=\mathbf{H P D} \mathbf{D}$, where $\mathbf{W}^{+}$is the pseudo-inverse of $\mathbf{W}, \mathbf{P}$ is any $n \times n$ permutation
matrix, and $\mathbf{D}$ is an $n \times n$ non-singular diagonal scaling matrix. We now propose approaches for cancelling the effects of noise in the estimated source signals.

In order to develop a viable neural network approach for noise cancellation, we define the error vector

$$
\begin{equation*}
\boldsymbol{e}(t)=\mathbf{x}(t)-\widehat{\mathbf{H}} \widehat{\mathbf{y}}(t) \tag{8.76}
\end{equation*}
$$

where $\mathbf{e}(t)=\left[e_{1}(t), e_{2}(t), \ldots, e_{m}(t)\right]^{T}$ and $\widehat{\mathbf{y}}(t)$ is an estimate of the source $\mathbf{s}(t)$. To compute $\widehat{\mathbf{y}}(t)$, consider the minimum entropy (ME) cost function

$$
\begin{equation*}
E\{J(\mathbf{e}(t))\}=-\sum_{i=1}^{m} E\left\{\log \left[p_{i}\left(e_{i}(t)\right)\right]\right\} \tag{8.77}
\end{equation*}
$$

where $p_{i}\left(e_{i}\right)$ is the true pdf of the additive noise $\nu_{i}(t)$. It should be noted that we have assumed that the noise sources are i.i.d.; thus, stochastic gradient descent of the ME function yields stochastic independence of the error components as well as the minimization of their magnitude in an optimal way. The resulting system of differential equations is

$$
\begin{equation*}
\frac{d \widehat{\mathbf{y}}(t)}{d t}=\mu(t) \widehat{\mathbf{H}}^{T} \boldsymbol{\Psi}[\mathbf{e}(t)] \tag{8.78}
\end{equation*}
$$

where $\boldsymbol{\Psi}[\mathbf{e}(t)]=\left[\Psi_{1}\left[e_{1}(t)\right], \ldots, \Psi_{m}\left[e_{m}(t)\right]\right]^{T}$ with nonlinearities

$$
\begin{equation*}
\Psi_{i}\left(e_{i}\right)=-\frac{\partial \log p_{i}\left(e_{i}\right)}{\partial e_{i}} \tag{8.79}
\end{equation*}
$$

Remark 8.3 In a more general case functions $\Psi_{i}\left(e_{i}\right)(i=1,2, \ldots, m)$ can be can be implements via nonlinear filters that perform filtering and nonlinear noise shaping in every channel. For example, we can use the FIR filter of the form

$$
\begin{equation*}
\Psi_{i}\left(e_{i}(k)\right)=\psi_{i}\left(\sum_{p=0}^{L} b_{i p} e_{i}(k-p)\right) \tag{8.80}
\end{equation*}
$$

where the parameters of filters $\left\{b_{i p}\right\}$ and nonlinearities $\psi_{i}\left(e_{i}\right)$ are suitably chosen.
A block diagram illustrating the implementation of the above algorithm is shown in Fig. 8.4, where Learning Algorithm denotes an appropriate bias removal learning rule (8.10).

In the proposed algorithm, the optimal choices of nonlinearities $\Psi_{i}\left(e_{i}\right)$ depend on noise distributions. Assume that all of the noise signals are drawn from a generalized Gaussian distributions of the form 516]

$$
\begin{equation*}
p_{i}\left(e_{i}\right)=\frac{r_{i}}{2 \sigma_{i} \Gamma\left(1 / r_{i}\right)} \exp \left(-\frac{1}{r_{i}}\left|\frac{e_{i}}{\sigma_{i}}\right|^{r_{i}}\right) \tag{8.81}
\end{equation*}
$$

where $r_{i}>0$ is a variable parameter, $\Gamma(r)=\int_{0}^{\infty} u^{r-1} \exp (-u) d u$ is the Gamma function and $\sigma^{r}=E\left\{|e|^{r}\right\}$ is a generalized measure of the noise variance known as dispersion. Note
that a unity value of $r_{i}$ yields a Laplacian distribution, $r_{i}=2$ yields the standard Gaussian distribution, and $r_{i} \rightarrow \infty$ yields a uniform distribution. In general, we can select any value of $r_{i} \geq 1$, in which case the locally-optimal nonlinear activation functions are of the form

$$
\begin{equation*}
\Psi_{i}\left(e_{i}\right)=-\frac{\partial \log \left(p_{i}\left(e_{i}\right)\right)}{\partial e_{i}}=\frac{1}{\left|\sigma_{i}\right|^{r_{i}}}\left|e_{i}\right|^{r_{i}-1} \operatorname{sign}\left(e_{i}\right), \quad r_{i} \geq 1 \tag{8.82}
\end{equation*}
$$

Remark 8.4 For the standard Gaussian noise with known variances $\sigma_{i}^{2}, \quad i=1,2, \ldots, m$ with $m>n$ the optimal nonlinearities simplify to linear functions of the form $\Psi_{i}\left(e_{i}\right)=$ $e_{i} / \sigma_{i}^{2} \quad \forall i$ and the Amari-Hopfield neural network realizes on-line implementation of the BLUE (Best Linear Unbiased Estimator) algorithm for which the numerical form has been discussed in Chapter [2. On the other hand, for very impulsive (spiky) sources with high value of kurtosis, the optimal parameter $r_{i}$ typically takes a value between zero and one. In such cases, we can use the modified activation functions $\Psi_{i}\left(e_{i}\right)=e_{i} /\left[\left|\sigma_{i}\right|^{r_{i}}\left|e_{i}\right|^{2-r_{i}}+\epsilon\right]$, where $\epsilon$ is a small positive constant, to avoid the singularity of the function at $e_{i}=0$.

If the distribution of noise is not known a priori we can attempt to adapt the value of $r_{i}(k)$ for each error signal $e_{i}(k)$ according to its estimated distance from Gaussianity. A simple gradient-based rule for adjusting each parameter $r_{i}(k)$ is

$$
\begin{align*}
\Delta r_{i}(k)=- & \eta_{i}(k) \frac{\partial \phi}{\partial r_{i}}=\eta_{i}(k) \frac{\partial \log \left(p_{i}\left(e_{i}\right)\right)}{\partial r_{i}}  \tag{8.83}\\
& \cong \eta_{i}(k)\left|e_{i}(k)\right|^{r_{i}(k)} \log \left(\left|e_{i}(k)\right|\right) \tag{8.84}
\end{align*}
$$

or

$$
\begin{align*}
\Delta r_{i}(k) & =-\eta_{i} \frac{\partial \phi}{\partial r_{i}}=\eta_{i} \frac{\partial \log \left(p_{i}\left(e_{i}\right)\right)}{\partial r_{i}}  \tag{8.85}\\
& \cong \eta_{i} \frac{0.1 r_{i}(k)+\left|e_{i}(k)\right|^{r_{i}(k)}\left(1-\log \left(\left|e_{i}(k)\right|^{r_{i}(k)}\right)\right.}{r_{i}^{2}(k)} \tag{8.86}
\end{align*}
$$

Similar methods can be applied for other parameterized noise distributions. For example, when $p_{i}\left(e_{i}\right)$ is a generalized Cauchy distribution, then $\Psi_{i}\left(e_{i}\right)=\left[\left(v r_{i}+1\right) /\left(v\left|A\left(r_{i}\right)\right|^{r_{i}}+\right.\right.$ $\left.\left.\left|e_{i}\right|^{r_{i}}\right)\right]\left|e_{i}\right|^{r_{i}-1} \operatorname{sign}\left(e_{i}\right)$. Similarly, for the generalized Rayleigh distribution, one obtains $\Psi_{i}\left(e_{i}\right)=\left|e_{i}\right|^{r_{i}-2} e_{i}$ for complex-valued signals and coefficients.

It should be noted that the continuous-time algorithm in (8.78) can be easily converted to a discrete-time algorithm as

$$
\begin{equation*}
\widehat{\mathbf{y}}(k+1)=\widehat{\mathbf{y}}(k)+\eta(k) \widehat{\mathbf{H}}^{T}(k) \boldsymbol{\Psi}[\mathbf{e}(k)] . \tag{8.87}
\end{equation*}
$$

The proposed system in Fig. 8.5 can be considered as a form of nonlinear post-processing that effectively reduces the additive noise component in the estimated source signals. In the next subsection, we propose a more efficient architecture that simultaneously estimates the mixing matrix $\mathbf{H}$ while reducing the amount of noise in the separated sources.


Fig. 8.4 Analog Amari-Hopfield neural network architecture for estimating the separating matrix and noise reduction.

### 8.6.2 Simultaneous Estimation of a Mixing Matrix and Noise Reduction

Let us next consider on-line estimation of the mixing matrix $\mathbf{H}$ rather than estimation of the separating matrix $\mathbf{W}$. Based upon the analysis from previous sections, it is easy to derive such a learning algorithm. Taking into account that $\widehat{\mathbf{H}}=\mathbf{W}^{+}$and, for $m \geq n$, from $\mathbf{W} \widehat{\mathbf{H}}=\mathbf{W} \mathbf{W}^{+}=\mathbf{I}_{n}$, we have a simple relation [283]

$$
\begin{equation*}
\frac{d \mathbf{W}}{d t} \widehat{\mathbf{H}}+\mathbf{W} \frac{d \widehat{\mathbf{H}}}{d t}=\mathbf{0} \tag{8.88}
\end{equation*}
$$

Hence, we obtain the learning algorithm (see Chapters 6 and 7 for derivation)

$$
\begin{equation*}
\left.\frac{d \widehat{\mathbf{H}}(t)}{d t}=-\widehat{\mathbf{H}} \frac{d \mathbf{W}}{d t} \widehat{\mathbf{H}}=-\mu_{1}(t) \widehat{\mathbf{H}}(t)\right]\left[\mathbf{\Lambda}(t)-\mathbf{f}[\mathbf{y}(t)] \mathbf{g}^{T}[\mathbf{y}(t)]\right] \tag{8.89}
\end{equation*}
$$

where $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ is a diagonal positive definite matrix (typically, $\boldsymbol{\Lambda}=\mathbf{I}_{n}$ or $\left.\boldsymbol{\Lambda}=\operatorname{diag}\left\{\mathbf{f}[\mathbf{y}(t)] \mathbf{y}^{T}(t)\right\}\right)$ and $\mathbf{f}[\mathbf{y}(t)]=\left[f_{1}\left(y_{1}\right), \ldots, f_{n}\left(y_{n}\right)\right]^{T}, \mathbf{g}(\mathbf{y})=\left[g_{1}\left(y_{1}\right), \ldots, g_{n}\left(y_{n}\right)\right]^{T}$ are vectors of suitably chosen nonlinear functions. We can replace the output vector $\mathbf{y}(t)$ by an improved estimate $\widehat{\mathbf{y}}(t)$ to derive a learning algorithm as

$$
\begin{equation*}
\frac{d \widehat{\mathbf{H}}(t)}{d t}=-\mu_{1}(t) \widehat{\mathbf{H}}(t)\left[\boldsymbol{\Lambda}(t)-\mathbf{f}[\widehat{\mathbf{y}}(t)] \mathbf{g}^{T}[\widehat{\mathbf{y}}(t)]\right] \tag{8.90}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \widehat{\mathbf{y}}(t)}{d t}=\mu(t) \widehat{\mathbf{H}}^{T}(t) \boldsymbol{\Psi}[\mathbf{e}(t)] \tag{8.91}
\end{equation*}
$$



Fig. 8.5 Architecture of Amari-Hopfield recurrent neural network for simultaneous noise reduction and mixing matrix estimation: Conceptual discrete-time model with optional PCA.
or in the discrete-time,

$$
\begin{align*}
\Delta \widehat{\mathbf{H}}(k) & =\widehat{\mathbf{H}}(k+1)-\widehat{\mathbf{H}}(k) \\
& =\eta_{1}(k) \widehat{\mathbf{H}}(k)\left[\boldsymbol{\Lambda}(k)-\mathbf{f}[\widehat{\mathbf{y}}(k)] \mathbf{g}^{T}\left[\widehat{\mathbf{y}}^{T}(k)\right]\right] \tag{8.92}
\end{align*}
$$

and

$$
\begin{equation*}
\widehat{\mathbf{y}}(k+1)=\widehat{\mathbf{y}}(k)+\eta(k) \widehat{\mathbf{H}}^{T}(k) \boldsymbol{\Psi}[\mathbf{e}(k)] \tag{8.93}
\end{equation*}
$$

where $\mathbf{e}(k)=\mathbf{x}(k)-\widehat{\mathbf{H}}(k) \widehat{\mathbf{s}}(k)$ and $\mathbf{x}(k)=\widehat{\mathbf{x}}(k)+\boldsymbol{\nu}(k)$. A functional block diagram illustrating the implementation of the algorithm using Amari-Hopfield neural network is shown in Fig. 8.5.
8.6.2.1 Regularization For some systems, the mixing matrix $\mathbf{H}$ may be highly ill-conditioned, and in order to estimate reliable and stable solutions, it is necessary to apply optional prewhitening (e.g., PCA) and/or regularization methods. For ill-conditioned cases, we can use the contrast function with a regularization term

$$
\begin{equation*}
J_{\rho}(\mathbf{e})=\rho(\mathbf{x}-\widehat{\mathbf{H}} \widehat{\mathbf{y}})+\frac{\alpha}{p}\|\mathbf{L} \widehat{\mathbf{y}}\|_{p}^{p} \tag{8.94}
\end{equation*}
$$

where $\mathbf{e}=\mathbf{x}-\widehat{\mathbf{H}} \widehat{\mathbf{y}}, \alpha>0$ is a regularization constant chosen to control the size of the solution and $\mathbf{L}$ is a regularization matrix that defines a (semi)norm of the solution. Typically, matrix


Fig. 8.6 Detailed architecture of the discrete-time Amari-Hopfield recurrent neural network with regularization.
$\mathbf{L}$ is equal to the identity matrix $\mathbf{I}_{n}$, and sometimes it represents the first- or second-order operator. If $\mathbf{L}$ is the identity matrix, $\rho(\mathbf{e})=\frac{1}{2}\|\mathbf{e}\|_{2}^{2}$ and $p=2$, then the problem reduces to the least squares problem with the standard Tikhonov regularization term [282]

$$
\begin{equation*}
\left.J_{2}(\mathbf{e})=\frac{1}{2} \| \mathbf{x}-\widehat{\mathbf{H}} \widehat{\mathbf{y}}\right)\left\|_{2}^{2}+\frac{\alpha}{2}\right\| \widehat{\mathbf{y}} \|_{2}^{2} . \tag{8.95}
\end{equation*}
$$

Minimization of the cost function (8.94), with $\mathbf{L}=\mathbf{I}_{n}$, leads to the learning rule

$$
\begin{equation*}
\widehat{\mathbf{y}}(k+1)=\widehat{\mathbf{y}}(k)+\eta(k)\left[\widehat{\mathbf{H}}^{T}(k) \boldsymbol{\Psi}(\mathbf{x}(k)-\widehat{\mathbf{H}}(k) \widehat{\mathbf{y}}(k))-\alpha \widehat{\boldsymbol{\varphi}}(\widehat{\mathbf{y}}(k))\right], \tag{8.96}
\end{equation*}
$$

where $\boldsymbol{\Psi}(\mathbf{e})=\left[\Psi_{1}\left(e_{1}\right), \Psi_{2}\left(e_{2}\right), \ldots, \Psi_{m}\left(e_{m}\right)\right]^{T}$ with entries $\Psi_{i}\left(e_{i}\right)=\partial \rho / \partial e_{i}$ and $\hat{\boldsymbol{\varphi}}(\widehat{\mathbf{y}})=\left[\widehat{\varphi}_{1}\left(\widehat{y}_{1}\right), \widehat{\varphi}_{2}\left(\widehat{y}_{2}\right), \ldots, \widehat{\varphi}_{n}\left(\widehat{y}_{n}\right)\right]^{T}$ with nonlinearities $\widehat{\varphi}_{i}\left(\widehat{y}_{i}\right)=\left|\widehat{y}_{i}\right|^{p-1} \operatorname{sign}\left(\widehat{y}_{i}\right)$.

By combining this with the learning equation (8.90), we obtain an algorithm for simultaneous estimation of the mixing matrix and source signals for ill-conditioned problems. Figure 8.6 illustrates the detailed architecture of the recurrent Amari-Hopfield neural network according to Eq. (8.96). It can be proved that the above learning algorithm is stable if nonlinear activation functions $\psi_{i}\left(y_{i}\right)$ are monotonically increasing odd functions.

### 8.6.3 Robust Prewhitening and Principal Component Analysis (PCA)

As an improvement of the above approaches, to reduce the effects of data conditioning or to reduce the effects of noise when $m>n$, we can perform either robust prewhitening or principal component analysis of the measured sensor signals in the preprocessing stage. This preprocessing step is represented in Fig. 8.5 by the $n \times m$ matrix $\mathbf{Q}$. Prewhitening for noisy data can be performed by using the learning algorithm (8.5) (see Fig. 8.5)

$$
\begin{equation*}
\Delta \mathbf{Q}(t)=\eta(k)\left[\mathbf{I}-\left\langle\tilde{\mathbf{x}}(k) \tilde{\mathbf{x}}^{T}(k)\right\rangle+\hat{\sigma}_{\nu}^{2} \mathbf{Q}(k) \mathbf{Q}^{T}(k)\right] \mathbf{Q}(k) \tag{8.97}
\end{equation*}
$$

where $\tilde{\mathbf{x}}(k)=\mathbf{Q} \mathbf{x}(k)=\mathbf{Q}[\mathbf{H s}(k)+\boldsymbol{\nu}(k)]$. Alternatively, for a nonsingular covariance matrix $\mathbf{R}_{\mathbf{x x}}=E\left\{\mathbf{x}(k) \mathbf{x}^{T}(k)\right\}=\mathbf{V} \boldsymbol{\Lambda} \mathbf{V}^{T}$ with $m=n$, we can use the following algorithm:

$$
\mathbf{Q}=\left[\begin{array}{lll}
\operatorname{diag}\left\{\frac{\lambda_{1}}{\lambda_{1}^{2}+\hat{\sigma}_{\nu}^{2}}\right. & \cdots & \left.\left.\frac{\lambda_{n}}{\lambda_{n}^{2}+\hat{\sigma}_{\nu}^{2}}\right\}\right]^{1 / 2} \mathbf{V}^{T}, \tag{8.98}
\end{array}\right.
$$

where $\hat{\sigma}_{\nu}^{2}$ is estimated variance of the noise and $\lambda_{i}$ are eigenvalues and $\mathbf{V}=\left[\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right]$ is an orthogonal matrix of the corresponding eigenvectors of $\mathbf{R}_{\mathbf{x x}}$.

### 8.6.4 Computer Simulation Experiments for Amari-Hopfield Network

Example 8.2 The performance of the proposed neural network model will be illustrated by two examples. The three sub-Gaussian source signals shown in Fig. 8.2 have been mixed using the mixing matrix whose rows are $\mathbf{h}_{1}=\left[\begin{array}{lll}0.8 & -0.4 & 0.9\end{array}\right], \mathbf{h}_{2}=\left[\begin{array}{lll}0.7 & 0.3 & 0.5\end{array}\right]$, and $\mathbf{h}_{3}=\left[\begin{array}{lll}-0.6 & 0.8 & 0.7\end{array}\right]$. Uncorrelated Gaussian noise signals with variance 1.6 were added to each of the elements of $\mathbf{x}(k)$. The neural network model depicted in Fig. 8.4 with associated learning rules in (8.92) - (8.93) and nonlinearities $f\left(y_{i}\right)=y_{i}, g\left(y_{i}\right)=\tanh \left(10 y_{i}\right)$ and $\Psi\left(e_{i}\right)=\alpha_{i} e_{i}$ with $\alpha_{i}=1 / \sigma_{\nu_{i}}^{2}$, where $\sigma_{\nu_{i}}^{2}$ is the variance of noise was used to separate these signals, where $\widehat{\mathbf{H}}(0)=\mathbf{I}$. Shown in Fig $[8.2$ are the resulting separated signals, in which the source signals are accurately estimated. The resulting three rows of the combined system matrix $\widehat{\mathbf{H}}{ }^{-1} \mathbf{H}$ after 400 milliseconds (with sampling period 0.0001) are [0.0034 $0.02400 .8541],[-0.06710 .6251-0.0142]$ and $[-0.2975-0.0061-0.0683]$, respectively, indicating that separation has been achieved. Note that standard algorithms that assume noiseless measurements fail to separate such noisy signals.

Example 8.3 In the second illustrative example, the sensor signals were contaminated by additive impulsive (spiky) noise as shown in Fig. 8.8. The same learning rule was employed but with nonlinear functions $\Psi\left(e_{i}\right)=\tanh \left(10 e_{i}\right)$. The neural network of Fig 8.4 was able considerably to reduce the influence of the noise in separating signals.


Fig. 8.7 Exemplary simulation results for the neural network in Fig 8.4 for signals corrupted by the Gaussian noise. The first three signals are the original sources, the next three signals are the noisy sensor signals, and the last three signals are the on-line estimated source signals using the learning rule given in (8.92)-(8.93). The horizontal axis represents time in seconds.


Fig. 8.8 Exemplary simulation results for the neural network in Fig. 8.4 for impulsive noise. The first three signals are the mixed sensors signals contaminated by the impulsive (Laplacian) noise, the next three signals are the source signals estimated using the learning rule $(8.8)$ and the last three signals are the on-line estimated source signals using the learning rule (8.92)-(8.93).

## Appendix A. Cumulants in Terms of Moments

For the cumulant evaluation in terms of the moments of the signals, we can use the following formula (see [891, 892, 992])

$$
\begin{array}{r}
\operatorname{Cum}\left(y_{1}, y_{2}, \ldots, y_{n}\right)=\sum_{\left(p_{1}, 2, \ldots, p_{m}\right)}(-1)^{m-1}(m-1)! \\
E\left\{\prod_{i \in p_{1}} y_{i}\right\} E\left\{\prod_{i \in p_{2}} y_{i}\right\} \ldots E\left\{\prod_{i \in p_{m}} y_{i}\right\} \tag{A.1}
\end{array}
$$

where the sum is extended to all the possible partitions $\left(p_{1}, 2, \ldots, p_{m}\right), m=1,2, \ldots, n$, of the set of natural numbers $(1,2, \ldots, n)$.

This calculus results in low complexity for lower orders but its complexity rapidly increases for higher orders. In our case, the fact that the cross-cumulants of our interest
take the form $\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y})=E\left\{\mathbf{y} \mathbf{g}^{T}(\mathbf{y})\right\}$ simplifies this task for real and zero-mean sources, because many partitions disappear or give rise to the same kind of sets.

We define the moment and cross-moment matrices of the outputs as

$$
\begin{align*}
\mathbf{M}_{q}(\mathbf{y}) & =E\{\underbrace{\mathbf{y} \circ \ldots \circ \mathbf{y}}_{q}\}=E\{\mathbf{g}(\mathbf{y})\} \\
\mathbf{M}_{1, q}(\mathbf{y}, \mathbf{y}) & =E\{\mathbf{y}(\underbrace{\mathbf{y} \circ \ldots \circ \mathbf{y}}_{q})^{T}\}=E\left\{\mathbf{y} \mathbf{g}^{T}(\mathbf{y})\right\}, \tag{A.2}
\end{align*}
$$

where $\circ$ denotes the Hadamard product of vectors and $\mathbf{g}(\mathbf{y})=\left[g_{1}\left(y_{1}\right), g_{2}\left(y_{2}\right), \ldots, g_{n}\left(y_{n}\right)\right]^{T}=$


Below are presented the expressions of the cross-cumulant matrices $\mathbf{C}_{1, q}(\mathbf{y}, \mathbf{y})$ in terms of the moment matrices for $q=1,2, \ldots, 7$.

$$
\begin{aligned}
& \mathbf{C}_{1,1}(\mathbf{y}, \mathbf{y})=\mathbf{M}_{1,1}(\mathbf{y}, \mathbf{y})=E\left\{\mathbf{y y}^{T}\right\}, \\
& \mathbf{C}_{1,2}(\mathbf{y}, \mathbf{y})=\mathbf{M}_{1,2}(\mathbf{y}, \mathbf{y})=E\left\{\mathbf{y}(\mathbf{y} \circ \mathbf{y})^{T}\right\}=E\left\{\mathbf{y}\left[\mathbf{y}^{\circ}\right]^{T}\right\} \text {, } \\
& \mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y})=\mathbf{M}_{1,3}(\mathbf{y}, \mathbf{y})-3 \mathbf{M}_{1,1}(\mathbf{y}, \mathbf{y}) \operatorname{diag}\left(\mathbf{M}_{2}(\mathbf{y})\right)=E\left\{\mathbf{y}\left[\mathbf{y}^{\circ 3}-3 \operatorname{diag}\left(\mathbf{M}_{2}(\mathbf{y})\right) \mathbf{y}\right]^{T}\right\}, \\
& \mathbf{C}_{1,4}=\mathbf{M}_{1,4}-4 \mathbf{M}_{1,1} \operatorname{diag}\left(\mathbf{M}_{3}\right)-6 \mathbf{M}_{1,2} \operatorname{diag}\left(\mathbf{M}_{2}\right), \\
& \mathbf{C}_{1,5}=\mathbf{M}_{1,5}-5 \mathbf{M}_{1,1} \operatorname{diag}\left(\mathbf{M}_{4}\right)-10 \mathbf{M}_{1,2} \operatorname{diag}\left(\mathbf{M}_{3}\right)-10 \mathbf{M}_{1,3} \operatorname{diag}\left(\mathbf{M}_{2}\right) \\
& +30 \mathbf{M}_{1,1} \operatorname{diag}\left(\mathbf{M}_{2}\right)^{2}, \\
& \mathbf{C}_{1,6}=\mathbf{M}_{1,6}-6 \mathbf{M}_{1,1} \operatorname{diag}\left(\mathbf{M}_{5}\right)-15 \mathbf{M}_{1,2} \operatorname{diag}\left(\mathbf{M}_{4}\right)-20 \mathbf{M}_{1,3} \operatorname{diag}\left(\mathbf{M}_{3}\right) \\
& -15 \mathbf{M}_{1,4} \operatorname{diag}\left(\mathbf{M}_{2}\right)+120 \mathbf{M}_{11} \operatorname{diag}\left(\mathbf{M}_{2}\right) \operatorname{diag}\left(\mathbf{M}_{3}\right)+90 \mathbf{M}_{1,2} \operatorname{diag}\left(\mathbf{M}_{2}\right)^{2}, \\
& \mathbf{C}_{1,7}=\mathbf{M}_{1,7}-7 \mathbf{M}_{1,1} \operatorname{diag}\left(\mathbf{M}_{6}\right)-21 \mathbf{M}_{1,2} \operatorname{diag}\left(\mathbf{M}_{5}\right)-35 \mathbf{M}_{1,3} \operatorname{diag}\left(\mathbf{M}_{4}\right) \\
& -35 \mathbf{M}_{1,4} \operatorname{diag}\left(\mathbf{M}_{3}\right)-21 \mathbf{M}_{1,5} \operatorname{diag}\left(\mathbf{M}_{2}\right)+210 \mathbf{M}_{1,1} \operatorname{diag}\left(\mathbf{M}_{2}\right) \operatorname{diag}\left(\mathbf{M}_{4}\right) \\
& +140 \mathbf{M}_{1,1} \operatorname{diag}\left(\mathbf{M}_{3}\right)^{2}+420 \mathbf{M}_{1,2} \operatorname{diag}\left(\mathbf{M}_{2}\right) \operatorname{diag}\left(\mathbf{M}_{3}\right)+210 \mathbf{M}_{1,3} \operatorname{diag}\left(\mathbf{M}_{2}\right)^{2} \\
& -630 \mathbf{M}_{1,1} \operatorname{diag}\left(\mathbf{M}_{2}\right)^{3} \text {, }
\end{aligned}
$$

where $\operatorname{diag}\left(\mathbf{M}_{2}(\mathbf{y})\right)=\operatorname{diag}\left\{E\left\{y_{1}^{2}\right\}, E\left\{y_{2}^{2}\right\}, \ldots, E\left\{y_{n}^{2}\right\}\right\}$.
For the case of complex sources the expressions are much more complicated. As an example, we can see that for $q=3$ the cumulant matrix is

$$
\begin{equation*}
\mathbf{C}_{1,3}(\mathbf{y}, \mathbf{y})=E\left\{\mathbf{y}\left(\mathbf{y} \circ \mathbf{y}^{*} \circ \mathbf{y}^{*}\right)^{T}\right\}-E\left\{\mathbf{y} \mathbf{y}^{T}\right\} \operatorname{diag}\left(E\left\{\mathbf{y}^{*} \mathbf{y}^{H}\right\}\right)-2 E\left\{\mathbf{y} \mathbf{y}^{H}\right\} \operatorname{diag}\left(E\left\{\mathbf{y} \mathbf{y}^{H}\right\}\right) \tag{A.3}
\end{equation*}
$$

which can be compared with the real case to note the increase of computational complexity.

## 9

# Multichannel Blind Deconvolution: Natural Gradient Approach 

The truth is rarely pure, and never simple.

Blind separation/deconvolution of source signals has been a subject under consideration for more than two decades [552, 1040. There are significant potential applications of blind separation/deconvolution in various fields, for example, wireless telecommunication systems, sonar and radar systems, audio and acoustics, image enhancement and biomedical signal processing (EEG/MEG signals) [801, 111, 379, 479]. In these applications, single or multiple unknown but independent temporal signals propagate through a mixing and filtering medium. The blind source separation/deconvolution problem is concerned with recovering independent sources from sensor outputs without assuming any a priori knowledge of the original signals, except certain statistical features [34, 595].

In this chapter, we present using various models and assumptions, relatively simple and efficient, adaptive and batch algorithms for blind deconvolution and equalization for single-input/multiple-output (SIMO) and multiple-input/multiple-output (MIMO) dynamical minimum phase and non-minimum phase systems. The basic relationships between standard ICA/BSS (Independent Component Analysis and Blind Source Separation) and multichannel blind deconvolution are discussed in detail. They enable us to extend algorithms derived in the previous chapters. In particular, the natural gradient approach for instantaneous mixture to convolutive dynamical models. We also derive a family of equivariant algorithms and analyze their stability and convergence properties. Furthermore, a Lie group and Riemannian metric are introduced on the manifold of FIR filters and using the isometry of the Riemannian metric, the natural gradient on the FIR manifold [1370, 1374]
is described. Based on the minimization of mutual information, we present then a natural gradient algorithm for the causal minimum phase finite impulse response (FIR) multichannel filter. Using information back-propagation, we also discuss an efficient implementation of the learning algorithm for the non-causal FIR filters. Computer simulations are presented to illustrate the validity and good learning performance of the proposed algorithms.

Existing adaptive algorithms for blind deconvolution and equalization can generally be classified into two categories: The mutual information minimization/entropy maximization and the cumulant-based algorithms [307, 556, 546, 503, 1203. The Bussgang algorithms [479, 96, 83] and the natural gradient algorithm [38, 111, 393] are two typical examples of the first category. The Bussgang techniques are iterative equalization schemes that employ stochastic gradient descent procedures to minimize non-convex cost functions depending on the equalizer output signals. The Bussgang algorithms are simple and easy to implement, but, they may converge to wrong solutions resulting in poor performance of the equalizer. In the Cumulant Fitting Procedure (CFP) [1190, 1191, 1201], the channel identification process directly employs the minimization of higher-order cumulant-based nonlinear cost functions. The underlying cost functions in the CFP are multi-modal, as in the case of Bussgang algorithms. The natural gradient approach was developed by Amari et al. to overcome the drawback of the Bussgang algorithm [38, 39. It has been shown that the natural gradient can considerably improve efficiency in blind separation and blind deconvolution [111, 405]. The main objective of this chapter is to review and extend existing adaptive natural gradient algorithms for various multichannel blind deconvolution models.

### 9.1 SIMO CONVOLUTIVE MODELS AND LEARNING ALGORITHMS FOR ESTIMATION OF SOURCE SIGNAL

In many applications it is necessary to reconstruct an unknown single source signal which is transmitted through several channels with unknown convolutive characteristics. In other words, only distorted (convolutive or filtered) versions of the source are available at the outputs of the channels. It is thus necessary to reconstruct the original source and/or identify the unknown channels with some, usually nonessential, intrinsic ambiguities (such as arbitrary scaling and time delay). This problem is called the blind equalization of SIMO (single-input/multiple-output) channels, and it has found numerous applications in digital communication, cable HDTV, global positioning system, and some biomedical applications [556, 479, 379].

Typical scenarios are illustrated in Fig 9.1 (a), (b) and (c). For example, in the acoustic speech reconstruction problem an unknown speech signal recorded by an array of microphones is distorted by reverberation and echo (see Fig 9.1 (a)). Similarly, in neuroscience (e.g., EEG recordings) a brain source is recorded by several electrodes or sensors which measure convolutive (distorted, low-pass filtered) versions of the source caused by propagation effects.

In a wireless communication, scenario, the transmitted signals are received by several antennas (Fig 9.1(b)). The transmitted signals interact with various objects in the physical region before reaching the antenna array. Each path follows a different direction, with some
(a)

(b)

(c)


Fig. 9.1 Conceptual models of single-input/multiple-output (SIMO) dynamical system: (a) Recording by an array of microphones an unknown acoustic signal distorted by reverberation, (b) array of antenna receiving distorted version of transmitted signal, (c) illustration of oversampling principle for two channels.
unknown propagation delay and attenuation. This phenomenon of receiving a superposition of many delayed signals is called multi-path fading [479]. Furthermore, since a sensor signal can be oversampled or fractionally sampled as illustrated in Fig 9.1 (c), and thus it is possible to obtain several distorted observations of the same source signal 379 .

In the blind equalization of SIMO channels (Fig9.2), it is assumed that the $i$ th sensor output $x_{i}(k)$ is generated from a linear time-invariant filter as

$$
\begin{align*}
x_{i}(k) & =\sum_{p=0}^{M} h_{i p} s(k-p)+\nu_{i}(k), \\
& =\left[H_{i}(z)\right] s(k)+\nu_{i}(k), \quad(i=1,2, \ldots, m) \tag{9.1}
\end{align*}
$$

where $s(k)$ is an unknown zero-mean uncorrelated with noise source signal,

$$
H_{i}(z)=\sum_{p=0}^{M} h_{i p} z^{-p}
$$

is the transfer function of the $i$ th channel, $\left(z^{-p}\right.$ is delay operator such that $z^{-p} s(k)=$ $s(k-p)$ ), and $\nu_{i}(k)$ is an additive noise (typically assumed to be white Gaussian noise). In this model, we assume that lengths of the channels are equal to or less than $M$ and the number of channels (equals the number of sensors) is $m \geq 2$.

The task of blind equalization of SIMO channels is to design a multiple-input/singleoutput (MISO) system (Fig.9.2 (a)), so that its composite output:

$$
\begin{equation*}
y(k)=y_{1}(k)+\cdots+y_{m}(k), \tag{9.2}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{i}(k)=\left[W_{i}(z)\right] x_{i}(k)=\sum_{p=0}^{L} w_{i p} x_{i}(k-p) \tag{9.3}
\end{equation*}
$$

is possibly a scaled and time-delayed estimate of the original source signal $s(k)$, i.e., $y(k)=$ $g s(k-\Delta)$, where $g$ is some scaling factor and $\Delta$ is a time-delay. The term "blind" implies that the problem should be solved without the knowledge of channels $\left\{H_{i}(z)\right\}$ and the source signal $s(k)$.

### 9.1.1 Equalization Criteria for SIMO Systems

In the blind equalization problem certain conditions about the channels and the source signal must be satisfied to ensure identifiability [1161. One fundamental condition is the channel diversity. By channel diversity, we mean usually different characteristic or modes of the channels.

Throughout this section, the following assumptions are made:

AS1: The source signal $s(k)$ is a zero-mean random sequence and temporally uncorrelated (white) with finite variance, i.e.,

$$
\begin{align*}
E\{s(k)\} & =0 \\
E\{s(k) s(k-p)\} & =\sigma_{s}^{2}(k) \delta_{p 0} \tag{9.4}
\end{align*}
$$

where $\delta_{p 0}$ is the Kronecker delta equal to 1 if $p=0$, and 0 otherwise.
AS2: The channels $\left\{H_{i}(z)\right\}$ are coprime, that is, that finite impulse response channels have different zeros.

Under the assumptions (AS1) and (AS2), it has been shown [227] that if the composite output $y(k)=y_{1}(k)+\cdots+y_{m}(k)$ (the sum of the output of the equalizer-bank) is a white signal,,$\frac{1}{1}$, then the composite output $y(k)$ is a scaled and time-delayed version of the original source signal $s(k)$. On the basis of this property, causal FIR filter equalizer-bank can be constructed and the temporal decorrelation-based blind equalization (TDBE) algorithm can be used [227, 228]. The equalization criterion for the i.i.d. (white) sources is summarized in the following Theorem [227.
Theorem 9.1 Suppose the assumptions (AS1) and (AS2) are satisfied. Then the composite output $y(k)=y_{1}(k)+\cdots+y_{m}(k)(m \geq 2)$ is equal to a scaled and delayed version of original source signal, i.e., $y(k)=g s(k-\Delta)$, if all $y_{i}(k)$ satisfy

$$
\begin{align*}
& E\left\{y_{i}(k) y_{j}(k-p)\right\}=0, \quad \forall i \neq j, \text { and } p \neq 0,  \tag{9.5}\\
& E\left\{y_{i}^{2}(k)\right\} \quad \neq 0, \quad \forall i \quad(i=1,2, \ldots, m), \tag{9.6}
\end{align*}
$$

Proof. Note that the output signal $y(k)$ is determined as $y(k)=y_{1}(k)+\cdots+y_{m}(k)$. Then one can easily show that the conditions (9.5) and (9.6) imply that

$$
\begin{align*}
E\{y(k) y(k-p)\} & =0, \quad \forall p \neq 0,  \tag{9.7}\\
E\left\{y^{2}(k)\right\} & \neq 0 . \tag{9.8}
\end{align*}
$$

If the assumption (AS2) is satisfied, then the inverse of $\left\{H_{i}(z\}\right)$ is also causal and stable. Thus the global system (combining a channel and an equalizer) is causal and stable, and this can be represented as an infinite FIR [379]. The composite output $y(k)$ can be written as

$$
\begin{equation*}
y(k)=[G(z)] s(k)=\sum_{p=0}^{\infty} g_{p} s(k-p) \tag{9.9}
\end{equation*}
$$

where $G(z)=\sum_{i=1}^{m} W_{i}(z) H_{i}(z)$ is the global transfer function. Suppose $g_{d}$ is the leading non-zero coefficient (i.e., $g_{0}=g_{1}=\cdots=g_{d-1}=0$ ). Then (9.9) becomes

$$
\begin{equation*}
y(k)=\sum_{p=d}^{\infty} g_{p} s(k-p) \tag{9.10}
\end{equation*}
$$

[^41]Using (9.10) the correlation between $y(k)$ and $y(k+q)$ is given by

$$
\begin{equation*}
E\{y(k) y(k+q)\}=\sum_{p=d}^{\infty} g_{p} g_{p+q} E\left\{s^{2}(k-p)\right\} \tag{9.11}
\end{equation*}
$$

It follows from (9.7) and $E\left\{s^{2}(k-p)\right\} \neq 0, \forall p$ that $g_{p}=0$ for $p=d+1, \ldots, \infty$. Therefore, the composite output $y(k)$ is equal to $g_{d} s(k-d)$, if the conditions (9.7) and (9.8) are satisfied.

### 9.1.2 SIMO Blind Identification and Equalization via Robust ICA/BSS

In this section, we present a simple batch method based on approximate maximum likelihood source separation (AMLSS) and the natural gradient approach proposed by Choi and Cichocki 226. The blind equalization of SIMO with FIR channels described by Equation (9.1) can be reformulated as the problem of instantaneous blind source separation or independent component analysis problem. Eq. (9.1) can be reformulated as follows: An $m$-dimensional observation vector $\mathbf{x}(k)$ is assumed to be generated from an unknown source signal $s(k)$ through $m$ different FIR filters, i.e.,

$$
\begin{equation*}
\mathbf{x}(k)=\sum_{p=0}^{M} \mathbf{h}(p) s(k-p)+\boldsymbol{\nu}(k) \tag{9.12}
\end{equation*}
$$

where $\{\mathbf{h}(p)\}\left(\mathbf{h}(p)=\left[h_{1 p}, h_{2 p}, \ldots, h_{m p}\right]^{T}\right)$ are the impulse responses of channels with length $M$ and $\boldsymbol{\nu}(k)$ is the additive white Gaussian noise that is assumed to be statistically independent of the source signal $s(k)$.

Stacking $N$ successive samples of the observation vector, i.e.,

$$
\begin{equation*}
\mathcal{X}(k)=\left[\mathbf{x}^{T}(k), \mathbf{x}^{T}(k-1), \ldots, \mathbf{x}^{T}(k-N+1)\right]^{T} \in \mathbb{R}^{N} \tag{9.13}
\end{equation*}
$$

the model (9.12) can be reformulated as a system of linear algebraic equations

$$
\begin{equation*}
\boldsymbol{\mathcal { X }}(k)=\mathcal{H}_{N} \mathcal{S}(k)+\boldsymbol{\mathcal { V }}(k) \tag{9.14}
\end{equation*}
$$

where

$$
\mathcal{H}_{N}=\left[\begin{array}{llllllll}
\mathbf{h}(0) & \mathbf{h}(1) & \cdots & \mathbf{h}(M) & 0 & \cdots & \cdots & 0  \tag{9.15}\\
0 & \mathbf{h}(0) & \mathbf{h}(1) & \cdots & \mathbf{h}(M) & 0 & \cdots & 0 \\
\vdots & & & & & & & \vdots \\
0 & \cdots & \cdots & 0 & \mathbf{h}(0) & \mathbf{h}(1) & \cdots & \mathbf{h}(M)
\end{array}\right]
$$

and

$$
\begin{align*}
\mathcal{S}(k) & =[s(k), s(k-1), \ldots, s(k-N-M+1)]^{T} \in \mathbb{R}^{N+M}  \tag{9.16}\\
\boldsymbol{V}(k) & =\left[\boldsymbol{\nu}^{T}(k), \boldsymbol{\nu}^{T}(k-1), \ldots, \boldsymbol{\nu}^{T}(k-N+1)\right]^{T} \in \mathbb{R}^{N m} \tag{9.17}
\end{align*}
$$

Here, we assume that the channels are coprime. Another necessary condition for almost all batch algorithms for blind equalization is that $\mathcal{H}_{N} \in \mathbb{R}^{N m \times(N+M)}$ be full rank. Full
rank requires at least more rows than columns, i.e., $N \geq \frac{M}{m-1}$. In the model described by Eq. (9.14), we can see some similarity with ICA models for instantaneous mixture discussed in the previous chapters. The main difference is that in blind equalization the matrix $\mathcal{H}_{N}$ has block Toeplitz structure and entries of the vector $\boldsymbol{\mathcal { S }}(k)$ are time-delayed versions of the same signal. However for i.i.d sources we can treat $\mathcal{S}(k)$ as a signal vector formed by $M+N$ "independent" signals although they build up the same sequence at different time-lags. We also can treat $\mathcal{H}_{N}$ as unstructured mixing matrix. Such treatments are justified due to the assumption that the source signal is i.i.d., and some ambiguities are acceptable. Such an assumption motivates the use ICA/BSS approach to the blind equalization problem.

In preprocessing stage, we need to first estimate the rank of $\mathcal{H}_{N}$. This can be done by computing the sampled covariance matrix $\mathbf{R}_{\mathcal{X}}(0)$ of the observed vector $\mathcal{X}$ and the computing its eigenvalue decomposition. In fact, by taking into account relation

$$
\begin{align*}
\mathbf{R}_{\mathcal{X}}(0) & =\mathcal{H}_{N} \boldsymbol{\mathcal { H }}_{N}^{T}+\sigma_{\nu}^{2} \mathbf{I}_{N} \\
& =\left[\mathbf{V}_{\mathcal{S}}, \mathbf{V}_{\mathcal{N}}\right]\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{\mathcal{S}} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Lambda}_{\mathcal{N}}
\end{array}\right]\left[\mathbf{V}_{\mathcal{S}}, \mathbf{V}_{\mathcal{N}}\right]^{T} \\
& =\mathbf{V}_{\mathcal{S}} \boldsymbol{\Lambda}_{\mathcal{S}} \mathbf{V}_{\mathcal{S}}^{T}+\mathbf{V}_{\mathcal{N}} \boldsymbol{\Lambda}_{\mathcal{N}} \mathbf{V}_{\mathcal{N}}^{T} \tag{9.18}
\end{align*}
$$

which holds under the assumption of i.i.d. source signal and white noise, we can estimate the rank of $\boldsymbol{\mathcal { H }}_{N}$ and variance of the noise $\sigma_{\boldsymbol{\nu}}^{2}$.

Our objective is to estimate source signal $\mathcal{S}(k)$ and/or identify the "mixing" matrix $\widehat{\mathcal{H}}_{N}$ or separating: matrix $\mathcal{W}=\widehat{\mathcal{H}}_{N}^{+}$, especially for the ill-conditioned channels in the presence of Gaussian noise. On the basis of methods presented in Chapters 6 and 8, we have developed the following iterative algorithm [226]:

## Algorithm Outline: Robust ICA/BLUE Algorithm for Blind SIMO Equalization

1. Given the current estimate of the mixing matrix, $\widehat{\mathcal{H}}_{N}(k)$, we estimate the source vector by using the BLUE (Best Linear Unbiased Estimator)

$$
\begin{equation*}
\widehat{\mathcal{S}}(k)=\left[\widehat{\mathcal{H}}_{N}^{T}(k) \widehat{\mathcal{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}^{-1} \widehat{\mathcal{H}}_{N}(k)\right]^{-1} \widehat{\boldsymbol{\mathcal { H }}}_{N}^{T}(k) \widehat{\mathcal{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}^{-1} \boldsymbol{\mathcal { X }}(k), \tag{9.19}
\end{equation*}
$$

where $\widehat{\mathcal{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}$ is the estimated covariance matrix of noise. If the noise covariance matrix $\widehat{\mathcal{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}$ is not available, then we assume that $\widehat{\mathcal{R}}_{\boldsymbol{\nu} \boldsymbol{\nu}}=\hat{\sigma}_{\nu}^{2} \mathbf{I}$ and the above formula simplifies to

$$
\begin{equation*}
\widehat{\mathcal{S}}(k)=\left(\widehat{\mathcal{H}}_{N}^{T}(k) \widehat{\mathcal{H}}_{N}(k)\right)^{-1} \widehat{\mathcal{H}}_{N}^{T}(k) \mathcal{X}(k) \tag{9.20}
\end{equation*}
$$

2. Using $\widehat{\mathcal{S}}(k)$ and $\widehat{\boldsymbol{\mathcal { H }}}_{N}(k)$, we can find the new estimate of the mixing matrix, $\widehat{\boldsymbol{\mathcal { H }}}_{N}(k+1)$ by applying the standard NG ICA algorithm (see Chapter 6)

$$
\begin{equation*}
\widehat{\mathcal{H}}_{N}(k+1)=\widehat{\mathcal{H}}_{N}(k)-\eta \widehat{\mathcal{H}}_{N}(k)\left[\mathbf{I}-\mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k)}\right] \tag{9.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\mathrm{fg}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathrm{fg}}^{(k-1)}+\eta_{0} \mathbf{f}(\widehat{\boldsymbol{\mathcal { S }}}(k)) \hat{\boldsymbol{\mathcal { S }}}^{T}(k) . \tag{9.22}
\end{equation*}
$$

Alternatively for large Gaussian noise (see Chapter 8 for theoretical justification)

$$
\begin{equation*}
\mathbf{R}_{\mathrm{fg}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{f} \mathbf{g}}^{(k-1)}+\eta_{0} \widehat{\mathcal{S}}(k) \mathbf{g}^{T}(\widehat{\mathcal{S}}(k), \tag{9.23}
\end{equation*}
$$

where entries of the vector $\mathbf{g}$ have the form $g_{i}\left(\boldsymbol{\mathcal { S }}_{i}\right)=\left(\boldsymbol{\mathcal { S }}_{i}^{3}-3 \mathcal{S}_{i} E\left\{\boldsymbol{\mathcal { S }}_{i}^{2}\right\}\right) \operatorname{sign}\left(\kappa_{4}\left(\mathcal{S}_{i}\right)\right.$.
These two steps are repeated until $\widehat{\mathcal{H}}_{N}$ converges.
Compared with other batch algorithms that exploit structural properties of the channels or data, the ICA approach is rather insensitive to channel order estimation, robust to ill-conditioned channels and additive Gaussian noise [226, 1008, 1388]. Moreover, it was confirmed [226] by computer simulation experiments that the natural gradient based BSS methods could recover the source signal for the blind SIMO equalization successfully, even when some zeros of channels $H_{i}(z)$ that are close to each other, whereas second-order based blind identification methods may fail [379, [1161, 869]. The main disadvantage of the approach is that the matrix $\widehat{\mathcal{H}}_{N} \in \mathbb{R}^{N m \times(N+M)}$ is large if the length $M$ of the filters and/or the number of samples $N$ are large and we need large memory and extensive computations. In such a case it would be rather difficult to implement the above algorithm in practice. An alternative solution is to apply an adaptive on-line algorithm with good convergence rate and good tracking ability, as discussed in the next section.

### 9.1.3 Feed-forward Deconvolution Model and Natural Gradient Learning Algorithm

Let us consider the feed-forward model shown in Fig 9.2 (a), described as

$$
\begin{equation*}
y(k)=\sum_{i=1}^{m} y_{i}(k), \tag{9.24}
\end{equation*}
$$

with

$$
\begin{equation*}
y_{i}(k)=\sum_{p=0}^{L} w_{i p}(k) x_{i}(k-p)=\mathbf{w}_{i}^{T} \mathbf{x}_{i}(k), \quad(i=1,2, \ldots, m) \tag{9.25}
\end{equation*}
$$

where $\mathbf{w}_{i}(k)=\left[w_{i 0}(k), w_{i 1}(k), \ldots, w_{i L}(k)\right]^{T}$ and $\mathbf{x}_{i}(k)=\left[x_{i}(k), x_{i}(k-1), \ldots, x_{i}(k-L)\right]^{T}$. Theorem 9.1 permits to use the following cost functions

$$
\begin{equation*}
J_{i}\left(y, \mathbf{w}_{i}\right)=\left\|\boldsymbol{\Lambda}_{i}-\widehat{\mathbf{R}}_{\mathbf{y}_{i} \mathbf{y}}\right\|_{F}, \tag{9.26}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{i}=\operatorname{diag}\left\{\lambda_{i 0}, \ldots, \lambda_{i L}\right\}, \widehat{\mathbf{R}}_{\mathbf{y}_{i} \mathbf{y}}=\left\langle\mathbf{y}_{i}(k) \mathbf{y}^{T}(k)\right\rangle$ is the cross correlation matrix with $\mathbf{y}_{i}(k)=\left[y_{i}(k), y_{i}(k-1), \ldots, y_{i}(k-L)\right]^{T}$ and $\mathbf{y}(k)=[y(k), y(k-1), \ldots, y(k-L)]^{T}$. Applying the method presented previously (Chapters 4 and 7), we can derive the following nonholonomic algorithm

$$
\begin{equation*}
\Delta \mathbf{w}_{i}(k)=\eta(k)\left[\boldsymbol{\Lambda}_{i}^{(k)}-\left\langle\mathbf{y}_{i}(k) \mathbf{y}^{T}(k)\right\rangle\right] \mathbf{w}_{i}(k), \tag{9.27}
\end{equation*}
$$

where the entries of the diagonal matrix $\boldsymbol{\Lambda}_{i}^{(k)}=\operatorname{diag}\left\{\lambda_{i 0}, \lambda_{i 1}, \ldots, \lambda_{i L}\right\}$ are chosen as $\lambda_{i p}=$ $\left\langle y_{i}(k-p) y(k-p)\right\rangle$ with $p=0,1, \ldots, L$.

For the sensor signals corrupted by the additive Gaussian noise, instead of cross-correlation matrix $\widehat{\mathbf{R}}_{\mathbf{y}_{i} \mathbf{y}}$, we can use alternatively the matrix cumulant of the form $\mathbf{C}_{1, q}\left(\mathbf{y}_{i}, \mathbf{y}\right)$ (see Chapter 8). In such a case the algorithm can be generalized to the following form:

$$
\begin{equation*}
\Delta \mathbf{w}_{i}(k)=\eta(k)\left[\boldsymbol{\Lambda}_{i}^{(k)}-\left\langle\mathbf{y}_{i}(k) \mathbf{g}^{T}(\mathbf{y}(k))\right\rangle\right] \mathbf{w}_{i}(k) \tag{9.28}
\end{equation*}
$$

where $\mathbf{g}(\mathbf{y})=\left[g_{0}(y(k)), g_{1}(y(k-1)), \ldots, g_{L}(y(k-L))\right]^{T}$. The nonlinear functions can take various forms, depending on the distribution of source signal. For example, for $q=1$ the algorithm (9.28) simplifies to the algorithm (9.27) with $g_{p}(y(k-p))=y(k-p)$; for the $q=3$ the nonlinear functions take the form $g_{p}\left(y_{p}\right)=-\left(y_{p}^{3}-3 y_{p} \hat{\sigma}_{y_{p}}^{2}\right) \kappa_{4}\left(y_{p}\right)$ for $p=0,1, \ldots, L$.

The learning rule (9.28) can be formulated in a slightly modified form as

$$
\begin{equation*}
\Delta \mathbf{w}_{i}(k)=\eta(k)\left[\boldsymbol{\Lambda}_{i}^{(k)}-\mathbf{R}_{\mathbf{y}_{i} \mathbf{g}}^{(k)}\right] \mathbf{w}_{i}(k), \quad(i=1,2, \ldots, m) \tag{9.29}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{\Lambda}_{i}^{(k)} & =\left(1-\eta_{0}\right) \boldsymbol{\Lambda}_{i}^{(k-1)}+\eta_{0} \operatorname{diag}\left\{\mathbf{y}_{i}(k) \mathbf{g}^{T}(\mathbf{y}(k))\right\}  \tag{9.30}\\
\mathbf{R}_{\mathbf{y}_{i} \mathbf{g}}^{(k)} & =\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{y}_{i} \mathbf{g}}^{(k-1)}+\eta_{0} \mathbf{y}_{i}(k) \mathbf{g}^{T}(\mathbf{y}(k)) \tag{9.31}
\end{align*}
$$

It is interesting to note that the above algorithm has a form similar to the natural gradient algorithms derived in Chapters 6 and 8 .

### 9.1.4 Recurrent Neural Network Model and Hebbian Learning Algorithm

According to Theorem 9.1, it is desirable to build a neural network which can perform a spatio-temporal decorrelation. In this section, we extend Földiák's idea 443] on antiHebbian learning to the spatio-temporal domain. It has been shown that the anti-Hebbian learning rule can be used to decorrelate signals in the spatial domain without instability, provided that the learning rate is small enough [227, 231.

Let us consider a linear feedback (recurrent) neural network with FIR synapses (see Fig 9.2 (b) and (c)) whose outputs $y_{i}(k)$ are described as

$$
\begin{align*}
y_{i}(k) & =x_{i}(k)-\sum_{j=1}^{m} \sum_{p=0}^{L} \hat{w}_{i j p}(k) y_{j}(k-p) \\
& =x_{i}(k)-\sum_{j=1}^{m}\left[\widehat{W}_{i j}(z, k)\right] y_{j}(k) \tag{9.32}
\end{align*}
$$

or in the compact matrix form

$$
\begin{align*}
\mathbf{y}(k) & =\mathbf{x}(k)-\sum_{p=0}^{L} \widehat{\mathbf{W}}_{p}(k) \mathbf{y}(k-p) \\
& =\mathbf{x}(k)-[\widehat{\mathbf{W}}(z)] \mathbf{y}(k) \tag{9.33}
\end{align*}
$$



Fig. 9.2 Functional diagrams illustrating SIMO blind equalization models: (a) Feed-forward model, (b) recurrent model, (c) detailed structure of the recurrent model.
where $\widehat{\mathbf{W}}_{p}(k) \in \mathbb{R}^{m \times m}$ is the synaptic weight matrix whose $(i, j)$ th element is $\hat{w}_{i j p}(k)$ $\left(\widehat{\mathbf{W}}(z, k)=\sum_{p=0}^{L} \widehat{\mathbf{W}}_{p}(k) z^{-p}\right.$, typically, with $\left.\widehat{\mathbf{W}}_{0}=\mathbf{0}\right)$. Theoretically, $L$ should approach infinity, but in practice it can assume a finite number. The synaptic weight $w_{i j p}(k)$ represents the connection strength between $y_{i}(k)$ and $y_{j}(k-p)$.

The neural network should be trained in such a way that the network output signals are both spatially and temporally uncorrelated. The composite output $y(k)=\sum_{i=1}^{m} y_{i}(k)$ becomes then the scaled and/or delayed estimate of the source signal $s(k)$ according to Theorem 9.1. We want to minimize the statistical correlations of the entries of the output vector $\mathbf{y}(k)$ in the spatio-temporal domain. To minimize the statistical correlations, we choose the Kullback-Leibler divergence, , which is an asymmetric measure of the distance between two probability distributions. It is straightforward to show that we can achieve spatio-temporal decorrelation of the output signals by the minimization of the following cost (risk) function

$$
\begin{equation*}
\mathcal{R}\left(\left\{\widehat{\mathbf{W}}_{p}\right\}\right)=-\sum_{i=1}^{m} E\left\{\log q_{i}\left(y_{i}\right)\right\} \tag{9.34}
\end{equation*}
$$

where $q_{i}\left(y_{i}\right)$ are the pdfs of the signals $y_{i}$. The above cost function can be approximated as

$$
\begin{equation*}
\hat{\mathcal{R}}\left(\left\{\widehat{\mathbf{W}}_{p}\right\}\right)=-\frac{1}{N} \sum_{i=1}^{m} \sum_{k=1}^{N} \log q_{i}\left(y_{i}(k)\right) . \tag{9.35}
\end{equation*}
$$

In order to derive the spatio-temporal anti-Hebbian learning rule one can try then to minimize the instantaneous realization of the sum of marginal entropies of $y_{i}(k)$ in an $N$-point time block. This can be viewed as an extension of minimum entropy coding (or factorial coding) in spatio-temporal domain [877.

Applying the standard gradient descent method, we obtain a simple learning rule

$$
\begin{equation*}
\widehat{\mathbf{W}}_{p}(k+1)=\widehat{\mathbf{W}}_{p}(k)+\eta(k)\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\rangle, \tag{9.36}
\end{equation*}
$$

where $\mathbf{f}(\mathbf{y}(k))=\left[f_{1}\left(y_{1}(k)\right), \ldots, f_{m}\left(y_{m}(k)\right)\right]^{T}$ with entries

$$
\begin{equation*}
f_{i}\left(y_{i}(k)\right)=-\frac{\partial \log q_{i}\left(y_{i}(k)\right)}{\partial y_{i}(k)} . \tag{9.37}
\end{equation*}
$$

In general, $\widehat{\mathbf{W}}_{p}(k)$ is updated in such a way that the higher-order cross-correlation between $\mathbf{y}(k)$ and $\mathbf{y}(k-p)$ is minimized. As a special case of this, with hypothesized Gaussian model for $\mathbf{y}(k)$, one can obtain the linear learning rule, i.e., $\mathbf{f}(\mathbf{y}(k))=\mathbf{y}(k)$.

Note that $\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\rangle=\frac{1}{N} \sum_{k=1}^{N} \mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)$ is the time-average, which can very roughly be approximated by a single sample. In this way, we obtain the simple on-line learning rule

$$
\begin{equation*}
\widehat{\mathbf{W}}_{p}(k+1)=\widehat{\mathbf{W}}_{p}(k)+\eta(k) \mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p) \tag{9.38}
\end{equation*}
$$

or in scalar form

$$
\begin{equation*}
\hat{w}_{i j p}(k+1)=\hat{w}_{i j p}(k)+\eta(k) f\left(y_{i}(k)\right) y_{j}(k-p) \text {. } \tag{9.39}
\end{equation*}
$$

This is a spatio-temporal anti-Hebbian local learning rule which performs the spatio-temporal decorrelation [226, 228, 231].

### 9.2 MULTICHANNEL BLIND DECONVOLUTION WITH CONSTRAINTS IMPOSED ON FIR FILTERS

In many practical applications (for example in the cocktail party problem) the multichannel convolutive and deconvolutive models take special forms with some constraints imposed on synaptic weights (parameters) of convolutive FIR filters. For example, if each individual sensor is located close to a specific source and far away from other sources, then it is possible to apply the convolutive model shown in Fig 9.3 (a). To be more specific, in a typical scenario of the cocktail party problem with two speakers, one microphone can be located close to one speaker and another one to the second speaker (or loudspeaker). Let us consider the mixing and convolutive model described by the feed-forward model shown in Fig 9.3:

$$
\begin{equation*}
x_{i}(k)=s_{i}(k)+\sum_{p=0}^{L} \sum_{j \neq i} h_{i j p} s_{j}(k-p)=s_{i}(k)+\sum_{j \neq i}\left[H_{j}(z)\right] s_{j}(k) . \tag{9.40}
\end{equation*}
$$

Alternatively, in some applications, we can employ a stable multichannel autoregressive model described by the set of equations

$$
\begin{equation*}
x_{i}(k)=s_{i}(k)-\sum_{p=0}^{L} \sum_{j \neq i} \hat{h}_{i j p} x_{j}(k-p)=s_{i}(k)-\sum_{j \neq i}\left[\widehat{H}_{j}(z)\right] x_{j}(k) . \tag{9.41}
\end{equation*}
$$

In order to estimate original source signals (which can be white or colored signals, like speech signals) in the feed-forward mixing/convolutive model, we can use the recurrent deconvolution model as shown in Fig 9.3 (a) or the feed-forward model with post-processing shown in $\operatorname{Fig}[9.3 \mid$ (b). For brevity, we discuss in this section only the derivation of a learning algorithm for the recurrent deconvolution model of Fig 9.3 (a), described by the set of equations:

$$
\begin{equation*}
y_{i}(k)=x_{i}(k)-\sum_{p=0}^{L} \sum_{j \neq i} \hat{w}_{i j p} y_{j}(k-p)=x_{i}(k)-\sum_{j \neq i}\left[\widehat{W}_{j}(z)\right] y_{j}(k) \tag{9.42}
\end{equation*}
$$

or in a compact matrix form as

$$
\begin{equation*}
\mathbf{y}(k)=\mathbf{x}(k)-\sum_{p=0}^{L} \widehat{\mathbf{W}}_{p} \mathbf{y}(k-p)=\left(\mathbf{I}+\widehat{\mathbf{W}}_{0}\right)^{-1}\left[\mathbf{x}(k)-\sum_{p=1}^{L} \widehat{\mathbf{W}}_{p} \mathbf{y}(k-p)\right], \tag{9.43}
\end{equation*}
$$

(a)

(b)


Fig. 9.3 Block diagrams illustrating the multichannel blind deconvolution problem: (a) Recurrent neural network, (b) feed-forward neural network (for simplicity, models for two channels are shown only).
where all diagonal elements of the synaptic weight matrices $\widehat{\mathbf{W}}_{p}$ are zero and $\widehat{\mathbf{W}}_{0} \neq \mathbf{0}$. In other words, the model imposes restrictions on some synaptic weights and it does not allow self-feedback connections [215, 239, 241].

In order to derive the learning algorithm, let us consider the minimization of the following cost function [239]

$$
\begin{equation*}
J(\widehat{\mathbf{W}}, \mathbf{y})=-\sum_{i=1}^{n} E\left\{\log \left(q_{i}\left(y_{i}\right)\right\}\right. \tag{9.44}
\end{equation*}
$$

where $q_{i}\left(y_{i}\right)(i=1,2, \ldots, n)$ denote the true probability density functions ${ }^{2]}$ of the source signals. In fact, the minimization of the above cost function provides the minimization of

[^42]mutual information (see Chapter 6 for more explanation). The differential (infinitesimal increment) of the cost function can be evaluated as follows
\[

$$
\begin{equation*}
d J=\left\langle\mathbf{f}^{T}(\mathbf{y}(k)) d \mathbf{y}(k)\right\rangle \tag{9.45}
\end{equation*}
$$

\]

where $\mathbf{f}(\mathbf{y})=\left[f_{1}\left(y_{1}\right), \ldots, f_{n}\left(y_{n}\right)\right]^{T}$, with $f_{i}\left(y_{i}\right)=-d \log \left(q_{i}\left(y_{i}\right)\right) / d y_{i}$ and

$$
\begin{equation*}
d \mathbf{y}(k)=-\left(\mathbf{I}+\widehat{\mathbf{W}}_{0}\right)^{-1}\left[d \widehat{\mathbf{W}}_{0} \mathbf{y}(k)+\sum_{p=1}^{L}\left(d \widehat{\mathbf{W}}_{p} \mathbf{y}(k-p)+\widehat{\mathbf{W}}_{p} d \mathbf{y}(k-p)\right]\right. \tag{9.46}
\end{equation*}
$$

Assuming that the small changes of the output signals are affected only by the small variation of the synaptic weights $\left\{\hat{w}_{i j p}\right\}$, we can approximate Eq. (9.46) by

$$
\begin{equation*}
d \mathbf{y}(k)=-\left(\mathbf{I}+\widehat{\mathbf{W}}_{0}\right)^{-1} \sum_{p=1}^{L} d \widehat{\mathbf{W}}_{p} \mathbf{y}(k-p) \tag{9.47}
\end{equation*}
$$

Hence, on the basis of the standard gradient descent method, we obtain the approximate learning rule

$$
\begin{equation*}
\Delta \widehat{\mathbf{W}}_{p}=-\eta \frac{d J}{d \widehat{\mathbf{W}}_{p}}=\eta(k)\left[\mathbf{I}+\widehat{\mathbf{W}}_{0}\right]^{-T}\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\rangle \tag{9.48}
\end{equation*}
$$

In order to avoid the inversion of the matrix $\left[\mathbf{I}+\widehat{\mathbf{W}}_{0}\right]$ in each iteration step and to increase the convergence speed, we can apply the natural gradient concept by introducing the new differential, defined as

$$
\begin{equation*}
d \mathbf{X}_{p}=\left[\mathbf{I}+\widehat{\mathbf{W}}_{0}\right]^{-1} d \widehat{\mathbf{W}}_{p} \tag{9.49}
\end{equation*}
$$

and

$$
\begin{equation*}
d \mathbf{y}(k)=-\sum_{p=1}^{L} d \mathbf{X}_{p} \mathbf{y}(k-p) \tag{9.50}
\end{equation*}
$$

Hence, we obtain the batch algorithm

$$
\begin{equation*}
\Delta \widehat{\mathbf{W}}_{p}(l)=-\eta(l)\left[\mathbf{I}+\widehat{\mathbf{W}}_{0}(l)\right] \frac{d J}{d \mathbf{X}_{p}}=\eta(l)\left[\mathbf{I}+\widehat{\mathbf{W}}_{0}(l)\right]\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\rangle \tag{9.51}
\end{equation*}
$$

Using the MA (moving average) approach, we obtain the on-line algorithm

$$
\begin{equation*}
\widehat{\mathbf{W}}(k+1)=\widehat{\mathbf{W}}(k)+\eta(k)\left[\mathbf{I}+\widehat{\mathbf{W}}_{0}\right] \hat{\mathbf{R}}_{\mathbf{f} \mathbf{y}}^{(k)}(p) \tag{9.52}
\end{equation*}
$$

where $\hat{\mathbf{R}}_{\mathbf{f} \mathbf{y}}^{(k)}(p)=\left(1-\eta_{0}\right) \hat{\mathbf{R}}_{\mathbf{f} \mathbf{y}}^{(k-1)}(p)+\eta_{0} \mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)$. The above algorithm provides improved performance and convergence speed over the local algorithm [1236, 1237, 1145, 1146

$$
\begin{equation*}
\Delta \widehat{\mathbf{W}}_{p}(k)=\eta(k)\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\rangle . \tag{9.53}
\end{equation*}
$$

### 9.3 GENERAL MODELS FOR MULTIPLE-INPUT MULTIPLE-OUTPUT BLIND DECONVOLUTION

### 9.3.1 Fundamental Models and Assumptions

Let us consider a multichannel, linear time-invariant (LTI), discrete-time dynamical system described in the most general form as

$$
\begin{equation*}
\mathbf{x}(k)=\sum_{p=-\infty}^{\infty} \mathbf{H}_{p} \mathbf{s}(k-p) \tag{9.54}
\end{equation*}
$$

where $\mathbf{H}_{p}$ is an $m \times n$-dimensional matrix of mixing coefficients at time-lag $p$ (called the impulse response at time-lag $p$ ) and $\mathbf{s}(k)$ is an $n$-dimensional vector of source signals with mutually independent components. It should be noted that the causality in time domain is satisfied only when $\mathbf{H}_{p}=\mathbf{0}$ for all $p<0{ }^{3}$.

The goal of the multichannel blind deconvolution is to estimate source signals using sensor signals $\mathbf{x}(k)$ only and certain knowledge of the source signal distributions and statistics. In the most general case, we attempt to estimate the sources by employing another multichannel, LTI, discrete-time, stable dynamical system (Fig. 9.4 (a) and (b)) described as

$$
\begin{equation*}
\mathbf{y}(k)=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p} \mathbf{x}(k-p) \tag{9.55}
\end{equation*}
$$

where $\mathbf{y}(k)=\left[y_{1}(k), y_{2}(k), \ldots, y_{n}(k)\right]^{T}$ is an $n$-dimensional vector of the outputs and $\mathbf{W}_{p}$ is an $n \times m$-dimensional coefficient matrix at time lag $p$. We use the operator form notation

$$
\begin{align*}
\mathbf{H}(z) & =\sum_{p=-\infty}^{\infty} \mathbf{H}_{p} z^{-p}  \tag{9.56}\\
\mathbf{W}(z) & =\sum_{p=-\infty}^{\infty} \mathbf{W}_{p} z^{-p} \tag{9.57}
\end{align*}
$$

In practical applications, we have to implement the blind deconvolution problem with a finite impulse response (FIR) multichannel filter with matrix transfer function:

$$
\begin{equation*}
\mathbf{W}(z)=\sum_{p=0}^{L} \mathbf{W}_{p} z^{-p} \tag{9.58}
\end{equation*}
$$

or apply a non-causal (doubly-finite) feed-forward multichannel filter

$$
\begin{equation*}
\mathbf{W}(z)=\sum_{p=-K}^{L} \mathbf{W}_{p} z^{-p} \tag{9.59}
\end{equation*}
$$

[^43](a)


Fig. 9.4 Illustration of the multichannel deconvolution models: (a) Functional block diagram of the feed-forward model, (b) architecture of feed-forward neural network (each synaptic weight $W_{i j}(z, k)$ is an FIR or stable IIR filter, (c) architecture of the fully connected recurrent neural network.
where $K$ and $L$ are two given positive integers.
The global transfer function is defined by

$$
\begin{equation*}
\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z) . \tag{9.60}
\end{equation*}
$$

In order to ensure that the mixing system is recoverable, we put the following constraints on the convolutive/mixing systems.

1. The filter $\mathbf{H}(z)$ is stable, i.e., its impulse response satisfies the absolute summability condition

$$
\begin{equation*}
\sum_{p=-\infty}^{\infty}\left\|\mathbf{H}_{p}\right\|_{2}^{2}<\infty \tag{9.61}
\end{equation*}
$$

where $\|\cdot\|_{2}$ denotes the Euclidean norm.
2. The filter matrix transfer function $\mathbf{H}(z)$ is a full rank on the unit circle $(|z|=1)$, that is, it has no zeros on the unit circle.

### 9.3.2 Separation-Deconvolution Criteria

The blind deconvolution task is to find a matrix transfer function $\mathbf{W}(z)$ such that

$$
\begin{equation*}
\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)=\mathbf{P} \boldsymbol{\Lambda} \mathbf{D}(z) \tag{9.62}
\end{equation*}
$$

where $\mathbf{P} \in \mathbb{R}^{n \times n}$ is a permutation matrix, $\boldsymbol{\Lambda} \in \mathbb{R}^{n \times n}$ is a nonsingular diagonal scaling matrix, and a diagonal matrix $\mathbf{D}(z)=\operatorname{diag}\left\{D_{1}(z), \ldots, D_{n}(z)\right\}$ represents a bank of arbitrary stable filters with transfer functions $D_{i}(z)=\sum_{p} d_{i p} z^{-p}$. In other words, the objective of multichannel blind deconvolution, in the most general case, is to recover the source vector $\mathbf{s}(k)$ from the observation vector $\mathbf{x}(k)$, up to possibly scaled, reordered, and filtered estimates. We can only recover a filtered version of each source signal $s_{i}(k)$ because we assume nothing about the temporal structure of each source. However, if we assume that sources are i.i.d., then we can relax the conditions to the form:

$$
\begin{equation*}
\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)=\mathbf{P} \boldsymbol{\Lambda} \mathbf{D}_{0}(z) \tag{9.63}
\end{equation*}
$$

where $\mathbf{D}_{0}(z)=\operatorname{diag}\left\{z^{-\Delta_{1}}, \ldots, z^{-\Delta_{n}}\right\}$. In such a case, the original source signals can be reconstructed up to arbitrary scaled, reordered, and delayed estimates. In other words, we can preserve their waveforms exactly.

For some models it is difficult or even impossible to find an exact inverse of the channels in the sense described above, since no knowledge of the channel and source signals is available in advance. Hence, instead of finding an inverse decomposition (9.62) or (9.63) in one step, we often attempt to find a matrix $\mathbf{W}(z)$ that satisfies the generalized zero-forcing (ZF) condition, given by

$$
\begin{equation*}
\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)=\boldsymbol{\Gamma} \mathbf{D}_{0}(z) \tag{9.64}
\end{equation*}
$$

where $\boldsymbol{\Gamma}$ is an $n \times n$ is nonsingular memoryless (constant) mixture matrix and $\mathbf{D}_{0}(z)=$ $\operatorname{diag}\left\{z^{-\Delta_{1}}, \ldots, z^{-\Delta_{n}}\right\}$.

Let us denote the output signal of the system $\mathbf{W}(z)$ by $\mathbf{y}(k)$, i.e., $\mathbf{y}(k)=[\mathbf{W}(z)] \mathbf{x}(k)$. It will be shown that the generalized zero-forcing condition (9.64) is achieved if $\left\{y_{i}(k)\right\}$ are uncorrelated in the temporal domain as well as in the spatial domain. Suppose that the system $\mathbf{W}(z)$ satisfies the generalized zero-forcing condition (9.64). Then one can easily see that the signals $\left\{y_{i}(k)\right\}$ are instantaneous mixtures of source signals $\left\{s_{i}(k)\right\}$. Instantaneous
mixtures can be separated in the second stage by blind source separation or independent component analysis.

Theorem 9.2 (Zero-Forcing Conditions) Let the channel $\mathbf{H}(z)$ satisfy the following assumptions:
(AS1) There are more sensors than sources, i.e., $m>n$.
(AS2) $\mathbf{H}(z)$ is causal and rational.
(AS3) $\mathbf{H}(z)$ is full rank for all $z$.
Furthermore, suppose that source signals $\left\{s_{i}(k)\right\}$ are spatially independent and temporally i.i.d. sequences. Then the generalized zero-forcing condition (9.64) is satisfied, if the following relation holds

$$
\begin{equation*}
E\left\{\mathbf{y}(k) \mathbf{y}^{T}(q)\right\}=\boldsymbol{\Gamma} \delta_{k q}, \tag{9.65}
\end{equation*}
$$

where $\boldsymbol{\Gamma} \in \mathbb{R}^{n \times n}$ is the constant matrix and $\delta_{k q}$ is the Kronecker delta equal to 1 for $k=q$, and 0 otherwise.

Proof. Since both the channel and its inverse are causal and stable, the global system $\mathbf{G}(z)$ is also causal and stable. Then

$$
\begin{equation*}
\mathbf{y}(k)=\sum_{p=0}^{\infty} \mathbf{G}_{p} \mathbf{s}(k-p) . \tag{9.66}
\end{equation*}
$$

Suppose that $\mathbf{G}_{d}$ is the leading nonsingular coefficient matrix, i.e., $\mathbf{G}_{0}=\cdots=\mathbf{G}_{d-1}=\mathbf{0}$. Then,

$$
\begin{equation*}
\mathbf{y}(k)=\sum_{p=d}^{\infty} \mathbf{G}_{p} \mathbf{s}(k-p) . \tag{9.67}
\end{equation*}
$$

Invoking $E\left\{\mathbf{y}(k) \mathbf{y}^{T}(k+q)\right\}=\mathbf{0}$ for $\forall q \neq 0$, we have

$$
\begin{equation*}
\sum_{p=d}^{\infty} \mathbf{G}_{p} E\left\{\mathbf{s}(k-p) \mathbf{s}^{T}(k-p)\right\} \mathbf{G}_{p+q}^{T}=\mathbf{0}, \quad \forall q \neq 0 . \tag{9.68}
\end{equation*}
$$

Since $E\left\{\mathbf{s}(k-p) \mathbf{s}^{T}(k-p)\right\}$ and $\mathbf{G}_{d}$ are nonsingular matrices, the condition (9.65) implies that $\mathbf{G}_{p}=\mathbf{0}$ for $i=d+1, \ldots, \infty$. Therefore, $\mathbf{y}(k)=\mathbf{G}_{d} \mathbf{s}(k-d)$ if the condition (9.65) is satisfied.

From the above criteria and discussion it follows that blind multichannel deconvolution is a fairly complex process which can be performed in two or even more stages or by neural systems containing multi-layer structures. Fig 9.5 illustrates typical architectures for two stage procedures. In the schema shown in Fig 9.5 (a), blind spatio-temporal decorrelation of sensor signals is performed initially by using a recurrent neural network (see Chapter 4). The output signals represented by the vector $\widehat{\mathbf{y}}$ after convergence should be a linear mixture of time-delayed version of original sources $\mathbf{s}(k)$ satisfying the zero-forcing conditions, i.e.,

$$
\begin{equation*}
\widehat{\mathbf{y}}(k)=\left[(\mathbf{I}+\widehat{\mathbf{W}}(z)]^{-1} \mathbf{x}(k)=\boldsymbol{\Gamma} \mathbf{D}_{0}(z) \mathbf{s}(k),\right. \tag{9.69}
\end{equation*}
$$

(a)

(b)


Fig. 9.5 Exemplary architectures for two stage multichannel deconvolution.
where $\boldsymbol{\Gamma} \in \mathbb{R}^{m \times m}$ is an arbitrary nonsingular constant (memoryless) matrix and $\mathbf{D}_{0}(z)=$ $\operatorname{diag}\left\{z^{-\Delta_{1}}, \ldots, z^{-\Delta_{m}}\right\}$. In order to reconstruct original signals (up to arbitrary, permutation, scaling and time delay) in the second stage, we can apply ICA or BSS for instantaneous mixture (since the matrix $\boldsymbol{\Gamma}$ is memoryless).

Fig 9.5 (b) shows an alternative model for blind deconvolution, assuming that colored sources signals are modelled as

$$
\begin{equation*}
s_{i}(k)=\left[\widetilde{H}_{i}(z)\right] \widetilde{s}_{i}(k) \tag{9.70}
\end{equation*}
$$

where $\widetilde{H}_{i}(z)$ describe an unknown AR or ARMA process and $\widetilde{s}_{i}(k)$ are innovation i.i.d. signals. Assuming that only sensor signals $(\mathbf{x}(k)=[\widetilde{\mathbf{H}}(z)] \mathbf{s}(k))$ are available in the first stage, we perform multichannel deconvolution in such a way that the outputs $y_{i}(k)$ are filtered versions of original sources $s_{j}(k)$. In the second stage, we perform SISO or SIMO
blind equalization using one of the available methods, described in the previous sections of this chapter.

The multichannel blind deconvolution task will be largely driven by the assumption that sources are mutually independent. In some cases, however, we make additional assumption that sources are white signals. In order to separate independent sources by a deconvolution model, we can reformulate the blind deconvolution problem as an optimization problem, so that selection of a suitable cost function will be necessary.

### 9.4 RELATIONSHIPS BETWEEN BSS/ICA AND MBD

The algorithms described in the previous chapters (especially, algorithms for ICA/BSS described in Chapters 4 and 8) are very efficient. However, a key problem arises as to extend or generalize these algorithms (and others algorithms for ICA and BSS/BES) for real-world problems concerned with robust multichannel blind deconvolution/separation (MBD). In other words, the question arises: Is it possible to establish a direct relationship between ICA/BSS and MBD and to convert directly a learning algorithm for BSS to an "equivalent" algorithm for MBD? This problem is the subject of this section. We will show that the learning algorithms for blind source separation (BSS) can be generalized or extended to achieve multichannel blind deconvolution (MBD) [38, 39, 401, 405]. We use relationships between convolution in the time domain and multiplication in the frequency domain and more generally exploit abstract algebra with their useful and powerful properties to obtain new results [1025, 406, 407, [556, 721].

### 9.4.1 Multichannel Blind Deconvolution in the Frequency Domain

The simplest idea of extending the blind source separation and ICA algorithms to multichannel blind deconvolution is use the frequency domain techniques. A convolutive mixture in the time domain corresponds to an instantaneous mixture of complex-valued signals and parameters in the frequency domain [47, 871, 813]. An $n$-point windowed DFT (Discrete Fourier Transform) is used to convert time domain signals $y_{i}(k)$ into frequency domain complex-valued time-series signals:

$$
\begin{align*}
Y_{i}(\omega, b) & =\sum_{k=0}^{N-1} e^{-j \omega k} y_{i}(k) \operatorname{win}(k-b \Delta)  \tag{9.71}\\
\text { for } \omega & =0, \frac{1}{N} 2 \pi, \ldots, \frac{N-1}{N} 2 \pi \tag{9.72}
\end{align*}
$$

where win denotes a window function and $\Delta$ is the shifting interval of the window. The number of frequency bins is equal to the frame length $N$ and it corresponds to the length of FIR filters of the deconvolution system.

By using the Fourier transform, the multichannel deconvolution model is represented by

$$
\begin{equation*}
\mathbf{Y}(\omega, b)=\mathbf{W}(\omega) \mathbf{X}(\omega, b) \tag{9.73}
\end{equation*}
$$

where $\mathbf{Y}(\omega, b)=\left[Y_{1}(\omega, b), \ldots, Y_{n}(\omega, b)\right]^{T}$ and $\mathbf{X}(\omega, b)=\left[X_{1}(\omega, b), \ldots, X_{m}(\omega, b)\right]^{T}$.

For each frequency bin $\omega$ we can apply any ICA algorithm discussed in the previous chapters in order to obtain matrix $\mathbf{W}(\omega) \in \mathbb{R}^{n \times m}$ and $n$ output signals $\mathbf{Y}(\omega, b)$ which are estimates of the source signals in the frequency domain. For example, the natural gradient ICA algorithms can be adopted as

$$
\begin{equation*}
\Delta \mathbf{W}=\eta\left[\boldsymbol{\Lambda}-\mathbf{f}(\mathbf{Y}) \mathbf{Y}^{H}\right] \mathbf{W} \tag{9.74}
\end{equation*}
$$

where superscript $H$ denotes the Hermitian conjugate, $\boldsymbol{\Lambda}$ is diagonal positive definite matrix (typically, $\boldsymbol{\Lambda}=\mathbf{I}$ or $\boldsymbol{\Lambda}=\operatorname{diag}\left\{\mathbf{f}(\mathbf{Y}) \mathbf{Y}^{H}\right\}$ ) and $\mathbf{f}(\mathbf{Y})=\left[f\left(Y_{1}\right), \ldots, f\left(Y_{n}\right)\right]^{T}$ is the vector of suitably chosen nonlinear functions of complex-valued signals:

$$
\begin{equation*}
Y_{i}=Y_{i}^{(R)}+j Y_{i}^{(I)}=\left|Y_{i}\right|^{j \varphi_{i}} \tag{9.75}
\end{equation*}
$$

with $\varphi_{i}=\tan ^{-1}\left(Y_{i}^{(I)} / Y_{i}^{(R)}\right)$.
A good choice of nonlinear function for super-Gaussian source signals is

$$
\begin{equation*}
f\left(Y_{i}\right)=\frac{1}{\hat{\sigma}_{i}^{2}} \tanh \left(\gamma_{i}\left|Y_{i}\right|\right) e^{j \varphi_{i}} \tag{9.76}
\end{equation*}
$$

where $\hat{\sigma}_{i}^{2}$ is the estimated variance of signal $Y_{i}$ and $\gamma_{i}>0$ is a parameter which controls the steepness of the nonlinearity. It should be noted that for such a class of nonlinear functions the diagonal terms in Eq. (9.74) can be expressed as

$$
\begin{equation*}
f\left(Y_{i}\right) Y_{i}^{*}=\frac{1}{\sigma_{i}^{2}} \tanh \left(\gamma_{i}\left|Y_{i}\right|\right) e^{j \varphi_{i}}\left|Y_{i}\right| e^{-j \varphi_{i}}=\frac{1}{\sigma_{i}^{2}} \tanh \left(\gamma_{i}\left|Y_{i}\right|\right)\left|Y_{i}\right| \tag{9.77}
\end{equation*}
$$

which are always real-valued.
The matrix $\mathbf{W}(\omega)$ converges for each frequency bin $\omega$ to an equilibrium point that satisfies

$$
\begin{equation*}
f\left(Y_{i}\right) Y_{j}^{*}=\lambda_{i} \delta_{i j} \tag{9.78}
\end{equation*}
$$

After convergence, we can obtain the coefficient of the FIR filters of length $L=N$ by applying the inverse of DFT to all matrices $\mathbf{W}(\omega)$.

Unfortunately, the algorithms in the frequency domain are batch or block algorithms and they are computationally rather extensive algorithms [48, 131, 523, 871, 1078, 1161. Moreover, they are not responsive to changing environments. In the next sections of this chapter, we will propose more direct algorithms in the time domain that are computationally less expensive.

### 9.4.2 Algebraic Equivalence of Various Approaches

Notational conventions used in this section are as follows. The discrete-time signals and parameters are assumed to be real-valued. An infinite time series (on both sides of the time axis) is denoted as $\underline{x}(k)=\{\ldots, x(k-1), x(k), x(k+1), \ldots\}$. A reversed-order time series is defined as $\underline{x}(-k)=\{\ldots, x(k+1), x(k), x(k-1), \ldots\}$. A multi-variable time series, that is, a vector time series, is denoted as $\underline{\mathbf{x}}(k)=\{\ldots, \mathbf{x}(k-1), \mathbf{x}(k), \mathbf{x}(k+1), \ldots\}$, where $\mathbf{x}(k)=$
$\left[x_{1}(k), x_{2}(k), \ldots, x_{m}(k)\right]^{T}$. Similarly, an $m \times n$ time-domain impulse response is denoted as $\underline{\mathbf{H}}=\underline{\mathbf{H}}_{p}=\left\{\mathbf{H}_{p}\right\}=\left\{\ldots, \mathbf{H}_{p-1}, \mathbf{H}_{p}, \mathbf{H}_{p+1}, \ldots\right\}$ and its reversed-order is $\underline{\mathbf{H}}_{(-p)}=\left\{\mathbf{H}_{-p}\right\}=$ $\left\{\ldots, \mathbf{H}_{p+1}, \mathbf{H}_{p}, \mathbf{H}_{p-1}, \ldots\right\}$. Equivalently, by using the $\mathcal{Z}$-transform transfer function, we may write $\mathbf{H}(z)=\sum_{p=-\infty}^{\infty} \mathbf{H}_{p} z^{-p}$, where $\mathbf{H}_{p}$ is a matrix of mixing coefficients at lag $p$ and $\mathbf{H}\left(z^{-1}\right)=\sum_{p=-\infty}^{\infty} \mathbf{H}_{p} z^{p}$ [1025].

We aim to recover the original signal $\underline{\mathbf{s}}(k)$ by applying separating/deconvolution filters characterized by an impulse response $\underline{\mathbf{W}}=\left\{\mathbf{W}_{p}\right\}=\left\{\ldots, \mathbf{W}_{p-1}, \mathbf{W}_{p}, \mathbf{W}_{p+1}, \ldots\right\}$. The recovered signals can be described as $\underline{\mathbf{y}}(k)=\underline{\mathbf{W}} * \underline{\mathbf{x}}(k)$, where the $k$-th element of the resulting series $\underline{\mathbf{y}}(k)$ is computed as $\mathbf{y}\left(\overline{k)}=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p} \mathbf{x}(k-p), \quad(k=-\infty, \ldots, \infty)\right.$. In the scalar form the $i$-th output can be expressed as $y_{i}(k)=\sum_{j=1}^{n} \sum_{p=-\infty}^{\infty} w_{i j p} x_{j}(k-p)$.

A global system that describes the convolution-deconvolution process with input $\mathbf{s}(k)$ and output $\mathbf{y}(k)$ is

$$
\begin{equation*}
\underline{\mathbf{y}}(k)=\underline{\mathbf{G}} * \underline{\mathbf{s}}(k)=\underline{\mathbf{W}} * \underline{\mathbf{H}} * \underline{\mathbf{s}}(k) . \tag{9.79}
\end{equation*}
$$

Notice that $\underline{\mathbf{H}}=\left\{\mathbf{H}_{p}\right\}, \underline{\mathbf{W}}=\left\{\mathbf{W}_{p}\right\}$ and $\underline{\mathbf{G}}=\left\{\mathbf{G}_{p}\right\}$ are double-infinite non-causal linear filters, which, in implementation applications, are replaced by their truncated finite-duration impulse response (FIR) versions. An equivalent description in the $\mathcal{Z}$-transform domain is as follows

$$
\begin{equation*}
\mathbf{Y}(z)=\mathbf{W}(z) \mathbf{X}(z)=\mathbf{W}(z) \mathbf{H}(z) \mathbf{S}(z)=\mathbf{G}(z) \mathbf{S}(z) \tag{9.80}
\end{equation*}
$$

where $\mathbf{Y}(z)=\sum_{k=-\infty}^{\infty} \mathbf{y}(k) z^{-k}$ and $\mathbf{W}(z)=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p} z^{-p}$ are the $\mathcal{Z}$-transforms of the time domain infinite series $\underline{\mathbf{y}}(k)$ and $\underline{\mathbf{W}}(k)$, respectively. $\mathbf{H}(z), \mathbf{G}(z), \mathbf{X}(z), \mathbf{S}(z)$ are defined accordingly. If $\underline{\mathbf{H}}=\left\{\ldots, \overline{\mathbf{0}}, \mathbf{H}_{0}, \mathbf{0}, \ldots\right\}$ and $\underline{\mathbf{W}}=\left\{\ldots, \mathbf{0}, \mathbf{W}_{0}, \mathbf{0}, \ldots\right\}$, we obtain a much simpler task of blind source separation of instantaneous mixture.

Different ways of describing physical phenomena of signal propagation (IIR filter, FIR filter, DFT, $\mathcal{Z}$-transform, wavelets, other transforms) result in different but equivalent mathematical models. In blind deconvolution, the key operation is a linear convolution (FIR and/or IIR filtering) of time series. The usual notations in the discrete time domain involve the $\mathcal{Z}$-transform, $z^{-1}$-delay operator, DFT (discrete Fourier Transform) or convolution (others are also possible). Transformations create suitable relationships for the available data set and algebraic operations [1025].

The basic data set in our case consists of infinite series of elements such as $w_{p}, x(k)$ and $y(k)$, that is, $\underline{w}_{p}=\left\{\ldots, w_{p-1}, w_{p}, w_{p+1}, \ldots\right\}, \underline{x}(k)=\{\ldots, x(k-1), x(k), x(k+1), \ldots\}$ and $\underline{y}(k)=\{\ldots, y(k-1), y(k), y(k+1), \ldots\}$, where $p$ and $k$ are indices. In the case of timedomain filtering, $\underline{x}(k)$ and $\underline{y}(k)$ are time series of samples and $k$ is a discrete time index. The data can be rearranged to other forms which best suit solving a specific problem, provided that the new data set with the new operators defined fall in one of the algebraic categories. In the case of the $\mathcal{Z}$-transform, the data set is formed in polynomials with polynomial multiplication and addition [721]. In the case of DFT, the data set is transformed into a complex number series (the frequency domain) with point-by-point multiplication and addition of complex series. The case of using a time series in its time-domain format $\underline{y}(k)$ and a convolution as the multiplicative operator is described next.

### 9.4.3 Convolution as Multiplicative Operator

Let us consider the inner product for a complete signal space (Hilbert space). For a finite energy signal space, the inner product is (for example, for time series $\underline{x}(k)$ and $\underline{y}(k))^{4}$

$$
\begin{equation*}
(\underline{x}, \underline{y})=\sum_{k=-\infty}^{\infty} x(k) y(k) \tag{9.81}
\end{equation*}
$$

For a finite power signal space, the inner product is

$$
\begin{equation*}
(\underline{x}, \underline{y})=\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{k=-N}^{N} x(k) y(k) \tag{9.82}
\end{equation*}
$$

Let the symbols $\underline{0}$ (zero element) and $\underline{1}$ (one element) denote the time series
$\{\ldots, 0,0,0, \ldots\},\{\ldots, 0,1,0, \ldots\}$, respectively with 1 for $k=0$. Let symbols + (additive operation) denote point-by-point series addition. Let * (multiplicative operation) denote linear convolution. The convolution of two time series $\underline{x}(k)$ and $\underline{y}(k)$ results in a series $\underline{u}(k)=\underline{x}(k) * \underline{y}(k)$, where the $k$-th entry $(k=-\infty, \ldots, \infty)$ of the series $\underline{u}(k)$ is

$$
u(k)=\sum_{p=-\infty}^{\infty} x(p) y(k-p)=\sum_{p=-\infty}^{\infty} x(k-p) y(p)
$$

For finite power signals, it may be infinite, and a more informative quantity is the average $\langle\underline{x}(k) * \underline{y}(k)\rangle$ defined by analogy to (9.82) with the $k$-th entry equal to

$$
\begin{equation*}
\langle\underline{x}(k) * \underline{y}(k)\rangle=\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{p=-N}^{N} x(p) y(k-p) \tag{9.83}
\end{equation*}
$$

A set of time series together with the zero element, one element, additive operation, and convolution operation creates a general algebra that fulfills the standard conditions of a commutative ring. By adding some assumptions it becomes a field. We define symbol / (division operator) by $\underline{x} / \underline{y}=\underline{x}(k) * \underline{y}^{-1}(k), \underline{y} \neq \underline{0}$. Since $\underline{y}(k) * \underline{y}^{-1}(k)=\underline{1}$, a problem may arise concerning the existence of any bounded inverse element $\underline{y}^{-1}$. The problem is easily solved by a suitable choice of the origin $k=0$ of the series $\underline{y}$.

All the rules of differential and integral calculus hold since these are linear operations. For example, expressions for the differentiation of filtering

$$
\begin{equation*}
y(k)=\underline{w} * \underline{x}(k)=\sum_{p=-\infty}^{\infty} w_{p} x(k-p) \quad k=-\infty, \ldots, \infty, \tag{9.84}
\end{equation*}
$$

is as follows,

$$
\begin{equation*}
\frac{\partial}{\partial \underline{w}}[y(k)]=\frac{\partial}{\partial \underline{w}}[\underline{w} * \underline{x}(k)]=\underline{x}(-k) \tag{9.85}
\end{equation*}
$$

[^44]The reversed order of the resulting time series is a consequence of the multiplicative operator definition.

The time series field reduces to the real number field for the special case of the time series $y(k)=\{\ldots, 0, y, 0, \ldots\}$ with only one non-zero entry for $k=0$. This is the notation of a real number $y$ in terms of time series, which is analogous to writing a real number $y$ by using the complex notation $y+j 0$. The probability density function of a series at the point $y$ may be described in this way $\left\{\ldots, 0, f_{y}(y), 0, \ldots\right\}$. When one of the operands of a multiplicative operation is of this form, the symbol $*$ will be omitted.

The above single-channel approach easily extends to a multichannel approach. The resulting algebra is a non-commutative ring with division, exactly as the standard matrix algebra of the instantaneous BSS case. It is easily seen that all the algebraic properties of the instantaneous and convolutive mixing models are equivalent [721, 1025, 556].

Remark 9.1 Inevitable ambiguities in blind deconvolution are those of permutation, scaling and delay. In instantaneous blind source separation, only those of permutation and scaling are encountered. However, from the algebraic point of view, there is a precise equivalence between instantaneous and convolutive cases, and the ambiguities should be also equivalent [1025]. The arbitrary time-delay ambiguity arises as consequence of index ordering $k$ regarded as time instants and due to causality of the convolving filters. However, from the algebraic point of view, there is no restriction on incorporating the time-delay with the convolving filter, and regarding its output as non-causal, thus making it time-delayed.

Basic analogies and relationships between instantaneous BSS and MBD (for $m=n$ and complex-valued signals and parameters) are collected in Table 9.1.

### 9.4.4 Natural Gradient Learning Rules for Multichannel Blind Deconvolution (MBD)

The natural gradient algorithm [33, 38, 39, 31] can be generalized for MBD as (see also Table 9.1)

$$
\begin{equation*}
\Delta \underline{\mathbf{W}}(l)=\underline{\mathbf{W}}(l+1)-\underline{\mathbf{W}}(l)=-\eta \frac{\partial K_{f q}}{\partial \underline{\mathbf{W}}} * \underline{\mathbf{W}}_{(-p)}^{T}(l) * \underline{\mathbf{W}}(l) \tag{9.86}
\end{equation*}
$$

where $K_{f q}$ is the Kullback - Leibler objective function and $\mathbf{W}(l)$ is the estimate at time instant $n$ of the inverse system for recovering the source signals. Alternatively, we can employ the natural gradient by using the $\mathcal{Z}$-transform as

$$
\begin{equation*}
\Delta \mathbf{W}(z, l)=-\eta(l) \frac{\partial K_{f q}}{\partial \mathbf{W}(z)} \mathbf{W}^{T}\left(z^{-1}, l\right) \mathbf{W}(z, l) \tag{9.87}
\end{equation*}
$$

The Atick-Redlich learning rule discussed in Chapter 4 can be generalized as follows

$$
\begin{equation*}
\Delta \underline{\mathbf{W}}(l)=-\eta(l) \underline{\mathbf{W}}(l) *\left[\frac{\partial K_{f q}}{\partial \underline{\mathbf{W}}}\right]^{T} * \underline{\mathbf{W}}(l) \tag{9.88}
\end{equation*}
$$

or using the $\mathcal{Z}$-transform

$$
\begin{equation*}
\Delta \mathbf{W}(z, l)=-\eta(l) \mathbf{W}(z, l)\left[\frac{\partial K_{f q}}{\partial \mathbf{W}(z)}\right]^{T} \mathbf{W}(z, l) \tag{9.89}
\end{equation*}
$$

### 9.4.5 NG Algorithms for Double Infinite Filters

Since the convolutive case is of interest here, all the symbols follow from the properties of time series with the convolution operator $*$. We can derive a family of algorithms by the minimization of the Kullback-Leibler divergence between the actual distribution $p_{y}(\mathbf{y})$ and the factorizable model distribution $q_{s}(\mathbf{y})$, which leads to the objective function (see Chapter 6)

$$
\begin{equation*}
\rho(\underline{\mathbf{W}})=-\frac{1}{2} \log \left|\operatorname{det}\left(\underline{\mathbf{W}}_{(-p)} * \underline{\mathbf{W}}^{T}\right)\right|-\sum_{i=1}^{n} \log q_{i}\left(y_{i}\right) . \tag{9.90}
\end{equation*}
$$

Applying the natural gradient rule of the form (9.86), we obtain the learning algorithm first derived rigorously by Amari et al. 38, 39

$$
\begin{align*}
\underline{\mathbf{u}}^{(k)} & =\underline{\mathbf{W}}_{(-p)}^{T}(l) * \underline{\mathbf{y}}^{(k)}  \tag{9.91}\\
\underline{\mathbf{R}}_{\mathbf{f} \mathbf{u}}^{(l)} & =\left\langle\mathbf{f}[\underline{\mathbf{y}}(k)] * \underline{\mathbf{u}}^{T}(-k)\right\rangle  \tag{9.92}\\
\underline{\mathbf{W}}(l+1) & =\underline{\mathbf{W}}(l)+\eta(l)\left(\underline{\mathbf{W}}(l)-\underline{\mathbf{R}}_{\mathbf{f} \mathbf{u}}^{(l)}\right) \tag{9.93}
\end{align*}
$$

with nonlinearities $f_{i}\left(y_{i}\right)=-q_{i}^{\prime}\left(y_{i}\right) / q_{i}\left(y_{i}\right)$, where samples of $\underline{\mathbf{u}}(k)$ can be computed as

$$
\begin{equation*}
\mathbf{u}(k)=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p}^{T} \mathbf{y}(k+p), \quad(k=-\infty, \ldots, \infty) \tag{9.94}
\end{equation*}
$$

The averaging operator $\langle\cdot\rangle$ is used here in the same sense as in (9.83). Equation (9.92) defines the multichannel cross-correlation function. The Atick-Redlich gradient rule (9.88) leads to a learning algorithm

$$
\begin{align*}
\underline{\mathbf{v}}(k) & =\underline{\mathbf{W}}_{(-p)}^{T}(l) * \mathbf{g}[\underline{\mathbf{y}}(k)],  \tag{9.95}\\
\underline{\mathbf{R}}_{\mathbf{v} \mathbf{g}}^{(l)} & =\left\langle\underline{\mathbf{y}}(k) * \underline{\mathbf{v}}^{T}(-k)\right\rangle  \tag{9.96}\\
\underline{\mathbf{W}}(l+1) & =\underline{\mathbf{W}}(l)+\eta(l)\left(\underline{\mathbf{W}}(l)-\underline{\mathbf{R}}_{\mathbf{v}}^{(l)}\right), \tag{9.97}
\end{align*}
$$

where samples of $\underline{\mathbf{v}}(k)$ can be computed as

$$
\begin{equation*}
\mathbf{v}(k)=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p}^{T} \mathbf{g}[\mathbf{y}(k+p)], \quad(k=-\infty, \ldots, \infty) \tag{9.98}
\end{equation*}
$$

Detailed learning rules for the calculation of the equalizer output, filtered output, crosscorrelation matrix and separating/deconvolution matrices $\mathbf{W}_{p}$ are given in the next section. Nonlinearities $g_{i}\left(y_{i}\right)$ are now inverse (dual) functions to the functions $f_{i}\left(y_{i}\right)=$ $-q_{s_{i}}^{\prime}\left(y_{i}\right) / q_{s_{i}}\left(y_{i}\right)$. For example, instead of $f\left(y_{i}\right)=y_{i}^{1 / 3}$, we use the cubic function $g_{i}\left(y_{i}\right)=y_{i}^{3}$, or instead $f_{i}\left(y_{i}\right)=\tanh \left(y_{i}\right)$ we use the inverse function $g_{i}\left(y_{i}\right)=\tanh ^{-1}\left(y_{i}\right)=\frac{1}{2} \log \left(\frac{1+y_{i}}{1-y_{i}}\right)$.

### 9.4.6 Implementation of Algorithms for Minimum Phase Non-causal System

9.4.6.1 Batch Update Rules The general formulas (9.91)-(9.94) can be implemented as a generalized batch learning rule. The batch of training data $\mathbf{x}(1), \mathbf{x}(2), \ldots, \mathbf{x}(N)$ is used, with zero values assumed for: $k<1$ and $k>N$. A biased covariance estimator is used as

$$
\begin{align*}
\text { For each } k & =1, \ldots, N, \\
\mathbf{y}(k) & =\sum_{p=-L}^{L} \mathbf{W}_{p}(l) \mathbf{x}(k-p)  \tag{9.99}\\
\mathbf{v}(k) & =\sum_{p=-L}^{L} \mathbf{W}_{p}^{T}(l) \mathbf{g}[\mathbf{y}(k+p)]  \tag{9.100}\\
\text { For each } p & \in-L, \ldots, L: \\
\hat{\mathbf{R}}_{\mathbf{f} \mathbf{v}}^{(l)}(p) & =\frac{1}{N-p} \sum_{k=p+1}^{N} \mathbf{f}[\mathbf{y}(k)] \mathbf{v}^{T}(k-p)  \tag{9.101}\\
\mathbf{W}_{p}(l+1) & =\mathbf{W}_{p}(l)+\eta(l)\left[\mathbf{W}_{p}(l)-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{v}}^{(l)}(p)\right] \tag{9.102}
\end{align*}
$$

9.4.6.2 On-line Update Rule Since the filtering operation leading to $\mathbf{u}(k)$ is non-causal, the most recent time instant of $\mathbf{u}(k)$ that can be calculated by using samples of $\mathbf{x}(k)$ and $\mathbf{y}(k)$ up to time instant $k$ is $\mathbf{u}(k-L)$. The generalized covariance matrix is replaced by its instantaneous value:

$$
\begin{align*}
\mathbf{y}(l)=\mathbf{y}(k) & =\sum_{p=0}^{L} \mathbf{W}_{p}(k) \mathbf{x}(k-p)  \tag{9.103}\\
\mathbf{u}(l)=\mathbf{u}(k-L) & =\sum_{p=0}^{L} \mathbf{W}_{p}^{T} \mathbf{g}[\mathbf{y}(k-L+p)]  \tag{9.104}\\
\text { For each } p & =0, \ldots, L: \\
\widehat{\mathbf{R}}_{\mathbf{f u}}^{(k)}(L+p) & =\mathbf{f}(\mathbf{y}(k-L)) \mathbf{u}^{T}(k-L-p)  \tag{9.105}\\
\mathbf{W}_{p}(k+1) & =\mathbf{W}_{p}(k)+\eta(k)\left(\mathbf{W}_{p}(k)-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{u}}^{(k)}(L+p)\right) \tag{9.106}
\end{align*}
$$

The formulas (9.103-9.106) describe the $(l+1)$-th step of the on-line update rule by using samples up to the $k$-th sample.
9.4.6.3 Block On-line Update Rule Let us assume that data samples arrive continuously and are gathered into blocks: $\{\ldots,[x((l-1) N+1), \ldots, x(l N)],[x(l N+1), \ldots, x((l+1) N)]$, $\ldots\}$. The processing of the data can be done in the time-domain (or by using the DFT in

Table 9.1 Relationships between instantaneous blind source separation and multichannel blind deconvolution for complex-valued signals and parameters.

| Blind Source Separation | Multichannel Blind Deconvolution - Time Domain | Multichannel Blind Deconvolution - z-Transform Domain |
| :---: | :---: | :---: |
| Mixing-Unmixing Model |  |  |
| $\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)$ | $\underline{\mathbf{x}}(k)=\underline{\mathbf{H}} * \underline{\mathbf{s}}(k)$ | $\mathbf{X}(z)=\mathbf{H}(z) \mathbf{S}(z)$ |
| $\mathbf{y}(k)=\mathbf{W} \mathbf{x}(k)$ | $\underline{\mathbf{y}}(k)=\underline{\mathbf{W}} * \underline{\mathbf{x}}(k)$ | $\mathbf{Y}(z)=\mathbf{W}(z) \mathbf{X}(z)$ |
| $x_{i}(k)=\sum_{j=1}^{n} h_{i j} s_{j}(k)$ | $\underline{x}_{i}(k)=\sum_{j=1}^{n} \underline{h}_{i j} * \underline{s}_{j}(k)$ | $X_{i}(z)=\sum_{j=1}^{n} H_{i j}(z) S_{j}(z)$ |
| $y_{i}(k)=\sum_{j=1}^{n} w_{i j}(l) x_{j}(k)$ | $\underline{y}_{i}(k)=\sum_{j=1}^{n} \underline{w}_{i j}(l) * \underline{x}_{j}(k)$ | $Y_{i}(z)=\sum_{j=1}^{n} W_{i j}(z) X_{j}(z)$ |
| Contrast Functions: $\phi(\mathbf{y}, \mathbf{W})$ or $\phi(\mathbf{y}, \underline{\mathbf{W}})$ or $\phi(\mathbf{W}(z))$ |  |  |
| $-\log \|\operatorname{det}(\mathbf{W})\|$ | $-\log \|\operatorname{det}(\underline{\mathbf{W}})\|$ | $-\frac{1}{2 \pi j} \oint \log \|\operatorname{det} \mathbf{W}(z)\| z^{-1} d z$ |
| $-\sum_{i=1}^{n} \log \left(q_{i}\left(y_{i}\right)\right)$ | $-\sum_{i=1}^{n} \log \left(q_{i}\left(y_{i}\right)\right)$ | $-\sum_{i=1}^{n} \log \left(q\left(y_{i}\right)\right)$ |

Natural Gradient Rules: $\Delta \mathbf{W}(l)$ or $\Delta \underline{\mathbf{W}}(l)$ or $\Delta \mathbf{W}(z)$
$-\eta \frac{\partial \phi}{\partial \mathbf{W}} \mathbf{W}^{H}(l) \mathbf{W}(l) \quad-\eta \frac{\partial \phi}{\partial \underline{\mathbf{W}}} * \underline{\mathbf{W}}_{(-p)}^{H}(l) * \underline{\mathbf{W}}(l) \quad-\eta \frac{\partial \phi}{\partial \mathbf{W}(z)} \mathbf{W}^{H}\left(z^{-1}\right) \mathbf{W}(z)$
$-\eta \mathbf{W}(l)\left[\frac{\partial \phi}{\partial \mathbf{W}}\right]^{H} \mathbf{W}(l) \quad-\eta \underline{\mathbf{W}}(l) *\left[\frac{\partial \phi}{\partial \underline{\mathbf{W}}}\right]^{H} * \underline{\mathbf{W}}(l) \quad-\eta \mathbf{W}(z)\left[\frac{\partial \phi}{\partial \mathbf{W}(z)}\right]^{H} \mathbf{W}(z)$
Batch Learning Algorithms: $\Delta \mathbf{W}(l)$ or $\Delta \underline{\mathbf{W}}(l)$ or $\Delta \mathbf{W}(z, l)$
$\eta\left[\mathbf{W}(l)-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{u}^{H}(k)\right\rangle\right] \quad \eta\left[\underline{\mathbf{W}}(l)-\left\langle\mathbf{f}[\underline{\mathbf{y}}(k)] * \underline{\mathbf{u}}^{H}(-k)\right\rangle\right] \quad \eta\left[\mathbf{W}(z, l)-\left\langle Z\{\mathbf{f}[\mathbf{y}(k)]\} \mathbf{U}^{H}\left(z^{-1}\right)\right\rangle\right]$

| where | where | where |
| :--- | :--- | :--- |
| $\mathbf{u}(k)=\mathbf{W}^{H}(l) \mathbf{y}(k)$ | $\underline{\mathbf{u}}(k)=\underline{\mathbf{W}}_{(-p)}^{H}(l) * \underline{\mathbf{y}}(k)$ | $\mathrm{U}(z)=\mathbf{W}^{H}\left(z^{-1}, l\right) \mathbf{Y}(z)$ |

$\eta\left[\mathbf{W}(l)-\left\langle\mathbf{y}(k) \mathbf{v}^{H}(k)\right\rangle\right] \quad \eta\left[\underline{\mathbf{W}}(l)-\left\langle\underline{\mathbf{y}}(k) * \underline{\mathbf{v}}^{H}(-k)\right\rangle\right] \quad \eta\left[\mathbf{W}(z, l)-\left\langle\mathbf{Y}(z) \mathbf{V}^{H}\left(z^{-1}\right)\right\rangle\right]$
$\begin{array}{lll}\text { where } & \text { where } & \text { where } \\ \mathbf{v}(k)=\mathbf{W}^{H}(l) \mathbf{g}[\mathbf{y}(k)] & \underline{\mathbf{v}}(k)=\underline{\mathbf{W}}_{(-p)}^{H}(l) * \mathbf{g}[\underline{\mathbf{y}}(k)] & \mathbf{V}(z)=\mathbf{W}^{H}\left(z^{-1}, l\right) Z\{\mathbf{g}[\mathbf{y}(k)]\}\end{array}$

$$
\mathbf{v}(k)=\mathbf{W}^{H}(l) \mathbf{g}[\mathbf{y}(k)]
$$

$$
\underline{\mathbf{v}}(k)=\underline{\mathbf{W}}_{(-p)}^{H}(l) * \mathbf{g}[\underline{\mathbf{y}}(k)]
$$

$$
\mathbf{V}(z)=\mathbf{W}^{H}\left(z^{-1}, l\right) Z\{\mathbf{g}[\mathbf{y}(k)]\}
$$

the frequency-domain) as

$$
\begin{gather*}
\text { For each } k=(l-1) N+1, \ldots, l N: \\
\mathbf{y}(l)=\mathbf{y}(k)=\sum_{p=0}^{L} \mathbf{W}_{p}(l) \mathbf{x}(k-p)  \tag{9.107}\\
\mathbf{v}(l)=\mathbf{v}(k-L)=\sum_{p=0}^{L} \mathbf{W}_{p}^{T} \mathbf{g}[\mathbf{y}(k-L+p)]  \tag{9.108}\\
\text { For each } p=0, \ldots, L: \\
\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{u}}^{(l)}(L+p)=\frac{1}{N} \sum_{k=(l-1) N+1}^{l N} \mathbf{f}[\mathbf{y}(k-L)] \mathbf{u}^{T}(k-L-p)  \tag{9.109}\\
\mathbf{W}_{p}(l+1)=\mathbf{W}_{p}(l)+\eta(l)\left[\mathbf{W}_{p}(l)-\widehat{\mathbf{R}}_{\mathbf{f} \mathbf{u}}^{(l)}(L+p)\right] \tag{9.110}
\end{gather*}
$$

Summarizing this section, relationships and equivalences between instantaneous blind source separation (BSS) and multichannel blind deconvolution (MBD) are given in terms of algebraic properties. These relationships have been developed by using the notion of the abstract algebra of formal series. The basic input data set consists of a series of timeordered sampled data which can be transformed into another set, more suitable for a given problem. Algebraic operations are suitably modified to preserve algebraic field properties. The algorithms may be implemented by using on-line data (sampled signals, convolution operator and $\mathcal{Z}$-transform) or pre-processed data (DFT). The practical implementation of the algorithms have been discussed in terms of instantaneous mixing and linear convolution. Using the established analogies and relationships, the learning rules can be automatically generated.

In the next sections, we derive directly and rigorously some improved algorithms based on the natural gradient approach.

### 9.5 NATURAL GRADIENT ALGORITHMS WITH NONHOLONOMIC CONSTRAINTS

The natural gradient approach described in Chapter 6 can be extended to MBD using an approximation of an infinite impulse response system by a causal finite impulse response system. In practical situations, it is reasonable to assume that there are always more sensors than sources. Throughout this section, we will consider the case where the number of sensors is strictly greater than the number of sources. The overdetermined restriction is also one of the sufficient conditions for the existence of a finite length FIR equalizer [1201].

### 9.5.1 Equivariant Learning Algorithm for Causal FIR Filters in the Lie Group Sense

In the framework of ICA, it has been shown in Chapter 6 that a nonholonomic constraint 30 improves the convergence and performance of the natural gradient learning algorithms for the overdetermined case or for nonstationary source signals. Since the condition $m>n$ is one of the sufficient conditions for signal-separability for multichannel blind deconvolution with causal FIR filters, we derive the natural gradient learning algorithm [38, 39] by incorporating a nonholonomic constraint into the algorithm.

Let us consider a finite length MIMO FIR equalizer (see Fig 9.4(a)) whose $m$ dimensional output $\mathbf{y}(k)$ is described by

$$
\begin{equation*}
\mathbf{y}(k)=\sum_{p=0}^{L} \mathbf{W}_{p}(l) \mathbf{x}(k-p) \tag{9.111}
\end{equation*}
$$

where $\mathbf{W}_{p}(l)$ is the synaptic weight matrix at the $l$-th iteration and represents the connection strength between $\mathbf{y}(k)$ and $\mathbf{x}(k-p)$. Note that for on-line learning, the index $l$ can be replaced by the time index $k$. We define $\mathbf{W}(z, l)$ as

$$
\begin{equation*}
\mathbf{W}(z, l)=\sum_{p=0}^{L} \mathbf{W}_{p}(l) z^{-p} \tag{9.112}
\end{equation*}
$$

We consider $n$ observations $\left\{x_{i}(k)\right\}$ and $n$ output signals $\left\{y_{i}(k)\right\}$ over a $N$-point time block. Let us define the following vectors:

$$
\begin{aligned}
& \underline{\mathbf{x}}=\left[x_{1}(1), \ldots, x_{n}(1), \ldots, x_{1}(N), \ldots, x_{n}(N)\right]^{T} \\
& \underline{\mathbf{y}}=\left[y_{1}(1), \ldots, y_{n}(1), \ldots, y_{1}(N), \ldots, y_{n}(N)\right]^{T} .
\end{aligned}
$$

The MIMO FIR equalizer should be trained such that the joint probability density of $\mathbf{y}$ can be factorized as follows:

$$
\begin{equation*}
p(\underline{\mathbf{y}})=\prod_{i=1}^{n} \prod_{k=1}^{N} r_{i}\left(y_{i}(k)\right), \tag{9.113}
\end{equation*}
$$

where $\left\{r_{i}(\cdot)\right\}$ are probability densities of the source signals. As a cost function, we choose the Kullback-Leibler divergence which is an asymmetric measure of distance between two different probability distributions. The risk function $\mathcal{R}(\mathbf{W}(z, l))$ is formulated as [1356, 1358, 1365

$$
\begin{align*}
\mathcal{R}(\mathbf{W}(z, l)) & =E\{\rho(\mathbf{W}(z, l))\} \\
& =\frac{1}{N} \int p(\underline{\mathbf{y}}) \log \frac{p(\underline{\mathbf{y}})}{\prod_{i=1}^{n} \prod_{k=1}^{N} q_{i}\left(y_{i}(k)\right)} d \underline{\mathbf{y}}, \tag{9.114}
\end{align*}
$$

where we replace $r_{i}(\cdot)$ by a hypothesized density model for sources, $q_{i}(\cdot)$ since we do not know the true probability distribution of sources, $r_{i}(\cdot)$.

To derive the relation between $p(\underline{\mathbf{x}})$ and $p(\underline{\mathbf{y}})$, we write (9.111) in matrix form,

$$
\begin{equation*}
\underline{\mathbf{y}}=\mathcal{W}_{N} \underline{\mathbf{x}} \tag{9.115}
\end{equation*}
$$

where the $\mathcal{W}_{N}$ is given by

$$
\mathcal{W}_{N}=\left[\begin{array}{cccc}
\mathbf{W}_{0} & \mathbf{0} & \cdots & \mathbf{0}  \tag{9.116}\\
\mathbf{W}_{1} & \mathbf{W}_{0} & \cdots & \mathbf{0} \\
\vdots & & & \vdots \\
\mathbf{W}_{N-1} & \mathbf{W}_{N-2} & \cdots & \mathbf{W}_{0}
\end{array}\right]
$$

The length of time delay $L$ in the equalizer is much smaller than $N$, i.e., $\mathbf{W}_{L+1}=\cdots=$ $\mathbf{W}_{N-1}=\mathbf{0}$. The input-output equation (9.115) written in a matrix form leads to the following relation between $p(\underline{\mathbf{x}})$ and $p(\underline{\mathbf{y}})$ :

$$
\begin{equation*}
p(\underline{\mathbf{y}})=\frac{p(\underline{\mathbf{x}})}{\left|\operatorname{det} \mathbf{W}_{0}^{N}\right|} \tag{9.117}
\end{equation*}
$$

Invoking the relation (9.117), our loss function $\rho(\mathbf{W}(z, l))$ is given by

$$
\begin{equation*}
\rho(\mathbf{W}(z, l))=-\log \left|\operatorname{det} \mathbf{W}_{0}\right|-\sum_{i=1}^{n}\left\langle\log q_{i}\left(y_{i}(k)\right)\right\rangle, \tag{9.118}
\end{equation*}
$$

where $\langle\cdot\rangle$ represents the time-average, i.e.,

$$
\begin{equation*}
\left\langle\log q_{i}\left(y_{i}(k)\right)\right\rangle=\frac{1}{N} \sum_{k=1}^{N} \log q_{i}\left(y_{i}(k)\right) \tag{9.119}
\end{equation*}
$$

Note that $p(\underline{\mathbf{x}})$ was not included in (9.118) because it does not depend on the parameters of the matrix $\left\{\mathbf{W}_{p}(l)\right\}$.

Here we follow the derivation of the algorithm that was presented by Amari et al. [38, 39]. To determine a learning algorithm which minimizes the loss function (9.118), we calculate an infinitesimal increment

$$
\begin{equation*}
d \rho((\mathbf{W}(z, l))=\rho(\mathbf{W}(z, l)+d \mathbf{W}(z, l))-\rho(\mathbf{W}(z, l)) \tag{9.120}
\end{equation*}
$$

corresponding to an increment $d \mathbf{W}(z, l)$. Simple algebraic and differential calculus yields

$$
\begin{equation*}
d \rho\left((\mathbf{W}(z, l))=\left\langle\mathbf{f}^{T}(\mathbf{y}(k)) d \mathbf{X}(z, l) \mathbf{y}(k)\right\rangle-\operatorname{tr}\left\{d \mathbf{X}_{0}(l)\right\}\right. \tag{9.121}
\end{equation*}
$$

where $\mathbf{d} \mathbf{X}_{0}(l)=d \mathbf{W}_{0}(l) \mathbf{W}_{0}^{-1}(l)$ and $\mathbf{f}(\mathbf{y}(k))$ is a column vector whose components are defined as

$$
\begin{equation*}
f_{i}\left(y_{i}(k)\right)=-\frac{d \log q_{i}\left(y_{i}(k)\right)}{d y_{i}(k)} \tag{9.122}
\end{equation*}
$$

Let us introduce the following notation

$$
\begin{equation*}
d \mathbf{X}(z, l)=d \mathbf{W}(z, l) \circledast \mathbf{W}^{\dagger}(z)=\left[d \mathbf{W}(z, l) \mathbf{W}^{-1}(z, l)\right]_{L} \tag{9.123}
\end{equation*}
$$

where $[\mathbf{W}(z)]_{L}$ denotes a truncation operator that omits or sets to zero all terms with a length higher than $L$ in the polynomial matrix $\mathbf{W}(z)$ (see Appendix A). We can rewrite $d \rho(\mathbf{W}(z, l)$ in the following form

$$
\begin{equation*}
d \rho(\mathbf{W}(z, l))=-\operatorname{tr}\left(d \mathbf{X}_{0}\right)+\left\langle\mathbf{f}(\mathbf{y})^{T}\right\rangle d \mathbf{W}(z) \mathbf{W}^{-1}(z) \mathbf{y} . \tag{9.124}
\end{equation*}
$$

From this equation, we obtain the partial derivatives of $\rho(\mathbf{y}, \mathbf{W}(z, l))$ with respect to $d \mathbf{X}(z)$

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{W}(z, l))}{\partial \mathbf{X}_{p}}=-\delta_{0, p} \mathbf{I}+\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}(k-p)\right\rangle, \quad(p=0,1, \ldots, L) . \tag{9.125}
\end{equation*}
$$

Using the natural gradient descent learning rule, Zhang et al. derived the simple natural gradient learning rule as follows [1365, 1368, 1369]

$$
\begin{align*}
\Delta \mathbf{W}_{p} & =-\eta \sum_{q=0}^{p} \frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}_{q}} \mathbf{W}_{p-q} \\
& =\eta \sum_{q=0}^{p}\left(\delta_{0 q} \mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-q)\right\rangle\right) \mathbf{W}_{p-q}, \tag{9.126}
\end{align*}
$$

for $p=0,1, \ldots, L$, where $\eta$ is a learning rate. In particular, the learning algorithm for $p=0,1$ is described by

$$
\begin{align*}
\Delta \mathbf{W}_{0} & =\eta\left(\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\rangle\right) \mathbf{W}_{0},  \tag{9.127}\\
\Delta \mathbf{W}_{1} & =\eta\left[\left(\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\rangle\right) \mathbf{W}_{1}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-1)\right\rangle \mathbf{W}_{0}\right] . \tag{9.128}
\end{align*}
$$

The stationary points of (9.126) satisfy

$$
\begin{equation*}
E\left\{\left\langle f_{i}\left(y_{i}(k)\right) y_{i}(k)\right\rangle\right\}=1 \tag{9.129}
\end{equation*}
$$

In other words, the learning algorithm (9.126) forces $\left\{y_{i}(k)\right\}$ to have constant magnitude. Such constraints for the output signals are undesirable and they lead to the case that the extracted signals have nearly flat frequency spectra [111. Moreover, this may cause a problem for $m>n$ if we do not know the number of source signals. To avoid this drawback, we follow the proposal of the nonholonomic constraint that was applied to ICA [30]. We replace the identity matrix by a diagonal matrix $\boldsymbol{\Lambda}^{(k)}$ which is given by

$$
\begin{equation*}
\boldsymbol{\Lambda}^{(k)}=\operatorname{diag}\left\{f_{1}\left(y_{1}(k)\right) y_{1}(k), f_{2}\left(y_{2}(k)\right) y_{2}(k), \ldots, f_{n}\left(y_{n}(k)\right) y_{n}(k)\right\} . \tag{9.130}
\end{equation*}
$$

Then, the natural gradient algorithm with nonholonomic constraints takes the form:

$$
\begin{equation*}
\Delta \mathbf{W}_{p}(l)=\eta(l) \sum_{q=0}^{p}\left(\left\langle\boldsymbol{\Lambda}^{(k)}\right\rangle \delta_{0 q}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-q)\right\rangle\right) \mathbf{W}_{p-q}(l) . \tag{9.131}
\end{equation*}
$$

Applying the moving average approach, we can easily transform it to an on-line version:

$$
\begin{equation*}
\mathbf{W}_{p}(k+1)=\mathbf{W}_{p}(k)+\eta(k) \sum_{q=0}^{p}\left(\Lambda^{(k)} \delta_{0 q}-\mathbf{R}_{\mathbf{f} \mathbf{y}}^{(k)}(q)\right) \mathbf{W}_{p-q}(k), \tag{9.132}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\mathbf{f} \mathbf{y}}^{(k)}(q)=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{f} \mathbf{y}}^{(k-1)}(q)+\eta_{0} \mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-q), \quad(q=0,1, \ldots, L) \tag{9.133}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Lambda}^{(k)}=\left(1-\eta_{0}\right) \boldsymbol{\Lambda}^{(k-1)}+\eta_{0} \operatorname{diag}\left\{\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\} \tag{9.134}
\end{equation*}
$$

It should be noted that the algorithm looks similar, but in fact it is not identical to, algorithms presented in the previous sections. The essential difference is that the update rule for $\Delta \mathbf{W}_{p}$ in this section depends only on $\mathbf{W}_{q}$, in the range $q=0,1, \ldots, p$, while in other algorithms it depends on all parameters $\mathbf{W}_{q}$, in the range $q=0,1, \ldots, L$. The algorithm (9.126) has two important properties, the uniform performance (the equivariant property [155]) and the nonsingularity of $\mathbf{W}_{0}$. In the multichannel deconvolution problem, an algorithm is equivariant if its dynamical behavior depends on the global transfer function $\mathbf{G}(z)$ but not on the specific mixing filter $\mathbf{H}(z)$. In fact, the learning algorithm (9.126) satisfies the equivariant property in the Lie group sense (see Appendix A).

It should be noted that the learning algorithm (9.132) keeps the filter $\mathbf{W}(z)$ on the manifold $\mathcal{M}(L)$ if the initial filter is on the manifold. The equilibrium points of the learning algorithm satisfy the following equations

$$
\begin{align*}
& E\left\{\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\}=\mathbf{0}, \quad(p=1,2, \ldots, L)  \tag{9.135}\\
& E\left\{\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\}=\boldsymbol{\Lambda} \tag{9.136}
\end{align*}
$$

where $\boldsymbol{\Lambda}$ is a diagonal positive definite matrix ${ }^{5}$ which is automatically adjusted during the learning process. The nonholonomic constraints imply no particular temporal structure on estimated output signals.

Example 9.1 The geometrical interpretation of the Lie group's inverse operation is illustrated in Fig 9.6, where $\mathbf{H}(z)$ is a two channel filter of length $L=50, \mathbf{W}(z)=\mathbf{H}^{\dagger}(z)$ is the Lie group inverse filter of length 50 and the composite transfer function $\mathbf{G}(z)=$ $\sum_{p=0}^{2 L} \mathbf{G}_{p} z^{-p}=\mathbf{W}(z) \mathbf{H}(z)$ is a filter of length $2 L$. In this figure, the label $H(z)_{1,1}$ denotes the sub-channel transfer function $H_{11}(z)=\sum_{p=0}^{L} h_{11 p} z^{-p}$, where the horizontal axis indicates the time delays $(p=0,1, \ldots, L)$, and the vertical axis indicates the magnitudes $h_{11 p}$. From this illustration, we see that the composite transfer function $\mathbf{G}(z)$ is not the exact identity matrix because there still exist small fluctuations in entries of the matrix $\mathbf{G}_{p}$, for $p>L$. The fluctuations can be negligibly small if we make the length $L$ of $\mathbf{W}(z)$ sufficiently large. However, considering the multiplication in the Lie group sense, we have $\mathbf{G}(z)=\mathbf{W}(z) \circledast \mathbf{H}(z)=\mathbf{I}$.

[^45]

Fig. 9.6 Illustration of the Lie group's inverse of an FIR filter, where $\mathbf{H}(z)$ is an FIR filter of length $L=50, \mathbf{W}(z)$ is the Lie group's inverse of $\mathbf{H}(z)$, and $\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)$ is the composite transfer function.

### 9.5.2 Natural Gradient Algorithm for Fully Recurrent Network

Let us consider a linear feedback network with FIR weights (see Fig 9.4 (c)). The network output $\mathbf{y}(k)$ is given by

$$
\begin{align*}
\mathbf{y}(k) & =\mathbf{x}(k)-\sum_{p=0}^{L} \widehat{\mathbf{W}}_{p}(l) \mathbf{y}(k-p) \\
& =[\mathbf{I}+\widehat{\mathbf{W}}(z, l)]^{-1} \mathbf{x}(k) \tag{9.137}
\end{align*}
$$

where $\widehat{\mathbf{W}}(z, l)=\sum_{p=0}^{L} \widehat{\mathbf{W}}_{p}(l) z^{-p}$. We write (9.137) in matrix form as [212, 231]

$$
\begin{equation*}
\underline{\mathbf{x}}=\widehat{\mathcal{W}}_{N} \underline{\mathbf{y}} \tag{9.138}
\end{equation*}
$$

where $\widehat{\mathcal{W}}$ is the corresponding $(L m) \times(L m)$ matrix, defined as

$$
\widehat{\mathcal{W}}_{N}=\left[\begin{array}{cccc}
\mathbf{I}+\widehat{\mathbf{W}}_{0} & \mathbf{0} & \cdots & \mathbf{0}  \tag{9.139}\\
\widehat{\mathbf{W}}_{1} & \mathbf{I}+\widehat{\mathbf{W}}_{0} & \cdots & \mathbf{0} \\
\vdots & & & \vdots \\
\widehat{\mathbf{W}}_{L} & \widehat{\mathbf{W}}_{L-1} & \cdots & \mathbf{I}+\widehat{\mathbf{W}}_{0}
\end{array}\right]
$$

Then, to minimize the spatio-temporal statistical dependence, our loss function is described as

$$
\begin{equation*}
\rho(\widehat{\mathbf{W}}(z, l))=-\sum_{i=1}^{m}\left\langle\log q_{i}\left(y_{i}(k)\right)\right\rangle-\log \left|\operatorname{det}\left(\mathbf{I}+\widehat{\mathbf{W}}_{0}(l)\right)^{-1}\right| . \tag{9.140}
\end{equation*}
$$

Simple calculation yields

$$
\begin{equation*}
\widehat{\mathbf{W}}(z, l))=\left\langle\mathbf{f}^{T}(\mathbf{y}(k)) d \widehat{\mathbf{X}}(z, l) \mathbf{y}(k)\right\rangle-\operatorname{tr}\left\{d \widehat{\mathbf{X}}_{0}(l)\right\} \tag{9.141}
\end{equation*}
$$

where $d \widehat{\mathbf{X}}(z, l)$ is defined as

$$
\begin{equation*}
d \widehat{\mathbf{X}}(z, l)=[\mathbf{I}+\widehat{\mathbf{W}}(z, l)]^{-1} d \widehat{\mathbf{W}}(z, l) \tag{9.142}
\end{equation*}
$$

The learning algorithm that minimizes (9.140) is therefore given by, in terms of $d \widehat{\mathbf{X}}(z, l)$

$$
\begin{equation*}
\Delta \widehat{\mathbf{X}}_{p}(l)=-\eta(l) \frac{d \rho(\widehat{\mathbf{W}}(z, l))}{d \widehat{\mathbf{X}}_{p}(l)}=-\eta(l)\left\{\mathbf{I} \delta_{p 0}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\rangle\right\} \tag{9.143}
\end{equation*}
$$

We replace the identity matrix in (9.143) by the diagonal matrix $\boldsymbol{\Lambda}^{(k)}$ defined in (9.130). Taking into account that

$$
\begin{equation*}
\Delta \widehat{\mathbf{W}}_{p}(l)=\Delta \widehat{\mathbf{X}}_{p}(l)+\sum_{q=0}^{L} \widehat{\mathbf{W}}_{q}(l) \Delta \widehat{\mathbf{X}}_{p-q}(l) \tag{9.144}
\end{equation*}
$$

the learning algorithm in terms of $d \widehat{\mathbf{W}}(z, l)$ is given by

$$
\begin{equation*}
\Delta \widehat{\mathbf{W}}_{p}(l)=-\eta(l)\left[\left\langle\boldsymbol{\Lambda}^{(k)}\right\rangle \delta_{p 0}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\rangle-\widehat{\mathbf{W}}_{p}(l)\left\langle\boldsymbol{\Lambda}^{(k)}\right\rangle+\left\langle\widehat{\mathbf{Y}}_{p}(k)\right\rangle\right] \tag{9.145}
\end{equation*}
$$

where $\widehat{\mathbf{Y}}_{p}(k)$ is defined as

$$
\begin{equation*}
\widehat{\mathbf{Y}}_{p}(k)=\sum_{q=0}^{L} \widehat{\mathbf{W}}_{q}(k) \mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p+q) \tag{9.146}
\end{equation*}
$$

For on-line adaptation, we have 212 .

$$
\begin{equation*}
\Delta \widehat{\mathbf{W}}_{p}(k)=-\eta(k)\left\{\boldsymbol{\Lambda}^{(k)} \delta_{p 0}-\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)-\widehat{\mathbf{W}}_{p}(k) \boldsymbol{\Lambda}^{(k)}+\widehat{\mathbf{Y}}_{p}(k-L)\right\} \tag{9.147}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\mathbf{Y}}_{p}(k-L)=\sum_{q=0}^{L} \widehat{\mathbf{W}}_{L-q}(k) \mathbf{f}(\mathbf{y}(k-L+p)) \mathbf{y}^{T}(k-q) \tag{9.148}
\end{equation*}
$$

### 9.6 BLIND DECONVOLUTION OF NON-MINIMUM PHASE SYSTEM USING FILTER DECOMPOSITION APPROACH

In this section, we present a filter decomposition approach for multichannel blind deconvolution of non-minimum phase systems proposed by Zhang, Amari and Cichocki [1358, 1365].


Fig. 9.7 Cascade of two FIR filters (non-causal and causal) for blind deconvolution of non-minimum phase system.

Let us denote the set $\mathcal{M}(L, K)$ of filters (9.59) as

$$
\begin{equation*}
\mathcal{M}(L, K)=\left\{\mathbf{W}(z) \mid \mathbf{W}(z)=\sum_{p=-K}^{L} \mathbf{W}_{p} z^{-p}\right\} \tag{9.149}
\end{equation*}
$$

For simplicity in the following discussion, we assume that $K=L$. In general, the multiplication of two transfer functions belonging to $\mathcal{M}(L, L)$ of filters connected in a cascade will increase the order of the global transfer function, and this does not belong to $\mathcal{M}(L, L)$. This makes it difficult to introduce the natural gradient on the manifold of doubly-finite multichannel non-causal filters. In order to explore the geometric structure of $\mathcal{M}(L, L)$ and develop an efficient learning algorithm for $\mathbf{W}(z)$, we present the following filter decomposition approach and present the basic algebraic operations of filters in the Lie group framework (see Appendix A for theoretical background). It is plausible to decompose a doubly-finite non-causal filter into a cascade form of a causal FIR filter and a non-causal FIR filter, since then it becomes easy to study the invertibility of the filter and to develop efficient learning algorithms.

Let us decompose a non-causal filter $\mathbf{W}(z)$ in $\mathcal{M}(L, L)$ into a cascade form of two FIR filters (see Fig 9.7) as

$$
\begin{equation*}
\mathbf{W}(z)=\mathbf{B}(z) \mathbf{A}\left(z^{-1}\right) \tag{9.150}
\end{equation*}
$$

where $\mathbf{A}\left(z^{-1}\right)=\sum_{p=0}^{L} \mathbf{A}_{p} z^{p}$, with the constraint $\mathbf{A}_{0}=\mathbf{I}$, and $\mathbf{B}(z)=\sum_{p=0}^{L} \mathbf{B}_{p} z^{-p}$, and both are one-sided finite multichannel FIR filters. The first one is a forward filter (with noncausal components) and the second one is the standard FIR filter (with causal components). The relation between the coefficients of three filters is as follows

$$
\begin{equation*}
\mathbf{W}_{p}=\sum_{r-q=p,} \mathbf{B}_{r} \mathbf{A}_{q}, \quad(p=-L, q \leq L, \ldots, L) \tag{9.151}
\end{equation*}
$$

By applying this decomposition, it becomes possible to achieve invertibility of double-finite multichannel non-causal filters in the Lie group sense [1369]. An important theoretical question arises: What conditions guarantee that a non-causal filter $\mathbf{W}(z)$ in $\mathcal{M}(L, L)$ can be decomposed as defined by (9.150)? In other words, the problem can be formulated as follows: Given a double-finite filter $\mathbf{W}(z)$, it is desired to find an FIR filter $\mathbf{A}\left(z^{-1}\right)$ such that the multiplication of two filters in the Lie Group sense satisfies

$$
\begin{equation*}
\left[\mathbf{W}(z) \mathbf{C}\left(z^{-1}\right)\right]_{L}=\mathbf{W}(z) \circledast \mathbf{C}\left(z^{-1}\right)=\mathbf{B}(z) \tag{9.152}
\end{equation*}
$$

where matrix $\mathbf{C}\left(z^{-1}\right)=\sum_{p=0}^{L} \mathbf{C}_{p} z^{p}=\mathbf{A}^{\dagger}\left(z^{-1}\right)$, with $\mathbf{C}_{0}=\mathbf{I}, \mathbf{C}_{p}=\sum_{q=1}^{p} \mathbf{C}_{p-q}^{p} \mathbf{A}_{q}$ is the generalized inverse of $\mathbf{A}\left(z^{-1}\right)$ in the Lie Group sense and $[\mathbf{W}(z)]_{L}$ denotes a truncated operator by which all terms with a length higher than $L$ in the polynomial matrix $\mathbf{W}(z)$ are omitted.

Unlike doubly-infinite filters, the doubly-finite filters do not have the self-closed multiplication and inverse operations in the manifold of the fixed length filters. In general, the multiplication of two filters with a given length makes a filter with extended length, so does the inverse operation [1356, 1369, (see Appendix A).

For the estimation of parameters of the causal filter, we can use on-line learning algorithm derived in the Section 9.5

$$
\begin{equation*}
\Delta \mathbf{B}_{p}=\eta \sum_{q=0}^{p}\left(\delta_{0 q} \mathbf{I}-\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-q)\right) \mathbf{B}_{p-q} \tag{9.153}
\end{equation*}
$$

### 9.6.1 Information Back-propagation

The capability of achieving learning in a cascade of two adaptive filters is of fundamental importance to the blind deconvolution of non-minimum phase systems. To explore this fact, we begin with the filter decomposition and show how to estimate parameters (weights) of the non-causal filter by using the mutual information back-propagation approach [1369].

According to the filter decomposition (see Fig 9.7), we denote

$$
\begin{align*}
\mathbf{u}(k) & =\left[\mathbf{A}\left(z^{-1}\right)\right] \mathbf{x}(k)  \tag{9.154}\\
\mathbf{y}(k) & =[\mathbf{B}(z)] \mathbf{u}(k) \tag{9.155}
\end{align*}
$$

If we consider $\mathbf{u}(k)$ as the observed signals, we can apply the natural gradient learning rule (9.126) to update parameters in the filter $\mathbf{B}(z)$. In order to develop an efficient learning algorithm for the non-causal filter $\mathbf{A}\left(z^{-1}\right)$, we use the information back-propagation technique. The back-propagation rule is described as follows

$$
\begin{align*}
\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{u}(k)} & =\sum_{q=0}^{L} \sum_{i=1}^{n} \frac{\partial \rho(\mathbf{W}(z))}{\partial y_{i}(k+q)} \frac{\partial y_{i}(k+q)}{\partial \mathbf{u}(k)} \\
& =\sum_{q=0}^{L} \mathbf{B}_{q}^{T} \mathbf{f}(\mathbf{y}(k+q))=\left[\mathbf{B}^{H}(z)\right] \mathbf{f}(\mathbf{y}(k)) \tag{9.156}
\end{align*}
$$

where $\mathbf{B}^{H}(z)=\sum_{q=0}^{L} \mathbf{B}_{q}^{T} z^{q}$ is the conjugate operator of $\mathbf{B}(z)$, and

$$
\begin{align*}
\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{A}_{p}} & =\sum_{i=1}^{n} \frac{\partial \rho(\mathbf{W}(z))}{\partial u_{i}(k)} \frac{\partial u_{i}(k)}{\partial \mathbf{A}_{p}} \\
& =\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{u}(k)} \mathbf{x}^{T}(k+p) \tag{9.157}
\end{align*}
$$

for $p=1,2, \ldots, L$. The structure of the information back-propagation process is illustrated in Figure 9.8.


Fig. 9.8 Illustration of the information back-propagation learning.

In this structure, the blind statistical error $\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{y}(k)}$ is backward propagated through channel $\mathbf{B}^{H}(z)$ to form the blind error $\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{u}(k)}$, which is used to estimate the parameters of the non-causal filter $\mathbf{A}\left(z^{-1}\right)$. There are several schemes for learning the parameters of $\mathbf{A}\left(z^{-1}\right)$. One typical scheme is the ordinary gradient descent learning algorithm, which is described as follows

$$
\begin{equation*}
\Delta \mathbf{A}_{p}=-\eta\left(\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{u}(k))} \mathbf{x}^{T}(k+p)\right) . \tag{9.158}
\end{equation*}
$$

Using the natural gradient approach and information back-propagation, we can derive the following learning rule [1356, 1369]

$$
\begin{equation*}
\Delta \mathbf{A}_{p}=-\eta \sum_{q=1}^{p}\left(\sum_{r=0}^{L} \mathbf{B}_{r}^{T} \mathbf{f}(\mathbf{y}(k)) \mathbf{u}^{T}(k-r+q)\right) \mathbf{A}_{p-q}, \quad \mathbf{A}_{0}=\mathbf{I}, \quad(p=1,2, \ldots, L) \tag{9.159}
\end{equation*}
$$

### 9.6.2 Batch Natural Gradient Learning Algorithm

In this section, we consider the efficient implementation of the learning algorithms for blind deconvolution of non-minimum phase systems. We can employ directly the learning algorithm (9.153) to estimate parameters of the causal filter $\mathbf{B}(z)$. However, using the batch approach, we can improve the convergence speed. Stacking $(L+1)$ samples of the vectors $\mathbf{x}(k)$ and $\mathbf{u}(k)$

$$
\begin{align*}
\mathcal{X}(k) & =\left[\mathbf{x}^{T}(k), \mathbf{x}^{T}(k+1), \ldots, \mathbf{x}^{T}(k+L)\right]^{T},  \tag{9.160}\\
\mathcal{U}(k) & =\left[\mathbf{u}^{T}(k), \mathbf{u}^{T}(k-1), \ldots, \mathbf{u}^{T}(k-L)\right]^{T}, \tag{9.161}
\end{align*}
$$

and using the notation

$$
\begin{equation*}
\overline{\mathbf{A}}=\left[\mathbf{A}_{0}, \mathbf{A}_{1}, \ldots, \mathbf{A}_{L}\right], \quad \overline{\mathbf{B}}=\left[\mathbf{B}_{0}, \mathbf{B}_{1}, \ldots, \mathbf{B}_{L}\right], \tag{9.162}
\end{equation*}
$$

we can describe demixing system shown in Fig. 9.7] in the following matrix form

$$
\begin{align*}
\mathbf{u}(k) & =\sum_{p=0}^{L} \mathbf{A}_{p} \mathbf{x}(k+p)=\overline{\mathbf{A}} \boldsymbol{\mathcal { X }}(k)  \tag{9.163}\\
\mathbf{y}(k) & =\sum_{p=0}^{L} \mathbf{B}_{p} \mathbf{u}(k-p)=\overline{\mathbf{B}} \boldsymbol{\mathcal { U }}(k) \tag{9.164}
\end{align*}
$$

The natural gradient algorithm (9.153) can be reformulated in the batch matrix form as [1356, 1369]

$$
\begin{equation*}
\Delta \overline{\mathbf{B}}(l+1)=\eta \mathcal{F}(l) \overline{\mathbf{B}}(l) \tag{9.165}
\end{equation*}
$$

where the matrix $\mathcal{F}(l)$ is defined as

$$
\mathcal{F}(l)=\left[\begin{array}{ccccc}
\boldsymbol{F}_{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}  \tag{9.166}\\
\boldsymbol{F}_{1} & \boldsymbol{F}_{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\boldsymbol{F}_{2} & \boldsymbol{F}_{1} & \boldsymbol{F}_{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\boldsymbol{F}_{L} & \boldsymbol{F}_{L-1} & \boldsymbol{F}_{L-2} & \cdots & \boldsymbol{F}_{0}
\end{array}\right]
$$

and the sub-matrices $\boldsymbol{F}_{p}$ are estimated by

$$
\begin{equation*}
\boldsymbol{F}_{p}(l)=\delta_{0 p} \mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\rangle, \quad(p=0,1, \ldots, L) \tag{9.167}
\end{equation*}
$$

Similarly, we can formulate the batch natural gradient algorithm for the non causal filter parameters as 1356, 1369]

$$
\begin{equation*}
\Delta \overline{\mathbf{A}}(l+1)=\eta \mathcal{L}(l) \overline{\mathbf{A}}(l) \tag{9.168}
\end{equation*}
$$

where the matrix $\mathcal{C}(l)$ is defined as

$$
\mathcal{C}(l)=\left[\begin{array}{ccccc}
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}  \tag{9.169}\\
\boldsymbol{C}_{1} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\boldsymbol{C}_{2} & \boldsymbol{C}_{1} & \mathbf{0} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\boldsymbol{C}_{l} & \boldsymbol{C}_{L-1} & \boldsymbol{C}_{L-2} & \cdots & \mathbf{0}
\end{array}\right]
$$

with the sub-matrices $\boldsymbol{C}_{p}$ evaluated as

$$
\begin{equation*}
\boldsymbol{C}_{p}(l)=-\sum_{q=0}^{L}\left\langle\mathbf{B}_{q}^{T}(l) \mathbf{f}(\mathbf{y}(k)) \mathbf{u}^{T}(k-q+p)\right\rangle, \quad(p=1,2, \ldots, L) \tag{9.170}
\end{equation*}
$$

and $\mathbf{A}_{0}=\mathbf{I}$.
Computer simulations show that the natural gradient algorithm has much better convergence properties and performance than the ordinary gradient algorithm (9.158).

### 9.7 COMPUTER SIMULATIONS EXPERIMENTS

In this section, we present some illustrative examples of computer simulations to demonstrate the validity and effectiveness of the natural gradient algorithms for SIMO and MIMO blind deconvolution/equalization problems.

Example 9.2 Let us consider a simple SIMO equalization model of Fig 9.2 (a) with $m=2$ and non-minimum phase transfer functions of order 7 which are assumed to be completely unknown (see Fig 9.9 (a)). Applying the NG algorithm (9.28) with nonlinearities $g_{( }(y)=$ $\operatorname{sign}(y) y^{2}$, after 1000 iterations, we obtain the filter coefficients as is illustrated in Fig 9.9 (a). It is clearly seen that the global system achieves equalization, although each single channel is not able to do this (see Fig 9.9 (b) and (c)).

### 9.7.1 The Natural Gradient Algorithm vs. the Ordinary Gradient Algorithm

A large number of computer simulations have been performed to compare the performance of the natural gradient learning algorithm (9.132) with the ordinary gradient algorithm for the multichannel blind deconvolution. To evaluate the performance of the proposed learning algorithms, we employ the criterion of multichannel inter-symbol interference ( $M_{I S I}$ ), defined as 617]

$$
\begin{align*}
M_{I S I} & =\sum_{i=1}^{n} \frac{\left|\sum_{j} \sum_{p}\right| g_{i j p}\left|-\max _{p, j}\right| g_{i j p} \mid}{\max _{p, j}\left|g_{i j p}\right|} \\
& +\sum_{j=1}^{n} \frac{\left|\sum_{i} \sum_{p}\right| g_{i j p}\left|-\max _{p, i}\right| g_{i j p} \mid}{\max _{p, i}\left|g_{i j p}\right|} \tag{9.171}
\end{align*}
$$

It is easy to show that $M_{I S I}=0$ if and only if $\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)$ is of the form $G(z)=$ $\mathbf{P D}_{0}(z)$ where $\mathbf{P}$ is any permutation matrix and $\mathbf{D}_{0}(z)=\operatorname{diag}\left\{z^{-\Delta_{1}}, z^{-\Delta_{2}}, \ldots, z^{-\Delta_{n}}\right\}$. We evaluate the performance of the algorithms by using the ensemble average approach, that is, in each trial we obtain a time sequence of $M_{I S I}$, and then we take the average of the ISI performance to evaluate the performance of algorithms.

The mixing model used for computer simulations is the multichannel ARMA model

$$
\begin{equation*}
\mathbf{x}(k)=-\sum_{p=1}^{M} \widehat{\mathbf{H}}_{p} \mathbf{x}(k-p)+\sum_{p=0}^{L} \mathbf{H}_{p} \mathbf{s}(k-p)+\boldsymbol{\nu}(k) \tag{9.172}
\end{equation*}
$$

where $\mathbf{x}, \mathrm{s}$ and $\boldsymbol{\nu} \in \mathbb{R}^{3}$.
Example 9.3 For simplicity, we assume here that $m=n=3$, and thus the matrices $\widehat{\mathbf{H}}_{i} \in \mathbb{R}^{3 \times 3}$ and $\mathbf{H}_{i} \in \mathbb{R}^{3 \times 3}$ They are randomly chosen such that the mixing system is stable and of minimum phase. The source signals $\mathbf{s}$ are randomly generated as i.i.d. signals uniformly distributed in the range ( $-1,1$ ), and $\boldsymbol{\nu}$ are the Gaussian noises with zero-mean and a covariance matrix 0.1I. The nonlinear activation function is chosen to be $f_{i}\left(y_{i}\right)=y_{i}^{3}$ for any $i$. We employ an AR model of order $L=20$ as a mixing system, which can be
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Fig. 9.9 Simulation results of two channel blind deconvolution for SIMO system in Example 9.2 (a) Parameters of mixing filters ( $\left.H_{1}(z), H_{2}(z)\right)$ and estimated parameters of adaptive deconvoluting filters $\left(W_{1}(z), W_{2}(z)\right),(\mathrm{b})$ coefficients of global sub-channels $\left(G_{1}(z)=W_{1}(z) H_{1}(z), G_{2}(z)=W_{2}(z) H_{2}(z)\right)$, (c) parameters of global system $\left(G(z)=G_{1}(z)+G_{2}(z)\right)$.
exactly inverted by an FIR filter. A large number of simulations show that the natural gradient learning algorithm can easily and relatively quickly recover source signals in the sense of $\mathbf{W}(z) \mathbf{H}(z)=\mathbf{P} \mathbf{D}_{0}(z)$. Fig 9.10 illustrates typical (100 trial ensemble average) $M_{I S I}$ performances of the natural gradient learning algorithm and the ordinary gradient learning algorithm. It is observed that the natural gradient algorithm usually needs less than 3000 iterations to obtain satisfactory results, while the ordinary gradient algorithm needs


Fig. 9.10 Typical performance index $M_{I S I}$ of the natural gradient algorithm for multichannel blind deconvolution in comparison with the standard gradient algorithm [1369.
more than 20000 for the same problem. Fig 9.11 illustrates the distribution of coefficients of global transfer function $\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)$ at the initial state (Fig 9.11 (a)) and after 3000 iterations ( $\operatorname{Fig} 9.11(b))$, respectively, where the $(i, j)$ th sub-figure plots the coefficients of the transfer function $G_{i j}(z)=\sum_{p=0}^{\infty} g_{i j p} z^{-p}$ up to length of 80 . The corresponding $M_{I S I}$ performance is similar to the one given in the previous example.

### 9.7.2 Information Back-propagation Example

In the previous example, we assumed a minimum phase mixing system (i.e., all zeros and poles of the transfer functions are located inside the unit circle). However, in practice many systems are non-minimum phase dynamical systems whose transfer functions have zeros outside and inside the unit circle. In such a case, we can use a cascade of two FIR filters (see Fig 9.12). In this example sensor signals are produced by the multichannel ARMA model (9.172), of which the matrices are chosen such that the mixing system is stable and non-minimum phase.

It is easy to prove that the system is stable and non-minimum phase. The location of zeros and poles of the mixing system are plotted in Fig. 9.12. In order to estimate source signals, the learning algorithms (9.132) and (9.168) have been employed to estimate parameters of the demixing model. Fig 9.13 (a) and (b) illustrate the distribution of coefficients of the global transfer function $\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)$ at the initial state and after 3000 iterations respectively, where the $(i, j)$ th sub-figure plots the coefficients of the transfer function $G_{i j}(z)=\sum_{p=0}^{\infty} g_{i j p} z^{-p}$ up to length of 80.
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Fig. 9.11 The parameters of $\mathbf{G}(z)$ of the causal system in Example 9.3 (a) The initial state, (b) after 3000 iterations [1368, 1374].

## Appendix A. Lie Group and Riemannian Metric on FIR Manifold

In this Appendix, we discuss geometrical structures on the manifold of FIR filters $\mathbf{B}(z)$ [1369, 1375]. In the following discussion, we denote by $\mathcal{M}(L)$ the subset of $\mathcal{M}(L, 0)$ having the constraint that $\mathbf{B}_{0}$ is nonsingular. Firstly, we introduce the Lie group and the Rieman-


Fig. 9.12 Zeros and poles distributions of the mixing ARMA model in Example 9.4.
nian structure on the manifold of FIR filters. Using the isometric property of Lie groups, we derive the natural gradient for any cost function defined on the manifold $\mathcal{M}(L)$.

## A.0.1 Lie Group

In the manifold $\mathcal{M}(L)$, the Lie group has two basic operations: Multiplication $\circledast$ and inverse $\dagger$, which are defined as follows. For $\mathbf{B}(z), \mathbf{C}(z) \in \mathcal{M}(L)$ :

$$
\begin{align*}
\mathbf{B}(z) \circledast \mathbf{C}(z) & =\sum_{p=0}^{L} \sum_{q=0}^{p} \mathbf{B}_{q} \mathbf{C}_{(p-q)} z^{-p}  \tag{A.1}\\
\mathbf{B}^{\dagger}(z) & =\sum_{p=0}^{L} \mathbf{B}_{p}^{\dagger} z^{-p} \tag{A.2}
\end{align*}
$$

where $\mathbf{B}_{p}^{\dagger}$ is recursively defined by

$$
\begin{align*}
& \mathbf{B}_{0}^{\dagger}=\mathbf{B}_{0}^{-1}, \quad \mathbf{B}_{1}^{\dagger}=-\mathbf{B}_{0}^{\dagger} \mathbf{B}_{1}  \tag{A.3}\\
& \mathbf{B}_{p}^{\dagger}=-\sum_{q=1}^{p} \mathbf{B}_{p-q}^{\dagger} \mathbf{B}_{q}, \quad(p=1,2, \ldots, L) \tag{A.4}
\end{align*}
$$

With these operations, both $\mathbf{B}(z) \circledast \mathbf{C}(z)$ and $\mathbf{B}^{\dagger}$ remain in the manifold $\mathcal{M}(L)$. It is easy to verify that the manifold $\mathcal{M}(L)$ with the above operations forms a Lie Group. The identity element is $\boldsymbol{E}(z)=\mathbf{I}$.

In the following discussion, we consider the global transfer function in the Lie group sense $\mathbf{G}(z)=\mathbf{W}(z) \circledast \mathbf{H}(z)$. Moreover, the Lie group possesses the following properties

1) Associative Law : $\quad \mathbf{A}(z) \circledast(\mathbf{B}(z) \circledast \mathbf{C}(z))=(\mathbf{A}(z) \circledast \mathbf{B}(z)) \circledast \mathbf{C}(z)$,
2) Inverse Property : $\quad \mathbf{B}(z) \circledast \mathbf{B}^{\dagger}(z)=\mathbf{B}^{\dagger}(z) \circledast \mathbf{B}(z)=\mathbf{I}$.


Fig. 9.13 The distribution of parameters of the global transfer function $\mathbf{G}(z)$ of non-causal system in Example 9.4, (a) The initial state, (b) after convergence [1369.

In fact, the Lie multiplication of $\mathbf{B}(z), \mathbf{C}(z) \in \mathcal{M}(L)$ is the truncated form of ordinary multiplication up to length $L$, that is

$$
\begin{equation*}
\mathbf{B}(z) \circledast \mathbf{C}(z)=[\mathbf{B}(z) \mathbf{C}(z)]_{L} \tag{A.6}
\end{equation*}
$$

where $[\mathbf{B}(z)]_{L}$ is such a truncation operator that any terms with orders higher than $L$ in the polynomial matrix $\mathbf{B}(z)$ are omitted.

## A.0.2 Riemannian Metric and Natural Gradient in the Lie Group Sense

The Lie Group has an important property that allows an invariant Riemannian metric (see Zhang et al. [1355, 1365] for more detail). Let $\mathcal{T}_{\mathbf{W}(z)}$ and $\mathbf{X}(z), \mathbf{Y}(z) \in \mathcal{T}_{\mathbf{W}(z)}$ be tangent vectors of the Lie group at $\mathbf{W}(z)$. In other words, for small $\varepsilon>0$, the terms $\mathbf{W}(z)+\varepsilon \mathbf{X}(z)$ and $\mathbf{W}(z)+\varepsilon \mathbf{Y}(z)$ represent deviations of $\mathbf{W}(z)$ in two different directions $\mathbf{X}(z)$ and $\mathbf{Y}(z)$. We introduce the inner product with respect to $\mathbf{W}(z)$ as $<\mathbf{X}(z), \mathbf{Y}(z)>_{\mathbf{W}(z)}$. Since $\mathcal{M}(L)$ is a Lie group, any $\mathbf{B}(z) \in \mathcal{M}(L)$ defines an onto-mapping: $\mathbf{W}(z) \rightarrow \mathbf{W}(z) \circledast \mathbf{B}(z)$. The multiplication transformation maps a tangent vector $\mathbf{X}(z)$ at $\mathbf{W}(z)$ to a tangent vector $\mathbf{X}(z) \circledast \mathbf{B}(z)$ at $\mathbf{W}(z) \circledast \mathbf{B}(z)$. Therefore, we can define a Riemannian metric on $\mathcal{M}(L)$, such that the right multiplication transformation is isometric, that is, it preserves the Riemannian metric on $\mathcal{M}(L)$. Explicitly, we write it as

$$
\begin{equation*}
<\mathbf{X}(z), \mathbf{Y}(z)>_{\mathbf{W}(z)}=<\mathbf{X}(z) \circledast \mathbf{B}(z), \mathbf{Y}(z) \circledast \mathbf{B}(z)>_{\mathbf{W}(z) \circledast \mathbf{B}(z)} \tag{A.7}
\end{equation*}
$$

If we define the inner product at the identity $\boldsymbol{E}(z)=1$ by

$$
\begin{align*}
<\mathbf{X}(z), \mathbf{Y}(z)>_{\mathbf{E}(z)} & =\sum_{p=0}^{L} \operatorname{tr}\left(\mathbf{X}_{p} \mathbf{Y}_{p}^{T}\right) \\
& =\frac{1}{2 \pi j} \oint \operatorname{tr}\left[\mathbf{X}\left(z^{-1}\right) \mathbf{Y}^{T}(z)\right] z^{-1} d z \tag{A.8}
\end{align*}
$$

then $<\mathbf{X}(z), \mathbf{Y}(z)>_{\mathbf{W}(z)}$ is automatically induced by

$$
\begin{equation*}
<\mathbf{X}(z), \mathbf{Y}(z)>_{\mathbf{W}(z)}=<\mathbf{X}(z) \circledast \mathbf{W}(z)^{\dagger}, \mathbf{Y}(z) \circledast \mathbf{W}(z)^{\dagger}>_{\mathbf{E}(z)} \tag{A.9}
\end{equation*}
$$

For a loss function $\rho(\mathbf{W}(z))$ defined on the Riemannian manifold $\mathcal{M}(L)$, the natural gradient $\tilde{\nabla} \rho(\mathbf{W}(z))$ is the steepest descent direction of the cost function $\rho(\mathbf{W}(z))$ as measured by the Riemannian metric on $\mathcal{M}(L)$, which is the contravariant form of partial derivatives (ordinary gradient)

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{W}(z)}=\sum_{p=0}^{L} \frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{W}_{p}} z^{-p} \tag{A.10}
\end{equation*}
$$

where $\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{W}_{p}}=\left[\frac{\partial \rho(\mathbf{W})}{\partial w_{p i j}}\right]_{n \times n}$. We introduce the following notation for the natural gradient of the cost function $\rho(\mathbf{W}(z))$

$$
\begin{equation*}
\tilde{\nabla} \rho(\mathbf{W}(z))=\sum_{p=0}^{L} \tilde{\partial}_{p} \rho(\mathbf{W}(z)) z^{-p} \tag{A.11}
\end{equation*}
$$

From definitions (A.8)-(A.9), we have

$$
\begin{align*}
\langle\mathbf{X}(z), \nabla \rho(\mathbf{W}(z))\rangle_{\boldsymbol{E}} & =\left\langle\mathbf{X}(z) \circledast \mathbf{W}(z)^{\dagger}, \tilde{\nabla} \rho(\mathbf{W}(z)) \circledast \mathbf{W}(z)^{\dagger}\right\rangle_{\boldsymbol{E}(z)} \\
& =\sum_{k=0}^{L} \operatorname{tr}\left(\sum_{p=0}^{k} \mathbf{X}_{p} \mathbf{W}_{k-p}^{\dagger}\left(\sum_{q=0}^{k} \tilde{\partial}_{q} \rho \mathbf{W}_{k-q}^{\dagger}\right)^{T}\right) \\
& =\sum_{p=0}^{L} \operatorname{tr}\left(\mathbf{X}_{p} \sum_{k=p}^{L} \mathbf{W}_{k-p}^{\dagger}\left(\sum_{q=0}^{k} \tilde{\partial}_{q} \rho \mathbf{W}_{k-q}^{\dagger}\right)^{T}\right) \tag{A.12}
\end{align*}
$$

for any $\mathbf{X}(z)$ in $T \mathcal{M}_{\mathbf{W}(z)}$. This induces the following relation

$$
\begin{equation*}
\partial_{p} \rho=\sum_{k=p}^{L} \sum_{q=0}^{k} \tilde{\partial}_{q} l \mathbf{W}_{k-q}^{\dagger} \mathbf{W}_{k-p}^{\dagger T} \tag{A.13}
\end{equation*}
$$

On the other hand, if we take the new differential variables

$$
\begin{equation*}
d \mathbf{X}(z)=d \mathbf{W}(z) \circledast \mathbf{W}^{\dagger}(z) \tag{A.14}
\end{equation*}
$$

which are nonholonomic, we have

$$
\begin{equation*}
\partial_{p} \rho=\sum_{k=p}^{L} \frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}_{k}} \mathbf{W}_{k-p}^{\dagger T} \tag{A.15}
\end{equation*}
$$

Comparing equations ( $\widehat{\mathrm{A} .13)}$ and (A.15) leads to the following relationship

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}_{k}}=\sum_{q=0}^{k} \tilde{\partial}_{q} l \mathbf{W}_{k-q}^{\dagger} \tag{A.16}
\end{equation*}
$$

or writing it in operator form, we have

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)}=\tilde{\nabla} \rho(\mathbf{W}(z)) \circledast \mathbf{W}^{\dagger}(z) \tag{A.17}
\end{equation*}
$$

According to the definition of the inverse operation in the Lie group, we have

$$
\begin{equation*}
\tilde{\nabla} \rho(\mathbf{W}(z))=\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)} \circledast \mathbf{W}(z) \tag{A.18}
\end{equation*}
$$

where $\mathbf{X}(z)$ is a nonholonomic base, which is defined by

$$
\begin{equation*}
d \mathbf{X}(z)=d \mathbf{W}(z) \circledast \mathbf{W}^{\dagger}(z)=\left[d \mathbf{W}(z) \mathbf{W}^{-1}(z)\right]_{L} \tag{A.19}
\end{equation*}
$$

It should be noted that $d \mathbf{X}(z)=\left[d \mathbf{W}(z) \mathbf{W}^{-1}(z)\right]_{L}$ is a nonholonomic basis, which has a definite geometrical meaning and proves to be useful in blind separation algorithms [30].

## Appendix B. Properties and Stability Conditions for the Equivariant Algorithm

## B.0.1 Proof of Fundamental Properties and Stability Analysis of Equivariant NG Algorithm (9.126)

The learning algorithm (9.126) in the Lie group form may be written as

$$
\begin{equation*}
\Delta \mathbf{W}(z)=-\eta \frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)} \circledast \mathbf{W}(z) \tag{B.1}
\end{equation*}
$$

Multiplying both sides by the mixing filter $\mathbf{H}(z)$ in the Lie group sense and using the associative law of the Lie group, we have

$$
\begin{equation*}
\Delta \mathbf{G}(z)=-\eta \frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)} \circledast \mathbf{G}(z) \tag{B.2}
\end{equation*}
$$

where $\mathbf{G}(z)=\mathbf{W}(z) \circledast \mathbf{H}(z)$. From equation (9.125), we know that $\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)}$ is formally independent of the mixing channel $\mathbf{H}(z)$. This infers that the learning algorithm (9.126) is equivariant.

Another important property of the learning algorithm (9.128) is that it keeps the nonsingularity of $\mathbf{W}_{0}$ if the initial $\mathbf{W}_{0}$ is nonsingular [1368]. In fact, if we denote the inner product of two matrices by $<\mathbf{A}, \mathbf{B}>=\operatorname{tr}\left(\mathbf{A}^{T} \mathbf{B}\right)$, we can easily calculate the derivative of the determinant $\left|\mathbf{W}_{0}\right|$ in the following way

$$
\begin{align*}
\frac{d\left|\mathbf{W}_{0}\right|}{d t} & =\left\langle\frac{\partial\left|\mathbf{W}_{0}\right|}{\partial \mathbf{W}_{0}}, \frac{d \mathbf{W}_{0}}{d t}\right\rangle=\langle | \mathbf{W}_{0}\left|\mathbf{W}_{0}^{-T}, \frac{d \mathbf{W}_{0}}{d t}\right\rangle  \tag{B.3}\\
& \left.=\operatorname{tr}\left(\left|\mathbf{W}_{0}\right| \mathbf{W}_{0}^{-1}\left(\mathbf{I}-\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}(k)\right) \mathbf{W}_{0}\right)=\operatorname{tr}\left(\mathbf{I}-\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}(k)\right)\left|\mathbf{W}_{0}\right|\right) \tag{B.4}
\end{align*}
$$

This equation results in

$$
\begin{equation*}
\left|\mathbf{W}_{0}(t)\right|=\left|\mathbf{W}_{0}(0)\right| \exp \left(\int_{0}^{t} \operatorname{tr}\left(\mathbf{I}-\mathbf{f}(\mathbf{y}(\tau)) \mathbf{y}^{T}(\tau)\right) d \tau\right) \tag{B.5}
\end{equation*}
$$

Therefore, the matrix $\mathbf{W}_{0}(t)$ is nonsingular if the initial matrix $\mathbf{W}_{0}(0)$ is nonsingular. This means that the learning algorithm (9.126) keeps the filter $\mathbf{W}(z)$ on the manifold $\mathcal{M}(L)$ if the initial filter is on the manifold.

It is easily observed that separated signals $\mathbf{y}(k)$ can achieve the highest possible mutual independence if the nonlinear activation functions $\mathbf{f}(\mathbf{y})$ are suitably chosen. If the mixing model is simplified into the instantaneous mixture, the learning algorithm (9.126) is the same as the one discussed in Chapter 6 33].

## B.0.2 Stability Analysis of the Learning Algorithm

Since the learning algorithm for updating $\mathbf{W}_{p},(p=0,1, \ldots, L)$, is a linear combination of $\mathbf{X}_{p}$, the stability of the learning algorithm for $\mathbf{X}_{p}$ implies the stability of the learning algorithm (9.126). In order to analyze the stability of the learning algorithm, we suppose
that the separating signals $\mathbf{y}=\left[y_{1}, y_{2}, \ldots, y_{n}\right]^{T}$ are not only spatially mutually independent but temporally identically and independently distributed for each component (i.e., independent for different components). Now consider the continuous-time learning algorithm for updating $\mathbf{X}_{p}$ :

$$
\begin{equation*}
\frac{d \mathbf{X}_{p}}{d t}=\eta\left(\delta_{0, p} \mathbf{I}-\left\langle\mathbf{f}\left(\mathbf{y}(t) \mathbf{y}^{T}(t-p)\right)\right\rangle, \quad(p=0,1, \ldots, L)\right. \tag{B.6}
\end{equation*}
$$

To analyze the asymptotic properties of the learning algorithm, we take the expectation in equation ( $\overline{\mathrm{B} .6}$ )

$$
\begin{equation*}
\frac{d \mathbf{X}_{p}}{d t}=\eta\left(\delta_{0, p} \mathbf{I}-E\left\{\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}(t-p)\right\}\right), \quad(p=0,1, \ldots, L) \tag{B.7}
\end{equation*}
$$

Taking a variation $\delta \mathbf{X}_{p}$ on $\mathbf{X}_{p}$, we have

$$
\begin{equation*}
\frac{d \delta \mathbf{X}_{p}}{d t}=-\eta E\left\{\mathbf{f}^{\prime}(\mathbf{y}) \delta \mathbf{y} \mathbf{y}^{T}(t-p)+\mathbf{f}(\mathbf{y}(t)) \delta \mathbf{y}^{T}(t-p)\right\}, \quad(p=0,1,2, \ldots, L) \tag{B.8}
\end{equation*}
$$

where $\delta \mathbf{y}(k-p)=[\delta \mathbf{W}(z)] \mathbf{u}(k-p)=[\delta \mathbf{X}(z)] \mathbf{y}(k-p)=\sum_{j=0}^{\infty} \delta \mathbf{X}_{p} \mathbf{y}(k-p-j)$. Using the mutual independence and i.i.d. properties of signals $\mathbf{y}_{i}$ and the normalized condition (9.136), we deduce that

$$
\begin{align*}
\frac{d \delta \mathbf{f} X_{0}}{d t} & =-\eta\left(E\left\{\left(\mathbf{f}^{\prime}(\mathbf{y}) \delta \mathbf{X}_{0} \mathbf{y}\right) \mathbf{y}^{T}\right\}+\delta \mathbf{X}_{0}^{T}\right)  \tag{B.9}\\
\frac{d \delta \mathbf{X}_{p}}{d t} & =-\eta\left(E\left\{\left(\mathbf{f}^{\prime}(\mathbf{y}) \delta \mathbf{X}_{p} \mathbf{y}(t-p) \mathbf{y}(t-p)^{T}\right\}\right), \quad p=1,2, \ldots, L\right. \tag{B.10}
\end{align*}
$$

Then the stability conditions for $(\overline{\mathrm{B} .9})-(\overline{\mathrm{B} .10})$ are

$$
\begin{array}{rll}
m_{i}+1 & >0, & (i=1,2, \ldots, n), \\
\kappa_{i} & >0, & (i=1,2, \ldots, n) \\
\kappa_{i} \kappa_{j} \sigma_{i}^{2} \sigma_{j}^{2} & >1, & (i, j=1,2, \ldots, n), \tag{B.13}
\end{array}
$$

where $m_{i}=E\left\{f^{\prime}\left(y_{i}\right) y_{i}^{2}\right\}, \kappa_{i}=E\left\{f_{i}^{\prime}\left(y_{i}\right)\right\}, \sigma_{i}^{2}=E\left\{\left|y_{i}\right|^{2}\right\}, i=1,2, \ldots, n$. The conditions are identical to the ones derived by Amari et al. [29] for instantaneous blind source separation. It can be easily shown that the stability conditions are satisfied when one chooses, for example, the nonlinear activation function

$$
\begin{equation*}
f(y)=\left(|y|^{r-1}+\alpha|y|\right) \operatorname{sign}(y), \quad r>2,0<\alpha \ll 1 \tag{B.14}
\end{equation*}
$$

for sub-Gaussian signals (with negative kurtosis) and

$$
\begin{equation*}
f(y)=\tanh (\gamma y), \gamma>2 \tag{B.15}
\end{equation*}
$$

for super-Gaussian signals (with positive kurtosis).

## 10

## Estimating Functions and Superefficiency for ICA and Deconvolution

Climb mountains to see lowlands.

We have so far studied a rather great number of algorithms for BSS, ICA and MBD. Some are on-line and some are in the batch mode, although most online algorithms can easily be converted to the batch mode by taking the average. Some algorithms extract all the components in parallel, while some do one by one sequentially. Intermediate algorithms extract several components in parallel. The present chapter searches for a unified viewpoint to explain most of these algorithms from the statistical point of view.

The present chapter introduces the method of estimating functions to elucidate the common structures in most of the existing algorithms. We use information geometry for this purpose, and define estimating functions in semiparametric statistical models which include unknown functions as parameters [24, 1358. Differences in most existing algorithms are only in the choices of estimating functions.

We then give error analysis and stability analysis in terms of estimating functions. This makes it possible to design various adaptive methods for choosing unknown parameters included in estimating functions, which control accuracy and stability. The Newton method is automatically derived by the standardized estimating functions.

First the standard BSS/ICA problem is formulated in the framework of the semiparametric model and a family of estimating functions.

Furthermore, the present chapter will discuss and extend further convergence and efficiency of the batch estimator and natural gradient learning for blind separation/deconvolution via the semiparametric statistical model and estimating functions and standardized estimat-
ing functions derived by using efficient score functions elucidated recently by Amari et al. [24, 28, 40, 41] and Zhang et al. [1358, 1368, 1372]. We present the geometrical properties of the manifold of the FIR filters based on the Lie group structure and formulate the multichannel blind deconvolution problem within the framework of the semiparametric model deriving a family of estimating functions for blind deconvolution. We then analyze the efficiency of the batch estimator based on estimating function - obtaining its convergence rate. Finally, we show that both batch learning and natural gradient learning are superefficient under given nonsingular conditions.

### 10.1 ESTIMATING FUNCTIONS FOR STANDARD ICA

### 10.1.1 What is Estimating Function?

We begin with the simplest mixture model

$$
\begin{equation*}
\boldsymbol{x}(k)=\boldsymbol{H} \boldsymbol{s}(k)+\boldsymbol{\nu}(k), \tag{10.1}
\end{equation*}
$$

where $\boldsymbol{H}$ is an $m \times n$ unknown full rank mixing matrix. Here, $s_{i}$ and $s_{j}$ are independent, but each signal may have temporal correlations. We assume, for the moment $m=n$, and that the noise vector $\boldsymbol{\nu}$ is negligibly small. Let $\boldsymbol{W}$ be an $n \times n$ matrix, which is a candidate of the separating matrix,

$$
\begin{equation*}
\boldsymbol{y}(k)=\boldsymbol{W} \boldsymbol{x}(k) \tag{10.2}
\end{equation*}
$$

such that $y_{i}(k), i=1,2, \ldots, n$, are original independent random source signals, or their rescaled and permuted version. An on-line learning method uses a candidate matrix $\boldsymbol{W}(k)$ at discrete-time $k$, and calculates $\boldsymbol{y}(k)=\boldsymbol{W}(k) \boldsymbol{x}(k)$, which is an approximation of the original independent source signals. The candidate is then updated by

$$
\begin{equation*}
\boldsymbol{W}(k+1)=\boldsymbol{W}(k)+\eta \boldsymbol{F}(\boldsymbol{x}(k), \boldsymbol{W}(k)), \tag{10.3}
\end{equation*}
$$

where $\eta$ is a learning constant (which may depend on $k$ ) and $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}) \in \mathbb{R}^{n \times n}$ is a matrixvalued function, such that $\boldsymbol{W}(k)$ converges to the true solution. Usually, $\boldsymbol{F}$ depends on $\boldsymbol{x}$ through $\boldsymbol{y}=\boldsymbol{W} \boldsymbol{x}$, and is in the form of $\tilde{\boldsymbol{F}}(\boldsymbol{y}) \boldsymbol{W}$, as is the case with the natural gradient.

There have been proposed various $\boldsymbol{F}$, which are derived in many cases (but not in all cases) as the gradients of cost functions to be minimized. The cost functions are, for example, higher-order cumulants, entropy, negative log likelihood and others. In many cases, algorithms include free parameters, sometimes free functions, to be chosen adequately or to be determined adaptively. Since the probability density functions of the source signals are usually unknown, there is no way to avoid such parameters.

There are conditions which the function $\boldsymbol{F}$ should satisfy for an algorithm to converge to the true solution. The true $\boldsymbol{W}$ should be an equilibrium of dynamics (10.3). Since this is a stochastic difference equation, it is more convenient to use its continuous time version for mathematical analysis,

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{W}(t)=\mu \boldsymbol{F}[\boldsymbol{x}(t), \boldsymbol{W}(t)] \tag{10.4}
\end{equation*}
$$

Since $\boldsymbol{x}(t)$ is a stochastic process, its expected version is written as

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{W}(t)=\mu E\{\boldsymbol{F}[\boldsymbol{x}(t), \boldsymbol{W}(t)]\} \tag{10.5}
\end{equation*}
$$

The condition that the true solution $\boldsymbol{W}$ is an equilibrium of $(10.5)$ is given by

$$
\begin{equation*}
E\{\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})\}=\mathbf{0} \tag{10.6}
\end{equation*}
$$

where the expectation is taken over $\boldsymbol{x}=\boldsymbol{H} \boldsymbol{s}$, except for indeterminacy due to permutations and rescaling.

A function $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ satisfying (10.6) for the true (desired) $\boldsymbol{W}$, and $E\left\{\boldsymbol{F}\left(\boldsymbol{x}, \boldsymbol{W}^{\prime}\right)\right\} \neq \mathbf{0}$ for false $\boldsymbol{W}^{\prime}$, is called the estimating function. This is defined in relation to a semiparametric statistical model, as is shown in the next section.

### 10.1.2 Semiparametric Statistical Model

We formulate the problem in the statistical framework. Let $r_{i}\left(s_{i}\right)$ be the true probability density function of $s_{i}$. The joint probability density of $s$ is written as

$$
\begin{equation*}
r(\boldsymbol{s})=\prod_{i=1}^{n} r_{i}\left(s_{i}\right) \tag{10.7}
\end{equation*}
$$

since they are independent. The observation vector $\boldsymbol{x}$ is a linear function of $\boldsymbol{s}$, so that its probability density function is given in terms of $\boldsymbol{W}=\boldsymbol{H}^{-1}$ by

$$
\begin{equation*}
p_{X}(\boldsymbol{x} ; \boldsymbol{W}, r)=\operatorname{det}|\boldsymbol{W}| r(\boldsymbol{W} \boldsymbol{x}) \tag{10.8}
\end{equation*}
$$

Since we do not know $r$ except that it is a product from (10.7), the probability model (10.8) of $\boldsymbol{x}$ includes two parameters, $\boldsymbol{W}$ called the "parameter of interest" which we want to estimate, and the unknown function $\mathbf{r}=r_{1} \cdots r_{n}$ called the "nuisance parameter (function)" which we do not care. Such a statistical model including an infinite or functional degree of freedom of nuisance parameters is called a semiparametric model. It is in general a difficult problem to estimate the parameter of interest, because of the existence of unknown functions.

A method of estimating functions has been developed for estimation in semiparametric statistical models in the framework of information geometry (Amari and Kawanabe [40, 41]; see also Amari [21, Amari and Nagaoka [42] as for information geometry).

The advantage of using the semiparametric approach is that we do not need to estimate the nuisance parameters: the probability density functions of source signals in blind separation and deconvolution problems. It is inferred from the theory of estimating functions that the batch estimator of the estimating equation converges to the true solution as the number of observed data tends to infinity.

An estimating function in the present case is a matrix-valued function $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})=$ [ $\left.F_{a b}(\boldsymbol{x}, \boldsymbol{W})\right]$ of $\boldsymbol{x}$ and $\boldsymbol{W}$ not including the nuisance parameter $r$, that satisfies

$$
\begin{align*}
& \text { 1) } \quad E_{\mathbf{W}, r}\left\{\boldsymbol{F}\left(\boldsymbol{x}, \boldsymbol{W}^{\prime}\right)\right\}=\mathbf{0}, \quad \text { when } \boldsymbol{W}^{\prime}=\boldsymbol{W}  \tag{10.9}\\
& 2)  \tag{10.10}\\
& E_{\mathbf{W}, r}\left\{\boldsymbol{F}\left(\boldsymbol{x}, \boldsymbol{W}^{\prime}\right)\right\} \neq \mathbf{0}, \quad \text { when } \boldsymbol{W}^{\prime} \neq \boldsymbol{W}
\end{align*}
$$

where $E_{\mathbf{W}, r}$ denotes expectation with respect to the probability distribution given by (10.8). It is required that (10.9) holds for all $r$ of the form (10.7). Here, suffices $a, b, c, \cdots$ represent components of the original source signals or recovered signals, $s$ or $\boldsymbol{y}$. Sometimes, we require a milder condition that we require that

$$
\begin{equation*}
\text { 2) } \mathcal{K}=E_{\mathbf{W}, r}\left\{\frac{\partial}{\partial \boldsymbol{W}} \boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})\right\} \tag{10.11}
\end{equation*}
$$

is non-degenerate. That is, condition 2 holds only locally. It should be noted that $\mathcal{K}$ is a matrix-by-matrix linear operator that maps a matrix to a matrix. The components of $\mathcal{K}$ are

$$
\begin{equation*}
\mathcal{K}_{a b, i j}=E_{\mathbf{W}, r}\left\{\frac{\partial}{\partial W_{i j}} F_{a b}(\boldsymbol{x}, \boldsymbol{W})\right\} \tag{10.12}
\end{equation*}
$$

where $W_{i j}$ denote elements of $\boldsymbol{W}$, and suffices $i, j, a, b$, etc. representing components of observed signals $\boldsymbol{x}$. It is convenient to use capital indices $A, B, \cdots$ to represent a pair $(a, b)$, $(i, j)$ and so on of indices. Then, for $A=(a, b), B=(c, i), \mathcal{K}$ has a matrix representation $\mathcal{K}=\left[\mathcal{K}_{A B}\right]$ that operates on $\left(W_{B}\right)=\left(W_{i j}\right)$ as

$$
\begin{equation*}
\mathcal{K} \boldsymbol{W}=\sum_{B} \mathcal{K}_{A B} W_{B}=\sum_{i, j} \mathcal{K}_{a b, i j} W_{i j} \tag{10.13}
\end{equation*}
$$

The inverse of $\mathcal{K}$ is defined by the inverse matrix of $\mathcal{K}=\left[\mathcal{K}_{A B}\right]$.
Given an estimating function $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$, a batch estimator $\boldsymbol{W}$ for observed data $\boldsymbol{x}(1), \ldots$, $\boldsymbol{x}(N)$, is given by the estimating equation

$$
\begin{equation*}
\sum_{k=1}^{N} \boldsymbol{F}\{\boldsymbol{x}(k), \boldsymbol{W}\}=\mathbf{0} \tag{10.14}
\end{equation*}
$$

This is derived by replacing the expectation in (10.9) by the empirical sum of observations. As well as the on-line learning algorithm is given by (10.3), the batch estimating equation works without making use of the unknown $r$. The problem is 1 ) if there exists an estimating function which works without knowing $r$, and 2) how to find a "good" estimating function $\boldsymbol{F}$ when there are many.

### 10.1.3 Admissible Class of Estimating Functions

Algorithms proposed by Jutten and Herault [656]; Bell and Sejnowski [81]; Amari et al. [33]; Cardoso and Laheld [155; Oja and Kahrunen 915 etc. use various estimating functions found heuristically. There are good ones and bad ones. Estimating function $\boldsymbol{F}$ is better than $\boldsymbol{F}^{\prime}$, when the expected error of estimator $\hat{\boldsymbol{W}}$ derived by $\boldsymbol{F}$ is smaller than that by $\boldsymbol{F}^{\prime}$. However, it may happen that $\boldsymbol{F}$ is better than $\boldsymbol{F}^{\prime}$ when the true (unknown) distribution is $r(\boldsymbol{s})$ but $\boldsymbol{F}^{\prime}$ is better when it is $r^{\prime}(\boldsymbol{s})$. Hence, they are in general not comparable. A family of estimating functions is said to be admissible, when, given any estimating function, an equivalent or better estimating function can be found in the family. We may focus only on an admissible class of estimating functions. Moreover, this class includes the best estimator
in the sense that it satisfies the extended Cramér-Rao bound asymptotically (that is, the Fisher efficient estimator).

Amari and Cardoso [28] applied the information geometrical theory of estimating functions of Amari and Kawanabe [40, 41, and proved that estimating functions of the form

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})=\mathbf{I}-\boldsymbol{\varphi}(\boldsymbol{y}) \boldsymbol{y}^{T} \tag{10.15}
\end{equation*}
$$

or

$$
F_{i j}(\boldsymbol{x}, \boldsymbol{W})=\delta_{i j}-\varphi_{i}\left(y_{i}\right) y_{j}
$$

in component form, give a set of admissible estimating functions, where

$$
\begin{equation*}
\boldsymbol{\varphi}(\boldsymbol{y})=\left[\varphi_{1}\left(y_{1}\right), \varphi_{2}\left(y_{2}\right), \ldots, \varphi_{n}\left(y_{n}\right)\right]^{T} \tag{10.16}
\end{equation*}
$$

are arbitrary non-trivial functions $\varphi_{i}$. This is indeed an estimating function as is easily shown. When $\boldsymbol{W}$ is the true solution, $y_{j}$ and $y_{j}$ are independent. Therefore, whatever $r$ is,

$$
\begin{equation*}
E_{r, \mathbf{w}}\left\{\varphi_{i}\left(y_{i}\right) y_{j}\right\}=E\left\{\varphi_{i}\left(y_{i}\right)\right\} E\left\{y_{j}\right\}=0, \quad i \neq j \tag{10.17}
\end{equation*}
$$

However, when $\boldsymbol{W}$ is not the true solution, the above equation does not hold in general. For the diagonal terms, $i=j$, we have

$$
\begin{equation*}
E\left\{\varphi_{i}\left(y_{i}\right) y_{i}\right\}=1 \tag{10.18}
\end{equation*}
$$

which specifies the magnitude of the recovered signal $y_{i}$. Since the magnitude may be arbitrary, we may put the diagonal terms $F_{i i}$ arbitrarily, including the nonholonomic one where $F_{i i}=0$.

We give typical examples of estimating functions. Let

$$
\begin{equation*}
q(\boldsymbol{s})=\prod_{i=1}^{n} q_{i}\left(s_{i}\right) \tag{10.19}
\end{equation*}
$$

be a (misspecified) joint probability density function of $s$, which might be different from the true one

$$
r(\boldsymbol{s})=\prod_{i=1}^{n} r_{i}\left(s_{i}\right)
$$

The negative log likelihood of $\boldsymbol{x}$ derived therefrom is

$$
\begin{equation*}
\rho(\boldsymbol{x}, \boldsymbol{W})=-\operatorname{det}|\boldsymbol{W}|-\sum_{i=1}^{n} \log q_{i}\left(y_{i}\right) \tag{10.20}
\end{equation*}
$$

where $y_{i}$ is the $i$-th component of $\boldsymbol{y}=\boldsymbol{W} \boldsymbol{x}$, depending on both $\boldsymbol{x}$ and $\boldsymbol{W}$. The criterion of minimizing $\rho$ is interpreted as maximization of the entropy, or maximization of the likelihood. Let us put

$$
\begin{equation*}
\varphi_{i}\left(y_{i}\right)=-\frac{d}{d y_{i}} \log q_{i}\left(y_{i}\right) \tag{10.21}
\end{equation*}
$$

The gradient of $\rho$ gives an estimating function

$$
\begin{equation*}
\tilde{\boldsymbol{F}}(\boldsymbol{x}, \boldsymbol{W})=-\frac{\partial \rho(\boldsymbol{x}, \boldsymbol{W})}{\partial \boldsymbol{W}}=\boldsymbol{W}^{-T}-\boldsymbol{\varphi}(\boldsymbol{y}) \boldsymbol{x}^{T} \tag{10.22}
\end{equation*}
$$

We can prove that this $\tilde{\boldsymbol{F}}$ is an estimating function. However, when $\tilde{\boldsymbol{F}}$ is an estimating function,

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{y})=\tilde{\boldsymbol{F}}(\boldsymbol{x}, \boldsymbol{W}) \boldsymbol{W}^{T} \boldsymbol{W}=\left[\mathbf{I}-\boldsymbol{\varphi}(\boldsymbol{y}) \boldsymbol{y}^{T}\right] \boldsymbol{W} \tag{10.23}
\end{equation*}
$$

is also an estimating function. It is easy to prove that

$$
\begin{equation*}
E\{\boldsymbol{F}(\boldsymbol{y})\}=\mathbf{0} \tag{10.24}
\end{equation*}
$$

and

$$
\begin{equation*}
E\{\tilde{\boldsymbol{F}}(\boldsymbol{x}, \boldsymbol{W})\}=\mathbf{0} \tag{10.25}
\end{equation*}
$$

are equivalent.
When the true distributions are $r_{i}$, the best choice of $\varphi_{i}$ is

$$
\varphi_{a}(i)=-\frac{d}{d s} \log r_{i}(s)
$$

This gives the maximum likelihood estimator (Pham 965, 969]). However, even when we use a different $\varphi_{a}$, the estimating equation (10.14) gives a $\sqrt{N}$-consistent estimator, that is, the estimation error converges to 0 in probability in the order of $1 / \sqrt{N}$ as $N$ goes to infinity, when $N$ is the number of observations. It is easy to show that similar estimating functions are derived from the criterion of maximizing higher-order cumulants and others. The algorithms given by Cardoso, Jutten-Herault, Karhunen-Oja etc. use respective estimating functions [145, 283, 656, 676, 595].

We have shown that $\tilde{\boldsymbol{F}}(\boldsymbol{x}, \boldsymbol{W})$ and $\boldsymbol{F}(\boldsymbol{y})$ are equivalent estimating functions, because they are linearly related and their estimating equations give the same solution. More generally, let $\boldsymbol{\mathcal { R }}(\boldsymbol{W})$ be an arbitrary nonsingular linear operator acting on matrices. When $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ is an estimating function matrix, $\mathcal{R}(\boldsymbol{W}) \boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ is also an estimating function matrix, because

$$
\begin{equation*}
E_{\mathbf{W}, r}\{\boldsymbol{\mathcal { R }}(\boldsymbol{W}) \boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})\}=\boldsymbol{\mathcal { R }}(\boldsymbol{W}) E_{\mathbf{W}, r}\{\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})\}=\mathbf{0} \tag{10.26}
\end{equation*}
$$

Moreover, $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ and $\boldsymbol{\mathcal { R }}(\boldsymbol{W}) \boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ are equivalent in the sense that the derived batch estimators are exactly the same, because the two estimating equations

$$
\begin{align*}
& \sum_{k=1}^{N} \boldsymbol{F}[\boldsymbol{x}(k), \boldsymbol{W}]=\mathbf{0}  \tag{10.27}\\
& \sum_{k=1}^{N} \boldsymbol{\mathcal { R }}(\boldsymbol{W}) \boldsymbol{F}[\boldsymbol{x}(k), \boldsymbol{W}]=\mathbf{0} \tag{10.28}
\end{align*}
$$

give the same solution $\hat{\boldsymbol{W}}_{*}$ (neglecting the arbitrary scaling and permutation). This defines an equivalent class of estimating functions which are essentially the same for batch estimation.

However, two equivalent estimating functions $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ and $\boldsymbol{\mathcal { R }}(\boldsymbol{W}) \boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ give different dynamical properties in on-line learning. That is, the dynamical properties of on-line learning algorithms

$$
\begin{align*}
\boldsymbol{W}(k+1) & =\boldsymbol{W}(k)+\eta \boldsymbol{F}(\boldsymbol{x}(k), \boldsymbol{W}(k))  \tag{10.29}\\
\boldsymbol{W}(k+1) & =\boldsymbol{W}(k)+\eta \boldsymbol{\mathcal { R }}(\boldsymbol{W}(k)) \boldsymbol{F}(\boldsymbol{x}(k), \boldsymbol{W}(k)) \tag{10.30}
\end{align*}
$$

are completely different. Therefore, instead of the form (10.15), we need to consider an enlarged type of estimating function of the form $\boldsymbol{\mathcal { R }}(\boldsymbol{W}) \boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ to derive a good on-line estimator.

### 10.1.4 Stability of Estimating Functions

One of the important dynamical properties of on-line learning is the stability of the algorithm at the true solution $\boldsymbol{W}$, which is guaranteed to be an equilibrium of the dynamics by using $\boldsymbol{F}$. We begin with the averaged dynamics of natural gradient learning

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{W}(t)=\mu E\{\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}(t)\} \boldsymbol{W}(t) \tag{10.31}
\end{equation*}
$$

with $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}(t))$. The stability of dynamics (10.31) at the equilibrium is given by studying the eigenvalues of its Hessian. For the stability analysis, let us put

$$
\begin{equation*}
\boldsymbol{W}(t)=\boldsymbol{W}+\delta \boldsymbol{W}(t) \tag{10.32}
\end{equation*}
$$

where $\delta \boldsymbol{W}(t)$ is a small deviation from the true $\boldsymbol{W}$. Then, (10.31) is rewritten as

$$
\begin{equation*}
\frac{d}{d t} \delta \boldsymbol{W}(t)=\mu E\{\boldsymbol{F}[\boldsymbol{x}, \boldsymbol{W}+\delta \boldsymbol{W}(t)]\}(\boldsymbol{W}(t)+\delta \boldsymbol{W}(t) \tag{10.33}
\end{equation*}
$$

It is convenient to use the nonholonomic variables

$$
\begin{equation*}
\delta \boldsymbol{X}=\delta \boldsymbol{W} \boldsymbol{W}^{-1} \tag{10.34}
\end{equation*}
$$

and rewrite the dynamics in the neighborhood of the true solution as

$$
\begin{equation*}
\frac{d}{d t} \delta \boldsymbol{X}(t)=\mu E\{\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}+\delta \boldsymbol{X} \boldsymbol{W})\} \tag{10.35}
\end{equation*}
$$

By Taylor expansion, we have

$$
\begin{equation*}
\frac{d}{d t} \delta \boldsymbol{X}(t)=\mu \mathcal{K}(\boldsymbol{W}) \delta \boldsymbol{X}(t) \tag{10.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{K}(\boldsymbol{W})=\frac{\partial E\{\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})\}}{\partial \boldsymbol{X}}=\frac{\partial E\{\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})\}}{\partial \boldsymbol{W}} \circ \boldsymbol{W} \tag{10.37}
\end{equation*}
$$

is a linear operator which maps a matrix to matrix. Since both $\boldsymbol{F}=\left[F_{a b}\right]$ and $\boldsymbol{X}=\left[X_{c d}\right]$ are matrices $\mathcal{K}$ has four indices, $\mathcal{K}_{a b, c d}$

$$
\begin{equation*}
\mathcal{K}_{a b, c d}=\frac{\partial E\left\{F_{a b}\right\}}{\partial X_{c d}} \tag{10.38}
\end{equation*}
$$

in the component form. At the true value $\boldsymbol{W}$ where $y_{a}=s_{a}$ is recovered, for $\boldsymbol{F}$ given by (10.15), $\mathcal{K}$ is calculated as

$$
\begin{equation*}
\mathcal{K}_{a b, c d}=E\left\{\varphi_{a}^{\prime}\left(s_{a}\right) s_{b}^{2}\right\} \delta_{b d} \delta_{a c}+\delta_{a d} \delta_{b c} \tag{10.39}
\end{equation*}
$$

where $\varphi^{\prime}$ denotes the derivative of $\varphi$. We derive the above result in the following.
In order to calculate the gradient of $\boldsymbol{F}$ with respect to $\boldsymbol{X}$, we put

$$
\begin{aligned}
d \boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}) & =\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}+d \boldsymbol{W})-\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}) \\
& =\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}+d \boldsymbol{X} \boldsymbol{W})-\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})
\end{aligned}
$$

where $d \boldsymbol{F}$ denotes the increment of $\boldsymbol{F}$ due to change $d \boldsymbol{W}$ of $\boldsymbol{W}$, and expand it in the form

$$
\begin{gathered}
d F_{a b}(\boldsymbol{x}, \boldsymbol{W})=\sum M_{a b, c d}(\boldsymbol{x}, \boldsymbol{W}) d X_{c d}, \quad \text { with } \\
M_{a b, c d}=\frac{\partial F_{a b}}{\partial X_{c d}}
\end{gathered}
$$

and its expectation gives $\mathcal{K}_{a b, c d}$.
For $\boldsymbol{F}=\left(F_{a b}\right)$ given by

$$
F_{a b}=\delta_{a b}-\varphi\left(y_{a}\right) y_{b}
$$

we have

$$
\begin{aligned}
d F_{a b} & =d \varphi\left(y_{a}\right) y_{b}+\varphi\left(y_{a}\right) d y_{b} \\
& =\varphi^{\prime}\left(y_{a}\right) d y_{a} y_{b}+\varphi\left(y_{a}\right) d y_{b}
\end{aligned}
$$

From

$$
d \boldsymbol{y}=d \boldsymbol{W} \boldsymbol{x}=d \boldsymbol{W} \boldsymbol{W}^{-1} \boldsymbol{W} \boldsymbol{x}=d \boldsymbol{X} \boldsymbol{y}
$$

we have

$$
d y_{a}=\sum_{d=1}^{n} d X_{a d} y_{d}=\sum_{c, d=1}^{n} y_{d} \delta_{a c} d X_{c d}
$$

Therefore,

$$
M_{a b, c d}=\varphi^{\prime}\left(y_{a}\right) y_{b} y_{d} \delta_{a c}+\varphi\left(y_{a}\right) y_{b} \delta_{b c}
$$

At the true $\boldsymbol{W}, y_{a}$ and $y_{b}$ are independent for $a \neq b$. Hence,

$$
\begin{aligned}
& E\left\{\varphi^{\prime}\left(y_{a}\right) y_{b} y_{d}\right\} \delta_{a c}=E\left\{\varphi^{\prime}\left(s_{a}\right) y_{b}^{2}\right\} \delta_{a c} \delta_{b d} \\
& E\left\{\varphi\left(y_{a}\right) y_{d}\right\} \delta_{b c}=\delta_{a d}
\end{aligned}
$$

The diagonal term $F_{a a}$ may be disregarded, because it can be arbitrary.
Many components of $\mathcal{K}$ vanish. For $a \neq b$,

$$
\begin{equation*}
\frac{\partial F_{a b}}{\partial X_{c d}}=0 \tag{10.40}
\end{equation*}
$$

except for the cases $(a, b)=(c, d)$ or $(a, b)=(d, c)$. When the pairs $(a, b)$ and $(c, d)$ are equal, (4.5) gives

$$
\begin{aligned}
\mathcal{K}_{a b, a b} & =\kappa_{a} \sigma_{b}^{2}, \\
\mathcal{K}_{a b, b a} & =1, \mathcal{K}_{a a, b b}=\frac{\partial E\left\{F_{a a}\right.}{\partial X_{a a}}=E\left\{\varphi^{\prime}\left(s_{a}\right) s_{a}^{2}\right\}+E\left\{\varphi\left(s_{a}\right) s_{a}\right\}=\kappa_{a} \sigma_{a}^{2}+1,
\end{aligned}
$$

where

$$
\begin{equation*}
\kappa_{a}=E\left\{\varphi^{\prime}\left(s_{a}\right)\right\} . \tag{10.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{a}^{2}=E\left\{y_{a}^{2}\right\} . \tag{10.42}
\end{equation*}
$$

Let us summarize the above results. For the pairwise components of the enlarged matrix $\mathcal{K}=\left(\mathcal{K}_{A B}\right), \mathcal{K}_{A B}=0$ except for $A=(a, b), a \neq b$, and $A^{\prime}=(b, a)$. This shows that $\mathcal{K}=\left(\mathcal{K}_{A B}\right)$ is decomposed in the two-by-two minor matrices of $\partial F_{a b} / \partial X_{a b}, \partial F_{a b} / \partial X_{b a}$, $\partial F_{b a} / \partial X_{a b}$ and $\partial F_{b a} / \partial X_{b a}$,

$$
\left[\begin{array}{cc}
\mathcal{K}_{A A} & \mathcal{K}_{A A^{\prime}}  \tag{10.43}\\
\mathcal{K}_{A^{\prime} A} & \mathcal{K}_{A^{\prime} A^{\prime}}
\end{array}\right]=\left[\begin{array}{cc}
\kappa_{a} \sigma_{b}^{2} & 1 \\
1 & \kappa_{b} \sigma_{a}^{2}
\end{array}\right],
$$

where $A=(a, b)$ and $A^{\prime}=(b, a)$ (see also [29, [155, [28]).
The inverse of $\mathcal{K}$ has also the same diagonalized form, for $\left(A, A^{\prime}\right)$-part,

$$
\left[\begin{array}{cc}
\kappa_{a} \sigma_{b}^{2} & 1  \tag{10.44}\\
1 & \kappa_{b} \sigma_{a}^{2}
\end{array}\right]^{-1}=c_{a b}\left[\begin{array}{cc}
\kappa_{b} \sigma_{a}^{2} & -1 \\
-1 & \kappa_{a} \sigma_{b}^{2}
\end{array}\right]
$$

where

$$
\begin{equation*}
c_{a b}=\frac{1}{\kappa_{a} \kappa_{b} \sigma_{a}^{2} \sigma_{b}^{2}-1} . \tag{10.45}
\end{equation*}
$$

The on-line dynamics is stable at the true solution, when $\mathcal{K}=\left(\mathcal{K}_{A, B}\right)$ is positive definite. Since it is decomposed in the two-by-two sub-matrices, it is positive definite when all the sub-matrices $\mathcal{K}_{A A^{\prime}}$ are positive definite. Hence, we have the following stability Theorem.

Theorem 10.1 (Stability Theorem) Assume that $E\left\{\varphi_{a} s_{a}\right\}=1$. Then learning dynamics is stable when

$$
\begin{gather*}
\kappa_{i} \kappa_{j} \sigma_{j}^{2} \sigma_{j}^{2}>1  \tag{10.46}\\
\kappa_{i}>0 . \tag{10.47}
\end{gather*}
$$

The stability depends on the parameters $\kappa_{i}$ and $\sigma_{i}^{2}$, which are related to $\varphi$ and $r$.
Remark 10.1 We may choose the diagonal terms $F_{a a}$ arbitrarily. In order to arrange $y_{a}$ in the same scale, we may choose $F_{a a}=y_{a}^{2}-1$. Then, $\sigma_{a}^{2}=E\left\{y_{a}^{2}\right\}=1$ holds. The stability conditions are: $\kappa_{i} \kappa_{j}>\delta_{i} \delta_{j}, \kappa_{i}>0$, where $\delta_{i}=E\left\{\varphi_{i}\left(y_{i}\right) y_{i}\right\}$.

### 10.1.5 Standardized Estimating Function and Adaptive Newton Method

The learning dynamics

$$
\begin{equation*}
\Delta \boldsymbol{W}(k)=\boldsymbol{W}(k+1)-\boldsymbol{W}(k)=\eta \boldsymbol{F}[\boldsymbol{x}(k), \boldsymbol{W}(k)] \boldsymbol{W}(k) \tag{10.48}
\end{equation*}
$$

can be accelerated by the Newton method, given by

$$
\begin{equation*}
\Delta \boldsymbol{X}(k)=\eta \mathcal{K}^{-1}[\boldsymbol{W}(k)] \boldsymbol{F}[\boldsymbol{x}(k), \boldsymbol{W}(k)] . \tag{10.49}
\end{equation*}
$$

Note that $\mathcal{K}^{-1} \boldsymbol{F}$ is an estimating function equivalent to $\boldsymbol{F}$. That is, the Newton method is derived by the estimating function

$$
\begin{equation*}
\boldsymbol{F}^{*}(\boldsymbol{x}, \boldsymbol{W})=\mathcal{K}^{-1}(\boldsymbol{W}) \boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W}) \tag{10.50}
\end{equation*}
$$

Its convergence is superlinear. Moreover, the true solution $\boldsymbol{W}$ is always stable, because the Hessian of $\boldsymbol{F}^{*}$ is the identity matrix. This is easily shown from

$$
\begin{equation*}
\mathcal{K}^{*}=E\left\{\frac{\partial \boldsymbol{F}^{*}}{\partial \boldsymbol{X}}\right\}=\frac{\partial \mathcal{K}^{-1}}{\partial \boldsymbol{X}} E\{\boldsymbol{F}\}+\mathcal{K}^{-1} \circ \mathcal{K}=\mathbf{I} . \tag{10.51}
\end{equation*}
$$

We call $\boldsymbol{F}^{*}$ the standardized estimating function, for which $\mathcal{K}^{*}$ is the identity operator.
By using (10.43) or (10.44), the standardized estimating function matrix $\boldsymbol{F}^{*}$ is derived as

$$
\begin{equation*}
F_{a b}^{*}=c_{a b}\left\{\kappa_{b} \sigma_{a}^{2} \varphi_{a}\left(y_{a}\right) y_{b}-\varphi_{b}\left(y_{b}\right) y_{a}\right\}, \quad a \neq b \tag{10.52}
\end{equation*}
$$

The standardized estimating function $\boldsymbol{F}^{*}$ includes the parameters $\sigma_{a}^{2}$ and $\kappa_{a}$, which are usually known. They depend on the statistical properties of the source signal $s_{a}$. Therefore, an adaptive method is necessary to implement the Newton method, which estimates the parameters. This not only accelerates the convergence, but automatically stabilizes the separating solution.

Let $\kappa_{a}(k)$ and $\sigma_{a}^{2}(k)$ be their estimates at discrete-time $k$. Then, we can use the following adaptive rules to update them:

$$
\begin{align*}
\kappa_{a}(k+1) & =\left(1-\eta_{0}\right) \kappa_{a}(k)+\eta_{0} \varphi_{a}^{\prime}\left(y_{a}(k)\right)  \tag{10.53}\\
\sigma_{a}^{2}(k+1) & =\left(1-\eta_{0}\right) \sigma_{a}^{2}(k)+\eta_{0} y_{a}^{2}(k) \tag{10.54}
\end{align*}
$$

where $\eta_{0}$ is the learning rates.
We may use the diagonal term of $\boldsymbol{F}$ to be equal to

$$
\begin{equation*}
F_{a a}=1-y_{a}^{2} \tag{10.55}
\end{equation*}
$$

Then, the recovered signal is normalized to $\sigma_{a}^{2}=1$, so that $\boldsymbol{F}^{*}$ is simplified to

$$
\begin{equation*}
F_{a b}^{*}=-\frac{1}{\kappa_{a} \kappa_{b}}\left\{\kappa_{b} \varphi_{a}\left(y_{a}\right) y_{b}-\varphi_{b}\left(y_{b}\right) y_{a}\right\}, \quad a \neq b \tag{10.56}
\end{equation*}
$$

### 10.1.6 Analysis of Estimation Error and Superefficiency

Let us consider the estimation error in the case of batch estimator $\hat{\boldsymbol{W}}$ which is the solution of the estimating equation

$$
\begin{equation*}
\sum_{k=1}^{N} \boldsymbol{F}(\boldsymbol{x}(k), \boldsymbol{W})=\mathbf{0} \tag{10.57}
\end{equation*}
$$

The error depends on $\boldsymbol{F}$ and the number $N$ of observations. By using the standard method of statistical analysis, we can calculate the covariance of estimator $\hat{\boldsymbol{W}}=\boldsymbol{W}+\Delta \boldsymbol{W}$, where $\Delta \boldsymbol{W}$ is the error. It is easier to calculate $E\{\Delta \boldsymbol{X} \Delta \boldsymbol{X}\}$ in terms of $\Delta \boldsymbol{X}=\Delta \boldsymbol{W} \boldsymbol{W}^{-1}$.

It should be noted that $\boldsymbol{F}$ and $\boldsymbol{\mathcal { R }} \boldsymbol{F}$ give the same error, since the estimating equations are equivalent. This is a big difference in comparison with online learning, where $\boldsymbol{F}$ and $\boldsymbol{\mathcal { R }} \boldsymbol{F}$ are different in convergence speed and stability. The covariance of $\Delta \boldsymbol{X}$ is now calculated explicitly. To this end, we put

$$
\begin{align*}
& l_{a}=E\left\{\varphi_{a}\left(s_{a}\right)\right\}  \tag{10.58}\\
& \mathcal{G}_{a b, c d}^{*}=E\left\{F_{a b}^{*}(\boldsymbol{x}, \boldsymbol{W}) F_{c d}^{*}(\boldsymbol{x}, \boldsymbol{W})\right\} \tag{10.59}
\end{align*}
$$

by using the standardized estimating function $\boldsymbol{F}^{*}$.
Lemma 10.1 The covariances of $\Delta X_{a b}^{(N)}$ are given as

$$
\begin{gather*}
E\left\{\Delta X_{a b}^{(N)} \Delta X_{c d}^{(N)}\right\}=\frac{1}{N} \mathcal{G}_{a b, c d}^{*}+\mathcal{O}\left(\frac{1}{N^{2}}\right),  \tag{10.60}\\
\mathcal{G}_{a c, b c}^{*}=c_{a c} c_{b c} \sigma_{a}^{2} \sigma_{b}^{2} \sigma_{c}^{2} \kappa_{c}^{2} l_{a} l_{b}, \quad a \neq b, c \neq a, c \neq b \tag{10.61}
\end{gather*}
$$

It is possible to evaluate the error by the covariance matrix of the error $\Delta \boldsymbol{y}$ in the recovered signals, where we assume the magnitudes are adjusted, that is $\boldsymbol{y}=\boldsymbol{s}$ and

$$
\begin{align*}
\boldsymbol{y} & =(\boldsymbol{W}+\Delta \boldsymbol{X} \boldsymbol{W}) \boldsymbol{x}=s+\Delta s  \tag{10.62}\\
\Delta s & =\Delta \boldsymbol{X} s \tag{10.63}
\end{align*}
$$

Let us put

$$
\begin{equation*}
V_{a b}^{(N)}=E\left\{\Delta s_{a} \Delta s_{b}\right\} \tag{10.64}
\end{equation*}
$$

We calculate, for $a \neq b$,

$$
\begin{aligned}
E\left\{y_{a}(k) y_{b}(k)\right\} & =E\left\{\left[s_{a}(k)+\sum_{c} \Delta X_{a c} s_{c}(k)\right]\left[s_{b}(k)+\sum_{d} \Delta X_{b d} s_{d}(k)\right]\right\} \\
& =E\left\{\Delta s_{a} \Delta s_{b}\right\}=\sum_{c, d} E\left\{\Delta X_{a c} \Delta X_{b d} s_{c} s_{d}\right\} \\
& =\sum_{c, d} E\left\{\Delta X_{a c} \Delta X_{b d}\right\} E\left\{s_{c} s_{d}\right\}=\sum_{c} E\left\{\Delta X_{a c} \Delta X_{b c}\right\} \sigma_{c}^{2}
\end{aligned}
$$

Hence, we have

$$
\begin{align*}
V_{a b}^{(N)} & =E\left\{\Delta s_{a} \Delta s_{b}\right\}=E\left\{y_{a}(k) y_{b}(k)\right\} \\
& =\sum_{c} E\left\{\Delta X_{a c}^{(N)} \Delta X_{b c}^{(N)}\right\} \sigma_{c}^{2} \tag{10.65}
\end{align*}
$$

Lemma 10.2 The covariance matrix $\boldsymbol{V}_{N}$ of $\Delta \boldsymbol{s}$ is given by

$$
\begin{equation*}
V_{a b}^{(N)}=\frac{1}{N} \sum_{c} \mathcal{G}_{a c, b c}^{*} \sigma_{c}^{2}+\mathcal{O}\left(\frac{1}{N^{2}}\right), \quad(a \neq b) \tag{10.66}
\end{equation*}
$$

The lemma shows that the covariances

$$
V_{a b}^{(N)}=E\left\{\Delta s_{a} \Delta s_{b}\right\}=E\left\{y_{a} y_{b}\right\}=(1 / N) \sum_{k=1}^{N} y_{a}(k) y_{b}(k)
$$

of the recovered signals $y_{a}(k)$ and $y_{b}(k)(a \neq b)$ decrease in the order of $1 / N$. This fact agrees with the ordinary asymptotic statistical analysis, as is expected. However, it happens that the covariance of any two recovered signals decreases in the order of $1 / N^{2}$ under a certain condition. This is much smaller than 10.66 of order $1 / N$. We call this property superefficiency.

Theorem 10.2 A batch estimator is superefficient, $V_{a b}^{(N)}=\mathcal{O}\left(\frac{1}{N^{2}}\right)$ when

$$
\begin{equation*}
l_{a}=E\left\{\varphi_{a}(y)\right\}=0 \tag{10.67}
\end{equation*}
$$

is satisfied, because $\mathcal{G}_{a c, b c}^{*}=0$.
The condition (10.67) holds when

$$
\begin{equation*}
\varphi_{a}=-\frac{d}{d y} \log \left(r_{a}(y)\right) \tag{10.68}
\end{equation*}
$$

It also holds when $r_{a}(y)$ is an even function, that is, the distribution is symmetric.
The superefficiency holds in the case of on-line learning

$$
\begin{equation*}
\Delta \boldsymbol{W}(k)=\eta \boldsymbol{F}(\boldsymbol{x}(k), \boldsymbol{W}(k)) \boldsymbol{W}(k) . \tag{10.69}
\end{equation*}
$$

When learning rate $\eta$ is a small positive constant, $\boldsymbol{W}$ converges to the true solution $\boldsymbol{W}_{*}$, but finally fluctuates in its neighborhood. The magnitude of fluctuation is

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left\{\left\|\boldsymbol{W}(k)-\boldsymbol{W}_{*}\right\|^{2}\right\}=\mathcal{O}(\eta) \tag{10.70}
\end{equation*}
$$

as has been proved in a general case of stochastic gradient dynamics [19. However, when (10.67) holds, we have superefficiency of on-line learning

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left\{\|\boldsymbol{W}(k) \boldsymbol{x}(k)-\boldsymbol{s}\|^{2}\right\}=\mathcal{O}(\eta) \tag{10.71}
\end{equation*}
$$

### 10.1.7 Adaptive Choice of $\varphi$ Function

The estimation error depends on the choice of $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{W})$ or $\boldsymbol{F}^{*}(\boldsymbol{x}, \boldsymbol{W})$, that is, the functions $\varphi$. Note that the standardized $\boldsymbol{F}^{*}$ improves the stability and convergence, but the asymptotic error for the batch mode and also on-line learning depends on $\varphi$.

In order to improve the error, an adaptive choice of $\varphi$ is useful. An adaptive choice of $\varphi$ is also useful for guaranteeing stability. When $\varphi$ is derived from the true probability distributions of the sources, the estimated $\hat{\boldsymbol{W}}$ is MLE, and is efficient in the sense that the asymptotic error is minimal and is equal to the inverse of the Fisher information matrix. However, it is highly expensive to estimate the probability density functions of the sources. Instead, we use a parametric family of $\varphi$,

$$
\begin{equation*}
\varphi_{a}=\varphi_{a}\left(y ; \boldsymbol{\Theta}_{a}\right) \tag{10.72}
\end{equation*}
$$

for each source $s_{a}$ and update the parameter $\boldsymbol{\Theta}_{a}$ which specifies $\varphi_{a}$ by

$$
\begin{equation*}
\Delta \boldsymbol{\Theta}_{a}=-\eta_{\Theta} \frac{\partial \rho}{\partial \boldsymbol{\Theta}_{a}} \tag{10.73}
\end{equation*}
$$

There are a number of models to specify $\varphi_{a}$. The Gaussian mixture is one method for approximating the source probability density. It is the parametric family

$$
\begin{equation*}
q(y ; \boldsymbol{\Theta})=\sum_{i=1}^{u} v_{i} \exp \left\{-\frac{\left(x-\mu_{i}\right)^{2}}{2 \sigma_{i}^{2}}\right\} \tag{10.74}
\end{equation*}
$$

where $\boldsymbol{\Theta}$ consisting of a number of $v_{i}, \mu_{i}$ and $\sigma_{i}^{2}$. The corresponding parametric $\varphi(y ; \boldsymbol{\Theta})$ is derived therefrom. This covers both sub-Gaussian and super-Gaussian distributions. However, this family is computationally expensive .

A simpler method is to use the generalized Gaussian family

$$
\begin{equation*}
q(y, \Theta)=c \exp \left\{-|y|^{\Theta}\right\} \tag{10.75}
\end{equation*}
$$

where $\Theta$ is the only parameter to be adjusted. This family covers both super-Gaussian and sub-Gaussian cases. The adaptive nonlinear activation function commonly used in ICA algorithm has in this case the following form (see Chapter 6 for detailed explanation)

$$
\begin{equation*}
\varphi(y, \Theta)=\tilde{c} \operatorname{sign}(y)|y|^{\Theta-1} \tag{10.76}
\end{equation*}
$$

where $\tilde{c}$ is some positive scaling constant.
Zhang et al. [1357] proposed an exponential family connecting three typical distributions; Gaussian, super-Gaussian and sub-Gaussian. It is the following exponential family of distributions 1357

$$
\begin{equation*}
q_{a}\left(s, \boldsymbol{\theta}_{a}\right)=\exp \left\{\boldsymbol{\theta}_{a}^{T} \boldsymbol{g}(s)-\psi\left(\boldsymbol{\theta}_{a}\right)\right\}, \tag{10.77}
\end{equation*}
$$

where $\boldsymbol{\theta}_{a}$ is the canonical parameters, $\boldsymbol{g}(s)$ is an adequate vector function and $\psi$ is the normalization factor. The function $\varphi_{a}$ is derived as

$$
\begin{equation*}
\varphi_{a}(y)=-\frac{d}{d y} \log q_{a}\left(y, \boldsymbol{\theta}_{a}\right)=\boldsymbol{\theta}_{a}^{T} \boldsymbol{g}^{\prime}(y) \tag{10.78}
\end{equation*}
$$

Zhang [1357] proposed to use the three-dimensional model,

$$
\begin{equation*}
\boldsymbol{g}(y)=\left[\log \operatorname{sesh}(y),-y^{4},-y^{2}\right]^{T} \tag{10.79}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{g}^{\prime}(y)=\left[\tanh (y), y^{3}, y\right]^{T} \tag{10.80}
\end{equation*}
$$

of which components correspond to the typical $\varphi$ proposed so far. They are responsible for the super-Gaussian, sub-Gaussian and linear cases, respectively. The $\varphi_{a}(y)$ is their linear combination, covering all the cases. The parameter $\boldsymbol{\theta}_{a}$ is adaptively determined as

$$
\begin{equation*}
\boldsymbol{\theta}_{a}(k+1)=\boldsymbol{\theta}_{a}(k)-\eta(k)\left[\boldsymbol{g}\left(y_{a}(k)\right)+E\left\{\boldsymbol{g}\left(y_{a}\right)\right\}\right], \tag{10.81}
\end{equation*}
$$

where $E\left\{\boldsymbol{g}\left(y_{a}\right)\right\}$ may be adaptively estimated.

### 10.2 ESTIMATING FUNCTIONS IN NOISY CASE

Let us analyze the noisy case

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{H} s+\boldsymbol{\nu} \tag{10.82}
\end{equation*}
$$

where $\boldsymbol{\nu}$ is a noise vector in the measurement. We assume $\boldsymbol{\nu}$ is Gaussian and that their components are uncorrelated. Let

$$
\begin{equation*}
\mathbf{R}_{\nu \nu}=E\left\{\boldsymbol{\nu} \boldsymbol{\nu}^{T}\right\}=\operatorname{diag}\left\{\sigma_{1}^{2}, \sigma_{2}^{2}, \ldots, \sigma_{n}^{2}\right\} \tag{10.83}
\end{equation*}
$$

be its covariance matrix. In order to fix the scale, we also assume

$$
\begin{equation*}
E\left\{s_{i}^{2}\right\}=1 \tag{10.84}
\end{equation*}
$$

Let $\boldsymbol{W}=\boldsymbol{H}^{-1}$ be the true separating matrix, and put

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{W} \boldsymbol{x} \tag{10.85}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{s}+\boldsymbol{W} \boldsymbol{\nu}=\boldsymbol{s}+\tilde{\boldsymbol{\nu}} \tag{10.86}
\end{equation*}
$$

where $\tilde{\boldsymbol{\nu}}=\boldsymbol{W} \boldsymbol{\nu}$ is a noise vector whose components are correlated.
In the noisy case, functions of the type $\boldsymbol{F}=\mathbf{I}-\boldsymbol{\varphi}(\boldsymbol{y}) \boldsymbol{y}^{T}$ are not in general estimating functions. Indeed,

$$
\begin{equation*}
E\left\{\mathbf{I}-\boldsymbol{\varphi}(\boldsymbol{y}) \boldsymbol{y}^{T}\right\} \neq \mathbf{0} \tag{10.87}
\end{equation*}
$$

even when $\boldsymbol{y}$ is derived from the true $\boldsymbol{W}$, because $y_{i}$ and $y_{j}$ are no more independent even when $\boldsymbol{W}=\boldsymbol{H}^{-1}$. However, estimating functions exist even in the noisy case.

For the true $\boldsymbol{W}=\boldsymbol{H}^{-1}$, the noise term is

$$
\begin{equation*}
\tilde{\boldsymbol{\nu}}=\boldsymbol{W} \boldsymbol{\nu} \tag{10.88}
\end{equation*}
$$

which is Gaussian. Let its covariance matrix be

$$
\begin{equation*}
\boldsymbol{V}=E\left\{\tilde{\boldsymbol{\nu}} \tilde{\boldsymbol{\nu}}^{T}\right\}=E\left\{\boldsymbol{W} \boldsymbol{\nu} \boldsymbol{\nu}^{T} \boldsymbol{W}^{T}\right\}=\boldsymbol{W} \mathbf{R}_{\nu \nu} \boldsymbol{W}^{T} \tag{10.89}
\end{equation*}
$$

Kawanabe and Murata [688] studied all possible estimating functions. The following is a simplest estimating matrix function $\boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W})$ with entries

$$
\begin{equation*}
F_{a b}(\boldsymbol{y}, \boldsymbol{W})=y_{a}^{3} y_{b}-3 v_{a a} y_{a} y_{b}-3 v_{a b} y_{a}^{2}+3 v_{a a} v_{a b} \tag{10.90}
\end{equation*}
$$

where $v_{a b}$ are elements of $\boldsymbol{V}$. We can easily prove that

$$
\begin{equation*}
E\{\boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W})\}=\mathbf{0} \tag{10.91}
\end{equation*}
$$

when $\boldsymbol{W}=\boldsymbol{H}^{-1}$. Hence, the adaptive learning algorithm

$$
\begin{equation*}
\boldsymbol{W}(k+1)=\boldsymbol{W}(k)+\eta(k) \boldsymbol{F}\{\boldsymbol{y}(k), \boldsymbol{W}(k)\} \boldsymbol{W}(k) \tag{10.92}
\end{equation*}
$$

is effective even under large Gaussian noise.
When the covariance matrix $\mathbf{R}_{\nu \nu}$ of the measurement noise is unknown, we need to estimate it. Factor analysis provides a method of estimating it (Ikeda and Toyama [604]). The off-diagonal term can be adaptively estimated from

$$
\begin{equation*}
v_{a b}(k+1)=\left(1-\eta_{0}\right) v_{a b}(k)+\eta_{0} y_{a}(k) y_{b}(k), \tag{10.93}
\end{equation*}
$$

where $\eta_{0}$ is a learning rate.
The learning algorithm (10.92) is not necessarily stable. A stable algorithm given by the standardized estimating function $\boldsymbol{F}^{*}$, which is the adaptive Newton method. We can obtain $\boldsymbol{F}^{*}$ explicitly in a method similar to the noiseless case.

### 10.3 ESTIMATING FUNCTIONS FOR TEMPORALLY CORRELATED SOURCE SIGNALS

### 10.3.1 Source Model

Independent source signals $s_{i}(k)$ are temporally correlated in many cases. If we use this fact, separation can be done much easier, even if we do not know the exact temporal correlation coefficients. Moreover, the second order correlations are sufficient for separation. We begin with the description of the temporally correlated source models.

Let us consider a stationary stochastic model described by a linear model

$$
\begin{equation*}
s_{i}(k)=\sum_{p=1}^{L_{i}} a_{i p} s_{i}(k-p)+\varepsilon_{i}(k) \tag{10.94}
\end{equation*}
$$

where $L_{i}$ is finite or infinite and $\varepsilon_{i}(k)$ is a zero mean independent and identically distributed (that is, white) time series called innovation. The present section treats such source models.

The innovation may be Gaussian or non-Gaussian. We assume that they satisfy

$$
\begin{align*}
& E\left\{\varepsilon_{i}(k)\right\}=0, \\
& E\left\{\varepsilon_{i}(k) \varepsilon_{j}\left(k^{\prime}\right)\right\}=0, \quad\left(i \neq j \text { or } k \neq k^{\prime}\right) \tag{10.95}
\end{align*}
$$

When $L_{i}$ is finite, this is an AR model of degree $L_{i}$. By introducing the time shift operator $z^{-1}$ such that $z^{-1} s_{i}(k)=s_{i}(k-1)$, we can rewrite (10.94) as

$$
\begin{equation*}
\left[A_{i}\left(z^{-1}\right)\right] s_{i}(k)=\varepsilon_{i}(k) \tag{10.96}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{i}\left(z^{-1}\right)=1-\sum_{p=1}^{L_{i}} a_{i p} z^{-p} \tag{10.97}
\end{equation*}
$$

By using the inverse of the polynomial $A_{i}$, the source signal is written as

$$
\begin{equation*}
s_{i}(k)=\left[A_{i}^{-1}\left(z^{-1}\right)\right] \varepsilon_{i}(k), \tag{10.98}
\end{equation*}
$$

where $A_{i}^{-1}\left(z^{-1}\right)$ is a formal infinite power series of $z^{-1}$

$$
\begin{equation*}
A_{i}^{-1}\left(z^{-1}\right)=\sum_{p=0}^{\infty} \bar{a}_{i p} z^{-p} \tag{10.99}
\end{equation*}
$$

Function $A_{i}^{-1}\left(z^{-1}\right)$ represents the impulse response of the $i$-th source, by which $\left\{s_{i}(k)\right\}$ is generated from white signals $\left\{\varepsilon_{i}(k)\right\}$. Let $r_{i}\left(\varepsilon_{i}\right)$ be the probability density function of $\varepsilon_{i}(k)$. Then, the conditional probability density function of $s_{i}(k)$ conditioned on the past signals can be written as

$$
\begin{equation*}
p_{i}\left\{s_{i}(k) \mid s_{i}(k-1), s_{i}(k-2), \ldots\right\}=r_{i}\left\{s_{i}(k)-\sum_{p} a_{i p} s_{i}(k-p)\right\}=r_{i}\left\{A_{i}\left(z^{-1}\right) s_{i}(k)\right\} \tag{10.100}
\end{equation*}
$$

Therefore, for vector source signals $\boldsymbol{s}(k)=\left[s_{1}(k), \ldots, s_{n}(k)\right]^{T}$ at time $k$, the conditional probability density is

$$
\begin{equation*}
p\{s(k) \mid s(k-1), s(k-2), \ldots\}=\prod_{i=1}^{n} r_{i}\left\{\left[A_{i}\left(z^{-1}\right)\right] s_{i}(k)\right\} \tag{10.101}
\end{equation*}
$$

We introduce the following notations:

$$
\begin{align*}
\varepsilon & =\left[\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n}\right]^{T}  \tag{10.102}\\
\boldsymbol{A}\left(z^{-1}\right) & =\operatorname{diag}\left\{A_{1}\left(z^{-1}\right), \ldots, A_{n}\left(z^{-1}\right)\right\}  \tag{10.103}\\
r(\varepsilon) & =\prod_{i=1}^{n} r_{i}\left(\varepsilon_{i}\right) \tag{10.104}
\end{align*}
$$

and use the following abbreviation

$$
\begin{equation*}
\boldsymbol{s}_{k}=\boldsymbol{s}(k), \quad \boldsymbol{x}_{k}=\boldsymbol{x}(k) \quad \boldsymbol{y}_{k}=\boldsymbol{y}(k)=\boldsymbol{W} \boldsymbol{x}(k) \tag{10.105}
\end{equation*}
$$

when there is no confusion. We also denote the past signals by

$$
\begin{equation*}
\boldsymbol{s}(k, \text { past })=\{\boldsymbol{s}(k-1), \boldsymbol{s}(k-2), \cdots\} . \tag{10.106}
\end{equation*}
$$

Then, eq. (10.101) is rewritten as

$$
\begin{equation*}
p\{\boldsymbol{s}(k) \mid \boldsymbol{s}(k, \text { past })\}=r\left\{\boldsymbol{A}\left(z^{-1}\right) \boldsymbol{s}(k)\right\} . \tag{10.107}
\end{equation*}
$$

The joint probability density function of $\{\boldsymbol{s}(1), \boldsymbol{s}(2), \ldots, \boldsymbol{s}(N)\}$ is written as

$$
\begin{align*}
& p(\boldsymbol{s}(1), \boldsymbol{s}(2), \ldots, \boldsymbol{s}(N))=\prod_{k=1}^{N} p\{\boldsymbol{s}(k) \mid \boldsymbol{s}(k, \text { past })\} \\
& =\prod_{k=1}^{N} r\left\{\boldsymbol{A}\left(z^{-1}\right) \boldsymbol{s}(k)\right\} \tag{10.108}
\end{align*}
$$

where $\boldsymbol{s}(k)(k \leq 0)$ are put equal to 0 . Practically $\boldsymbol{s}(k)(k<0)$ are not equal to 0 so that (10.108) is an approximation which holds asymptotically, that is, for large $N$.

The source models are specified by $n$ functions $r_{i}\left(\varepsilon_{i}\right)$ and $n$ inverse impulse response functions $A_{i}\left(z^{-1}\right)$. Blind source separation should extract the independent signals from their instantaneous linear mixtures $\boldsymbol{x}(k)$ without knowing exact forms of $r_{i}\left(\varepsilon_{i}\right)$ and $A_{i}\left(z^{-1}\right)$. In other words, they are treated as unknown nuisance parameters.

Given $N$ observations $\{\boldsymbol{x}(1), \boldsymbol{x}(2), \ldots, \boldsymbol{x}(N)\}$, their joint probability density function is easily derived from (10.108) and $\boldsymbol{s}_{k}=\boldsymbol{W} \boldsymbol{x}_{k}$, where $\boldsymbol{W}=\boldsymbol{H}^{-1}$. It is written as

$$
\begin{equation*}
p\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N}, \boldsymbol{W} ; \boldsymbol{A}, r\right\}=\operatorname{det}|\boldsymbol{W}|^{N} \prod_{k=1}^{N} r_{k}\left\{\boldsymbol{A}\left(z^{-1}\right) \boldsymbol{W} \boldsymbol{x}_{k}\right\} \tag{10.109}
\end{equation*}
$$

which is specified by the unmixing parameter $\boldsymbol{W}=\boldsymbol{H}^{-1}$ and the nuisance parameters $\boldsymbol{A}$ and $r$ 's of the source models.

### 10.3.2 Likelihood and Score Functions

For the moment, we assume that $r$ and $\boldsymbol{A}$ are known. We are then able to use the maximum likelihood (ML) method to estimate $\boldsymbol{W}$. The $\log$ likelihood is derived from (10.109) as

$$
\begin{align*}
\rho^{(N)}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N} ; \boldsymbol{W}, \boldsymbol{A}, r\right) & =-\log p\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N} ; \boldsymbol{W}, \boldsymbol{A}, r\right\} \\
& =-N \log |\boldsymbol{W}|-\sum_{k=1}^{N} \log r\left\{\boldsymbol{A}\left(z^{-1}\right) \boldsymbol{W} \boldsymbol{x}_{k}\right\} \\
& =-N \log |\boldsymbol{W}|-\sum_{k=1}^{N} \log r\left\{\boldsymbol{A}\left(z^{-1}\right) \boldsymbol{y}_{k}\right\} \tag{10.110}
\end{align*}
$$

where we put $\boldsymbol{y}_{k}=\boldsymbol{W} \boldsymbol{x}_{k}$. The MLE (Maximum Likelihood Estimator) is the one that maximizes the above likelihood for given $N$ observations $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N}$.

We put

$$
\begin{equation*}
\rho\left(\boldsymbol{y}_{k}, \boldsymbol{W}\right)=-\log r\left(\boldsymbol{A}\left(z^{-1}\right) \boldsymbol{y}_{k}\right) \tag{10.111}
\end{equation*}
$$

Note that $\rho$ depends not only on $\boldsymbol{y}_{k}$ but also on past $\boldsymbol{y}_{k-1}, \boldsymbol{y}_{k-2}, \ldots$, because of the operator $\boldsymbol{A}\left(z^{-1}\right)$. Note also that $\rho$ is a function of $\boldsymbol{W}$ only through $\boldsymbol{y}_{k}$ 's. We then have

$$
\begin{equation*}
\rho^{(N)}=-N \log |\boldsymbol{W}|-\sum_{k=1}^{N} \rho\left(\boldsymbol{y}_{k}, \boldsymbol{W}\right) \tag{10.112}
\end{equation*}
$$

The small change $d \rho$ of $\rho$ due to a small change of $\boldsymbol{W}$ to $\boldsymbol{W}+d \boldsymbol{W}$ is

$$
\begin{equation*}
d \rho=-\boldsymbol{\varphi}_{r}\left(\boldsymbol{A} \boldsymbol{y}_{k}\right)^{T} d\left(\boldsymbol{A} \boldsymbol{y}_{k}\right) \tag{10.113}
\end{equation*}
$$

where $\boldsymbol{\varphi}_{r}(\boldsymbol{y})=-\frac{\partial}{\partial \boldsymbol{y}} \log r(\boldsymbol{y})$ is a vector. Noting that $d\left(\boldsymbol{A} \boldsymbol{y}_{k}\right)=\boldsymbol{A} d \boldsymbol{y}_{k}$ and

$$
\begin{equation*}
d \boldsymbol{y}_{k}=d \boldsymbol{W} \boldsymbol{x}_{k}=d \boldsymbol{X} \boldsymbol{y}_{k} \tag{10.114}
\end{equation*}
$$

we have

$$
\begin{equation*}
d \rho=\boldsymbol{\varphi}_{r}\left(\boldsymbol{A} \boldsymbol{y}_{k}\right)^{T} \boldsymbol{A} d \boldsymbol{X} \boldsymbol{y}_{k} \tag{10.115}
\end{equation*}
$$

We finally have the score function in terms of $d \boldsymbol{X}$,

$$
\begin{equation*}
\frac{\partial \rho^{(N)}}{d \boldsymbol{X}}=\frac{\partial \rho^{(N)}}{\partial \boldsymbol{W}} \boldsymbol{W}=\sum_{k=1}^{N}\left[\mathbf{I}-\left\{\boldsymbol{\varphi}_{r}\left(\boldsymbol{A} \boldsymbol{y}_{k}\right) \boldsymbol{A}\right\} \boldsymbol{y}_{k}^{T}\right] \tag{10.116}
\end{equation*}
$$

where $\boldsymbol{\varphi}_{r} \boldsymbol{A}$ is a column vector whose components are $\varphi_{j} A_{j}\left(z^{-1}\right)$. Note that, when $d \rho$ is written in component form as $d \rho=\sum c_{i j} d X_{i j}$, the derivative $\partial \rho / d \boldsymbol{X}$ is a matrix whose elements are $c_{i j}$. Hence, $\boldsymbol{\varphi}_{r}(\boldsymbol{A} \boldsymbol{y}) \boldsymbol{A} \boldsymbol{y}^{T}$ is represented in component form as $\varphi_{i}\left(A_{i}\left(z^{-1}\right) y_{i}\right)$ $A_{i}\left(z^{-1}\right) y_{j}$.

By putting

$$
\begin{equation*}
\frac{\partial \rho}{d \boldsymbol{X}}=\boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W} ; r, \boldsymbol{A})=\mathbf{I}-\left\{\boldsymbol{\varphi}_{r}(\boldsymbol{A} \boldsymbol{y}) \circ \boldsymbol{A}\right\} \boldsymbol{y}^{T} \tag{10.117}
\end{equation*}
$$

the likelihood equation is given by

$$
\begin{equation*}
\sum_{k=1}^{N} \boldsymbol{F}\left(\boldsymbol{y}_{k}, \boldsymbol{W} ; r, \boldsymbol{A}\right)=\mathbf{0} \tag{10.118}
\end{equation*}
$$

whose solution $\hat{\boldsymbol{W}}$ gives the maximum likelihood estimator.

### 10.3.3 Estimating Functions

Since we do not know the true distributions of sources $\left\{r_{i}\right\}$ and filters $\left\{A_{i}\left(z^{-1}\right\}\right.$, we cannot use the above considered estimation function $\boldsymbol{F}$, which depends on $r$ and $\boldsymbol{A}$. We search for estimating functions in the following class:

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W}, q, \boldsymbol{B})=\frac{d \rho(\boldsymbol{y}, \boldsymbol{W}, q, \boldsymbol{B})}{d \boldsymbol{X}}=\mathbf{I}-\boldsymbol{\varphi}_{q}\left\{\left(\boldsymbol{B}\left(z^{-1}\right) \boldsymbol{y}\right) \boldsymbol{B}\left(z^{-1}\right)\right\} \boldsymbol{y}^{T} \tag{10.119}
\end{equation*}
$$

for any fixed independent distribution $q$ and matrix $\boldsymbol{B}\left(z^{-1}\right)=\operatorname{diag}\left\{B_{1}\left(z^{-1}\right), \ldots, B_{n}\left(z^{-1}\right)\right\}$, with fixed filters $B_{i}\left(z^{-1}\right)=\sum_{p=0}^{L_{i}} b_{i p} z^{-p}$. This is an estimating function whatever $q$ and $\boldsymbol{B}$ are, because it satisfies

$$
\begin{equation*}
\boldsymbol{E}_{\mathbf{W}, r, \mathbf{A}}[\boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W}, q, \boldsymbol{B})]=\mathbf{0} \tag{10.120}
\end{equation*}
$$

for any sources having true independent distributions $r$ and filters $\boldsymbol{A}\left(z^{-1}\right)$. It should be noted that $\boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W}, q, \boldsymbol{B})$ is the true score function when the true nuisance parameters happen to be $r=q$ and $\boldsymbol{A}=\boldsymbol{B}\left(z^{-1}\right)$. However, even when $q$ and $\boldsymbol{B}$ are misspecified, it works as an estimating function.

To be more precise, we state the identifiability conditions (Tong et al. 1991 [1158, 1159]; Comon, 1994 [305]).

## Identifiability Condition:

1) All the independent sources have different spectra, that is, all $A_{i}\left(z^{-1}\right)$ are different, or
2) when some sources have the same spectra, the distributions $r_{i}$ of these sources are non-Gaussian except for one source.

Summarizing these, we obtain the following Theorem from the general theory (Amari [21]).

Theorem 10.3 When the identifiability condition is satisfied, the smallest admissible class of estimating functions is spanned by the non-diagonal elements of $\boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W}, q, \boldsymbol{B})$, where $q$ and $\boldsymbol{B}$ are arbitrary.

The estimating equation is

$$
\begin{equation*}
\sum_{k=1}^{N} \boldsymbol{F}\left(\boldsymbol{y}_{k}, \boldsymbol{W}, q, \boldsymbol{B}\right)=\mathbf{0} \tag{10.121}
\end{equation*}
$$

An adaptive learning algorithm on the basis of such estimation function can take the form

$$
\begin{equation*}
\Delta \boldsymbol{W}(k)=\eta(k) \boldsymbol{F}[\boldsymbol{y}(k), \boldsymbol{W}(k)] \boldsymbol{W}(k) \tag{10.122}
\end{equation*}
$$

or more generally by using the standardized estimating function,

$$
\begin{equation*}
\Delta \boldsymbol{W}(k)=\eta(k) \boldsymbol{F}^{*}[\boldsymbol{y}(k), \boldsymbol{W}(k)], \tag{10.123}
\end{equation*}
$$

which will be presented in the following sections.

### 10.3.4 Simultaneous and Joint Diagonalization of Covariance Matrices and Estimating Functions

Joint diagonalization of the covariance matrices

$$
\begin{equation*}
\boldsymbol{R}_{x}(\tau)=E\left\{\boldsymbol{x}(k) \boldsymbol{x}^{T}(k-\tau)\right\} \tag{10.124}
\end{equation*}
$$

for various $\tau$ is a standard method for blind separation of temporally correlated sources (Tong et al., 1991; Molgedey and Schuster, 1994; Ikeda and Murata, 1999; Belouchrani et al., 1997 [1160, 90, 92, 854, 870, 871). This type of estimator looks quite different from those derived from estimating functions. To our surprise, this method is also given by an estimating function when the source signals are colored Gaussian. Although joint diagonalization is important for practical applications and interesting from the computational viewpoint, it is not admissible, and there always exist better estimating functions.

Another example of non-admissible estimating functions is the following,

$$
\begin{equation*}
\tilde{\boldsymbol{F}}(\boldsymbol{y})=\boldsymbol{\varphi}\left(\boldsymbol{B}\left(z^{-1}\right) \boldsymbol{y}\right)\left[\boldsymbol{C}\left(z^{-1}\right) \boldsymbol{y}\right]^{T} \tag{10.125}
\end{equation*}
$$

where $\boldsymbol{B}$ and $\boldsymbol{C}$ are arbitrary filters which may be equal to each other.
Let $\boldsymbol{R}_{s}(\tau), \boldsymbol{R}_{x}(\tau)$ and $\boldsymbol{R}_{y}(\tau)$ be the cross-correlation matrices of $\boldsymbol{s}(t), \boldsymbol{x}(t)$ and $\boldsymbol{y}(t)$, respectively, defined by

$$
\begin{align*}
\boldsymbol{R}_{s}(\tau) & =E\left\{\boldsymbol{s}(k) \boldsymbol{s}^{T}(k-\tau)\right\}  \tag{10.126}\\
\boldsymbol{R}_{x}(\tau) & =E\left\{\boldsymbol{x}(k) \boldsymbol{x}^{T}(k-\tau)\right\}  \tag{10.127}\\
\boldsymbol{R}_{y}(\tau) & =E\left\{\boldsymbol{y}(k) \boldsymbol{y}^{T}(k-\tau)\right\} \tag{10.128}
\end{align*}
$$

Since different sources are independent, $\boldsymbol{R}_{s}(\tau)$ is a diagonal matrix for any time delay $\tau$. These matrices are connected by the relations

$$
\begin{align*}
\boldsymbol{R}_{x}(\tau) & =\boldsymbol{H} \boldsymbol{R}_{s}(\tau) \boldsymbol{H}^{T}  \tag{10.129}\\
\boldsymbol{R}_{x}(\tau) & =\boldsymbol{W} \boldsymbol{R}_{x}(\tau) \boldsymbol{W}^{T} \tag{10.130}
\end{align*}
$$

so that the true $\boldsymbol{W}$ is the one that diagonalizes $\boldsymbol{R}_{x}(\tau)$ for all $\tau$ simultaneously.
This leads us to the following batch algorithm of estimating $\boldsymbol{W}$ (see Chapter 4 for more details and explanation).

1. From observed signals $\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N}\right\}$, calculate the empirical cross-correlation

$$
\begin{equation*}
\hat{\boldsymbol{R}}_{x}(\tau)=\frac{1}{N} \sum_{k=1}^{N} \boldsymbol{x}(k) \boldsymbol{x}^{T}(k-\tau) \tag{10.131}
\end{equation*}
$$

2. Prewhiten the signals by $\overline{\boldsymbol{x}}=\boldsymbol{\Lambda}^{1 / 2} \boldsymbol{Q} \boldsymbol{x}$ such that the correlation matrix with 0 delay $\hat{\boldsymbol{R}}_{\bar{x}}(0)=\left\langle\overline{\boldsymbol{x}}(k) \overline{\boldsymbol{x}}^{T}(k)\right\rangle$ becomes equal to the identity matrix, where $\boldsymbol{Q}$ is the orthogonal matrix composed of the eigenvectors of $\hat{\boldsymbol{R}}_{x}(0)=\mathbf{V} \boldsymbol{\Lambda} \mathbf{V}^{T}$ and $\boldsymbol{\Lambda}^{1 / 2}$ is a diagonal matrix composed of the inverse square roots of eigenvalues. We then have the resultant crosscorrelation matrix $\hat{\boldsymbol{R}}_{\bar{x}}(\tau)$ of $\boldsymbol{x}_{1}$, where $\hat{\boldsymbol{R}}_{\bar{x}}(0)$ is the identity matrix.
3. Let $\boldsymbol{W}=\boldsymbol{U} \boldsymbol{\Lambda}^{1 / 2} \boldsymbol{Q}$ be the singular value decomposition of $\boldsymbol{W}$. We have fixed $\boldsymbol{\Lambda}^{1 / 2}$ and $\boldsymbol{Q}$ by using $\hat{\boldsymbol{R}}_{x}(0)$. The remaining task is to diagonalize $\hat{\boldsymbol{R}}_{\bar{x}}(\tau), \tau=1,2, \ldots$, by finding a suitable orthogonal matrix $\boldsymbol{U}$ such that $\hat{\boldsymbol{R}}_{y}(\tau)$ are diagonal where $\boldsymbol{y}=\boldsymbol{U} \overline{\boldsymbol{x}}$. A typical algorithm is to find $\boldsymbol{U}$ that minimizes a weighted sum of the squares of off-diagonal elements of $\boldsymbol{R}_{y}(\tau)$,

$$
\begin{equation*}
\hat{J}(\boldsymbol{U})=\sum_{i \neq j} \sum_{\tau \neq 0} c(\tau)\left\{\hat{R}_{i j}(\tau)\right\}^{2} \tag{10.132}
\end{equation*}
$$

where $R_{i j}(\tau)=E\left\{y_{i}(k) y_{j}(\tau)\right\}$ and $c(\tau)$ are suitably chosen non-negative weights.
We show how the above method is related to estimating functions. We have, for $i \neq j$, $\tau>0$, and in the Gaussian case,

$$
\begin{align*}
C_{i j}(\tau) & =E\left\{\left(y_{i}(k) y_{j}(k-\tau)\right)^{2}\right\} \\
& =E\left\{\left\{y_{i}(k)\right\}^{2}\right\} E\left\{\left\{y_{j}(k-\tau)\right\}^{2}\right\}+2 E^{2}\left\{y_{i}(k) y_{j}(k-\tau)\right\} \\
& =1+2\left\{R_{i j}(\tau)\right\}^{2} \tag{10.133}
\end{align*}
$$

because $E\left\{\bar{x}_{i}(k)^{2}\right\}=E\left\{y_{i}(k)^{2}\right\}=1$ holds when $\boldsymbol{U}$ is an orthogonal matrix. Therefore, the cost function (10.132) to be minimized is written as

$$
\begin{equation*}
J(\boldsymbol{U})=\frac{1}{2} \sum_{i \neq j} \sum_{\tau} c_{\tau} C_{i j}(\tau) \tag{10.134}
\end{equation*}
$$

Given a set of observations $\boldsymbol{y}(1), \ldots, \boldsymbol{y}(N)$, where $\boldsymbol{y}(k)=\boldsymbol{U} \overline{\boldsymbol{x}}(k), C_{i j}(\tau)$ is replaced by its empirical estimate

$$
\begin{equation*}
\hat{C}_{i j}(\tau)=\frac{1}{N} \sum_{k=1}^{N}\left[y_{i}(k) y_{j}(k-\tau)\right]^{2} \tag{10.135}
\end{equation*}
$$

where $y_{j}(k), \quad k \leq 0$, are put equal to 0 . Therefore, the estimator $\hat{\boldsymbol{U}}$ minimizes

$$
\begin{equation*}
\hat{C}(\boldsymbol{U})=\frac{1}{2} \sum_{i \neq j} \sum_{\tau} c_{\tau} \hat{C}_{i j}(\tau) \tag{10.136}
\end{equation*}
$$

In order to calculate the derivative of $\hat{C}_{i j}(\tau)$, we use

$$
\begin{align*}
d\left[y_{i}^{2}(k) y_{j}^{2}(k-\tau)\right] & =2\left[y_{i}(k) d y_{i}(k) y_{j}^{2}(k-\tau)+y_{i}(k)^{2} y_{j}(k-\tau) d y_{j}(k-\tau)\right] \\
& =2 \sum_{l}\left[y_{i}(k) d X_{i l} y_{l}(k) y_{j}^{2}(k-\tau)+y_{i}^{2}(k) y_{j}(k-\tau) d X_{j l} y_{l}(k-\tau)\right] \tag{10.137}
\end{align*}
$$

where $d X_{i l}$ are entries of the matrix

$$
\begin{equation*}
d \boldsymbol{X}=d \boldsymbol{U} \boldsymbol{U}^{-1} \tag{10.138}
\end{equation*}
$$

which is an antisymmetric matrix, because $\boldsymbol{U}$ is an orthogonal matrix.
We note that

$$
\begin{align*}
& \frac{N}{2} d\left[\sum_{i \neq j} \hat{C}_{i j}(\tau)\right] \\
& \quad=\sum_{i \neq j} \sum_{l} \sum_{k=1}^{N}\left[y_{i}(k) d X_{i k} y_{l}(k) y_{j}^{2}(k-\tau)+y_{i}^{2}(k) y_{j}(k-\tau) d X_{j l} y_{l}(k-\tau)\right] \\
& \quad=\sum_{k=1}^{N} \sum_{l} \sum_{i \neq j} d X_{i l}\left[y_{i}(k) y_{l}(k) y_{j}^{2}(k-\tau)+y_{j}^{2}(k+\tau) y_{i}(k) y_{l}(k)\right], \tag{10.139}
\end{align*}
$$

where $\boldsymbol{y}(k), k>N$ is put equal to 0 . We take up the coefficient of $d X_{i l}$ in the first term of the right-hand side of (10.139),

$$
\begin{equation*}
\sum_{j \neq i} y_{i}(k) y_{l}(k) y_{j}^{2}(k-\tau) \tag{10.140}
\end{equation*}
$$

Because $d X_{i l}=-d X_{l i}$ holds, the coefficients of $d X_{i l}$ are summarized into

$$
\begin{align*}
& y_{i}(k) y_{l}(k)\left[\sum_{j \neq i} y_{j}^{2}(k-\tau)-\sum_{j \neq l} y_{j}^{2}(k-\tau)\right] \\
= & y_{i}(k) y_{l}(k)\left[y_{l}^{2}(k-\tau)-y_{i}^{2}(k-\tau)\right] . \tag{10.141}
\end{align*}
$$

A similar relation holds for the second terms. Therefore, the derivatives are given by

$$
\begin{align*}
& \frac{\partial}{\partial X_{i l}} \frac{N}{2} \sum_{p \neq q} \hat{C}_{p q}(\tau) \\
& \quad=\sum_{k} y_{i}(k) y_{l}(k)\left[y_{l}^{2}(k-\tau)-y_{i}^{2}(k-\tau)+y_{l}^{2}(k+\tau)-y_{i}^{2}(k+\tau)\right] \tag{10.142}
\end{align*}
$$

Summarizing these results, we have the following Theorem.
Theorem 10.4 When the source signals are colored Gaussian, the method of simultaneous diagonalization is equivalent to the estimating function method with the entries of matrix estimating function

$$
\begin{equation*}
F_{i j}(\boldsymbol{y}, \boldsymbol{U})=y_{i} y_{j} \sum_{\tau} c(\tau)\left(z^{-\tau}+z^{\tau}\right)\left(y_{j}^{2}-y_{i}^{2}\right) \tag{10.143}
\end{equation*}
$$

Note that the estimating function (10.143) does not belong to the admissible class. Hence, one can always find a better estimating function.

### 10.3.5 Standardized Estimating Function and Newton Method

Let $\boldsymbol{\mathcal { R }}(\boldsymbol{W})=\left(\mathcal{R}_{A B}\right)$ be a nonsingular matrix operator which may depend on $\boldsymbol{W}$. Then, $\boldsymbol{F}$ and $\tilde{\boldsymbol{F}}=\boldsymbol{\mathcal { R }} \boldsymbol{F}$ are equivalent estimating functions.

Among a class of equivalent estimating functions, the one $\boldsymbol{F}^{*}$ that satisfies

$$
\begin{equation*}
\mathcal{K}^{*}=E\left\{\frac{\partial \boldsymbol{F}^{*}}{\partial \boldsymbol{X}}\right\}=\text { identity operator } \tag{10.144}
\end{equation*}
$$

is called the standardized estimating function (Amari, 1999 [27]). Given an estimating function $\boldsymbol{F}$, its standardized form is given by

$$
\begin{equation*}
\boldsymbol{F}^{*}=\mathcal{K}^{-1} \boldsymbol{F} \tag{10.145}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{K}=E\left\{\frac{\partial \boldsymbol{F}}{\partial \boldsymbol{X}}\right\} \tag{10.146}
\end{equation*}
$$

We now calculate

$$
\begin{equation*}
\mathcal{K}=E\left\{\frac{\partial \boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W}, q, \boldsymbol{B})}{\partial \boldsymbol{X}}\right\} \tag{10.147}
\end{equation*}
$$

at the true solution $\boldsymbol{W}=\boldsymbol{H}^{-1}$. Rewriting $\boldsymbol{F}=\partial \rho / d \boldsymbol{X}$ or

$$
\begin{equation*}
d \rho=-\operatorname{tr} d \boldsymbol{X}+\left[\boldsymbol{\varphi}(\tilde{\boldsymbol{y}})^{T} \boldsymbol{B}\left(z^{-1}\right)\right] d \boldsymbol{X} \boldsymbol{y} \tag{10.148}
\end{equation*}
$$

in component form, where we put

$$
\begin{equation*}
\tilde{\boldsymbol{y}}=\left[\boldsymbol{B}\left(z^{-1}\right)\right] \boldsymbol{y} \tag{10.149}
\end{equation*}
$$

we calculate the second-order differential in the component form as follows:

$$
\begin{align*}
d^{2} \rho= & d\left[\sum_{i, j, p} \varphi_{i}\left(\tilde{y}_{i}\right) b_{i p} y_{j}(k-p)\right] d X_{i j} \\
= & \sum_{i, j, p}\left\{\varphi_{i}^{\prime}\left(\tilde{y}_{i}\right) d \tilde{y}_{i} b_{i p} y_{j}(k-p)+\varphi_{i}\left(\tilde{y}_{i}\right) b_{i p} d y_{j}(k-p)\right\} d X_{i j} \\
= & \sum_{i, j, m, q, k} \varphi_{i}^{\prime}\left(\tilde{y}_{i}\right) b_{i q} y_{m}(k-q) b_{i p} y_{j}(k-p) d X_{i m} d X_{i j} \\
& +\sum_{i, j, m, k} \varphi\left(\tilde{y}_{i}\right) b_{i p} y_{m}(k-p) d X_{j m} d X_{i j}, \tag{10.150}
\end{align*}
$$

where $\varphi_{i}^{\prime}(y)=d \varphi_{i}(y) / d y$.
At the true solution, we have

$$
\begin{equation*}
E\left\{\varphi^{\prime}\left(\tilde{y}_{i}\right) y_{j} y_{m}\right\}=E\left\{\varphi\left(\tilde{y}_{i}\right) y_{j}\right\}=0, \quad \text { unless } i=j=m \tag{10.151}
\end{equation*}
$$

and

$$
\begin{align*}
d^{2} \rho= & \sum_{i} E\left\{\varphi_{i}^{\prime}\left(\tilde{y}_{i}\right) \tilde{y}_{i}^{2}\right\}\left(d X_{i i}\right)^{2}+\sum_{i, j} E\left\{\varphi\left(\tilde{y}_{i}\right) \tilde{y}_{i}\right\} d X_{i j} d X_{j i} \\
& +\sum_{i \neq j} E\left\{\varphi_{i}^{\prime}\left(\tilde{y}_{i}\right)\left[\sum_{p=0} b_{i p} y_{j}(k-p)\right]^{2}\right\}\left(d X_{i j}\right)^{2} . \tag{10.152}
\end{align*}
$$

Hence, the quadratic form $d^{2} \rho$ in terms of $d X_{i j}$ 's splits into the diagonal terms

$$
\begin{equation*}
\sum\left(\tilde{m}_{i}+1\right)\left(d X_{i i}\right)^{2} \tag{10.153}
\end{equation*}
$$

and $2 \times 2$ minor matrices consisting of $d X_{i j}$ and $d X_{j i} \quad(i \neq j)$,

$$
\begin{equation*}
\sum_{i \neq j}\left\{\tilde{\kappa}_{i} \tilde{\sigma}_{i j}^{2}\left(d X_{i j}\right)^{2}+d X_{i j} d X_{j i}\right\} \tag{10.154}
\end{equation*}
$$

where we put

$$
\begin{align*}
\tilde{m}_{i} & =E\left\{\varphi_{i}^{\prime}\left(\tilde{y}_{i}\right) \tilde{y}_{i}^{2}\right\}  \tag{10.155}\\
\tilde{\kappa}_{i} & =E\left\{\varphi_{i}^{\prime}\left(\tilde{y}_{i}\right)\right\}  \tag{10.156}\\
\tilde{\sigma}_{i j}^{2} & =E\left\{\left[\sum_{p=0} b_{i p} y_{j}(k-p)\right]^{2}\right\} . \tag{10.157}
\end{align*}
$$

When we put

$$
\begin{equation*}
F_{i i}(\boldsymbol{y})=1-y_{i}^{2}, \tag{10.158}
\end{equation*}
$$

the recovered signals satisfy

$$
\begin{equation*}
E\left\{y_{i}^{2}\right\}=1 \tag{10.159}
\end{equation*}
$$

In this case, the diagonal term is

$$
\begin{equation*}
2 \sum d X_{i i}^{2} \tag{10.160}
\end{equation*}
$$

and the $2 \times 2$ diagonal terms are

$$
\begin{equation*}
\tilde{\kappa}_{i} \tilde{\sigma}_{i j}^{2}\left(d X_{i j}\right)^{2}+\tilde{h}_{i} d X_{i j} d X_{j i} \tag{10.161}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{h}_{i}=E\left\{\varphi\left(\tilde{y}_{i}\right) \tilde{y}_{i}\right\} . \tag{10.162}
\end{equation*}
$$

From this analysis, we have the stability condition of the algorithm

$$
\begin{equation*}
\Delta \boldsymbol{W}=\eta \boldsymbol{F}(\boldsymbol{y}, \boldsymbol{W}) \boldsymbol{W} \tag{10.163}
\end{equation*}
$$

Theorem 10.5 The separating solution is asymptotically stable, when and only when

$$
\begin{array}{ll}
\text { 1) } & \tilde{m}_{i}+1>0, \\
2) & \tilde{\kappa}_{i}>0, \\
3) & \tilde{\kappa}_{i} \tilde{\kappa}_{j} \tilde{\sigma}_{i j}^{2} \tilde{\sigma}_{j i}^{2}>1 . \tag{10.166}
\end{array}
$$

The inverse of $\mathcal{K}$ has the same block structure as $\mathcal{K}$. Its diagonal $\mathcal{K}_{A A}$ parts for $A=(i, i)$ are

$$
\begin{equation*}
k_{i i, i i}=\frac{1}{1+\tilde{m}_{i}} \tag{10.167}
\end{equation*}
$$

and its $2 \times 2$ diagonal parts $\mathcal{K}_{A A^{\prime}}$ for $A=(i, j)$ and $A^{\prime}=(j, i), i \neq j$ are

$$
\mathcal{K}_{A A^{\prime}}=c_{i j}\left[\begin{array}{ll}
\tilde{\kappa}_{j} \tilde{\sigma}_{j i}^{2} & -1  \tag{10.168}\\
-1 & \tilde{\kappa}_{i} \tilde{\sigma}_{i j}^{2}
\end{array}\right]
$$

where

$$
\begin{equation*}
c_{i j}=\frac{1}{\tilde{\kappa}_{i} \tilde{\kappa}_{j} \tilde{\sigma}_{i j}^{2} \tilde{\sigma}_{j i}^{2}-1} . \tag{10.169}
\end{equation*}
$$

We have similar expressions for $F_{i i}=1-y_{i}^{2}$.
We thus have the standardized estimating function.
Theorem 10.6 The standardized estimating function $\boldsymbol{F}^{*}(\boldsymbol{y}, \boldsymbol{W})$ has entries given by

$$
\begin{align*}
F_{i j}^{*} & =c_{i j}\left[-\tilde{\kappa}_{j} \tilde{\sigma}_{j i}^{2} \varphi_{i}\left(\tilde{y}_{i}\right) \tilde{y}_{j}^{(i)}+\varphi_{j}\left(\tilde{y}_{j}\right) \tilde{y}_{i}^{(j)}\right]  \tag{10.170}\\
F_{i i}^{*} & =\frac{1}{\tilde{m}_{i}+1}\left\{1-\varphi_{i}\left(\tilde{y}_{i}\right) \tilde{y}_{i}\right\} \tag{10.171}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{y}_{j}^{(i)}=B_{i}\left(z^{-1}\right) y_{j} . \tag{10.172}
\end{equation*}
$$

The associated adaptive learning algorithm

$$
\begin{equation*}
\Delta \boldsymbol{W}=\eta \boldsymbol{F}^{*}(\boldsymbol{y}, \boldsymbol{W}) \tag{10.173}
\end{equation*}
$$

is the Newton method.

### 10.3.6 Asymptotic Errors

The asymptotic estimation error is easily obtained from

$$
\begin{equation*}
\mathcal{G}_{A B}^{*}=E\left\{F_{A}^{*} F_{B}^{*}\right\} . \tag{10.174}
\end{equation*}
$$

The results in this section are derived in a similar way used in Amari (1999) [26].

## Theorem 10.7

$$
\begin{align*}
\mathcal{G}_{i k, j k}^{*} & =c_{i k} c_{j k} \tilde{\sigma}_{i k}^{2} \tilde{\sigma}_{j k}^{2} \tilde{\sigma}_{k k}^{2} \tilde{\kappa}_{j}^{2} \tilde{l}_{i} \tilde{l}_{j}  \tag{10.175}\\
\mathcal{G}_{i i, i j}^{*} & =\frac{1}{\tilde{m}_{i}+1} c_{i j} \tilde{\kappa}_{j} \tilde{\sigma}_{i i}^{2} \tilde{\sigma}_{i j}^{2} \tilde{l}_{j} E\left\{\tilde{y}_{i}^{2} \varphi_{i}\left(\tilde{y}_{i}\right)\right\}, \tag{10.176}
\end{align*}
$$

where

$$
\begin{array}{cr}
\tilde{l}_{i}=E\left\{\varphi_{i}\left(\tilde{y}_{i}\right)\right\}, \quad \tilde{m}_{i}=E\left\{\varphi_{i}^{\prime}\left(\tilde{y}_{i}\right) \tilde{y}_{i}^{2}\right\}, \quad \tilde{\kappa}_{i}=E\left\{\varphi_{i}^{\prime}\left(\tilde{y}_{i}\right)\right\}, \\
\tilde{\sigma}_{i j}^{2}=E\left\{\left[\sum_{p=0} b_{i p} y_{j}(k-p)\right]^{2}\right\}, & c_{i j}=\left[\tilde{\kappa}_{i} \tilde{\kappa}_{j} \tilde{\sigma}_{i j}^{2} \tilde{\sigma}_{j i}^{2}-1\right]^{-1} . \tag{10.178}
\end{array}
$$

The error covariances of recovered signals are given from

$$
\begin{equation*}
E\left\{\Delta y_{i} \Delta y_{j}\right\}=\sum E\left\{\Delta X_{i k} \Delta X_{j k}\right\} \sigma_{k}^{2} \tag{10.179}
\end{equation*}
$$

It is remarkable that "superefficiency" of

$$
\begin{equation*}
E\left\{\Delta y_{i} \Delta y_{j}\right\}=\mathcal{O}\left(\frac{1}{N^{2}}\right), \quad(i \neq j) \tag{10.180}
\end{equation*}
$$

holds, when the condition

$$
\begin{equation*}
\tilde{l}_{i}=E\left\{\varphi_{i}\left(\tilde{y}_{i}\right)\right\}=0 \tag{10.181}
\end{equation*}
$$

holds. The proof is similar to the non-correlated case (Amari, 1999 [27]).

### 10.4 SEMIPARAMETRIC MODELS FOR MULTICHANNEL BLIND DECONVOLUTION

Most theories treat only blind source separation of instantaneous mixtures and it is only recently that the natural gradient approach has been proposed for multichannel blind deconvolution [39, [1358, 1368. Amari et al. [38, 39] discussed the geometric structures of the

IIR filter manifold, to develop an efficient learning algorithm for blind deconvolution. However, in most practical implementations, it is necessary to employ a filter of finite length as a deconvolution model. Zhang et al. [1358, 1368, 1372 directly investigated the geometric structures of the FIR filter manifold and derived the natural gradient algorithm for training FIR filters. Local stability condition for natural gradient learning is also extended for the blind deconvolution case.

The present section will examine further convergence and efficiency of the batch estimator and natural gradient learning for blind deconvolution via the semiparametric statistical model and estimating functions 104. First we introduce the geometrical properties of the manifold of the FIR filters based on the Lie group structure and formulate the blind deconvolution problem within the framework of the semiparametric model deriving a family of estimating functions for blind deconvolution. We then analyze the efficiency of the batch estimator based on estimating function - obtaining its convergence rate. Finally, we prove that both batch learning and natural gradient learning are superefficient under given nonsingular conditions [1358, 1368].

### 10.4.1 Notation and Problem Statement

As a convolutive mixing model, we consider a multichannel linear time-invariant (LTI) system of the form (see Chapter 9 for more detail and learning algorithms):

$$
\begin{equation*}
\mathbf{x}(k)=\sum_{p=0}^{\infty} \mathbf{H}_{p} \mathbf{s}(k-p) \tag{10.182}
\end{equation*}
$$

where $\mathbf{H}_{p}$ is an $n \times n$-dimensional matrix of mixing coefficients at time-lag $p$, called the impulse response at time $p, \mathbf{s}(k)=\left[s_{1}(k), s_{2}(k) \ldots, s_{n}(k)\right]^{T}$ is an $n$-dimensional vector of source signals, zero-mean and independent and identically distributed (i.i.d.), and $\mathbf{x}(k)=$ $\left[x_{1}(k), \ldots, x_{n}(k)\right]^{T}$ is an $n$-dimensional vector of sensor signals. For simplicity, we use the notation

$$
\begin{equation*}
\mathbf{H}(z)=\sum_{p=0}^{\infty} \mathbf{H}_{p} z^{-p} \tag{10.183}
\end{equation*}
$$

where $z$ is the z-transform variable. $\mathbf{H}(z)$ is usually called the mixing filter, unknown in blind deconvolution.

The goal of multichannel blind deconvolution is to retrieve source signals only using sensor signals $\mathbf{x}(k)$ and some knowledge of source signal distributions. Generally, we carry out the blind deconvolution with another multichannel LTI and non-causal system of the form

$$
\begin{equation*}
\mathbf{y}(k)=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p} \mathbf{x}(k-p) \tag{10.184}
\end{equation*}
$$

where $\mathbf{y}(k)=\left[y_{1}(k), y_{2}(k), \ldots, y_{n}(k)\right]^{T}$ is an $n$-dimensional vector of the outputs and $\mathbf{W}_{p}$ is an $n \times n$-dimensional coefficient matrix at time lag $p$, of which components are the
parameters to be determined during training. The matrix transfer function of deconvolutive filters can be expressed as

$$
\begin{equation*}
\mathbf{W}(z)=\sum_{p=-\infty}^{\infty} \mathbf{W}_{p} z^{-p} \tag{10.185}
\end{equation*}
$$

The objective of blind deconvolution is to make the output signals $\mathbf{y}(k)$ of the separating model maximally spatially mutually independent and temporarily i.i.d. In this section we employ a semiparametric model to derive a family of estimating functions and develop efficient learning algorithms for training the separating filter $\mathbf{W}(z)$. Finally we analyze the convergence and efficiency of the learning algorithms.

In practice, we can easily implement the blind deconvolution problem with a finite impulse response (FIR) filter

$$
\begin{equation*}
\mathbf{W}(z)=\sum_{p=0}^{L} \mathbf{W}_{p} z^{-p} \tag{10.186}
\end{equation*}
$$

where $L$ is the maximum order (length) of the deconvolutive/separating filters. Alternatively we can employ non-causal filters of the symmetrical form $\mathbf{W}(z)=\sum_{p=-L / 2}^{L / 2} \mathbf{W}_{p} z^{-p}$. In general, the multiplication of two filters of form (10.186) will enlarge the filter length. Below, we will discuss briefly some geometrical structures of the FIR manifold (see Chapter (9) for more detail).

### 10.4.2 Geometrical Structures on FIR Manifold

Geometrical structures, such as the Riemannian metric on the parameter space, can help us develop efficient learning algorithms for training parameters. The commonly used gradient descent learning is not optimal in minimizing a cost function defined on a Riemannian space. The steepest search direction is given by the natural gradient. It has been demonstrated that the natural gradient search scheme is an efficient approach for solving iterative parameter estimation problems [24]. In order to develop an efficient learning algorithm for blind deconvolution, we first explore some geometrical properties of the manifold of FIR filters.

The set of all FIR filters $\mathbf{W}(z)$ of length $L$, having the constraint $\mathbf{W}_{0}$ is nonsingular, is denoted by $\mathcal{M}(L)$,

$$
\begin{equation*}
\mathcal{M}(L)=\left\{\mathbf{W}(z) \mid \mathbf{W}(z)=\sum_{p=0}^{L} \mathbf{W}_{p} z^{-p}, \operatorname{det}\left(\mathbf{W}_{0}\right) \neq 0\right\} \tag{10.187}
\end{equation*}
$$

$\mathcal{M}(L)$ is a manifold of dimension $n^{2}(L+1)$. In general, multiplication of two filters in $\mathcal{M}(L)$ will enlarge the filter length. This makes it difficult to introduce the Riemannian structure to the manifold of multichannel FIR filters. In order to explore possible geometrical structures of $\mathcal{M}(L)$ which will lead to effective learning algorithms for $\mathbf{W}(z)$, we define the algebraic operations of filters in the Lie group framework.

### 10.4.3 Lie Group

In the manifold $\mathcal{M}(L)$, Lie operations, multiplication $\circledast$ and inverse $\dagger$, are defined as follows: For $\mathbf{W}(z), \mathbf{H}(z) \in \mathcal{M}(L)$,

$$
\begin{align*}
\mathbf{W}(z) \circledast \mathbf{H}(z) & =\sum_{p=0}^{L} \sum_{q=0}^{p} \mathbf{W}_{q} \mathbf{H}_{(p-q)} z^{-p}  \tag{10.188}\\
\mathbf{W}^{\dagger}(z) & =\sum_{p=0}^{L} \mathbf{W}_{p}^{\dagger} z^{-p} \tag{10.189}
\end{align*}
$$

where $\mathbf{W}_{p}^{\dagger}$ are recurrently defined by $\mathbf{W}_{0}^{\dagger}=\mathbf{W}_{0}^{-1}, \mathbf{W}_{p}^{\dagger}=-\sum_{q=1}^{p} \mathbf{W}_{p-q}^{\dagger} \mathbf{B}_{q} \mathbf{W}_{0}^{-1}, p=$ $1,2, \ldots, L$. With these operations, both $\mathbf{W}(z) \circledast \mathbf{H}(z)$ and $\mathbf{W}^{\dagger}(z)$ still remain in the manifold $\mathcal{M}(L)$. It is easy to verify that the manifold $\mathcal{M}(L)$ with the above operations forms a Lie Group [1358]. The identity element is $\mathbf{E}(z)=\mathbf{I}$, where $\mathbf{I}$ is the identity matrix. In fact the Lie multiplication of two $\mathbf{W}(z), \mathbf{H}(z) \in \mathcal{M}(L)$ is the truncated form of the ordinary multiplication up to order $L$, that is

$$
\begin{equation*}
\mathbf{W}(z) \circledast \mathbf{H}(z)=[\mathbf{W}(z) \mathbf{H}(z)]_{L} \tag{10.190}
\end{equation*}
$$

where $[\mathbf{W}(z)]_{L}$ is a truncating operator such that any terms with orders higher than $L$ in the matrix polynomial $\mathbf{W}(z)$ are omitted.

The fluctuations will be negligible if we make the length $L$ of $\mathbf{W}(z)$ sufficiently large. However, considering the multiplication in the Lie group sense, we have $\mathbf{G}(z)=\mathbf{W}(z) \circledast$ $\mathbf{H}(z)=\mathbf{I}$. In the following discussion, we consider the global transfer function in the Lie group sense $\mathbf{G}(z)=\mathbf{W}(z) \circledast \mathbf{H}(z)$.

### 10.4.4 Natural Gradient Approach for Multichannel Blind Deconvolution

The Lie group has an important property that admits an invariant Riemannian metric [1358. Using the Lie group structure, we derive the natural gradient of a cost function $\rho(\mathbf{W}(z))$ defined on the manifold $\mathcal{M}(L)$

$$
\begin{equation*}
\tilde{\nabla} \rho(\mathbf{W}(z))=\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)} \circledast \mathbf{W}(z)=\nabla \rho(\mathbf{W}(z)) \circledast \mathbf{W}(z) \tag{10.191}
\end{equation*}
$$

where $d \mathbf{X}(z)$ is a nonholonomic variable [30], defined by the following equation

$$
\begin{equation*}
d \mathbf{X}(z)=d \mathbf{W}(z) \circledast \mathbf{W}^{\dagger}(z)=\left[d \mathbf{W}(z) \mathbf{W}^{-1}(z)\right]_{L} \tag{10.192}
\end{equation*}
$$

Alternatively, the natural gradient can be expressed as

$$
\begin{equation*}
\tilde{\nabla} \rho(\mathbf{W}(z))=\nabla \rho(\mathbf{W}(z)) \circledast \mathbf{W}^{T}\left(z^{-1}\right) \circledast \mathbf{W}(z) . \tag{10.193}
\end{equation*}
$$

However, it is much easier to evaluate the natural gradient, if we introduce the nonholonomic differential variable $d \mathbf{X}(z)$ defined by (10.192). There are two ways to calculate the $\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)}$.

One is to evaluate it by the following relation

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)}=\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{W}(z)} \circledast \mathbf{W}^{T}\left(z^{-1}\right) \tag{10.194}
\end{equation*}
$$

The other way is to directly calculate it by using the following property,

$$
\begin{equation*}
d \mathbf{y}(k)=d \mathbf{W}(z) \mathbf{x}(k)=d \mathbf{X}(z) \mathbf{y}(k) \tag{10.195}
\end{equation*}
$$

From the above equation, we see that the differential $d \mathbf{X}(z)$ defines a channel variation with respect to variation of output of the separating model. This property is critical for the derivation of learning algorithms with equivariance property.

Assuming that $d \mathbf{X}(z)=\sum_{p=0}^{L} d \mathbf{X}_{p} z^{-p}$ is in $\mathcal{M}(L)$, and $\rho(\mathbf{X}(z))$ is a cost function defined on $\mathcal{M}(L)$, we can define

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{X}(z))}{\partial \mathbf{X}_{p}}=\left(\frac{\partial \rho(\mathbf{X}(z))}{\partial X_{p, i j}}\right)_{n \times n} \tag{10.196}
\end{equation*}
$$

Hence, we can write

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{X}(z))}{\partial \mathbf{X}(z)}=\sum_{p=0}^{L} \frac{\partial \rho(\mathbf{X}(z))}{\partial \mathbf{X}_{p}} z^{-p} \tag{10.197}
\end{equation*}
$$

The estimating function for blind deconvolution is denoted by

$$
\begin{equation*}
\mathbf{F}(\mathbf{y}, \mathbf{X}(z))=\sum_{p=0}^{L} \mathbf{F}_{p}(\mathbf{y}, \mathbf{X}(z)) z^{-p} \tag{10.198}
\end{equation*}
$$

where $\mathbf{F}_{p} \in \mathbb{R}^{n \times n}, p=0,1, \ldots, L$ are matrix functions on $\mathcal{M}(L)$. Given $p, q$, the derivative $\frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{q}}$ is a 4-dimensional tensor, defined by $\frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{q}}=\left(\frac{\partial F_{p, i j}}{\partial X_{q}, l k}\right)_{n \times n \times n \times n}$. For any matrix $\mathbf{P} \in$ $\mathbb{R}^{n \times n}$, the operation $\frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{q}} \mathbf{P}$ is defined by $\frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{q}} \mathbf{P}=\sum_{l, k} \frac{\partial \mathbf{F}_{p}}{\partial X_{q}, l k} P_{l k}$ Therefore the derivative $\frac{\partial \mathbf{F}(\mathbf{y}, \mathbf{X}(z))}{\partial \mathbf{X}(z)}$ is an operator mapping $\mathcal{M}(L)$ to $\mathcal{M}(L)$, defined by

$$
\begin{equation*}
\frac{\partial \mathbf{F}(\mathbf{y}, \mathbf{X}(z))}{\partial \mathbf{X}(z)} \mathbf{P}(z)=\sum_{p=0}^{L} \sum_{q=0}^{L} \frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{q}} \mathbf{P}_{q} z^{-p} \tag{10.199}
\end{equation*}
$$

for any filter $\mathbf{P}(z) \in \mathcal{M}(L)$.
Using the above properties, we derive the natural gradient learning algorithm for multichannel deconvolution.

In order to implement the adaptive on-line learning, we formulate the standard cost function as

$$
\begin{equation*}
J(\mathbf{y}, \mathbf{W}(z))=E\{\rho(\mathbf{y}, \mathbf{W}(z))\}=-\log \left|\operatorname{det}\left(\mathbf{W}_{0}\right)\right|-\sum_{i=1}^{n} E\left\{\log q\left(y_{i}\right)\right\} \tag{10.200}
\end{equation*}
$$

where $q\left(y_{i}\right)$ is an estimator of the true probability density function of source signals.
We evaluate the total differential $d \rho(\mathbf{y}, \mathbf{W}(z))$

$$
\begin{align*}
d \rho(\mathbf{y}, \mathbf{W}(z)) & =d\left(-\log \left|\operatorname{det}\left(\mathbf{W}_{0}\right)\right|-\sum_{i=1}^{n} \log q\left(y_{i}\right)\right) \\
& =-\operatorname{tr}\left(d \mathbf{W}_{0} \mathbf{W}_{0}^{-1}\right)+\varphi^{T}(\mathbf{y})(\mathbf{y})^{T} d \mathbf{y} \tag{10.201}
\end{align*}
$$

where $\operatorname{tr}$ is the trace of a matrix and $\varphi(\mathbf{y})$ is a vector of nonlinear activation functions,

$$
\begin{equation*}
\varphi_{i}\left(y_{i}\right)=-\frac{d \log q_{i}\left(y_{i}\right)}{d y_{i}}=-\frac{q_{i}^{\prime}\left(y_{i}\right)}{q_{i}\left(y_{i}\right)} \tag{10.202}
\end{equation*}
$$

By introducing the nonholonomic differential base (10.192), we rewrite (10.201) as

$$
\begin{equation*}
d \rho(\mathbf{y}, \mathbf{W}(z))=-\operatorname{tr}\left(d \mathbf{X}_{0}\right)+\varphi^{T}(\mathbf{y}) d \mathbf{W}(z) \mathbf{W}^{-1}(z) \mathbf{y} \tag{10.203}
\end{equation*}
$$

Hence, we obtain

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{y}, \mathbf{W}(z))}{\partial \mathbf{X}_{p}}=-\delta_{0, p} \mathbf{I}+\varphi^{T}(\mathbf{y}) \mathbf{y}^{T}(k-p), p=0,1, \ldots, L \tag{10.204}
\end{equation*}
$$

Using the natural gradient descent learning rule, we obtain an efficient on-line learning algorithm as follows

$$
\begin{align*}
\Delta \mathbf{W}_{p}(k) & =-\eta(k) \sum_{q=0}^{p} \frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}_{q}} \mathbf{W}_{p-q} \\
& =\eta(k) \sum_{q=0}^{p}\left[\delta_{0, q} \mathbf{I}-\boldsymbol{\varphi}(\mathbf{y}(k)) \mathbf{y}^{T}(k-q)\right] \mathbf{W}_{p-q}(k) \tag{10.205}
\end{align*}
$$

for $p=0,1, \ldots, L$, where $\eta$ is the learning rate. In particular, the learning algorithm for $\mathbf{W}_{0}$ is described by

$$
\begin{equation*}
\Delta \mathbf{W}_{0}(k)=\eta(k)\left[\mathbf{I}-\boldsymbol{\varphi}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right] \mathbf{W}_{0}(k) \tag{10.206}
\end{equation*}
$$

Alternatively, we can use an adaptive batch version of the algorithm

$$
\begin{equation*}
\Delta \mathbf{W}_{p}(k)=\eta \sum_{q=0}^{p}\left[\delta_{0, q} \mathbf{I}-\mathbf{R}_{\boldsymbol{\varphi}_{\mathbf{y}}}^{(k)}(q)\right] \mathbf{W}_{p-q}(k) \tag{10.207}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\varphi \mathbf{y}}^{(k)}(q)=\left(1-\eta_{0}\right) \mathbf{R}_{\varphi_{\mathbf{y}}}^{(k-1)}(q)+\eta_{0} \boldsymbol{\varphi}(\mathbf{y}(k)) \mathbf{y}^{T}(k-q) \tag{10.208}
\end{equation*}
$$

The NG algorithms (10.205) and (10.207) have two important properties, uniform performance (the equivariant property) and invariance of nonsingularity of $\mathbf{W}_{0}$.

Remark 10.2 In the multichannel blind deconvolution, an algorithm is equivariant if its dynamical behavior depends on the global transfer function $\mathbf{G}(z)=\mathbf{W}(z) \circledast \mathbf{H}(z)$, but not on the specific mixing filter $\mathbf{H}(z)$. In fact the learning algorithm (10.205) has the equivariant property in the Lie group sense. Writing the learning algorithm in the Lie group form and multiplying both sides by the mixing filter $\mathbf{H}(z)$ in the Lie group sense, we obtain

$$
\begin{equation*}
\Delta \mathbf{G}(z)=-\eta \frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)} \circledast \mathbf{G}(z) \tag{10.209}
\end{equation*}
$$

where $\mathbf{G}(z)=\mathbf{W}(z) \circledast \mathbf{H}(z)$. From equation (10.204), we know $\frac{\partial \rho(\mathbf{W}(z))}{\partial \mathbf{X}(z)}$ is formally independent of the mixing channel $\mathbf{H}(z)$. This means that the algorithm (10.205) is equivariant.

Another important property of the learning algorithm (10.206) is that it keeps the nonsingularity of $\mathbf{W}_{0}$ provided the initial $\mathbf{W}_{0}$ is nonsingular [1321. In fact if we denote the inner product of two matrices by $\langle\mathbf{A}, \mathbf{B}\rangle=\operatorname{tr}\left(\mathbf{A}^{T} \mathbf{B}\right)$, we can easily calculate the derivative of the determinant $\left|\mathbf{W}_{0}\right|=\operatorname{det} \mathbf{W}_{0}$ in the following way

$$
\begin{align*}
\frac{d\left|\mathbf{W}_{0}\right|}{d t} & =\left\langle\frac{\partial\left|\mathbf{W}_{0}\right|}{\partial \mathbf{W}_{0}}, \frac{d \mathbf{W}_{0}}{d t}\right\rangle=\langle | \mathbf{W}_{0}\left|\mathbf{W}_{0}^{-T}, \frac{d \mathbf{W}_{0}}{d t}\right\rangle  \tag{10.210}\\
& \left.=\operatorname{tr}\left(\left|\mathbf{W}_{0}\right| \mathbf{W}_{0}^{-1}\left(\mathbf{I}-\boldsymbol{\varphi}(\mathbf{y}) \mathbf{y}^{T}(k)\right) \mathbf{W}_{0}\right)=\operatorname{tr}\left(\mathbf{I}-\varphi(\mathbf{y}) \mathbf{y}^{T}(k)\right)\left|\mathbf{W}_{0}\right|\right) \tag{10.211}
\end{align*}
$$

This equation results in

$$
\begin{equation*}
\left|\mathbf{W}_{0}(t)\right|=\left|\mathbf{W}_{0}(0)\right| \exp \left(\int_{0}^{t} \operatorname{tr}\left(\mathbf{I}-\boldsymbol{\varphi}(\mathbf{y}(\tau)) \mathbf{y}^{T}(\tau)\right) d \tau\right) \tag{10.212}
\end{equation*}
$$

Therefore the matrix $\mathbf{W}_{0}$ is nonsingular whenever the initial matrix $\mathbf{W}_{0}(0)$ is nonsingular. This means that the learning algorithm (10.205) keeps the filter $\mathbf{W}(z)$ on the manifold $\mathcal{M}(N)$ if the initial filter is on the manifold. The condition implies that the equilibrium points of the learning algorithm satisfy the following equations

$$
\begin{align*}
& E\left\{\boldsymbol{\varphi}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p)\right\}=\mathbf{0}, \quad \text { for } p=1,2, \ldots, L  \tag{10.213}\\
& E\left\{\mathbf{I}-\boldsymbol{\varphi}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\}=\mathbf{0} \tag{10.214}
\end{align*}
$$

The nonlinear activation function $\varphi(\mathbf{y})$ originally is defined by the score function of logarithm of source distribution functions. The choice of $\varphi(\mathbf{y})$ depends on both the statistics of the source signals and stability conditions of the learning algorithm.

### 10.4.5 Efficient Score Matrix Function and its Representation

In this section, we give an explicit form of the score function of the parameters of interest, by using a local nonholonomic reparameterization. We then derive the efficient score by projecting the score function into the subspace orthogonal to the nuisance tangent space.

Assume that the mixing filter $\mathbf{H}(z)$ is in $\mathcal{M}(L)$. The blind deconvolution problem is to find a separating FIR filter $\mathbf{W}(z)$ such that the output $\mathbf{y}(k)$ of the separating model
is maximally spatially mutually independent and temporarily i.i.d. To this end, we first define the score functions of log-likelihood with respect to $\mathbf{W}(z)$. Since the mixing model is a matrix FIR filter, we write an estimating function in the same matrix filter format

$$
\begin{equation*}
\mathbf{F}(\mathbf{x}, \mathbf{W}(z))=\sum_{p=0}^{L} \mathbf{F}_{p}(\mathbf{x}, \overline{\mathbf{W}}) z^{-p} \tag{10.215}
\end{equation*}
$$

where $\mathbf{F}_{p}(\mathbf{x}, \overline{\mathbf{W}})$ are matrix functions of $\mathbf{x}$ and $\overline{\mathbf{W}}=\left[\mathbf{W}_{0}, \mathbf{W}_{1}, \ldots, \mathbf{W}_{L}\right]$.
Now let us consider the $\overline{\mathbf{W}}$-score function, which is a filter in $\mathcal{T} \mathcal{M}(L)$, defined by 1358 ,

$$
\begin{equation*}
\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial \mathbf{W}(z)}=\sum_{p=0}^{L} \frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial \mathbf{W}_{p}} z^{-p} \tag{10.216}
\end{equation*}
$$

where $p(\mathbf{y} ; \overline{\mathbf{W}}, r)$ is the probability density function of $\mathbf{y}$, and $\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial \mathbf{W}}$ p denotes the gradient in matrix form, whose (i,j)-element is defined by $\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial W_{p i j}}$.

Using Amari's natural gradient approach [24, 155], we define

$$
\begin{equation*}
d \mathbf{X}(z)=d \mathbf{W}(z) \circledast \mathbf{W}^{\dagger}(z) \tag{10.217}
\end{equation*}
$$

a nonholonomic differential variable which is not integrable. The variation $d \mathbf{H}(z)$ of $\mathbf{H}(z)$ is represented as $d \mathbf{H}(z)=-\mathbf{H}(z) \circledast d \mathbf{X}(z)$ in terms of $d \mathbf{X}(z)$ assuming $\mathbf{W}(z)=\mathbf{H}^{\dagger}(z)$.

Denote the inner product of any two filters $\mathbf{W}(z)$ and $\mathbf{H}(z)$ in tangent space $\mathcal{T} \mathcal{M}_{\mathbf{W}(z)}$ by 1358

$$
<\mathbf{W}(z), \mathbf{H}(z)>=\sum_{p=0}^{L} \operatorname{tr}\left(\mathbf{W}_{p}^{T} \mathbf{H}_{p}\right)
$$

Consider the differential $d \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)$ with respect to the new variables,

$$
\begin{equation*}
d \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)=<\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial \mathbf{X}(z)}, d \mathbf{X}(z)> \tag{10.218}
\end{equation*}
$$

On the other hand, using relation (10.217), we have

$$
\begin{align*}
d \log p(\mathbf{y} ; \overline{\mathbf{W}}, r) & =<\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial \mathbf{W}(z)}, d \mathbf{W}(z)> \\
& =<\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial \mathbf{W}(z)} \circledast \mathbf{W}^{T}\left(z^{-1}\right), d \mathbf{X}(z)> \tag{10.219}
\end{align*}
$$

Comparing the two equations (10.218) and (10.219), and using the invariant property of the differential expression, we deduce

$$
\begin{equation*}
\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial \mathbf{X}(z)}=\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial \mathbf{W}(z)} \circledast \mathbf{W}^{T}\left(z^{-1}\right) \tag{10.220}
\end{equation*}
$$

Using the relation (10.195), we evaluate the score function at $\mathbf{X}(z)=\mathbf{0}$

$$
\begin{equation*}
\left.\frac{\partial \log p(\mathbf{y} ; \overline{\mathbf{W}}, r)}{\partial X_{p, i j}}\right|_{\mathbf{x}(z)=\mathbf{0}}=\varphi_{i}\left(y_{i}(k)\right) y_{j}(k-p) \tag{10.221}
\end{equation*}
$$

where $\varphi_{i}\left(y_{i}\right)=-\frac{d \log \left(r_{i}\left(y_{i}\right)\right)}{d y_{i}}, i=1,2, \ldots, n$. This can also be re-written in the compact form

$$
\begin{equation*}
\mathbf{U}(\mathbf{x}, \mathbf{W}(z), r)=\sum_{p=0}^{L} \mathbf{U}_{p} z^{-p}=\sum_{p=0}^{L} \boldsymbol{\varphi}(\mathbf{y}(k)) \mathbf{y}^{T}(k-p) z^{-p} \tag{10.222}
\end{equation*}
$$

where $\boldsymbol{\varphi}(\mathbf{y})=\left[\varphi_{1}\left(y_{1}\right), \ldots, \varphi_{n}\left(y_{n}\right)\right]^{T}$, and $\mathbf{y}$ is the vector of estimated source signals. It should be noted that the score function $\mathbf{U}(\mathbf{x}, \mathbf{W}(z), r)$ generally depends on the sensor signals $\mathbf{x}(k)$ and the separating filter $\mathbf{W}(z)$. However, by introducing the nonholonomic reparameterization, we derive the score function that only depends on output of the separating model or the global transfer function $\mathbf{G}(z)$. This property is called the equivariance in blind separation of instantaneous mixtures [155]. The relative or the natural gradient of a cost function on the Riemannian manifold can be automatically derived from this nonholonomic representation [26, 1368 ]

The efficient scores, denoted by $\mathbf{U}^{E}(\mathbf{x} ; \mathbf{W}(z), r)$, can be obtained by projecting the score function to the subspace orthogonal to the nuisance tangent space $\mathcal{T}_{\mathbf{W}(z), r}^{\mathcal{N}}$. (See Zhang et al. 1358 for more details).

In summary we have the following theorem 1358
Theorem 10.8 The efficient score, $\mathbf{U}^{E}(\mathbf{x} ; \mathbf{W}(z), r)$ is expressed by

$$
\begin{equation*}
\mathbf{U}^{E}(\mathbf{x} ; \mathbf{W}(z), r)=\sum_{p=0}^{L} \mathbf{U}_{p}^{E} z^{-p} \tag{10.223}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{U}_{p}^{E}=\varphi(\mathbf{y})(k) \mathbf{y}^{T}(k-p), \quad \text { for } p \geq 1  \tag{10.224}\\
& \mathbf{U}_{0}^{E}= \begin{cases}\boldsymbol{\varphi}(\mathbf{y}(k)) \mathbf{y}^{T}(k), & \text { for off }- \text { diagonal elements } \\
c_{2}\left(\varphi_{i}\left(y_{i}(k)\right) y_{i}(k)-1\right), & \text { for diagonal elements. }\end{cases} \tag{10.225}
\end{align*}
$$

### 10.5 ESTIMATING FUNCTION AND STANDARDIZED ESTIMATING FUNCTION FOR MULTICHANNEL BLIND DECONVOLUTION

In this section, we discuss a family of estimating functions and standardized estimating functions for blind deconvolution.

It has been shown by Zhang et al. [1358, 1368, 1372] that the efficient score function is an estimating function which can be expressed as

$$
\begin{equation*}
\mathbf{F}(\mathbf{x}(k), \mathbf{W}(z))=\sum_{p=0}^{L} \boldsymbol{\varphi}(\mathbf{y}(k)) \mathbf{y}(k-p)^{T} z^{-p}-\mathbf{I} \tag{10.226}
\end{equation*}
$$

where $\mathbf{y}(k)=\sum_{p=0}^{L} \mathbf{W}_{p} \mathbf{x}(k-p)$, and $\varphi$ is a vector of given activation functions, provided that the derivative operator $\mathcal{K}(z)=E\left\{\frac{\partial \mathbf{F}(\mathbf{x}, \mathbf{W}(z))}{\partial \mathbf{X}(z)}\right\}$ is invertible. The estimating function is the efficient score function, when and $F_{i i}\left(y_{i}\right)=\varphi_{i}\left(y_{i}\right) y_{i}-1$.

The derivative operator $\mathcal{K}(z)=E\left\{\frac{\partial \mathbf{F}(\mathbf{x}, \mathbf{W}(z))}{\partial \mathbf{X}(z)}\right\}$ is a tensor filter, represented by

$$
\begin{equation*}
\mathcal{K}(z)=\sum_{p=0}^{L} \mathcal{K}_{p} z^{-p} \tag{10.227}
\end{equation*}
$$

See Appendix A for detailed derivation.
We take the following notations

$$
\begin{align*}
m_{i} & =E\left\{y_{i}^{2} \varphi_{i}^{\prime}\left(y_{i}\right)\right\}, \quad \kappa_{i}=E\left\{\varphi_{i}^{\prime}\left(y_{i}\right)\right\}, \quad \sigma_{i}^{2}=E\left\{y_{i}^{2}\right\}  \tag{10.228}\\
c_{i j} & =\left[\kappa_{i} \kappa_{j} \sigma_{i}^{2} \sigma_{j}^{2}-1\right]^{-1}, \quad l_{i}=E\left\{\varphi\left(y_{i}\right)\right\} \tag{10.229}
\end{align*}
$$

Lemma 10.3 The coefficients of the operator $\mathcal{K}(z)=\sum_{p=0}^{L} \mathcal{K}_{p} z^{-p}$ can be expressed by

$$
\begin{equation*}
\mathcal{K}_{p, i j, l m}=E\left\{\varphi^{\prime}\left(y_{i}(k)\right) s_{j}^{2}(k-p)\right\} \delta_{i l} \delta_{j m}+\delta_{i m} \delta_{j l} \delta_{0 p} \tag{10.230}
\end{equation*}
$$

Furthermore, if the following conditions are satisfied

$$
\begin{equation*}
\kappa_{i} \neq 0, \quad \kappa_{i} \kappa_{j} \sigma_{i}^{2} \sigma_{j}^{2}-1 \neq 0, \quad m_{i}+1 \neq 0 \tag{10.231}
\end{equation*}
$$

then the derivative operator $\mathcal{K}(z)$ is invertible.
The semiparametric approach suggests the use of the following estimating equation [28, 145 for parameters of interest,

$$
\begin{equation*}
\sum_{k=1}^{N} \mathbf{F}(\mathbf{x}(k), \mathbf{W}(z))=\mathbf{0} \tag{10.232}
\end{equation*}
$$

The estimator obtained from (10.232) is called an M-estimator. An M-estimator is consistent, that is, the estimator $\mathbf{W}(z, k)$ converges to the true value as $N$ tends to infinity without reference to the true distribution of the sources $r(\mathbf{s})$. The estimating function is not unique, since that for any nonsingular linear operator $\mathcal{R}(z)$ mapping from $\mathcal{M}(L)$ to $\mathcal{M}(L), \mathcal{R}(z) \mathbf{F}(\mathbf{x}, \mathbf{W}(z))$ is also an estimating function. It has already been established that the two estimating functions are equivalent in the sense that the derived batch estimators give exactly the same solution. This defines an equivalent class of estimating functions that are essentially the same in batch estimation. However, when we consider online learning, the learning dynamics is not equivalent and this necessitates introduction of an estimating function that will make the learning algorithm more stable and efficient. To this end, we introduce the concept of standardized estimating function. The standardized estimating function [24] is defined as follows: If the derivative operator $\mathcal{K}(z)=E\left\{\frac{\partial \mathbf{F}(\mathbf{x}, \mathbf{W}(z))}{\partial \mathbf{X}(z)}\right\}$ is an
identity operator, the estimating function is called the standardized estimating function [1358, 1368, 1372.

Lemma 10.4 Given any estimating function $\mathbf{F}(\mathbf{x}, \mathbf{W}(z))$, if the operator $\mathcal{K}(z)$ is invertible, then

$$
\begin{equation*}
\mathcal{K}^{-1}(z) \mathbf{F}(\mathbf{x}, \mathbf{W}(z)) \tag{10.233}
\end{equation*}
$$

is a standardized estimating function.
Using lemma (10.4) we can formulate a family of standardized estimating functions for the blind deconvolution problem.

Theorem 10.9 ([1358, 1368]) Given an estimating function of form (10.226), the standardized estimating function is expressed by

$$
\begin{equation*}
\mathbf{F}^{*}(\mathbf{x}, \mathbf{W}(z))=\sum_{p=0}^{L} \mathbf{F}_{p}^{*}(\mathbf{x}, \mathbf{W}(z)) z^{-p} \tag{10.234}
\end{equation*}
$$

where

$$
\begin{align*}
F_{0, i i}^{*} & =\frac{1}{m_{i}+1}\left\{\varphi_{i}\left(y_{i}\right) y_{i}-1\right\}, \quad \text { for } i=1,2, \ldots, n  \tag{10.235}\\
F_{0, i j}^{*} & =c_{i j}\left\{\kappa_{j} \sigma_{i}^{2} \varphi_{i}\left(y_{i}\right) y_{j}-\varphi_{j}\left(y_{j}\right) y_{i}\right\}, \quad \text { for } i \neq j  \tag{10.236}\\
F_{p, i j}^{*} & =\varphi_{i}\left(y_{i}\right) y_{j}(k-p) /\left(\kappa_{i} \sigma_{j}^{2}\right), \quad \text { for } p \geq 1 . \tag{10.237}
\end{align*}
$$

Proof In order to compute the inverse of the operator $\mathcal{K}(z)$, we consider the following equation

$$
\begin{equation*}
\mathcal{K}(z) \mathbf{F}^{*}(\mathbf{x}, \mathbf{W}(z))=\mathbf{F}(\mathbf{x}, \mathbf{W}(z)) \tag{10.238}
\end{equation*}
$$

Using expression (10.230), we can rewrite (10.238) into the following component form

$$
\begin{align*}
&\left(m_{i}+1\right) F_{0, i i}^{*}=F_{0, i i}, \quad \text { for } i=1,2, \ldots, n,  \tag{10.239}\\
& \kappa_{i} \sigma_{j}^{2} F_{0, i j}^{*}+F_{0, j i}^{*}=F_{0, i j}, \quad  \tag{10.240}\\
& \text { for } i, j=1,2, \ldots, n, i \neq j  \tag{10.241}\\
& \kappa_{i} \sigma_{j}^{2} F_{p, i j}^{*}=F_{p, i j}, \quad \text { for } p \geq 1, i, j=1,2, \ldots, n .
\end{align*}
$$

Solving the above equations, we obtain the results.
There are some advantages of using the standardized estimating function in on-line learning. The natural gradient learning is given by

$$
\begin{equation*}
\Delta \mathbf{W}(z)=-\eta \mathbf{F}^{*}(\mathbf{x}, \mathbf{W}(z)) \circledast \mathbf{W}(z) \tag{10.242}
\end{equation*}
$$

It can be proved that the true solution $\mathbf{W}(z)=\mathbf{H}^{\dagger}(z)$ is always the stable equilibrium of the natural gradient learning above, provided conditions (10.231) are satisfied. The property is called universal convergence. See [24] for further information. The statistics in (10.228)
and (10.229) require on-line estimate so as to implement learning algorithm (10.242). In particular, if the source signals are binary, taking values $1,-1$, we can calculate the statistics for the standardized estimating function. if we choose the cubic function $\varphi_{i}\left(y_{i}\right)=y_{i}^{3}$ as activation function, the statistics are evaluated by

$$
\begin{equation*}
m_{i}=3, \kappa_{i}=3, \sigma_{i}^{2}=1, \tilde{\gamma}_{i j}=c_{i j}^{-1}=8 \tag{10.243}
\end{equation*}
$$

Therefore, the standardized estimating function can be given explicitly.

### 10.5.1 Superefficiency of Batch Estimator

Amari [24] proves that in the instantaneous case, the covariance $V_{i j}(N)=E\left\{y_{i} y_{j}\right\} \quad(i \neq j)$ vanishes at rate $\frac{1}{N^{2}}$ under certain simple conditions. This property is called superefficiency. Zhang et al. proved that superefficiency remains valid in blind deconvolution [1358, 1368, 1372.

Suppose that $\mathbf{F}^{*}(\mathbf{x}, \mathbf{W}(z))$ is a standardized estimating function:

$$
\begin{equation*}
E\left\{\Delta \mathbf{X}_{N}(z, k) \otimes \Delta \mathbf{X}_{N}^{T}(z, k)\right\}=\frac{1}{N} \mathcal{G}^{*}(z)+O\left(\frac{1}{N^{2}}\right) \tag{10.244}
\end{equation*}
$$

where $\mathcal{G}^{*}(z)=\mathcal{K}^{-1}(z) \mathcal{G}(z) \mathcal{K}^{-T}(z)=E\left\{\mathbf{F}^{*}(\mathbf{x}, \mathbf{W}(z)) \otimes \mathbf{F}^{* T}(\mathbf{x}, \mathbf{W}(z))\right\}$.
Lemma 10.5 The coefficients of $\mathcal{G}^{*}(z)$ are expressed by

$$
\begin{align*}
G_{0, i l, j l}^{*} & =c_{i l} c_{j l} \sigma_{i}^{2} \sigma_{j}^{2} \sigma_{l}^{2} k_{l}^{2} l_{i} l_{j}, \text { for } i \neq j, j \neq l, l \neq i,  \tag{10.245}\\
G_{0, i i, j i}^{*} & =\frac{1}{m_{i}+1} c_{j i} \kappa_{i} \sigma_{j}^{2} l_{j} E\left\{s_{i}^{2} \varphi_{i}\left(s_{i}\right)\right\}, \text { for } i \neq j,  \tag{10.246}\\
G_{p, i l, j l}^{*} & =\frac{l_{i} l_{j}}{\kappa_{i} \kappa_{j}}, \text { for } p \geq 1, i, j=1,2, \ldots, n \tag{10.247}
\end{align*}
$$

Using the expression of $\mathbf{F}^{*}(\mathbf{x}, \mathbf{W}(z))$ in Theorem 10.9, we can derive the result by direct calculation [1358.

Theorem 10.10 A batch estimator is superefficient when the following condition is satisfied

$$
\begin{equation*}
l_{i}=E\left\{\varphi_{i}\left(s_{i}\right)\right\}=0, \text { for } i=1,2, \ldots, n . \tag{10.248}
\end{equation*}
$$

Proof Using Lemma 10.5 and (10.248), we have

$$
\begin{equation*}
G_{p, i l, j l}^{*}=0, \text { for } i \neq j, p=0,1, \ldots, L, l=1,2, \ldots, n \tag{10.249}
\end{equation*}
$$

Writing the estimate (10.244) in component form,

$$
\begin{equation*}
E\left\{\Delta X_{p, i l}^{(N)} \Delta X_{p, j l}^{(N)}\right\}=\frac{1}{N} G_{p, i l, j l}^{*}+\mathcal{O}\left(\frac{1}{N^{2}}\right)=\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{10.250}
\end{equation*}
$$

for $i \neq j$. leads to the following estimation

$$
\begin{equation*}
V_{i j}^{(N)}=\sum_{l=1}^{n} \sum_{p=0}^{L} E\left\{\Delta X_{p, i l}^{(N)} \Delta X_{p, j l}^{(N)}\right\} \sigma_{l}^{2}=\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{10.251}
\end{equation*}
$$

This proves our result.
From the arguments above we can see that superefficiency of both batch estimator and natural gradient algorithm require that

$$
\begin{equation*}
l_{i}=E\left\{\varphi_{i}\left(s_{i}\right)\right\}=0, \quad \text { for } i=1,2, \ldots, n \tag{10.252}
\end{equation*}
$$

Fortunately, the commonly used activation functions, such as the cubic function and the hyperbolic tangent function, satisfy these conditions.

In this chapter, we have discussed estimating functions and semiparametric approach to blind separation/deconvolution, and discussed the convergence and efficiency of the batch estimator and natural gradient learning. First blind separation and multichannel deconvolution is formulated in the framework of the semiparametric model and a family of estimating functions and standardized estimating functions are derived by using efficient score functions. The advantage of using the semiparametric approach is that we do not need to estimate the nuisance parameters- the probability density functions of source signals in blind deconvolution. It is inferred from the theory of estimating functions that the batch estimator of the estimating equation converges to the true solution as the number of observed data tends to infinity. If stability conditions are satisfied, the natural gradient learning also converges to the true solution whatever the probability density function of the source signals. The superefficiency of both the batch estimator and natural gradient learning is proven when certain local conditions are satisfied.

## Appendix A. Representation of Operator $\mathcal{K}(\boldsymbol{z})$

In this appendix, we present the explicit form of operator $\mathcal{K}(z)$ and its inverse $\mathcal{K}^{-1}(z)$ and give a definition of the transpose $\mathcal{K}^{T}(z)$ of $\mathcal{K}(z)$ [1358]. Assume that the recovered signal $\mathbf{y}(k)$ is spatially mutually independent and temporally i.i.d.

Lemma A. 6 For any $p \neq q$,

$$
\begin{equation*}
E\left\{\frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{q}}\right\}=\mathbf{0} \tag{A.1}
\end{equation*}
$$

Proof By definition, $F_{p, i j}=\varphi\left(y_{i}\right) y_{j}(k-p)-\delta_{0, p}$. Using the i.i.d. properties of $\mathbf{y}(k)$ and the relation (10.195), we have, for $p \neq q$,

$$
\begin{equation*}
E\left\{\frac{\partial F_{p, i j}}{\partial X_{q, l m}}\right\}=E\left\{\varphi^{\prime}\left(y_{i}\right) \frac{\partial y_{i}(k)}{\partial X_{q, l m}} y_{j}(k-p)+\varphi\left(y_{i}\right) \frac{\partial y_{j}(k-p)}{\partial X_{q, l m}}\right\}=0 \tag{A.2}
\end{equation*}
$$

Proposition A. 1 The derivative operator $\mathcal{K}(z)$ can be represented as

$$
\begin{equation*}
\mathcal{K}(z)=\sum_{p=0}^{L} \mathcal{K}_{p} z^{-p}=\sum_{p=0}^{L} E\left\{\frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{p}}\right\} z^{-p} \tag{A.3}
\end{equation*}
$$

which maps $\mathbf{P}(z) \in \mathcal{M}(L)$ to $\mathcal{K}(z) \mathbf{P}(z)=\sum_{p=0}^{L} \mathcal{K}_{p} \mathbf{P}_{p} z^{-p}$. Furthermore, the coefficients of $\mathcal{K}(z)$ are given by

$$
\begin{equation*}
\mathcal{K}_{p, i j, l m}=E\left\{\varphi^{\prime}\left(y_{i}(k)\right) y_{j}^{2}(k-p)\right\} \delta_{i l} \delta_{j m}+\delta_{i m} \delta_{j l} \delta_{0 p} \tag{A.4}
\end{equation*}
$$

Proof From definition (10.199) and using (A.1) we have

$$
\begin{equation*}
\mathcal{K}(z) \mathbf{P}(z)=\sum_{p=0}^{L} \sum_{q=0}^{L} E\left\{\frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{q}}\right\} \mathbf{P}_{q} z^{-p}=\sum_{p=0}^{L} E\left\{\frac{\partial \mathbf{F}_{p}}{\partial \mathbf{X}_{p}}\right\} \mathbf{P}_{p} z^{-p} \tag{A.5}
\end{equation*}
$$

Using the i.i.d. properties of $\mathbf{y}(k)$ and (10.195), we have

$$
\begin{align*}
E\left\{\frac{\partial F_{p, i j}}{\partial X_{p, l m}}\right\} & =E\left\{\varphi^{\prime}\left(y_{i}\right) \frac{\partial y_{i}(k)}{\partial X_{p, l m}} y_{j}(k-p)+\varphi\left(y_{i}\right) \frac{\partial y_{j}(k-p)}{\partial X_{p, l m}}\right\} \\
& =E\left\{\varphi^{\prime}\left(y_{i}(k)\right) y_{j}^{2}(k-p)\right\} \delta_{i l} \delta_{j m}+\delta_{i m} \delta_{j l} \delta_{0 p} \tag{A.6}
\end{align*}
$$

The result follows.
In order to calculate the inverse of $\mathcal{K}(z)$, consider the following equation

$$
\begin{equation*}
\mathcal{K}(z) \mathbf{X}(z)=\mathbf{P}(z) \tag{A.7}
\end{equation*}
$$

where $\mathbf{X}(z)$ and $\mathbf{P}(z) \in \mathcal{M}(L)$. Substitute (A.4) into (A.7), and write it in component form

$$
\begin{align*}
\left(m_{i}+1\right) X_{0, i i} & =P_{0, i i}, \quad \text { for } i=1,2, \ldots, n  \tag{A.8}\\
\kappa_{i} \sigma_{j}^{2} X_{0, i j}+X_{0, j i} & =P_{0, i j},  \tag{A.9}\\
\kappa_{i} \sigma_{j}^{2} X_{p, i j} & =P_{p, i j}, \tag{A.10}
\end{align*} \quad \text { for } i, j=1,2, \ldots, n, i \neq j, i, i, j=1,2, \ldots, n .
$$

We can directly solve $X_{0, i i}$ and $X_{p, i j}$ from (A.8) and (A.10). For $X_{0, i j}, i \neq j$, we can write (A.9) in the following $2 \times 2$ self-closed subsystem

$$
\left[\begin{array}{cc}
\kappa_{i} \sigma_{j}^{2} & 1  \tag{A.11}\\
1 & \kappa_{j} \sigma_{i}^{2}
\end{array}\right]\left[\begin{array}{c}
X_{0, i j} \\
X_{0, j i}
\end{array}\right]=\left[\begin{array}{c}
P_{0, i j} \\
P_{0, j i}
\end{array}\right]
$$

If $\tilde{\gamma}_{i j}=\kappa_{i} \kappa_{j} \sigma_{i}^{2} \sigma_{j}^{2}-1 \neq 0$, we can uniquely solve the above equations. Therefore, we have the following result.
Proposition A. 2 If $m_{i}+1 \neq 0, \kappa_{i} \neq 0, \quad \tilde{\gamma}_{i j}=c_{i j}^{-1}=\kappa_{i} \kappa_{j} \sigma_{i}^{2} \sigma_{j}^{2}-1 \neq 0$, then the operator $\mathcal{K}(z)$ is invertible and the inverse $\mathcal{K}^{-1}(z)=\sum_{p=0}^{L} \boldsymbol{\mathcal { R }}_{p} z^{-p}$ is expressed by

$$
\begin{align*}
\mathcal{R}_{0, i i, l m} & =\frac{1}{m_{i}+1} \delta_{i l} \delta_{i m}, \quad \mathcal{R}_{p, i j, l m}=\frac{1}{\kappa_{i} \sigma_{j}^{2}} \delta_{i l} \delta_{j m}  \tag{A.12}\\
\mathcal{R}_{0, i j, l m} & =c_{i j}\left(\kappa_{j} \sigma_{i}^{2} \delta_{i l} \delta_{j m}-\delta_{i m} \delta_{j l}\right) \tag{A.13}
\end{align*}
$$

Now we give a definition of the transpose operation of tensor filters. The transpose of a tensor filter $\mathcal{K}(z)$ is given by

$$
\begin{equation*}
\mathcal{K}^{T}(z)=\sum_{p=0}^{L} \mathcal{K}_{p}^{T} z^{-p} \tag{A.14}
\end{equation*}
$$

where $\mathcal{K}_{p}^{T}=\left[\mathcal{K}_{p, l m, i j}\right]$, given $\mathcal{K}_{p}=\left[\mathcal{K}_{p, i j, l m}\right]$.

## 11

## Linear Blind Filtering and Separation Using a State-Space Approach

Every tool carries with it the spirit by which it has been created.
-(Werner Karl Heisenberg; 1901-1976)
In this chapter, we present a flexible and universal framework using the state-space approach to blind separation and filtering. As a special case, we consider the standard multichannel blind deconvolution problem with causal FIR filters.

The state-space description of dynamical systems [659, 896] is a powerful and flexible generalized model for blind separation and deconvolution or more generally for filtering and separation. There are several reasons why the state-space models are advantageous for blind separation and filtering. Although transfer function models in the $z$-domain or the frequency domain are equivalent to the state-space models in the time domain for any linear, stable time-invariant dynamical system, using transfer function directly it is difficult to exploit internal representation of real dynamical systems. The main advantage of the state-space description is that it not only gives the internal description of a system, but there are various equivalent canonical types of state-space realizations for a system, such as balanced realization and observable canonical forms [659, 896]. In particular, it is possible to parameterize some specific classes of models which are of interest in applications. In addition, it is relatively easy to tackle the stability problem of state-space systems using the Kalman filter. Moreover, the state-space model enables a much more general description than the standard finite impulse response (FIR) convolutive filtering models discussed in the Chapter 9. In fact, all the known filtering models, such as the AR, MA, ARMA, ARMAX and Gamma filtering, could also be considered as special cases of flexible state-space models [989, 1365].

The state-space approach to blind source separation/deconvolution problems has been developed by Zhang, Cichocki and Amari [1355]- [1375], [287]-[290] and independently by Salam et al. [1031, 1032, 1033, 1257. Efficient natural gradient learning algorithms have been derived by Zhang and Cichocki [1365 to adaptively estimate the state matrices by minimizing the mutual information. In order to compensate for the model bias and to reduce the effect of noise, a state estimator approach [1373] has been recently proposed using the Kalman filter. We also extend the state-space approach to nonlinear systems [289], and a two-stage learning algorithms [287] for estimation the parameters in nonlinear demixing models (see Chapter also 12).

In this chapter, we briefly review adaptive learning algorithms based on the natural gradient approach and give some new insight into multiple-input multiple-output blind separation and filtering in the state-space framework.

### 11.1 PROBLEM FORMULATION AND BASIC MODELS

Suppose that the unknown source signals $\mathbf{s}(k)$ are mixed by a stable but unknown causal, linear time invariant dynamical system described by the following set of matrix difference equations (see Fig. 11.1)

$$
\begin{align*}
\overline{\boldsymbol{\xi}}(k+1) & =\overline{\mathbf{A}} \overline{\boldsymbol{\xi}}(k)+\overline{\mathbf{B}} \mathbf{s}(k)+\overline{\mathbf{N}} \boldsymbol{\nu}_{P}(k),  \tag{11.1}\\
\mathbf{x}(k) & =\overline{\mathbf{C}} \overline{\boldsymbol{\xi}}(k)+\overline{\mathbf{D}} \mathbf{s}(k)+\boldsymbol{\nu}(k), \tag{11.2}
\end{align*}
$$

where $\overline{\boldsymbol{\xi}}(k) \in \mathbb{R}^{d}$ is the state vector of the system, $\mathbf{s}(k) \in \mathbb{R}^{n}$ is a vector of unknown source signals (assuming that they are zero-mean, i.i.d. and spatially independent), $\mathbf{x}(k) \in \mathbb{R}^{m}$ is an available vector of sensor signals, $\overline{\mathbf{A}} \in \mathbb{R}^{d \times d}$ is a state matrix, $\overline{\mathbf{B}} \in \mathbb{R}^{d \times n}$ is an input mixing matrix, $\overline{\mathbf{C}} \in \mathbb{R}^{m \times d}$ is an output mixing matrix, $\overline{\mathbf{D}} \in \mathbb{R}^{m \times n}$ is an input-output mixing matrix and $\overline{\mathbf{N}} \in \mathbb{R}^{d \times d}$ is a noise matrix. The integer $d$ is called the state dimension or system order. In principle, there exists an infinite number of state space realizations for a given system. For example, the state vector $\overline{\boldsymbol{\xi}}(k)$ might contain some states that are not excited by the input or are not observed in the output. In practice, we consider models for which the order $d$ is minimal. Even for the minimal order (called canonical form), the state representation is not unique. An equivalent system representation giving the same transfer function is obtained by applying a state transformation nonsingular matrix $\overline{\mathbf{T}} \in \mathbb{R}^{d \times d}$ to define a new state vector $\overline{\boldsymbol{\xi}}^{\prime}(k)=\overline{\mathbf{T}} \overline{\boldsymbol{\xi}}(k)$. The eigenvalues of the state matrix $\overline{\mathbf{A}}$ are invariant under this transformation. In order to ensure the stability of the system, the eigenvalues of $\overline{\mathbf{A}}$ must be smaller than 1 in absolute value, i.e., the eigenvalues must be located in the unit circle. In fact, the eigenvalues of $\overline{\mathbf{A}}$ are directly related to the poles of matrix transfer function.

Let us assume that there exists a stable inverse system (in some sense discussed later) called a separating or demixing-filtering system. In other words, we assume that the demixing/filtering model consists of another linear state-space system, described as (see Fig. 11.1)

$$
\begin{align*}
\boldsymbol{\xi}(k+1) & =\mathbf{A} \boldsymbol{\xi}(k)+\mathbf{B} \mathbf{x}(k)+\mathbf{L} \boldsymbol{\nu}_{R}(k)  \tag{11.3}\\
\mathbf{y}(k) & =\mathbf{C} \boldsymbol{\xi}(k)+\mathbf{D} \mathbf{x}(k) \tag{11.4}
\end{align*}
$$



Fig. 11.1 Conceptual block diagram illustrating the general linear state-space mixing and selfadaptive demixing model for blind separation and filtering. The objective of learning algorithms is the estimation of a set matrices $\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{L}\}$ [287, 289, 290, 1359, 1360, 1361, 1368.
where $\boldsymbol{\xi}(k) \in \mathbb{R}^{M}$ is the state vector of the separating system and the unknown state-space matrices have dimensions: $\mathbf{A} \in \mathbb{R}^{M \times M}, \mathbf{B} \in \mathbb{R}^{M \times m}, \mathbf{C} \in \mathbb{R}^{m \times M}, \mathbf{D} \in \mathbb{R}^{m \times m}$, with $M \geq d$ (i.e., the order of the demixing system should be at least of the order of the mixing system).

Since the mixing system is completely unknown (we do not know its parameters or even its order), our objective is to identify this system or to estimate a demixing/filtering system with some kind of ambiguities. In the blind deconvolution problem, the estimation of order (dimension $M$ ) is a difficult task, and therefore we are usually overestimate it, i.e., $M \gg d$. The overestimation of the order $M$ may produce auxiliary delays of output signals
with respect to original sources, but this is usually acceptable in the blind deconvolution since it is most important to recover waveform of the original signals.

The state-space description [659, 896] allows us to divide the variables into two types: The internal state variable $\boldsymbol{\xi}(k)$, which produce the dynamics of the system, and the external variables $\mathbf{x}(k)$ and $\mathbf{y}(k)$, which represent the input and output of the demixing/filtering system, respectively. The vector $\boldsymbol{\xi}(k)$ is known as the state of the dynamical system, which summarizes all the information about the past behavior of the system that is needed to uniquely predict its future behavior. The linear state-space model plays a critical role in the mathematical formulation of a dynamical system. It also allows us to realize the internal structure of the system and to define the controllability and observability of the system [659]. The parameters in the state equation of the separating/filtering system are referred to as internal representation parameters (or simply internal parameters), and the parameters in the output equation as external ones. Such a partition enables us to estimate the demixing model in two stages: Estimation the internal dynamical representation and the output (memoryless) demixing. The first stage involves a batch or adaptive on-line estimation of the state space and input parameters represented by the set of matrices $\mathbf{A}, \mathbf{B}$, such that the systems would be stable and have possibly sparse, and lowest dimensions. The second stage involves fixing the internal parameters and estimating the output (external) parameters represented by the set of matrices $\mathbf{C}, \mathbf{D}$ by employing suitable batch or adaptive algorithms. In general, the set of matrices $\boldsymbol{\Theta}=\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{L}\}$ contains parameters, to be determined in a learning process on the basis of the sequence of available sensor signals $\mathbf{x}(k)$ and some a priori knowledge about the system and noise.

If we ignore the noise terms in the mixing model, its transfer function is an $m \times m$ matrix of the form ${ }^{1]}$

$$
\begin{equation*}
\mathbf{H}(z)=\overline{\mathbf{C}}(z \mathbf{I}-\overline{\mathbf{A}})^{-1} \overline{\mathbf{B}}+\overline{\mathbf{D}}, \tag{11.5}
\end{equation*}
$$

where $z^{-1}$ is a time delay operator.
We formulate the blind separation problem as a task to recover the original signals from observations $\mathbf{x}(k)=[\mathbf{H}(z)] \mathbf{s}(k)$, without a priori knowledge of the source signals $\mathbf{s}(k)$ or state-space matrices $[\overline{\mathbf{A}}, \overline{\mathbf{B}}, \overline{\mathbf{C}}, \overline{\mathbf{D}}]$ except of certain statistical features of the source signals.

For simplicity, we assume that the noise terms both in the mixing and demixing models are negligibly small. The transfer function of the demixing model can be expressed as

$$
\begin{equation*}
\mathbf{W}(z)=\mathbf{C}(z \mathbf{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{11.6}
\end{equation*}
$$

The output signals $\mathbf{y}(k)$ should estimate the source signals in the following sense

$$
\begin{equation*}
\mathbf{y}(k)=[\mathbf{W}(z) \mathbf{H}(z)] \mathbf{s}(k)=\mathbf{P}[\boldsymbol{\Lambda}(z)] \mathbf{s}(k), \tag{11.7}
\end{equation*}
$$

where $\mathbf{P}$ is any permutation (memoryless) matrix and $\boldsymbol{\Lambda}(z)$ is a diagonal matrix with entries $\lambda_{i} z^{-\Delta_{i}}$; here $\lambda_{i}$ is a nonzero scaling constant and $\Delta_{i}$ is any nonnegative integer. In other words, we assume that the independent sources are fully recoverable from the

[^46]demixing model (11.3) and (11.4) if the global matrix transfer function satisfies the following relationship
\[

$$
\begin{equation*}
\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)=\mathbf{P} \boldsymbol{\Lambda}(z) \tag{11.8}
\end{equation*}
$$

\]

### 11.1.1 Invertibility by State Space Model

The fundamental question arises as to whether a set of matrices $[\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}]$ exists in the demixing model (11.3) and (11.4), such that its transfer function $\mathbf{W}(z)$ satisfies (11.8). The answer is affirmative under some weak conditions. We will show that if the matrix $\overline{\mathbf{D}}$ in the mixing model satisfies $\operatorname{rank}(\overline{\mathbf{D}})=n$, and $\mathbf{W}_{*}(z)$ is the inverse of $\mathbf{H}(z)$, then any state-space realization $[\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}]$ of a new transfer function $\mathbf{W}(z)=\mathbf{P} \boldsymbol{\Lambda}(z) \mathbf{W}_{*}(z)$ satisfies equation (11.4). Suppose that $\overline{\mathbf{D}}$ satisfies $\operatorname{rank}(\overline{\mathbf{D}})=n$, and $\overline{\mathbf{D}}{ }^{+}$is the generalized inverse of $\overline{\mathbf{D}}$ in the sense of the Penrose generalized pseudo-inverse ${ }^{[2]}$.

Let

$$
\begin{gathered}
\mathbf{D}=\overline{\mathbf{D}}^{+}, \quad \mathbf{A}-\overline{\mathbf{A}}=\mathbf{B} \overline{\mathbf{C}} \\
\mathbf{B}=\overline{\mathbf{B}} \mathbf{D}, \quad \mathbf{C}=-\mathbf{D} \overline{\mathbf{C}}
\end{gathered}
$$

and thus the global system can be described as

$$
\begin{equation*}
\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)=\mathbf{I}_{n} \tag{11.9}
\end{equation*}
$$

Any nonsingular transform matrix $\mathbf{T}$ does not change the transfer functions if the following relations hold

$$
\begin{aligned}
& \mathbf{A}=\mathbf{T}\left(\overline{\mathbf{A}}-\overline{\mathbf{B}} \overline{\mathbf{D}}^{+} \overline{\mathbf{C}}\right) \mathbf{T}^{-1} \\
& \mathbf{B}=\mathbf{T} \overline{\mathbf{B}} \overline{\mathbf{D}}^{+} \\
& \mathbf{C}=-\overline{\mathbf{D}}^{+}{\overline{\mathbf{C}} \mathbf{T}^{-1}}^{\mathbf{D}}=\overline{\mathbf{D}}^{+}
\end{aligned}
$$

Therefore, source signals can, in principle, be recovered by the linear state space demixing/filtering model (11.3) and (11.4). We summarize this feature in the form of the following Theorem [1365]:

Theorem 11.1 If the matrix $\overline{\mathbf{D}}$ in the mixing model is full column rank, i.e., $\operatorname{rank}(\overline{\mathbf{D}})=n$, then there exists a set of matrices $\mathbf{W}=\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}\}$, such that the output signals $\mathbf{y}$ of the state-space system (11.3) and (11.4) recover the independent source signals in the sense of (11.8).

Remark 11.1 In the blind deconvolution/separation problem, we do know in advance neither the set of matrices $[\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}]$ nor the state-space dimension M. Before we begin to estimate the matrices $[\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}]$, we may attempt to estimate the dimension $M$ of the system if one needs to obtain a canonical solution. There are several criteria for estimating the dimension of a system in system identification, such as the AIC and MDL criteria (see

[^47]Chapter(3). However, the order estimation problem in blind demixing and filtering is a quite difficult and challenging problem. It remains an open problem that is not discussed in this book. Fortunately, if the dimension of the state vector in the demixing model can be simply overestimated, i.e., if we take it larger than necessary, we can still successfully recover the original source signals.

### 11.1.2 Controller Canonical Form

If the transfer function of the demixing dynamical system is given by

$$
\begin{equation*}
\mathbf{W}(z)=\mathbf{P}(z) \mathbf{Q}^{-1}(z) \tag{11.10}
\end{equation*}
$$

where $\mathbf{P}(z)=\sum_{i=0}^{L} \mathbf{P}_{i} z^{-i}$ and $\mathbf{Q}(z)=\sum_{i=0}^{L} \mathbf{Q}_{i} z^{-i}$, with $\mathbf{Q}_{0}=\mathbf{I}$, then the matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ and $\mathbf{D}$ required for the canonical controller form can be represented as follows

$$
\left.\begin{array}{c}
\mathbf{A}=\left[\begin{array}{cc}
-\mathcal{Q} & -\mathbf{Q}_{L} \\
\mathbf{I}_{m(L-1)} & \mathcal{O}
\end{array}\right], \\
\mathbf{C}=\left(\mathbf{P}_{1}, \mathbf{P}_{2}, \ldots, \mathbf{P}_{L}\right),
\end{array} \begin{array}{c}
\mathbf{I}_{m}  \tag{11.12}\\
\mathcal{O}
\end{array}\right]
$$

where $\mathcal{Q}=\left(\mathbf{Q}_{1} \mathbf{Q}_{2}, \ldots, \mathbf{Q}_{L-1}\right)$ is an $m \times m(L-1)$ matrix, $\mathcal{O}$ is an $m(L-1) \times m$ null matrix, $\mathbf{I}_{m}$ and $\mathbf{I}_{m(L-1)}$ are the $m \times m$ and $m(L-1) \times m(L-1)$ identity matrices, respectively. It should be noted that in the special case when synaptic weights are FIR filters, $\mathbf{W}(z)=\mathbf{P}(z)$, and both internal space matrices $\mathbf{A}$ and $\mathbf{B}$ are constant matrices and they can be determined explicitly.

### 11.2 DERIVATION OF BASIC LEARNING ALGORITHMS

The objective of this section is to derive basic adaptive learning algorithms that perform an update of the external (output) parameters $\overline{\mathbf{W}}=[\mathbf{C}, \mathbf{D}]$ in the demixing model. It should be noted that for any feed-forward dynamical model, the internal parameters represented by the set of matrices $[\mathbf{A}, \mathbf{B}]$ are fixed and they can be explicitly determined on the basis of the assumed model. In such a case, the problem is reduced to the estimation of external (output) parameters but the dynamical (internal) part of the system can be established and fixed in advance.

In fact, the separating matrix $\overline{\mathbf{W}}=[\mathbf{C}, \mathbf{D}] \in \mathbb{R}^{m \times(m+M)}$ can be estimated by any learning algorithm for ICA, BSS or BSE discussed in the previous chapters, assuming that the sensor vector has the form $\overline{\mathbf{x}}=\left[\boldsymbol{\xi}^{T}, \mathbf{x}^{T}\right]^{T}=\left[\xi_{1}, \xi_{2}, \ldots, \xi_{M}, x_{1}, x_{2}, \ldots, x_{m}\right]^{T} \in \mathbb{R}^{M+m}$. In other words, our objective in this section is to estimate the non-square full rank separating matrix $\overline{\mathbf{W}}$ for a memoryless system with $(M+m)$ inputs and $m$ outputs.

The basic idea is to use the gradient descent approach to minimize suitably design cost functions. We can use several criteria and cost functions discussed in the previous chapters. To illustrate the approach, we use the minimization of the Kullback-Leibler divergence as a measure of independence of the output of the signals. In order to obtain an improved learning performance, we define a new search direction, which is related to the natural gradient, developed by Amari [21] and Amari and Nagaoka [42].

### 11.2.1 Gradient Descent Algorithms for Estimation of Output Matrices $\overline{\mathbf{W}}=[\mathbf{C}, \mathrm{D}]$

Let us consider a basic cost (risk) function derived from the Kullback-Leibler divergence and mutual information as [287, 1365]

$$
\begin{equation*}
\mathcal{R}(\mathbf{y}, \overline{\mathbf{W}})=-\frac{1}{2} \log \left|\operatorname{det}\left(\mathbf{D D}^{T}\right)\right|-\sum_{i=1}^{m} E\left\{\log q_{i}\left(y_{i}\right)\right\} \tag{11.13}
\end{equation*}
$$

Its instantaneous representation - the loss function can be written as

$$
\begin{equation*}
\rho(\mathbf{y}, \overline{\mathbf{W}})=-\frac{1}{2} \log \left|\operatorname{det}\left(\mathbf{D D}^{T}\right)\right|-\sum_{i=1}^{m} \log q_{i}\left(y_{i}\right) \tag{11.14}
\end{equation*}
$$

where $\operatorname{det}(\mathbf{D})$ is the determinant of the matrix $\mathbf{D}$. Each pdf $q_{i}\left(y_{i}\right)$ is an approximation of the true pdf $r_{i}\left(y_{i}\right)$ of an estimated source signal.

The first term of the loss function prevents all the outputs signals from decaying to zero and the second term provides the output signals to be maximally statistically independent. It should be noted that by minimization of such a loss function, we are not explicitly aiming to recover the source signals, but we only attempt to make the output signals mutually independent. The true source signals may differ from these recovered independent output signals by an arbitrary permutation and convolution.

In order to evaluate the gradient of the loss function $\rho(\mathbf{y}, \overline{\mathbf{W}})$ with respect to $\overline{\mathbf{W}}$, we calculate the total differential $d \rho(\mathbf{y}, \overline{\mathbf{W}})$ of $\rho(\mathbf{y}, \overline{\mathbf{W}})$, where we take a differential $d \overline{\mathbf{W}}$ on $\overline{\mathbf{W}}$,

$$
\begin{equation*}
d \rho(\mathbf{y}, \overline{\mathbf{W}})=\rho(\mathbf{y}, \overline{\mathbf{W}}+d \overline{\mathbf{W}})-\rho(\mathbf{y}, \overline{\mathbf{W}}) \tag{11.15}
\end{equation*}
$$

which can be expressed as

$$
\begin{equation*}
d \rho(\mathbf{y}, \overline{\mathbf{W}})=-\operatorname{tr}\left(d \mathbf{D} \mathbf{D}^{-1}\right)+\mathbf{f}^{T}(\mathbf{y}) d \mathbf{y} \tag{11.16}
\end{equation*}
$$

where $\operatorname{tr}(\cdot)$ is the trace of a matrix and $\mathbf{f}(\mathbf{y})=\left[\mathbf{f}_{\mathbf{1}}\left(\mathbf{y}_{\mathbf{1}}\right), \mathbf{f}_{\mathbf{2}}\left(\mathbf{y}_{\mathbf{2}}\right), \ldots, \mathbf{f}_{\mathbf{m}}\left(\mathbf{y}_{\mathbf{m}}\right)\right]^{\mathbf{T}}$ is a vector of nonlinear activation functions

$$
\begin{equation*}
f_{i}\left(y_{i}\right)=-\frac{d \log q_{i}\left(y_{i}\right)}{d y_{i}}=-\frac{q_{i}^{\prime}\left(y_{i}\right)}{q_{i}\left(y_{i}\right)} \quad(i=1,2, \ldots, m) \tag{11.17}
\end{equation*}
$$

Taking a differential of $\mathbf{y}$ in equation (11.4), we have the following relation

$$
\begin{equation*}
d \mathbf{y}(k)=d \mathbf{C} \boldsymbol{\xi}(k)+d \mathbf{D} \mathbf{x}(k)+\mathbf{C} d \boldsymbol{\xi}(k) \tag{11.18}
\end{equation*}
$$

Hence, we obtain the gradient components

$$
\begin{align*}
& \frac{\partial \rho(\mathbf{y}, \overline{\mathbf{W}})}{\partial \mathbf{C}}=\mathbf{f}(\mathbf{y}) \boldsymbol{\xi}^{T}  \tag{11.19}\\
& \frac{\partial \rho(\mathbf{y}, \overline{\mathbf{W}})}{\partial \mathbf{D}}=-\mathbf{D}^{-T}+\mathbf{f}(\mathbf{y}) \mathbf{x}^{T} \tag{11.20}
\end{align*}
$$

Let us apply now the standard gradient descent method for updating the matrix $\mathbf{C}$ and the natural gradient rule for updating the matrix $\mathbf{D}$. Then, we obtain on the basis of (11.19) and (11.20) the adaptive learning algorithm

$$
\begin{align*}
\Delta \mathbf{C}(l) & =\mathbf{C}(l+1)-\mathbf{C}(l)=-\eta \frac{\partial \mathcal{R}}{\partial \mathbf{C}}=-\eta\left\langle\mathbf{f}[\mathbf{y}(k)] \boldsymbol{\xi}^{T}(k)\right\rangle  \tag{11.21}\\
\Delta \mathbf{D}(l) & =\mathbf{D}(l+1)-\mathbf{D}(l)=-\eta \frac{\partial \mathcal{R}}{\partial \mathbf{D}} \mathbf{D}^{T} \mathbf{D} \\
& =\eta\left[\mathbf{I}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{x}^{T}(k) \mathbf{D}^{T}(l)\right\rangle\right] \mathbf{D}(l) \\
& =\eta\left[\mathbf{I}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}_{\mathbf{x}}^{T}(k)\right\rangle\right] \mathbf{D}(l) \tag{11.22}
\end{align*}
$$

where $\mathbf{y}_{\mathbf{x}}(k)=\mathbf{D}(l) \mathbf{x}(k)$ 287.
The on-line version of the algorithm can take the following form

$$
\begin{equation*}
\mathbf{C}(k+1)=\mathbf{C}(k)-\eta_{C}(k) \mathbf{R}_{\mathbf{f} \boldsymbol{\xi}}^{(k)} \tag{11.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{D}(k+1)=\mathbf{D}(k)-\eta_{D}(k)\left[\mathbf{I}-\mathbf{R}_{\left.\mathbf{f}_{\mathbf{y _ { \mathbf { x } }}}^{(k)}\right] \mathbf{D}(k),}\right. \tag{11.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\mathbf{f} \boldsymbol{\xi}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{f} \boldsymbol{\xi}}^{(k-1)}+\eta_{0} \mathbf{f}[\mathbf{y}(k)] \boldsymbol{\xi}^{T}(k) \tag{11.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{R}_{\mathbf{f}_{\mathbf{y}_{\mathbf{x}}}^{(k)}}^{\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{f}_{\mathbf{y}_{\mathbf{x}}}}^{(k-1)}+\eta_{0} \mathbf{f}[\mathbf{y}(k)] \mathbf{x}^{T}(k) \mathbf{D}^{T}(k) .} \tag{11.26}
\end{equation*}
$$

The above algorithm is computationally efficient because the matrix $\mathbf{D}$ do not need to be inverted at each iteration step, but it does not dramatically improve the convergence speed in comparison to the standard gradient descent method because the modified search direction is not exactly the natural gradient one [288].

Remark 11.2 The above algorithm uses the vector of activation functions $\mathbf{f}(\mathbf{y})$. The optimal choice of the activation function is given by equation (11.17) with $q_{i}\left(y_{i}\right)=r_{i}\left(y_{i}\right)$, if we can adaptively estimate the true source probability distribution $r_{i}\left(y_{i}\right)$. Another solution is to use a score function according to the statistics of source signals. Typically, if a source signal $y_{i}$ is a super-Gaussian, one can choose $f_{i}\left(y_{i}\right)=\tanh \left(y_{i}\right)$, and if it is a sub-Gaussian, one can choose $f_{i}\left(y_{i}\right)=y_{i}^{3}$ [29, 30, 402]. A question can be raised whether the learning algorithm will converge to a true solution if the approximated activation functions are used. The theory of the semi-parametric model for blind separation/deconvolution [28, 40, 41, 1356, 1358] shows that even if a misspecified pdf is used in the learning algorithm, it can still converge to the true solution if certain stability conditions are satisfied (see Chapter 10) [29].

The equilibrium points of the above learning algorithm satisfy the following equations

$$
\begin{array}{r}
E\left\{\mathbf{f}(\mathbf{y}(k)) \boldsymbol{\xi}^{T}(k)\right\}=\mathbf{0} \\
E\left\{\mathbf{I}-\mathbf{f}(\mathbf{y}(k)) \mathbf{y}_{\mathbf{x}}^{T}(k)\right\}=\mathbf{0} \tag{11.28}
\end{array}
$$

By pre-multiplying equation (11.27) by $\mathbf{C}^{T}$ from the right hand, and adding it to equation (11.28), we obtain

$$
\begin{equation*}
E\left\{\mathbf{I}-\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\}=\mathbf{0} \tag{11.29}
\end{equation*}
$$

This means that the output signals $\mathbf{y}$ converge when the generalized covariance matrix

$$
\begin{equation*}
\mathbf{R}_{\mathbf{f} \mathbf{y}}=E\left\{\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\}=\mathbf{I} \tag{11.30}
\end{equation*}
$$

is the identity matrix (or more generally any positive definite diagonal matrix).
For the special case when matrix $\mathbf{D}=\mathbf{0}$, we can formulate the following alternative cost function [288]

$$
\mathcal{R}_{2}(\mathbf{y}, \mathbf{C})=-\frac{1}{2} \log \left(\operatorname{det}\left(\mathbf{C}_{1} \mathbf{C}_{1}^{T}\right)\right)-\sum_{i=1}^{m} E\left\{\log q_{i}\left(y_{i}\right)\right\}
$$

where $\mathbf{C}_{1}$ is an $m \times m$ nonsingular matrix which is the block matrix of the output matrix $\mathbf{C}=\left[\mathbf{C}_{1}, \mathbf{C}_{2}\right] \in \mathbb{R}^{m \times M}$. The first term in the cost function ensures that the trivial solution $\mathbf{y}=\mathbf{0}$ is avoided, while the second term ensures mutual independence of outputs.

By using the combined natural-standard gradient approach, we obtain simple learning rules for $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ [1360, 1361 .

$$
\begin{align*}
\Delta \mathbf{C}_{1} & =-\eta \frac{\partial \mathcal{R}_{2}}{\partial \mathbf{C}_{1}} \mathbf{C}_{1}^{T} \boldsymbol{\Lambda} \mathbf{C}_{1}  \tag{11.31}\\
& =\eta\left[\boldsymbol{\Lambda}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}_{1}^{T}(k)\right\rangle\right] \mathbf{C}_{1}  \tag{11.32}\\
\Delta \mathbf{C}_{2} & =-\eta \frac{\partial J_{2}}{\partial \mathbf{C}_{2}}=-\eta\left\langle\mathbf{f}[\mathbf{y}(k)] \boldsymbol{\xi}_{2}^{T}(k)\right\rangle \tag{11.33}
\end{align*}
$$

where $\mathbf{y}_{1}=\boldsymbol{\Lambda} \mathbf{C}_{1} \boldsymbol{\xi}_{1}, \quad \boldsymbol{\xi}_{1}=\left[\xi_{1}, \xi_{2}, \ldots, \xi_{m}\right]^{T}$, and $\boldsymbol{\xi}_{2}=\left[\xi_{m+1}, \xi_{m+2}, \ldots, \xi_{M}\right]^{T}$.
A slightly different algorithm can be derived by applying the extended natural gradient rule, described in Chapter [6, given in general form as [1361, 1363, 1364]

$$
\begin{equation*}
\Delta \overline{\mathbf{W}}=-\eta \frac{\partial J}{\partial \overline{\mathbf{W}}}\left[\overline{\mathbf{W}}^{T} \overline{\mathbf{W}}+\mathbf{Q}^{T} \boldsymbol{\Lambda}_{Q} \mathbf{Q}\right] \tag{11.34}
\end{equation*}
$$

where $\overline{\mathbf{W}}=[\mathbf{C}, \mathbf{D}] \in \mathbb{R}^{m \times(m+M)}$ represents output matrices, $\mathbf{Q} \in \mathbb{R}^{(m+M) \times(m+M)}$ is any orthogonal matrix and $\boldsymbol{\Lambda}_{Q} \in \mathbb{R}^{(m+M) \times(m+M)}$ is a quasi-diagonal matrix with nearly all the elements zero except the first $M$ diagonal elements which have positive values. The optimal choice of the matrix $\mathbf{Q}$ depends on the character of noise [1362].

After simple mathematical manipulation, we can derive the on-line learning algorithm for the state-space model, and this can be considered as an extension of some previously described algorithms [1365]:

$$
\begin{align*}
\Delta \mathbf{C} & =\eta\left(\mathbf{I}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)\right\rangle\right) \mathbf{C}-\eta\left\langle\mathbf{f}[\mathbf{y}(k)] \boldsymbol{\xi}^{T}(k)\right\rangle \boldsymbol{\Lambda}_{M}  \tag{11.35}\\
\Delta \mathbf{D} & =\eta\left[\mathbf{I}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)\right\rangle\right] \mathbf{D} \tag{11.36}
\end{align*}
$$

with $\mathbf{Q}=\mathbf{I}$, where $\boldsymbol{\Lambda}_{M} \in \mathbb{R}^{M \times M}$ is a positive definite diagonal matrix.

### 11.2.2 Special Case - Multichannel Blind Deconvolution with Causal FIR Filters

Let us consider a special case of a simplified, moving average (convolutive) model described as 287, 288

$$
\begin{align*}
\mathbf{y}(k) & =\mathbf{C} \boldsymbol{\xi}(k)+\mathbf{D} \mathbf{x}(k)=[\mathbf{W}(z)] \mathbf{x}(k) \\
& =\sum_{p=0}^{L} \mathbf{W}_{p} z^{-p} \mathbf{x}(k)=\sum_{p=0}^{L} \mathbf{W}_{p} \mathbf{x}(k-p), \tag{11.37}
\end{align*}
$$

where $\mathbf{C}=\left[\mathbf{W}_{1}, \mathbf{W}_{2}, \ldots, \mathbf{W}_{L}\right] \in \mathbb{R}^{m \times M}, \mathbf{D}=\mathbf{W}_{0} \in \mathbb{R}^{m \times m}$ and $\boldsymbol{\xi}(k)=\underline{\mathbf{x}}(k)=\left[\mathbf{x}^{T}(k-\right.$ $\left.1), \ldots, \mathbf{x}^{T}(k-L)\right]^{T}$, with $M=m L$. It should be noted that for a such model, the state space vector $\boldsymbol{\xi}(k) \in \mathbb{R}^{M}$ is determined explicitly by the sensor vector $\mathbf{x}(k)$, so the estimation of matrices $\mathbf{A}$ and $\mathbf{B}$ is not required in this case. For this model, on the basis of the above derived generalized learning algorithms (11.21)-(11.22), we can easily obtain a learning rule for the standard blind deconvolution problem:

$$
\begin{align*}
\Delta \mathbf{W}_{0} & =\eta\left[\left(\mathbf{I}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}_{\mathbf{x}}^{T}(k)\right\rangle\right] \mathbf{W}_{0},\right.  \tag{11.38}\\
\Delta \mathbf{W}_{p} & =-\eta\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{x}^{T}(k-p)\right\rangle, \quad(p=1,2, \ldots, L) \tag{11.39}
\end{align*}
$$

Alternatively, we can use the NG learning rule (in the Lie Group sense) proposed by Zhang et al. [1363, 1365 (see Chapters 6 and 9 for more details):

$$
\begin{equation*}
\Delta \mathbf{W}_{p}=\eta\left[\left(\mathbf{I}-\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k)\right\rangle\right) \mathbf{W}_{p}-\left(1-\delta_{p 0}\right)\left\langle\mathbf{f}[\mathbf{y}(k)] \mathbf{x}^{T}(k-p)\right\rangle\right] \boldsymbol{\Lambda}_{M} \tag{11.40}
\end{equation*}
$$

where $p=0,1, \ldots, L, \delta_{p 0}$ is the Kronecker delta and $\boldsymbol{\Lambda}_{M}$ is a diagonal positive definite matrix.

### 11.2.3 Derivation of the Natural Gradient Algorithm for State Space Model

The learning algorithms presented in the previous section, although of practical value, have been derived in a heuristic or intuitive way. In this section, we derive the efficient natural gradient learning algorithm in a mathematically rigorous way 1365 .

Let us assume without loss of generality that the number of outputs is equal to the number of sensors and the matrix $\mathbf{D} \in \mathbb{R}^{m \times m}$ is nonsingular. From the linear output equation (11.4), we have

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{D}^{-1}(\mathbf{y}(k)-\mathbf{C} \boldsymbol{\xi}(k)) . \tag{11.41}
\end{equation*}
$$

Substituting (11.41) into (11.18), we obtain

$$
\begin{equation*}
d \mathbf{y}=\left(d \mathbf{C}-d \mathbf{D} \mathbf{D}^{-1} \mathbf{C}\right) \boldsymbol{\xi}+d \mathbf{D} \mathbf{D}^{-1} \mathbf{y}+\mathbf{C} d \boldsymbol{\xi} \tag{11.42}
\end{equation*}
$$

In order to improve the computational efficiency of learning algorithms, we introduce a new search direction defined as

$$
\begin{align*}
d \mathbf{X}_{1} & =d \mathbf{C}-d \mathbf{D} \mathbf{D}^{-1} \mathbf{C}  \tag{11.43}\\
d \mathbf{X}_{2} & =d \mathbf{D} \mathbf{D}^{-1} \tag{11.44}
\end{align*}
$$

Straightforward calculation leads to the following relationships

$$
\begin{align*}
& \frac{\partial \rho(\mathbf{y}, \mathbf{W})}{\partial \mathbf{X}_{1}}=\mathbf{f}(\mathbf{y}(k)) \boldsymbol{\xi}^{T}(k)  \tag{11.45}\\
& \frac{\partial \rho(\mathbf{y}, \mathbf{W})}{\partial \mathbf{X}_{2}}=\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)-\mathbf{I} \tag{11.46}
\end{align*}
$$

Using the standard gradient descent approach, we obtain $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$

$$
\begin{align*}
\Delta \mathbf{X}_{1}(k) & =-\eta \frac{\partial \mathcal{R}(\mathbf{y}, \mathbf{W})}{\partial \mathbf{X}_{1}}=-\eta\left\langle\mathbf{f}(\mathbf{y}(k)) \boldsymbol{\xi}^{T}(k)\right\rangle  \tag{11.47}\\
\Delta \mathbf{X}_{2}(k) & =-\eta \frac{\partial \mathcal{R}(\mathbf{y}, \mathbf{W})}{\partial \mathbf{X}_{2}}=-\eta\left(\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\rangle-\mathbf{I}\right) \tag{11.48}
\end{align*}
$$

Taking into account the relationships (11.43) and (11.44), we obtain a batch version of the natural gradient learning algorithm to update the matrices $\mathbf{C}$ and $\mathbf{D}$ as

$$
\begin{equation*}
\Delta \mathbf{C}(l)=\eta\left[\left(\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\rangle\right) \mathbf{C}(l)-\left\langle\mathbf{f}(\mathbf{y}(k)) \boldsymbol{\xi}^{T}(k)\right\rangle\right] \tag{11.49}
\end{equation*}
$$

$$
\begin{equation*}
\Delta \mathbf{D}(l)=\eta\left[\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\rangle\right] \mathbf{D}(l) \tag{11.50}
\end{equation*}
$$

On the basis of the above considerations we can establish the relationship between the natural gradient $\widetilde{\nabla} \mathcal{R}$ and the standard gradient $\nabla \mathcal{R}$ for the state-space models as follows

$$
\widetilde{\nabla} \mathcal{R}=\nabla \mathcal{R}\left[\begin{array}{cc}
\mathbf{I}+\mathbf{C}^{T} \mathbf{C} & \mathbf{C}^{T} \mathbf{D}  \tag{11.51}\\
\mathbf{D}^{T} \mathbf{C} & \mathbf{D}^{T} \mathbf{D}
\end{array}\right]=\nabla \mathcal{R} \quad \mathbf{M}
$$

where $\nabla \mathcal{R}=\left[\frac{\partial \mathcal{R}(\mathbf{y}, \mathbf{W})}{\partial \mathbf{C}} \frac{\partial \mathcal{R}(\mathbf{y}, \mathbf{W})}{\partial \mathbf{D}}\right]$ is the standard gradient and $\mathbf{M}$ is a symmetric positive definite pre-conditioning matrix

$$
\mathbf{M}=\left[\begin{array}{cc}
\mathbf{I}+\mathbf{C}^{T} \mathbf{C} & \mathbf{C}^{T} \mathbf{D} \\
\mathbf{D}^{T} \mathbf{C} & \mathbf{D}^{T} \mathbf{D}
\end{array}\right]
$$

The natural gradient learning algorithm can be rewritten equivalently in the following form

$$
\begin{equation*}
\Delta \overline{\mathbf{W}}=[\Delta \mathbf{C} \Delta \mathbf{D}]=-\eta \tilde{\nabla} \mathcal{R}(\mathbf{y}, \mathbf{W})=-\eta \nabla \mathcal{R} \mathbf{M} \tag{11.52}
\end{equation*}
$$

Using the moving-average method, the on-line version of the natural gradient algorithm with nonholonomic constraints (see Chapter 6) can be expressed as

$$
\begin{equation*}
\mathbf{C}(k+1)=\mathbf{C}(k)+\eta_{C}(k)\left[\left(\Lambda^{(k)}-\mathbf{R}_{\mathbf{f} \mathbf{y}}^{(k)}\right) \mathbf{C}(k)-\mathbf{R}_{\mathbf{f} \boldsymbol{\xi}}^{(k)}\right] \tag{11.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{D}(k+1)=\mathbf{D}(k)+\eta_{D}(k)\left[\Lambda^{(k)}-\mathbf{R}_{\mathbf{f} \mathbf{y}}^{(k)}\right] \mathbf{D}(k) \tag{11.54}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{R}_{\mathbf{f} \boldsymbol{\xi}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{f} \boldsymbol{\xi}}^{(k-1)}+\eta_{0} \mathbf{f}[\mathbf{y}(k)] \boldsymbol{\xi}^{T}(k),  \tag{11.55}\\
& \mathbf{R}_{\mathbf{f} \mathbf{y}}^{(k)}=\left(1-\eta_{0}\right) \mathbf{R}_{\mathbf{f} \mathbf{y}}^{(k-1)}+\eta_{0} \mathbf{f}[\mathbf{y}(k)] \mathbf{y}^{T}(k) \tag{11.56}
\end{align*}
$$

and elements of the diagonal matrix $\boldsymbol{\Lambda}^{(k)}=\operatorname{diag}\left\{\lambda_{1}^{(k)}, \lambda_{2}^{(k)}, \ldots, \lambda_{m}^{(k)}\right\}$ are updated as

$$
\begin{equation*}
\lambda_{i}^{(k)}=\left(1-\eta_{0}\right) \lambda_{i}^{(k-1)}+\eta_{0} f_{i}\left(y_{i}(k)\right) y_{i}(k) . \tag{11.57}
\end{equation*}
$$

It is straightforward to check that the above algorithm is an extension or generalization of the natural gradient algorithm discussed in Chapter 6 for the dynamical state-space model.

The natural gradient not only ensures better convergence properties but also provides a form by which the analysis of stability becomes much easier. The equilibrium points of the learning algorithm satisfy the following equations

$$
\begin{align*}
& E\left\{\mathbf{f}(\mathbf{y}(k)) \boldsymbol{\xi}^{T}(k)\right\}=\mathbf{0},  \tag{11.58}\\
& E\left\{\mathbf{f}(\mathbf{y}(k)) \mathbf{y}^{T}(k)\right\}=\boldsymbol{\Lambda}, \tag{11.59}
\end{align*}
$$

where $\boldsymbol{\Lambda}$ is a positive definite matrix for $m=n$ and a semi-positive definite diagonal matrix for $m>n$. This means that separated signals in vector $\mathbf{y}$ can achieve mutual independence, if the nonlinear activation function $\mathbf{f}(\mathbf{y})$ is suitably chosen.

On the other hand, if the output signals $\mathbf{y}$ of (11.4) are spatially mutually independent and temporary i.i.d. signals, it is easy to verify that they satisfy (11.58) and (11.59). In fact, from (11.3) and (11.4), we have

$$
\begin{equation*}
\boldsymbol{\xi}(k+1)=\sum_{p=0}^{k-1} \tilde{\mathbf{A}}^{p} \tilde{\mathbf{B}} \mathbf{y}(k-p), \tag{11.60}
\end{equation*}
$$

where $\tilde{\mathbf{A}}=\mathbf{A}-\mathbf{B} \mathbf{D}^{-1} \mathbf{C}, \tilde{\mathbf{B}}=\mathbf{B} \mathbf{D}^{-1}$ and we have assumed that $\boldsymbol{\xi}(0)=\mathbf{0}$. Substituting (11.60) into (11.58), we deduce that (11.58) is satisfied for i.i.d. signals.

### 11.3 ESTIMATION OF MATRICES [A, B] BY INFORMATION BACK-PROPAGATION

Till now we have assumed that the matrices $[\mathbf{A}, \mathbf{B}]$ are fixed and are determined explicitly from an assumed structure of the dynamical system. However, for recurrent dynamical systems, these matrices are unknown and must be estimated by a suitably designed learning algorithm. In order to develop a learning algorithm for matrices $\mathbf{A}$ and $\mathbf{B}$, we use in this

Table 11.1 Family of adaptive learning algorithms for state-space models.

| Reference | Model | Algorithm |
| :---: | :---: | :---: |
| Zhang and Cichocki (1998) 1359 | linear | $\begin{aligned} \Delta \mathbf{C} & =-\eta\left\langle\mathbf{f}(\mathbf{y}) \boldsymbol{\xi}^{T}\right\rangle \\ \Delta \mathbf{D} & =\eta\left[\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{x}^{T} \mathbf{D}^{T}\right\rangle\right] \mathbf{D} \end{aligned}$ |
| Zhang and Cichocki (1998) 1360 | linear | $\begin{aligned} \Delta \mathbf{C}= & \eta\left[\left(\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right\rangle\right) \mathbf{C}-\left\langle\mathbf{f}(\mathbf{y}) \boldsymbol{\xi}^{T}\right\rangle\right] \\ \Delta \mathbf{D}= & \eta\left[\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right\rangle\right] \mathbf{D} \\ & \text { with Kalman filter } \end{aligned}$ |
| Cichocki and Zhang (1998) 1361 | nonlinear | $\begin{aligned} \Delta \mathbf{C} & =\eta\left[\left(\boldsymbol{\Lambda}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right\rangle\right) \mathbf{C}-\left\langle\mathbf{f}(\mathbf{y}) \boldsymbol{\xi}^{T}\right\rangle\right] \\ \Delta \mathbf{D} & =\eta\left[\boldsymbol{\Lambda}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right\rangle\right] \mathbf{D} \end{aligned}$ |
| Cichocki and Zhang (1998) 287 | nonlinear | Two-stage approach |
| Cichocki and Zhang (1999) [288] | nonlinear | $\begin{aligned} \Delta \mathbf{C} & =\eta\left[\left(\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right\rangle\right) \mathbf{C}-\left\langle\mathbf{f}(\mathbf{y}) \boldsymbol{\xi}^{T}\right\rangle \mathbf{\Lambda}\right] \\ \Delta \mathbf{D} & =\eta\left[\mathbf{I}-\left\langle\mathbf{f}(\mathbf{y}) \mathbf{y}^{T}\right\rangle\right] \mathbf{D} \end{aligned}$ |
| Salam and Waheed (2001) 1033] | linear | Recurrent network |
| Salam and Erten (1999) 1032 | nonlinear | Lagrange multiplier approach |
| Zhang and Cichocki 1365, 1366 | nonholonomic | $\Delta[\mathbf{C} \mathbf{D}]=-\eta \nabla \mathcal{R}\left[\begin{array}{cc}\mathbf{I}+\mathbf{C}^{T} \mathbf{C} & \mathbf{C}^{T} \mathbf{D} \\ \mathbf{D}^{T} \mathbf{C} & \mathbf{D}^{T} \mathbf{D}\end{array}\right]$ |
|  | NG Algorithm | $\begin{aligned} \Delta \mathbf{C}(k) & =\eta(k)\left[\left(\boldsymbol{\Lambda}^{(k)}-\mathbf{R}_{\mathrm{f} \mathbf{y}}^{(k)}\right) \mathbf{C}(k)-\mathbf{R}_{\mathrm{f} \boldsymbol{\xi}}^{(k)}\right] \\ \Delta \mathbf{D}(k) & =\eta(k)\left[\boldsymbol{\Lambda}^{(k)}-\mathbf{R}_{\mathrm{f} \mathbf{y}}^{(k)}\right] \mathbf{D}(k) \end{aligned}$ |

section the information back-propagation approach discussed in Chapter 9. Combining (11.16) and (11.18), we express the gradient of $\rho(\mathbf{y}, \mathbf{W})$, with respect to $\boldsymbol{\xi}(k)$ as

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{y})}{\partial \boldsymbol{\xi}}=\mathbf{C}^{T} \mathbf{f}(\mathbf{y}(k)) \tag{11.61}
\end{equation*}
$$

Therefore, we can calculate the gradient of the loss function $\rho(\mathbf{y})$, with respect to $\mathbf{A} \in$ $\mathbb{R}^{M \times M}$ and $\mathbf{B} \in \mathbb{R}^{M \times m}$ as follows

$$
\begin{align*}
& \nabla_{\mathbf{A}} \rho(\mathbf{y})=\frac{\partial \rho(\mathbf{y})}{\partial \mathbf{A}}=\sum_{h=1}^{M} \frac{\partial \rho(\mathbf{y})}{\partial \xi_{h}(k)} \frac{\partial \xi_{h}(k)}{\partial \mathbf{A}}  \tag{11.62}\\
& \nabla_{\mathbf{B}} \rho(\mathbf{y})=\frac{\partial \rho(\mathbf{y})}{\partial \mathbf{B}}=\sum_{h=1}^{M} \frac{\partial \rho(\mathbf{y})}{\partial \xi_{h}(k)} \frac{\partial \xi_{h}(k)}{\partial \mathbf{B}} \tag{11.63}
\end{align*}
$$

where entries of matrices $\frac{\partial \xi_{h}(k)}{\partial \mathbf{A}}$ and $\frac{\partial \xi_{h}(k)}{\partial \mathbf{B}}$ are obtained by the following on-line iterations

$$
\begin{align*}
& \frac{\partial \xi_{h}(k+1)}{\partial a_{i j}}=\sum_{p=1}^{M} a_{h p} \frac{\partial \xi_{p}(k)}{\partial a_{i j}}+\delta_{h i} \xi_{j}(k),  \tag{11.64}\\
& \frac{\partial \xi_{h}(k+1)}{\partial b_{i q}}=\sum_{p=1}^{M} a_{h p} \frac{\partial \xi_{p}(k)}{\partial b_{i q}}+\delta_{h i} x_{q}(k), \tag{11.65}
\end{align*}
$$

for $h, i, j=1,2, \ldots, M$ and $q=1,2, \ldots, m$, where $\delta_{h i}$ is the Kronecker delta.
The minimization of the loss function (11.14) by the gradient descent method leads to a mutual information back-propagation learning algorithm as follows

$$
\begin{align*}
\Delta a_{i j}(k) & =-\eta(k) \mathbf{f}^{T}(\mathbf{y}(k)) \sum_{h=1}^{M} \mathbf{c}_{h} \frac{\partial \xi_{h}(k)}{\partial a_{i j}}  \tag{11.66}\\
\Delta b_{i q}(k) & =-\eta(k) \mathbf{f}^{T}(\mathbf{y}(k)) \sum_{h=1}^{M} \mathbf{c}_{h} \frac{\partial \xi_{h}(k)}{\partial b_{i q}} \tag{11.67}
\end{align*}
$$

where $\mathbf{c}_{h}$ is the $h$-th column vector of the matrix $\mathbf{C}$.
Since the matrices $\mathbf{A}$ and $\mathbf{B}$ are sparse in the canonical forms, we do not need to update all elements of these matrices. Here, we elaborate the learning algorithm for the controller canonical form. In the controller canonical form, the matrix $\mathbf{B}$ is a constant matrix, and only the first $n$ rows of matrix $\mathbf{A}$ are variable parameters. Denote the vector of the $h$-th row of the matrix $\mathbf{A}$ by $\mathbf{a}_{h},(h=1,2, \ldots, M)$, and define a matrix

$$
\begin{equation*}
\frac{\partial \boldsymbol{\xi}(k)}{\partial \mathbf{a}_{h}}=\left[\frac{\partial \xi_{i}(k)}{\partial a_{h j}}\right]_{M \times M} \tag{11.68}
\end{equation*}
$$

The derivative matrix $\frac{\partial \boldsymbol{\xi}(k)}{\partial \mathbf{a}_{h}}$ can be calculated by the following iteration

$$
\begin{equation*}
\frac{\partial \boldsymbol{\xi}(k+1)}{\partial \mathbf{a}_{h}}=\mathbf{A} \frac{\partial \boldsymbol{\xi}(k)}{\partial \mathbf{a}_{h}}+\boldsymbol{\Phi}_{h}(k), \tag{11.69}
\end{equation*}
$$

where $\boldsymbol{\Phi}_{h}(k)=\left[\delta_{h i} \xi_{j}(k)\right]_{M \times M}$. Substituting the above representation into (11.66) and (11.67), we get the following learning rule for $\mathbf{a}_{h}$,

$$
\begin{equation*}
\Delta \mathbf{a}_{h}=-\eta(k) \mathbf{f}^{T}(\mathbf{y}(k)) \mathbf{C} \frac{\partial \boldsymbol{\xi}(k)}{\partial \mathbf{a}_{h}}, \quad(h=1,2, \ldots, M) \tag{11.70}
\end{equation*}
$$

The above learning algorithm updates on-line the internal parameters of the dynamical system. The dynamical system (11.64) and (11.65) is the variational system of the demixing model with respect to $\mathbf{A}$ and $\mathbf{B}$. The purpose of the learning algorithm is to estimate online the derivatives of $\boldsymbol{\xi}(k)$ with respect to $\mathbf{A}$ and $\mathbf{B}$. It should be noted that we should choose very carefully the initial values of the matrices $\mathbf{A}$ and $\mathbf{B}$ to ensure stability of the system during learning process ${ }^{33}$. However, there is no guarantee that the system will stable during the learning process even if in initial iterations the system was stable. Stability is a common problem in dynamical system identification. One possible solution is to formulate the demixing model in the Lyapunov balanced canonical form [896].

### 11.4 STATE ESTIMATOR - THE KALMAN FILTER

In order to overcome the above mentioned problem, an alternative approach is to employ the Kalman filter to estimate the state of the system. From output equation (11.3), it is observed that if we can accurately estimate the state vector $\boldsymbol{\xi}(k)$ of the system, then we can separate mixed signals using the learning algorithm (11.49) and (11.50).

### 11.4.1 Kalman Filter

The Kalman filter is a powerful approach for estimating the state vector in state-space models [119, 517, 1373]. The function of the Kalman filter is to generate on-line the state estimate of the state $\boldsymbol{\xi}(k)$. The Kalman filter dynamics is given as follows (see Fig. 11.2)

$$
\begin{align*}
\hat{\boldsymbol{\xi}}(k+1 \mid k) & =\mathbf{A} \hat{\boldsymbol{\xi}}(k \mid k)+\mathbf{B} \mathbf{x}(k)  \tag{11.71}\\
\hat{\boldsymbol{\xi}}(k \mid k) & =\hat{\boldsymbol{\xi}}(k \mid k-1)+\mathbf{L} \mathbf{e}(k)  \tag{11.72}\\
\mathbf{e}(k) & =\mathbf{y}(k)-(\mathbf{C} \hat{\boldsymbol{\xi}}(k \mid k-1)+\mathbf{D} \mathbf{x}(k)), \tag{11.73}
\end{align*}
$$

where $\mathbf{L}$ is the Kalman filter gain matrix, and $\mathbf{e}(k)$ is called the innovation or residual which measures the error between the measured (or expected) output $\mathbf{y}(k)$ and the predicted output $\hat{\mathbf{y}}(k \mid k-1)$ There are a variety of algorithms with which to update the Kalman filter gain matrix $\mathbf{L}$ as well as the state $\hat{\boldsymbol{\xi}}(k \mid k-1)$; refer to [517] for more details. In this section, we introduce a concept called hidden innovation in order to implement the Kalman filter for the blind separation and filtering problem [1373]. Since the updating matrices $\mathbf{C}$ and D will produce an innovation in each learning step, we can define a hidden innovation as follows

$$
\begin{equation*}
\mathbf{e}(k)=\Delta \mathbf{y}(k)=\mathbf{y}(k)-\hat{\mathbf{y}}(k \mid k-1)=\Delta \mathbf{C}(k) \boldsymbol{\xi}(k)+\Delta \mathbf{D}(k) \mathbf{x}(k) \tag{11.74}
\end{equation*}
$$

[^48]

Fig. 11.2 Kalman filter for noise reduction.
where $\Delta \mathbf{C}(k)=\mathbf{C}(k+1)-\mathbf{C}(k)$ and $\Delta \mathbf{D}(k)=\mathbf{D}(k+1)-\mathbf{D}(k)$. The hidden innovation presents the adjusting direction of the output of the demixing system and is used to generate an a posteriori state estimate. Once we define the hidden innovation, we can employ the commonly used Kalman filter to estimate the state vector $\boldsymbol{\xi}(k)$ and to update the Kalman gain matrix $\mathbf{L}$ (see Fig. 11.2). The updating rules are described as follows 517, 1373, 1365]

## Algorithm Outline: Kalman filter for robust state estimation

1. Kalman gain

$$
\mathbf{L}(k)=\mathbf{R}_{\mathrm{ee}}^{(k)} \mathbf{C}^{T}(k)\left[\mathbf{C}(k) \mathbf{R}_{\mathrm{ee}}^{(k)} \mathbf{C}^{T}(k)+\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}^{(k)}\right]^{-1}
$$

2. Update the estimate with hidden innovation

$$
\hat{\hat{\xi}}(k \mid k)=\hat{\boldsymbol{\xi}}(k \mid k+1)+\mathbf{L}(k) \mathbf{e}(k) .
$$

3. Update the error covariance

$$
\widehat{\mathbf{R}}_{\mathrm{ee}}^{(k)}=(\mathbf{I}-\mathbf{L}(k) \mathbf{C}(k)) \mathbf{R}_{\mathrm{ee}}^{(k)}
$$

4. Predict the state vector ahead

$$
\hat{\boldsymbol{\xi}}(k+1 \mid k)=\mathbf{A}(k) \hat{\boldsymbol{\xi}}(k \mid k)+\mathbf{B}(k) \mathbf{x}(k)
$$

5. Predict the error covariance ahead

$$
\mathbf{R}_{\mathrm{ee}}^{(k+1)}=\mathbf{A}(k) \widehat{\mathbf{R}}_{\mathrm{ee}}^{(k)} \mathbf{A}^{T}(k)+\mathbf{R}_{\mathbf{n} \mathbf{n}}^{k)},
$$

where $\mathbf{R}_{\mathbf{n} \mathbf{n}}^{(k)}$ and $\mathbf{R}_{\boldsymbol{\nu} \boldsymbol{\nu}}^{(k)}$ are the covariance matrices of the noise vector $\mathbf{n}(k)$ and output measurement noise $\boldsymbol{\nu}(k)$, respectively.

One disadvantage of the above algorithm is that it requires knowledge of the covariance matrices of the noise. The theoretical problems such as convergence analysis and stability of the above procedure remains an open problem. However, extensive simulation experiments show that this algorithm, based on the Kalman filter, can separate the convolved signals efficiently [1373, 1365].

### 11.5 TWO-STAGE SEPARATION ALGORITHM

In this section, we present a two-stage separation algorithm for state-space models. In this approach, we decompose the separation problem into the following two stages. First, we separate the mixed signals in the following sense [287, 1365, 1374]

$$
\begin{equation*}
\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)=\mathbf{P} \mathbf{D}(z) \tag{11.75}
\end{equation*}
$$

where $\mathbf{P}$ is permutation matrix and $\mathbf{D}(z)=\operatorname{diag}\left\{D_{1}(z), D_{2}(z), \ldots, D_{n}(z)\right\}$ is a diagonal matrix in polynomials of $z^{-1}$. At this stage the output signals will be mutually independent and each individual output signal will be a filtered version of one source signal. So, to recover the original sources, a blind equalization of each channel is necessary. In other words, we need only to apply single channel equalization methods, such as the natural gradient approach or Bussgang methods, to obtain the temporarily i.i.d. recovered signals.

The question here is whether a set of matrices $\boldsymbol{\Theta}=\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}\}$ exists in the demixing model (11.3) and (11.4), such that its transfer function $\mathbf{W}(z)$ satisfies (11.75). The answer is affirmative under some weak conditions. Suppose that there is a stable inverse filter $\mathbf{W}_{*}(z)$ of $\mathbf{H}(z)$ in the sense of (11.75). Since $\mathbf{W}_{*}(z)$ is a rational polynomial of $z^{-1}$, we know that there is a state-space realization $\left[\mathbf{A}_{*}, \mathbf{B}_{*}, \mathbf{C}_{*}, \mathbf{D}_{*}\right]$ of $\mathbf{W}_{*}(z)$. Then, we rewrite $\mathbf{W}_{*}(z)$ as

$$
\begin{align*}
\mathbf{W}_{*}(z) & =\mathbf{D}_{*}+\mathbf{C}_{*}\left(z \mathbf{I}-\mathbf{A}_{*}\right)^{-1} \mathbf{B}_{*} \\
& =\sum_{i=0}^{L} \mathbf{P}_{i} z^{-i} / Q\left(z^{-1}\right) \tag{11.76}
\end{align*}
$$

We can construct a linear system with transfer function $\sum_{i=0}^{M} \mathbf{P}_{i} z^{-i}$ as follows

$$
\begin{align*}
& \mathbf{A}=\left[\begin{array}{cc}
\mathcal{O}^{T} & \mathbf{0}_{m} \\
\mathbf{I}_{m(M-1)} & \boldsymbol{\mathcal { O }}
\end{array}\right], \mathbf{B}=\left[\begin{array}{c}
\mathbf{I}_{m} \\
\boldsymbol{\mathcal { O }}
\end{array}\right]  \tag{11.77}\\
& \mathbf{C}=\left(\mathbf{P}_{1}, \mathbf{P}_{2}, \ldots, \mathbf{P}_{L}\right), \quad \mathbf{D}=\mathbf{P}_{0} \tag{11.78}
\end{align*}
$$

where $\mathbf{I}_{m(M-1)}$ is an $m(M-1) \times m(M-1)$ identity matrix, $\mathbf{0}_{m}$ is an $m \times m$ zero matrix, and $\mathcal{O}$ is an $m(M-1) \times m$ zero matrix, respectively. Then, we deduce that

$$
\begin{equation*}
\mathbf{W}(z)=\mathbf{D}+\mathbf{C}(z \mathbf{I}-\mathbf{A})^{-1} \mathbf{B}=\mathbf{W}_{*}(z) Q\left(z^{-1}\right) \tag{11.79}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\mathbf{G}(z)=\mathbf{W}(z) \mathbf{H}(z)=\mathbf{P} \boldsymbol{\Lambda}(z) Q\left(z^{-1}\right)=\mathbf{P} \mathbf{D}(z) \tag{11.80}
\end{equation*}
$$

where $\mathbf{D}(z)=\boldsymbol{\Lambda}(z) Q\left(z^{-1}\right)$ is a diagonal matrix in polynomials of $z^{-1}$ in its diagonal entities. It is easily seen that both $\mathbf{A}$ and $\mathbf{B}$ are constant matrices. Therefore, we have only to develop a learning algorithm to update $\mathbf{C}$ and $\mathbf{D}$ so as to obtain the separated signals in the sense of (11.75).

On the other hand, we know that if the matrix $\overline{\mathbf{D}}$ in the mixing model satisfies $\operatorname{rank}(\overline{\mathbf{D}})=$ $n$, then there exists a set of matrices $\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}\}$, such that the output signal $\mathbf{y}$ of statespace system (11.3) and (11.4) recovers the independent source signals in the sense of (11.75). Therefore, we have the following Theorem [1365]:

Theorem 11.2 If the matrix $\overline{\mathbf{D}}$ in the mixing model satisfies $\operatorname{rank}(\overline{\mathbf{D}})=n$, then for given specific matrices $\mathbf{A}$ and $\mathbf{B}$ as (11.77), there exist matrices $[\mathbf{C}, \mathbf{D}]$, such that the transfer matrix $\mathbf{W}(z)$ of the system (11.3) and (11.4) satisfies equation (11.75).

The two-stage blind deconvolution can be realized in the following way: First, we construct the matrices $\mathbf{A}$ and $\mathbf{B}$ of the state equation in the form (11.77), and then we employ the natural gradient algorithm to update $\mathbf{C}$ and $\mathbf{D}$. After the first stage, the outcome signals can be represented in the following form

$$
\begin{equation*}
\hat{y}_{i}(k)=Q(z) s_{i}(k), \quad(i=1,2, \ldots, m) \tag{11.81}
\end{equation*}
$$

Then we can employ the blind equalization approach discussed in Chapter 9 for double finite FIR filter to remove distortion caused by filtering or convolution of the signals. It should be noted that the two-stage approach enables us also to recover the source signals mixed by a non-minimum phase dynamical system [1367].

## Appendix A. Derivation of the Cost Function

We consider $n$ observations $\left\{x_{i}(k)\right\}$ and $n$ output signals $\left\{y_{i}(k)\right\}$, with length $N$.

$$
\begin{aligned}
\underline{\mathbf{x}}(k) & =\left[\mathbf{x}^{T}(1), \mathbf{x}^{T}(2), \ldots, \mathbf{x}^{T}(N)\right]^{T} \\
\underline{\mathbf{y}}(k) & =\left[\mathbf{y}^{T}(1), \mathbf{y}^{T}(2), \ldots, \mathbf{y}^{T}(N)\right]^{T}
\end{aligned}
$$

where $\mathbf{x}(k)=\left[x_{1}(k), x_{2}(k), \ldots, x_{m}(k)\right]^{T}$ and $\mathbf{y}(k)=\left[y_{1}(k), y_{2}(k), \ldots, y_{m}(k)\right]$. The task of blind deconvolution is to estimate a state-space demixing model, such that output signals achieve independence, i.e., when the joint probability density of $\underline{\mathbf{y}}$ is factorized as follows:

$$
\begin{equation*}
p(\underline{\mathbf{y}})=\prod_{i=1}^{m} \prod_{k=1}^{N} p_{i}\left(y_{i}(k)\right) \tag{A.1}
\end{equation*}
$$

where $\left\{p_{i}(\cdot)\right\}$ is the probability density of source signals. In order to measure the mutual independence of output signals, we employ the Kullback-Leibler divergence as a criterion, which is an asymmetric measure of the distance between two different probability distributions,

$$
\begin{equation*}
K_{p q}(\mathbf{W}(z))=\frac{1}{N} \int p(\underline{\mathbf{y}}) \log \frac{p(\underline{\mathbf{y}})}{\prod_{i=1}^{m} \prod_{k=1}^{N} q_{i}\left(y_{i}(k)\right)} d \underline{\mathbf{y}} \tag{A.2}
\end{equation*}
$$

where we replace $p_{i}(\cdot)$ by certain approximate density functions $q_{i}(\cdot)$ for estimated sources, since we do not know the true probability distributions $r_{i}(\cdot)$ of original source signals.

Provided that initial conditions are set to $\boldsymbol{\xi}(1)=\mathbf{0}$, we have the following relation [1365]

$$
\begin{equation*}
\underline{\mathbf{y}}=\mathcal{W} \underline{\mathbf{x}} \tag{A.3}
\end{equation*}
$$

where $\mathcal{W}$ is given by

$$
\mathcal{W}=\left[\begin{array}{ccccc}
\mathbf{H}_{0} & \mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}  \tag{A.4}\\
\mathbf{H}_{1} & \mathbf{H}_{0} & \cdots & \mathbf{0} & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{H}_{N-2} & \mathbf{H}_{N-3} & \ddots & \mathbf{H}_{0} & \mathbf{0} \\
\mathbf{H}_{N-1} & \mathbf{H}_{N-2} & \cdots & \mathbf{H}_{1} & \mathbf{H}_{0}
\end{array}\right]
$$

and $\mathbf{H}_{i}$ are the Markov parameters defined by $\mathbf{H}_{0}=\mathbf{D}, \mathbf{H}_{i}=\mathbf{C A}^{i-1} \mathbf{B},(i=0,1, \ldots, N-$ 1). According to the property of the probability density function, we derive the following relation between $p(\underline{\mathbf{x}})$ and $p(\underline{\mathbf{y}})$ :

$$
\begin{equation*}
p(\underline{\mathbf{y}})=\frac{p(\underline{\mathbf{x}})}{\left|\operatorname{det} \mathbf{H}_{0}^{N}\right|} \tag{A.5}
\end{equation*}
$$

Using the relation (A.2), we derive the loss function $\rho(\mathbf{W}(z))$ as follows

$$
\begin{equation*}
\rho(\mathbf{W}(z))=-\log \left|\operatorname{det} \mathbf{H}_{0}\right|-\sum_{i=1}^{m} \frac{1}{N} \sum_{k=1}^{N} \log q_{i}\left(y_{i}(k)\right) \tag{A.6}
\end{equation*}
$$

Note that $p(\underline{\mathbf{x}})$ was not included in (A.6) because it does not depend on the set of parameters $\left\{\mathbf{H}_{i}\right\}$.

## 12

## Nonlinear State Space Models - Semi-Blind Signal Processing


#### Abstract

We must dare to think unthinkable thoughts. We must learn to explore all the options and possibilities that confront us in a complex and rapidly changing world. We must learn to welcome and not to fear the voices of dissent. We must dare to think about unthinkable things because when things become unthinkable, thinking stops and action becomes mindless.


-(J. William Fulbright)
Beyond each corner new directions lie in wait.

### 12.1 GENERAL FORMULATION OF THE PROBLEM

In this chapter we attempt to extend and generalize the results discussed in the previous chapters to nonlinear dynamical models. However, the problem is not only very challenging but intractable in the general case without a priori knowledge about the mixing and filtering nonlinear process. Therefore, in this chapter we consider very briefly only some simplified nonlinear models. In addition, we assume that some information about the mixing and separating system and source signals is available.

In practice, special nonlinear dynamical models are often considered in order to simplify the problem and solve it efficiently for specific applications. Specific examples include the Wiener model, the Hammerstein model, bilinear models, Volterra models, and NARMA (Nonlinear Autoregressive Moving Average) models [58, 289, 690, 1128, 1253, 1287, 1323.
(a)

(b)

(c)


Fig. 12.1 Typical nonlinear dynamical models: (a) The Hammerstein system, (b) the Wiener system and (c) Sandwich system.

The Hammerstein and Wiener systems consist of linear dynamical systems in cascade (series) with static (memoryless) nonlinearities (see Fig. 12.1). In the Wiener system, linear filters precede memoryless nonlinearities, while in the Hammerstein system a nonlinear memoryless system precedes linear (dynamical) filters. Both systems are special cases of an important class of block oriented sandwich systems with static nonlinearities sandwiched between two linear dynamical subsystems [1128]. Sandwich systems constitute a relatively simple but important class of nonlinear systems since linear combination of such systems can approximate a wide class of nonlinear dynamical systems [1125, 1127, 1128]. Such models arise in practice whenever measurement (sensor) devices have nonlinear characteristics (see Fig. 12.2). It should be noted that, in the special case when the nonlinear function is known or can be estimated and the inverse function exists, the Wiener model can be simplified to linear problems described in last three chapters, as illustrated on Fig. 12.2, However in such models, usually some typical nonlinearities such as hard limiters, dead-zone limiters, quantizers and hysteresis are excluded and for such nonlinearities it is impossible to estimate exact inverse systems.

The problems illustrated in Fig. 12.1 (a) and (c) are difficult, because of the permutation and scaling ambiguities even if the nonlinearities are known and invertible. However, in the special case when the set of all nonlinear functions $\{\boldsymbol{\Psi}\}$ are identical and are known, we can easily convert the problem to linear multichannel blind deconvolution which was discussed in the previous chapters. It should be noted, that all these specific nonlinear dynamical models can be described by a general and flexible nonlinear state-space model or NARMA model discussed below.


Fig. 12.2 The simple nonlinear dynamical model which leads to the standard linear filtering and separation problem if the nonlinear function can be estimated and their inverses exist.

Assume that unknown source signals $\mathbf{s}(k)=\left[s_{1}(k), s_{2}(k), \ldots, s_{n}(k)\right]^{T} \in \mathbb{R}^{n}$ are zeromean i.i.d. and mutually statistically independent. Suppose that the unknown source signals $\mathbf{s}(k)$ are mixed by a stable unknown nonlinear dynamical system

$$
\begin{align*}
\overline{\boldsymbol{\xi}}(k+1) & =\overline{\mathcal{F}}\left[\overline{\boldsymbol{\xi}}(k), \mathbf{s}(k), \boldsymbol{\nu}_{P}(k)\right],  \tag{12.1}\\
\mathbf{x}(k) & =\overline{\mathbf{G}}[\overline{\boldsymbol{\xi}}(k), \mathbf{s}(k)), \boldsymbol{\nu}(k),], \tag{12.2}
\end{align*}
$$

where $\overline{\mathcal{F}}$ and $\overline{\mathbf{G}}$ are two unknown nonlinear mappings, $\overline{\boldsymbol{\xi}}(k) \in \mathbb{R}^{d}$ is the state vector of the system, and $\mathbf{x}(k) \in \mathbb{R}^{m}$ (with $m \geq n$ ) is a vector of available sensor signals, $\boldsymbol{\nu}_{P}(k)$ and $\boldsymbol{\nu}(k)$ are the process noises and sensor noises of the mixing dynamical system, respectively.

Let us consider another adaptive dynamical system as a demixing model (see Fig. 12.3)

$$
\begin{align*}
\boldsymbol{\xi}(k+1) & =\mathbf{F}[\mathbf{x}(k), \boldsymbol{\xi}(k), \boldsymbol{\Theta}]  \tag{12.3}\\
\mathbf{y}(k) & =\mathbf{G}\left[\mathbf{x}(k), \boldsymbol{\xi}(\boldsymbol{k}), \boldsymbol{\Theta}_{G}\right] \tag{12.4}
\end{align*}
$$

where $\mathbf{x}(k) \in \mathbb{R}^{m}$ is the vector of sensor signals, $\boldsymbol{\xi}(k) \in \mathbb{R}^{M}$ is the state vector of the system, $\mathbf{y}(k) \in \mathbb{R}^{n}$ is designated to recover the source signals in a certain sense, $\mathbf{F}$ is a nonlinear mapping described by a general nonlinear capability neural network, $\boldsymbol{\Theta}$ is the set of parameters (synaptic weights and nonlinear basis functions) of the neural network, $\mathbf{G}$ is a nonlinear mapping with non-singularity of the derivative $\frac{\partial \mathbf{G}}{\partial \mathbf{x}}$, and $\boldsymbol{\Theta}_{G}$ are the weights of $\mathbf{G}$. The dimension $M$ of the state vector is the order of the demixing system.

If both of the mappings, $\mathbf{F}$ and $\mathbf{G}$ are linear, the nonlinear state-space model will reduce to the standard multichannel blind filtering and separation discussed in the previous chapter. Since the problem is still intractable in the general case, we consider a slightly simplified model:

$$
\begin{align*}
\boldsymbol{\xi}(k+1) & =\mathbf{F}[\mathbf{x}(k), \boldsymbol{\xi}(k), \boldsymbol{\Theta}]  \tag{12.5}\\
\mathbf{y}(k) & =\mathbf{C} \boldsymbol{\xi}(k)+\mathbf{D} \mathbf{x}(k) \tag{12.6}
\end{align*}
$$

In this demixing model, the output equation is assumed to be linear. The restriction is reasonable since in many practical problems, the measurement is a linear combination of


Fig. 12.3 Nonlinear state-space models for multichannel semi-blind separation and filtering: (a) Generalized nonlinear model, (b) simplified nonlinear model.
certain variables. Since the mixing system is unknown (we neither know the nonlinear mappings $\overline{\mathcal{F}}$ and $\overline{\mathbf{G}}$, nor the dimension $d$ of the state vector $\bar{\xi}(k)$ ), we may attempt to estimate the order and approximate nonlinear mappings of the demixing system in order to estimate original source signals. However in the blind deconvolution, it is rather very difficult to determine the dimensionality $M$ of the demixing system, therefore usually overestimate i.e., $M>d$. The overestimation of the order $M$ may produce auxiliary delays in the output signals, but this is acceptable in blind deconvolution. There are a number of neural networks such as Radial Basis Function (RBF), Support Vector Machine (SVM) and multilayer perceptron (MLP), which can be used as demixing models. In this chapter, we employ the RBF to model and identify the nonlinear mapping $\mathbf{F}$ in the demixing model and to estimate the set of output matrices $\overline{\mathbf{W}}=[\mathbf{C}, \mathbf{D}]$ we can employ learning algorithms described in Chapter 11.

### 12.1.1 Invertibility by State Space Model

Assume that the number of sensor signals equals the number of source signals, i.e., $m=n$. In the following discussion, we restrict the mixing model to the following form,

$$
\begin{align*}
\boldsymbol{\xi}(k+1) & =\overline{\mathcal{F}}[\overline{\boldsymbol{\xi}}(k), \mathbf{s}(k)]  \tag{12.7}\\
\mathbf{x}(k) & =\overline{\mathbf{C}} \overline{\boldsymbol{\xi}}(k)+\overline{\mathbf{D}} \mathbf{s}(k) \tag{12.8}
\end{align*}
$$

where the state equation is a nonlinear dynamical system, and the output equation is a linear one. From a theoretical point of view, we can easily find the inverse of the statespace models in the same form, if the matrix $\overline{\mathbf{D}}$ is invertible. In fact, the inverse system is expressed by

$$
\begin{align*}
\overline{\boldsymbol{\xi}}(k+1) & =\overline{\mathcal{F}}\left[\overline{\boldsymbol{\xi}}(k), \overline{\mathbf{D}}^{-1}(\mathbf{x}(k)-\overline{\mathbf{C}} \overline{\boldsymbol{\xi}}(k))\right]  \tag{12.9}\\
\mathbf{s}(k) & =\overline{\mathbf{D}}^{-1}(\mathbf{x}(k)-\overline{\mathbf{C}} \overline{\boldsymbol{\xi}}(k)) \tag{12.10}
\end{align*}
$$

This means that if the mixing model is expressed by (12.7) and (12.8), we can recover the source signals using the inverse system (12.9) and (12.10). There is an advantage of the state-space model that we do not need to invert any non linear functions explicitly.

### 12.1.2 Internal Representation

As we have already discussed in the Chapter 11, the state-space description allows us to divide the variables into two types: The internal state variable $\boldsymbol{\xi}(k)$, which produces the dynamics of the system, and the external variables $\mathbf{x}(k)$ and $\mathbf{y}(k)$, which represent the input and output of the system, respectively. The vector $\boldsymbol{\xi}(k)$ is known as the state of the dynamical system, which represents all the information about the past behavior of the system that is needed to predict its future behavior, except for the purely external input $\mathbf{x}(k)$. The state-space description plays a critical role in mathematical formulation of a dynamical system. It allows us to realize the internal structure of the system and to define the controllability and observability of the system as well. In the state-space framework, it becomes much easier to discuss the stability, controllability and observability of nonlinear dynamical systems.

We formulate the separating model in the framework of the state-space models for blind separation and filtering. The parameters in the state equation of the separation are referred to as internal representation parameters (or simply internal parameters), and the parameters in the output equation as external ones. Such an approach enables us to estimate the demixing nonlinear dynamical model in two stages: First an estimation on some a priori knowledge the internal nonlinear dynamical representation and second to fix the internal set of parameters and estimate the output linear demixing subsystem. In the estimation of the internal representation stage, we will make the state-space matrix as sparse as possible such that the output signals can be represented as a sparse linear combination of the state vector $\boldsymbol{\xi}(k)$ and sensor vector $\mathbf{x}(k)$.


Fig. 12.4 Block diagram of a simplified nonlinear demixing NARMA model. For the switch open, we have a feed-forward nonlinear MA model, and for the switch closed we have a recurrent nonlinear ARMA model.

### 12.2 SUPERVISED-UNSUPERVISED LEARNING APPROACH

### 12.2.1 Nonlinear Autoregressive Moving Average Model

The linear state-space separating and filtering model described in the previous chapters can be extended and generalized to a flexible nonlinear model as (see Fig. 12.4) [289, 290]

$$
\begin{align*}
\boldsymbol{\xi}(k) & =\mathbf{f}[\underline{\mathbf{x}}(k), \underline{\boldsymbol{\xi}}(k)],  \tag{12.11}\\
\mathbf{y}(k) & =\mathbf{C}(k) \boldsymbol{\xi}(k)+\mathbf{D}(k) \mathbf{x}(k), \tag{12.12}
\end{align*}
$$

where $\boldsymbol{\xi}(k)=\left[\xi_{1}(k), \ldots, \xi_{M}(k)\right]^{T}$ is the state vector, $\mathbf{x}(k)=\left[x_{1}(k), \ldots, x_{m}(k)\right]^{T}$ is an available vector of sensor signals, $\mathbf{f}[\underline{\mathbf{x}}(k), \boldsymbol{\xi}(k)]$ is an $M$-dimensional vector of nonlinear functions (with $\underline{\mathbf{x}}(k)=\left[\mathbf{x}^{T}(k), \ldots, \mathbf{x}^{T}\left(k-\bar{L}_{x}\right)\right]^{T}$ and $\boldsymbol{\xi}(k)=\left[\boldsymbol{\xi}^{T}(k-1), \ldots, \boldsymbol{\xi}^{T}\left(k-L_{\xi}\right)\right]^{T}$ ), $\mathbf{y}(k)=\left[y_{1}(k), \ldots, y_{n}(k)\right]^{T}$ is a vector of output signals, and $\mathbf{C} \in \mathbb{R}^{n \times M}$ and $\mathbf{D} \in \mathbb{R}^{n \times m}$ are output matrices.

It should be noted that equation (12.11) describes the NARMA model while the output memoryless model (12.12) is linear. Our objective is to estimate or identify in the first stage the NARMA model by using a neural network approach. In the general case, we will be able to estimate the parameters if both sensor signals $\mathbf{x}(k)$ and source (desired) signals $\mathbf{s}(k)$ are available for at least short time windows to perform standard input output identification.

In other words, in order to solve this challenging and difficult problem, we attempt to apply a semi-blind approach, i.e., we combine supervised and un-supervised learning algorithms. Such an approach is justified in many practical applications, especially for time-variable models, For example, for MEG or EEG, we can use a phantom of the human head with known artificial source excitations located in specific places inside the phantom. Similarly, for the cocktail party problem we can record, for short-time windows, test speech
sources. These short-time window training sources enable us to determine, on the basis of a supervised algorithm, a suitable nonlinear demixing model and associated nonlinear basis functions of the neural network and their parameters. However, in practice such complex nonlinear dynamical mixing system is usually slowly time-varying, i.e., some of its parameters may fluctuate slightly with time, e.g., due to movement of source signals in space. After we loose the training signals, we can apply an unsupervised learning approach and apply leaning algorithms described in previous chapters. In this way, we will be able to perform fine adjustment of the output matrices $\mathbf{C}$ and $\mathbf{D}$ (by keeping the nonlinear model fixed). The on-line update of the matrices $\mathbf{C}$ and $\mathbf{D}$ can be performed on basis of several criteria, for example minimizing the mutual information.

### 12.2.2 Hyper Radial Basis Function Neural Network Model

We assume that a small amount of training (desired) signals $\mathbf{d}(k)=\alpha \mathbf{s}(k-\Delta)$ is available. So the NARMA model can be estimated by using standard neural models such as multilayer perceptron (MLP), radial basis function (RBF), wavelets, Volterra or sigma-pi neural networks [282]. Furthermore, we assume that the output model can be adjusted to compensate for small fluctuations or slow drifts of the mixing system, and that its parameters can be estimated in the time windows by unsupervised ICA algorithm when the training (desired) signals are not available. In this section, we describe briefly a hyper radial basis function (HRBF) network introduced first by Poggio and Girosi (see Fig. [12.5) [282, 1253] to estimate a NARMA model because of its flexibility as a universal approximator of multidimensional nonlinear mapping.

The HRBFN can be considered as a two-layer neural network in which the hidden layer performs an adaptive nonlinear transformation with adjustable parameters, in such a way that the $L=\left(L_{\xi}+L_{x}+1\right)$ dimensional input space

$$
\widetilde{\mathbf{x}}(k)=\left[\mathbf{x}^{T}(k), \ldots, \mathbf{x}^{T}\left(k-L_{x}\right), \boldsymbol{\xi}^{T}(k-1), \ldots, \boldsymbol{\xi}^{T}\left(k-L_{\xi}\right)\right]^{T}
$$

is mapped to the $M$ - dimensional output space

$$
\boldsymbol{\xi}(k)=\left[\xi_{1}(k), \xi_{2}(k), \ldots, \xi_{M}(k)\right]^{T}
$$

which is described be a set of nonlinear equations

$$
\begin{equation*}
\xi_{i}=w_{i 0}+\sum_{j=1}^{h} w_{i j} \Phi_{j}\left(r_{j}\right), \quad(i=1,2, \ldots, M) . \tag{12.13}
\end{equation*}
$$

The above nonlinear mapping can written in a compact matrix form as ${ }^{11}$

$$
\begin{equation*}
\boldsymbol{\xi}=\mathbf{f}(\underline{\mathbf{x}})=\mathbf{w}_{0}+\mathbf{W} \boldsymbol{\Phi}(\mathbf{r}), \tag{12.14}
\end{equation*}
$$

[^49](a)

(b)


Fig. 12.5 Conceptual block diagram illustrating HRBF neural network model employed for nonlinear semi-blind separation and filtering: (a) Block diagram, (b) detailed neural network model.


Fig. 12.6 Simplified model of HRBF neural network for nonlinear semi-blind single channel equalization; if the switch is in position 1, we have supervised learning, and unsupervised learning if it is in position 2, assuming binary sources.
where $\underline{\mathbf{x}}=\left[\mathbf{x}_{1}^{T}, \mathbf{x}_{2}^{T}, \ldots, \mathbf{x}_{L}^{T}\right]^{T},\left(\right.$ with $\mathbf{x}_{i}=\mathbf{x}(k-i+1)$, for $\left.i=1,2, \ldots, L\right), \mathbf{W}=\left[w_{i j}\right] \in$ $\mathbb{R}^{M \times h}, \mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{h}\right)$ and $\boldsymbol{\Phi}(\mathbf{r})=\left[\Phi_{1}\left(r_{1}\right), \Phi_{2}\left(r_{2}\right), \ldots, \Phi_{h}\left(r_{h}\right)\right]^{T}$.
The nonlinear activation functions $\Phi_{i}\left(r_{i}\right)$ are defined as generalized (hyper) multidimensional Gaussian functions

$$
\begin{equation*}
\Phi_{j}\left(r_{j}\right)=\frac{1}{2} \exp \left(-r_{j}^{2} / 2\right) \tag{12.15}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{j}^{2}=\left(\underline{\mathbf{x}}-\mathbf{c}_{j}\right)^{T} \mathbf{Q}_{j}^{T} \mathbf{Q}_{j}\left(\underline{\mathbf{x}}-\mathbf{c}_{j}\right), \quad(j=1,2, \ldots, h) \tag{12.16}
\end{equation*}
$$

with adaptive centers $\mathbf{c}_{j}=\left[c_{j 1}, c_{j 2}, \ldots, c_{j L}\right]^{T}$.
It should be noted that, in the special case when the symmetric positive definite $L \times L$ matrix $\mathbf{Q}_{j}^{T} \mathbf{Q}_{j}$ reduces to a diagonal matrix $\mathbf{Q}_{j}^{T} \mathbf{Q}_{j}=\operatorname{diag}\left\{\sigma_{j 1}^{-2}, \sigma_{j 2}^{-2}, \ldots, \sigma_{j L}^{-2}\right\}$, the HRBF network is simplified to the standard RBF neural network.

### 12.2.3 Estimation of Parameters of HRBF Networks Using Gradient Approach

Our objective is to estimate the set of parameters $\boldsymbol{\Theta}=\left\{\mathbf{C}, \mathbf{D}, \mathbf{w}_{0}, \mathbf{W},\left\{\mathbf{Q}_{j}\right\},\left\{\mathbf{c}_{j}\right\}\right\}$ of the demixing system using the standard cost function

$$
\begin{equation*}
J(\boldsymbol{\Theta})=\frac{1}{2} \sum_{k}\|\mathbf{e}(k)\|^{2} \tag{12.17}
\end{equation*}
$$

where the error vector is defined as $\mathbf{e}(k)=\mathbf{d}(k)-\mathbf{y}(k)$.
In order to avoid getting stuck in local minima of the above cost function, we apply the Manhattan learning formula of the form [282]

$$
\begin{equation*}
\Delta \boldsymbol{\Theta}=-\boldsymbol{\eta}(k) \operatorname{sign} \frac{\partial J}{\partial \boldsymbol{\Theta}} \tag{12.18}
\end{equation*}
$$

with self-adaptive learning step matrix $\boldsymbol{\eta}$ 282.
It can be shown by direct simple calculations that gradient components for the model shown in Fig 12.4 with the HRBF neural network depicted in Fig 12.5 can be evaluated as follows:

$$
\begin{gather*}
\frac{\partial J}{\partial \mathbf{C}}=-\mathbf{e} \boldsymbol{\xi}^{T}, \quad \frac{\partial J}{\partial \mathbf{D}}=-\mathbf{e} \underline{\mathbf{x}}^{T}  \tag{12.19}\\
\frac{\partial J}{\partial \mathbf{w}_{0}}=-\mathbf{C}^{T} \mathbf{e}, \quad \frac{\partial J}{\partial \mathbf{W}}=-\mathbf{C}^{T} \mathbf{e} \boldsymbol{\Phi}^{T}(\mathbf{r})  \tag{12.20}\\
\frac{\partial J}{\partial \mathbf{Q}_{j}}  \tag{12.21}\\
=\delta_{j} \mathbf{Q}_{j}\left(\underline{\mathbf{x}}-\mathbf{c}_{j}\right)\left(\underline{\mathbf{x}}-\mathbf{c}_{j}\right)^{T}  \tag{12.22}\\
\frac{\partial J}{\partial \mathbf{c}_{j}}
\end{gather*}=-\delta_{j} \mathbf{Q}_{j}^{T} \mathbf{Q}_{j}\left(\underline{\mathbf{x}}-\mathbf{c}_{j}\right), ~ l
$$

where $\delta_{j}=\Phi_{j}\left(r_{j}\right)\left[\mathbf{W}^{T} \mathbf{C}^{T} \mathbf{e}\right]_{j}$ and $[\mathbf{e}]_{j}$ means $j$-th element of the vector $\mathbf{e}$. On the basis of these formulas, we can formulate the supervised learning rules. The unsupervised learning algorithms can be alternatively used for updating the output matrices $\mathbf{C}, \mathbf{D}$ as described in the Chapter 11 ,

It is interesting to note that in the special case of binary signals, we can estimate the desired signals by taking $\widehat{\mathbf{d}}(k)=\operatorname{sign}(\mathbf{y}(k))$, as illustrated for the simplified network shown in Fig. 12.6. In this case, instead of back propagating the true error, we can propagate the "blind" error. Instead of propagating the error $\mathbf{e}(k)$, we can back propagate mutual information $\widehat{\mathbf{e}}(k)=\mathbf{f}(\mathbf{y}(k))-\mathbf{y}(k)$ [1323, 1324].

The algorithms discussed in this chapter can be considered as extensions and generalizations of some existing algorithms proposed for the linear multichannel blind separation and/or deconvolution problems. Computer simulation experiments confirmed the validity and their good performance of the developed algorithms and ability to recover the source signals even if the mixing dynamical model is nonlinear and its structure is unknown.

## 13

## Appendix - Mathematical Preliminaries

He who would perfect his work must first sharpen his tools.

### 13.1 MATRIX ANALYSIS

### 13.1.1 Matrix inverse update rules

Neumann expansion of the inverse matrix:

$$
\begin{equation*}
(\mathbf{I}+\mathbf{A})^{-1}=\mathbf{I}-\mathbf{A}+\mathbf{A}^{2}-\ldots, \tag{13.1}
\end{equation*}
$$

if the eigenvalues of $\mathbf{A}$ are smaller than one in absolute value.
Matrix inversion lemma:

$$
\begin{equation*}
(\mathbf{A}+\mathbf{B C D})^{-1}=\mathbf{A}^{-1}-\mathbf{A}^{-1} \mathbf{B}\left(\mathbf{C}^{-1}+\mathbf{D A}^{-1} \mathbf{B}\right)^{-1} \mathbf{D A}^{-1} . \tag{13.2}
\end{equation*}
$$

Here and further it is assumed that $\mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{m \times m}$ and $\mathbf{D} \in \mathbb{R}^{m \times n}$ and that indicated inverse exist. In the special case when $\mathbf{D}=\mathbf{B}^{T}$ we obtain

$$
\begin{equation*}
\left(\mathbf{A}+\mathbf{B C B}^{T}\right)^{-1}=\mathbf{A}^{-1}-\mathbf{A}^{-1} \mathbf{B}\left(\mathbf{C}^{-1}+\mathbf{B}^{T} \mathbf{A}^{-1} \mathbf{B}\right)^{-1} \mathbf{B}^{T} \mathbf{A}^{-1} \tag{13.3}
\end{equation*}
$$

A special case known as Woodbury identity results for $\mathbf{B}=\mathbf{u} \in \mathbb{R}^{n}$ and $\mathbf{D}=\mathbf{v}^{T} \in$ $\mathbb{R}^{n \times n}, \mathbf{C}=\mathbf{I}$

$$
\begin{equation*}
\left(\mathbf{A}+\mathbf{u} \mathbf{v}^{T}\right)^{-1}=\mathbf{A}^{-1}-\frac{\mathbf{A}^{-1} \mathbf{u v}^{T} \mathbf{A}^{-1}}{1+\mathbf{v}^{T} \mathbf{A}^{-1} \mathbf{u}} \tag{13.4}
\end{equation*}
$$

$$
\mathbf{A}^{-1}=\left(\begin{array}{cc}
\mathbf{B}^{-1}+\mathbf{B}^{-1} \mathbf{D} \mathbf{F}^{-1} \mathbf{C B}^{-1} & -\mathbf{B}^{-1} \mathbf{D} \mathbf{F}^{-1}  \tag{13.5}\\
-\mathbf{F}^{-1} \mathbf{C B}^{-1} & \mathbf{F}^{-1}
\end{array}\right)
$$

where matrices $\mathbf{A}=\left(\begin{array}{ll}\mathbf{B} & \mathbf{D} \\ \mathbf{C} & \mathbf{Q}\end{array}\right)$ and $\mathbf{F}=\mathbf{Q}-\mathbf{C B}^{-1} \mathbf{D}$ are nonsingular.

### 13.1.2 Some properties of determinant

$$
\operatorname{det}\left(\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{13.6}\\
\mathbf{D} & \mathbf{C}
\end{array}\right)=\operatorname{det}(\mathbf{C}) \operatorname{det}\left(\mathbf{A}-\mathbf{B C}^{-1} \mathbf{D}\right)=\operatorname{det}(\mathbf{A}) \operatorname{det}\left(\mathbf{C}-\mathbf{D A}^{-1} \mathbf{B}\right)
$$

where $\mathbf{A} \in \mathbb{R}^{s \times s}, \quad \mathbf{C} \in \mathbb{R}^{r \times r}$ are nonsingular, $\mathbf{B} \in \mathbb{R}^{s \times r}, \quad \mathbf{D} \in \mathbb{R}^{r \times s}$. In particular,

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{I}_{r}+\mathbf{A B}\right)=\operatorname{det}\left(\mathbf{I}_{s}+\mathbf{B A}\right) \tag{13.7}
\end{equation*}
$$

where $\mathbf{I}_{r} \in \mathbb{R}^{r \times r}$ and $\mathbf{I}_{s} \in \mathbb{R}^{s \times s}$ are identity matrices, $\mathbf{A} \in \mathbb{R}^{r \times s}, \quad \mathbf{B} \in \mathbb{R}^{s \times r}$.

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{I}+\mathbf{X} \mathbf{X}^{T}\right)=1+\|\mathbf{X}\|^{2} \tag{13.8}
\end{equation*}
$$

### 13.1.3 Some properties of the Moore-Penrose pseudo-inverse

$$
\begin{equation*}
\mathbf{A}^{+}=\mathbf{A}^{-1} \text { for non-singular } \mathbf{A} \tag{13.9}
\end{equation*}
$$

$$
\begin{gather*}
\left(\mathbf{A}^{+}\right)^{+}=\mathbf{A}  \tag{13.10}\\
\left(\mathbf{A}^{T}\right)^{+}=\left(\mathbf{A}^{+}\right)^{T} \tag{13.11}
\end{gather*}
$$

$\mathbf{A}^{+}=\mathbf{A}$ if $\mathbf{A}$ is symmetric and idempotent

$$
\begin{equation*}
\mathbf{A} \mathbf{A}^{+} \text {and } \mathbf{A}^{+} \mathbf{A} \text { are idempotent } \tag{13.12}
\end{equation*}
$$

$\mathbf{A}, \quad \mathbf{A}^{+}, \quad \mathbf{A} \mathbf{A}^{+}$and $\mathbf{A}^{+} \mathbf{A}$ have the same rank

$$
\begin{gather*}
\mathbf{A}^{T} \mathbf{A} \mathbf{A}^{+}=\mathbf{A}^{T}=\mathbf{A}^{+} \mathbf{A} \mathbf{A}^{T}  \tag{13.15}\\
\mathbf{A}^{T}\left(\mathbf{A}^{+}\right)^{T} \mathbf{A}^{+}=\mathbf{A}^{+}=\mathbf{A}^{+}\left(\mathbf{A}^{+}\right)^{T} \mathbf{A}^{T}  \tag{13.16}\\
\left(\mathbf{A}^{T} \mathbf{A}\right)^{+}=\mathbf{A}^{+}\left(\mathbf{A}^{+}\right)^{T}
\end{gather*}
$$

$$
\begin{gather*}
\left(\mathbf{A} \mathbf{A}^{T}\right)^{+}=\left(\mathbf{A}^{+}\right)^{T} \mathbf{A}^{+} \mathbf{A}\left(\mathbf{A}^{T} \mathbf{A}\right)^{+} \mathbf{A}^{T} \mathbf{A}=\mathbf{A}=\mathbf{A} \mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{+} \mathbf{A}  \tag{13.18}\\
\mathbf{A}^{+}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{+} \mathbf{A}^{T}=\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{+}
\end{gather*}
$$

$$
\begin{gather*}
\mathbf{A}^{+}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \text { if } \mathbf{A} \text { has full column rank }  \tag{13.20}\\
\mathbf{A}^{+}=\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \text { if } \mathbf{A} \text { has full row rank }  \tag{13.21}\\
\mathbf{A}=\mathbf{0} \leftrightarrow \mathbf{A}^{+}=\mathbf{0}  \tag{13.22}\\
\mathbf{A B}=\mathbf{0} \leftrightarrow \mathbf{B}^{+} \mathbf{A}^{+}=\mathbf{0}  \tag{13.23}\\
\mathbf{A}^{+} \mathbf{B}=\mathbf{0} \leftrightarrow \mathbf{A}^{T} \mathbf{B}=\mathbf{0} \tag{13.24}
\end{gather*}
$$

$$
\begin{equation*}
(\mathbf{A} \otimes \mathbf{B})^{+}=\mathbf{A}^{+} \otimes \mathbf{B}^{+}, \text {where } \otimes \text { is Kronecker product symbol } \tag{13.25}
\end{equation*}
$$

### 13.1.4 Matrix Expectations

$$
\begin{align*}
& E\{\mathbf{x}\}=\mathbf{m}_{\mathbf{x}}  \tag{13.26}\\
& E\left\{\left(\mathbf{x}-\mathbf{m}_{\mathbf{x}}\right)\left(\mathbf{x}-\mathbf{m}_{\mathbf{x}}\right)^{T}\right\}=\mathbf{R}_{\mathbf{x} \mathbf{x}}  \tag{13.27}\\
& E\{\operatorname{tr}(\mathbf{A})\}=\operatorname{tr}(E\{\mathbf{A}\})  \tag{13.28}\\
& E\{\mathbf{A x}+\mathbf{b}\}=\mathbf{A} \mathbf{m}_{\mathbf{x}}+\mathbf{b}  \tag{13.29}\\
& E\left\{(\mathbf{A x}+\mathbf{a})(\mathbf{B x}+\mathbf{b})^{T}\right\}=\mathbf{A R}_{\mathbf{x}}^{\mathbf{x}} \mathbf{B}^{T}+\left(\mathbf{A m}_{\mathbf{x}}+\mathbf{a}\right)\left(\mathbf{B m}_{\mathbf{x}}+\mathbf{b}\right)^{T}  \tag{13.30}\\
& E\left\{\mathbf{x x}^{T}\right\}=\mathbf{R}_{\mathbf{x x}}+\mathbf{m}_{\mathbf{x}} \mathbf{m}_{\mathbf{x}}^{T}  \tag{13.31}\\
& E\left\{\mathbf{x a}^{T} \mathbf{x}\right\}=\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}+\mathbf{m}_{\mathbf{x}} \mathbf{m}_{\mathbf{x}}^{T}\right) \mathbf{a}  \tag{13.32}\\
& E\left\{(\mathbf{A x})(\mathbf{A x})^{T}\right\}=\mathbf{A}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}+\mathbf{m}_{\mathbf{x}} \mathbf{m}_{\mathbf{x}}^{T}\right) \mathbf{A}^{T}  \tag{13.33}\\
& E\left\{(\mathbf{x}+\mathbf{a})(\mathbf{x}+\mathbf{a})^{T}\right\}=\mathbf{R}_{\mathbf{x} \mathbf{x}}+\left(\mathbf{m}_{\mathbf{x}}+\mathbf{a}\right)\left(\mathbf{m}_{\mathbf{x}}+\mathbf{a}\right)^{T}  \tag{13.34}\\
& E\left\{(\mathbf{A x}+\mathbf{a})^{T}(\mathbf{B} \mathbf{x}+\mathbf{b})\right\}=\operatorname{tr}\left(\mathbf{A} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{B}^{T}\right)+\left(\mathbf{A m}_{\mathbf{x}}+\mathbf{a}\right)^{T}\left(\mathbf{B m}_{\mathbf{x}}+\mathbf{b}\right)  \tag{13.35}\\
& E\left\{\mathbf{x}^{T} \mathbf{x}\right\}=\operatorname{tr}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}\right)+\mathbf{m}_{\mathbf{x}}^{T} \mathbf{m}_{\mathbf{x}}=\operatorname{tr}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}+\mathbf{m}_{\mathbf{x}} \mathbf{m}_{\mathbf{x}}^{T}\right)  \tag{13.36}\\
& E\left\{\mathbf{x}^{T} \mathbf{a x}^{T}\right\}=\mathbf{a}^{T}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}+\mathbf{m}_{\mathbf{x}} \mathbf{m}_{\mathbf{x}}^{T}\right)  \tag{13.37}\\
& E\left\{\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right\}=\operatorname{tr}\left(\mathbf{A} \mathbf{R}_{\mathbf{x} \mathbf{x}}\right)+\mathbf{m}_{\mathbf{x}}^{T} \mathbf{A} \mathbf{m}_{\mathbf{x}}=\operatorname{tr}\left(\mathbf{A}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}+\mathbf{m}_{\mathbf{x}} \mathbf{m}_{\mathbf{x}}^{T}\right)\right)  \tag{13.38}\\
& E\left\{(\mathbf{A x})^{T}(\mathbf{A} \mathbf{x})\right\}=\operatorname{tr}\left(\mathbf{A} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{A}^{T}\right)+\mathbf{m}_{\mathbf{x}}^{T} \mathbf{A}^{T} \mathbf{A} \mathbf{m}_{\mathbf{x}}=\operatorname{tr}\left(\mathbf{A}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}+\mathbf{m}_{\mathbf{x}} \mathbf{m}_{\mathbf{x}}^{T}\right) \mathbf{A}^{T}\right) \tag{13.39}
\end{align*}
$$

$$
\begin{align*}
& E\left\{(\mathbf{x}+\mathbf{a})^{T}(\mathbf{x}+\mathbf{a})\right\}=\operatorname{tr}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}\right)+\left(\mathbf{m}_{\mathbf{x}}+\mathbf{a}\right)^{T}\left(\mathbf{m}_{\mathbf{x}}+\mathbf{a}\right)=\operatorname{tr}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}\right)+\left\|\mathbf{m}_{\mathbf{x}}+\mathbf{a}\right\|^{2}  \tag{13.40}\\
& E\left\{(\mathbf{A x}+\mathbf{a})(\mathbf{B} \mathbf{x}+\mathbf{b})^{T}(\mathbf{C x}+\mathbf{c})\right\}=\mathbf{A} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{B}^{T}\left(\mathbf{C} \mathbf{m}_{\mathbf{x}}+\mathbf{c}\right)  \tag{13.41}\\
&+\mathbf{A} \mathbf{x}_{\mathbf{x} \mathbf{x}} \mathbf{C}^{T}\left(\mathbf{B} \mathbf{m}_{\mathbf{x}}+\mathbf{b}\right) \\
&+\operatorname{tr}\left(\mathbf{B R _ { \mathbf { x } } \mathbf { C } ^ { T } ) ( \mathbf { A } \mathbf { m } _ { \mathbf { x } } + \mathbf { a } )}\right. \\
&+\left(\mathbf{A m}_{\mathbf{x}}+\mathbf{a}\right)\left(\mathbf{B} \mathbf{m}_{\mathbf{x}}+\mathbf{b}\right)^{T}\left(\mathbf{C m}_{\mathbf{x}}+\mathbf{c}\right) \\
& E\left\{\mathbf{x} \mathbf{x}^{T} \mathbf{x}\right\}=2 \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{m}_{\mathbf{x}}+\left(\operatorname{tr}\left(\mathbf{R}_{\mathbf{x} \mathbf{x}}\right)+\mathbf{m}_{\mathbf{x}} \mathbf{m}_{\mathbf{x}}^{T}\right) \mathbf{m}_{\mathbf{x}} \tag{13.42}
\end{align*}
$$

### 13.1.5 Differentiation of a scalar function with respect to a vector

$$
\begin{gather*}
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{y}^{T} \mathbf{x}\right)=\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T} \mathbf{y}\right)=\mathbf{y}  \tag{13.43}\\
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T} \mathbf{A}\right)=\mathbf{A}  \tag{13.44}\\
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T}\right)=\mathbf{I}  \tag{13.45}\\
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T} \mathbf{x}\right)=2 \mathbf{x}  \tag{13.46}\\
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T} \mathbf{A} \mathbf{y}\right)=\mathbf{A} \mathbf{y}  \tag{13.47}\\
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{y}^{T} \mathbf{A} \mathbf{x}\right)=\mathbf{A}^{T} \mathbf{y}  \tag{13.48}\\
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right)=\left(\mathbf{A}+\mathbf{A}^{T}\right) \mathbf{x}  \tag{13.49}\\
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right)=2 \mathbf{A} \mathbf{x} \text { if } \mathbf{A} \text { is symmetric }  \tag{13.50}\\
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T} \mathbf{A} \mathbf{x} \mathbf{x}^{T}\right)=\left(\mathbf{A}+\mathbf{A}^{T}\right) \mathbf{x \mathbf { x } ^ { T }}+\mathbf{x}^{T} \mathbf{A} \mathbf{x I}  \tag{13.51}\\
\frac{\partial}{\partial \mathbf{x}}\left[\mathbf{a}^{T}(\mathbf{x}) \mathbf{Q a}(\mathbf{x})\right]=\nabla_{\mathbf{x}} \mathbf{a}^{T}(\mathbf{x})\left(\mathbf{Q}+\mathbf{Q}^{T}\right) \mathbf{a}(\mathbf{x})  \tag{13.52}\\
\frac{\partial}{\partial \mathbf{x}}\left[\mathbf{a}^{T}(\mathbf{x}) \mathbf{b}(\mathbf{x})\right]=\left[\frac{\partial \mathbf{a}(\mathbf{x})}{\partial \mathbf{x}}\right]^{T} \mathbf{b}(\mathbf{x})+\left[\frac{\partial \mathbf{b}(\mathbf{x})}{\partial \mathbf{x}}\right]^{T} \mathbf{a}(\mathbf{x}) \tag{13.53}
\end{gather*}
$$

### 13.1.6 Matrix differentiation

$$
\begin{align*}
& \frac{d}{d t}(\mathbf{A}+\mathbf{B})=\frac{d \mathbf{A}}{d t}+\frac{d \mathbf{B}}{d t} .  \tag{13.54}\\
& \frac{d}{d t}(\mathbf{A B C})=\frac{d \mathbf{A}}{d t} \mathbf{B C}+\mathbf{A} \frac{d \mathbf{B}}{d t} \mathbf{C}+\mathbf{A B} \frac{d \mathbf{C}}{d t} .  \tag{13.55}\\
& \frac{d}{d t} \mathbf{A}^{n}=\frac{d \mathbf{A}}{d t} \mathbf{A}^{n-1}+\mathbf{A} \frac{d \mathbf{A}}{d t} \mathbf{A}^{n-2}+\ldots+\mathbf{A}^{n-1} \frac{d \mathbf{A}}{d t} .  \tag{13.56}\\
& \frac{d}{d t} \mathbf{A}^{-1}=-\mathbf{A}^{-1} \frac{d \mathbf{A}}{d t} \mathbf{A}^{-1} \quad \text { for } \quad \operatorname{det}(\mathbf{A}) \neq \mathbf{0} .  \tag{13.57}\\
& \frac{d}{d t}(\operatorname{det}(\mathbf{A}))=\operatorname{tr}\left(\frac{d \mathbf{A}}{d t} \mathbf{A}\right) .  \tag{13.58}\\
& \frac{d}{d t} \log \operatorname{det} \mathbf{A}=\operatorname{tr}\left[\mathbf{A}^{-1} \frac{d}{d t} \mathbf{A}\right] .  \tag{13.59}\\
& \frac{\partial \operatorname{det}(\mathbf{X})}{\partial \mathbf{X}}=\frac{\partial \operatorname{det}\left(\mathbf{X}^{T}\right)}{\partial \mathbf{X}}=\operatorname{det}(\mathbf{X})\left(\mathbf{X}^{T}\right)^{-1} \quad \text { if } \operatorname{det}(\mathbf{X}) \neq \mathbf{0} \text {. }  \tag{13.60}\\
& \frac{\partial \operatorname{det}\left(\mathbf{X}^{k}\right)}{\partial \mathbf{X}}=k \operatorname{det}\left(\mathbf{X}^{k}\right)\left(\mathbf{X}^{T}\right)^{-1} .  \tag{13.61}\\
& \frac{\partial \log (\operatorname{det}(\mathbf{X}))}{\partial \mathbf{X}}=\left(\mathbf{X}^{T}\right)^{-1} \quad \text { if } \operatorname{det}(\mathbf{X}) \neq \mathbf{0} .  \tag{13.62}\\
& \frac{\partial \operatorname{det}(\mathbf{A X B})}{\partial \mathbf{X}}=\operatorname{det}(\mathbf{A X B}) \mathbf{A}^{T}\left(\mathbf{B}^{T} \mathbf{X}^{T} \mathbf{A}^{T}\right)^{-1} \mathbf{B}^{T} \text { if } \operatorname{det}\left(\mathbf{B}^{T} \mathbf{X} \mathbf{A}^{T}\right)^{-1} \neq \mathbf{0} .  \tag{13.63}\\
& \frac{\partial \operatorname{det}(\mathbf{A X B})}{\partial \mathbf{X}}=\operatorname{det}(\mathbf{A X B})\left(\mathbf{X}^{-1}\right)^{T} \operatorname{det}(\mathbf{X}) \neq \mathbf{0} \quad \text { if } \operatorname{det} \mathbf{A} \neq 0, \operatorname{det} \mathbf{B} \neq 0, \operatorname{det} \mathbf{X} \neq 0 .  \tag{13.64}\\
& \frac{\partial \log \left(\operatorname{det}\left(\mathbf{X} \mathbf{X}^{T}\right)\right)}{\partial \mathbf{X}}=2\left(\mathbf{X} \mathbf{X}^{T}\right)^{-1} \mathbf{X} \text { if } \operatorname{det}\left(\mathbf{X} \mathbf{X}^{T}\right) \neq 0 .  \tag{13.65}\\
& \frac{\partial \operatorname{det}\left(\mathbf{X}^{T} \mathbf{C X}\right)}{\partial \mathbf{X}}=\operatorname{det}\left(\mathbf{X}^{T} \mathbf{C X}\right)\left(\mathbf{C}+\mathbf{C}^{T}\right) \mathbf{X}\left(\mathbf{X}^{T} \mathbf{C X}\right)^{-1}  \tag{13.66}\\
& \text { for real matrices, if } \operatorname{det} \mathbf{X}^{T} \mathbf{C X} \neq 0 \text {. }  \tag{13.67}\\
& \frac{\partial \operatorname{det}\left(\mathbf{X}^{T} \mathbf{C X}\right)}{\partial \mathbf{X}}=2 \operatorname{det}\left(\mathbf{X}^{T} \mathbf{C X}\right) \mathbf{C X}\left(\mathbf{X}^{T} \mathbf{C X}\right)^{-1},  \tag{13.68}\\
& \text { if } \mathbf{C} \text { is real and symmetric, and if } \operatorname{det} \mathbf{X}^{T} \mathbf{C X} \neq 0 \text {. } \tag{13.69}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial \log \left(\operatorname{det}\left(\mathbf{X}^{T} \mathbf{C X}\right)\right)}{\partial \mathbf{X}}=2 \mathbf{C X}\left(\mathbf{X}^{T} \mathbf{C X}\right)^{-1} \text { if } \mathbf{C}, \tag{13.70}
\end{equation*}
$$

is real and symmetric, and if $\operatorname{det} \mathbf{X}^{T} \mathbf{C X} \neq 0$.

$$
\text { is real and symmetric, and if } \operatorname{det} \mathbf{X} \mathbf{C X} \neq 0 \text {. }
$$

$$
\begin{equation*}
D_{\mathbf{X}}(\mathbf{A X B})=\mathbf{B}^{T} \otimes \mathbf{A}, \tag{13.72}
\end{equation*}
$$

where $D_{\mathbf{X}} \mathbf{F}(\mathbf{X})$ means the Jacobian matrix of the matrix function $\mathbf{F}$ at $\mathbf{X}$ :

$$
\begin{gather*}
D_{\mathbf{X}} \mathbf{F}(\mathbf{X})=\frac{\partial \mathrm{vec} F(\mathbf{X})}{\partial \mathrm{vec} \mathbf{X}^{T}} . \\
D \mathbf{X} \mathbf{A} \mathbf{X}^{-1} \mathbf{B}=-\left(\mathbf{X}^{-1} \mathbf{B}\right)^{T} \otimes\left(\mathbf{A}^{T} \mathbf{X}^{-1}\right) .  \tag{13.73}\\
\frac{\partial\left(\mathbf{a}^{T} \mathbf{X} \mathbf{b}\right)}{\partial \mathbf{X}}=\mathbf{a b}^{T} .  \tag{13.74}\\
\frac{\partial\left(\mathbf{a}^{T} \mathbf{X}^{T} \mathbf{b}\right)}{\partial \mathbf{X}}=\mathbf{b a}^{T} .  \tag{13.75}\\
\frac{\partial\left(\mathbf{a}^{T} \mathbf{X}^{T} \mathbf{X} \mathbf{b}\right)}{\partial \mathbf{X}}=\mathbf{X}\left(\mathbf{a b}^{T}+\mathbf{b} \mathbf{a}^{T}\right) .  \tag{13.76}\\
\frac{\partial\left(\mathbf{a}^{T} \mathbf{X}^{T} \mathbf{X a}\right)}{\partial \mathbf{X}}=2 \mathbf{X} \mathbf{a a}^{T} .  \tag{13.77}\\
\frac{\partial\left(\mathbf{a}^{T} \mathbf{X}^{T} \mathbf{C X} \mathbf{b}\right)}{\partial \mathbf{X}}=\mathbf{C}^{T} \mathbf{X} \mathbf{\mathbf { a b } ^ { T }}+\mathbf{C X b} \mathbf{a}^{T} .  \tag{13.78}\\
\frac{\partial\left(\mathbf{a}^{T} \mathbf{X}^{T} \mathbf{C X} \mathbf{a}\right)}{\partial \mathbf{X}}=\left(\mathbf{C}+\mathbf{C}^{T}\right) \mathbf{X} \mathbf{a} \mathbf{a}^{T} .  \tag{13.79}\\
\frac{\partial\left(\mathbf{a}^{T} \mathbf{X}^{T} \mathbf{C X} \mathbf{X}\right)}{\partial \mathbf{X}}=2 \mathbf{C X} \mathbf{X a}{ }^{T} \text { if } \mathbf{C} \text { is symmetric. }  \tag{13.80}\\
\frac{\partial\left((\mathbf{X a}+\mathbf{b})^{T} \mathbf{C}(\mathbf{X} \mathbf{a}+\mathbf{b})\right)}{\partial \mathbf{X}}=\left(\mathbf{C}+\mathbf{C}^{T}\right)(\mathbf{X} \mathbf{a}+\mathbf{b}) \mathbf{a}^{T} . \tag{13.81}
\end{gather*}
$$

### 13.1.7 Trace

1. The trace of matrix $\mathbf{A}$, denoted by $\operatorname{tr}(\mathbf{A})$ is the sum of the diagonal elements of $\mathbf{A}$. The trace is invariant under circular permutation in its argument consequently:

$$
\begin{equation*}
\operatorname{tr}(\mathbf{A B C})=\operatorname{tr}(\mathbf{B C A})=\operatorname{tr}(\mathbf{C A B}) \tag{13.82}
\end{equation*}
$$

2. The trace is linear operator:

$$
\begin{equation*}
\operatorname{tr}(\mathbf{A}+\mathbf{B})=\operatorname{tr}(\mathbf{A})+\operatorname{tr}(\mathbf{B}) \text { and } \operatorname{tr}(\alpha \mathbf{A})=\alpha \operatorname{tr}(\mathbf{A}) \tag{13.83}
\end{equation*}
$$

3. The following expectation of the quadratic Hermitian form holds:

$$
\begin{align*}
E\left\{\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right\} & =E\left\{\operatorname{tr}\left(\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right)\right\}=E\left\{\operatorname{tr}\left(\mathbf{A} \mathbf{x} \mathbf{x}^{T}\right)\right\} \\
& =\operatorname{tr}\left(\mathbf{A} E\left\{\mathbf{x} \mathbf{x}^{T}\right\}\right)=\operatorname{tr} \mathbf{A} \mathbf{R}_{\mathbf{x} \mathbf{x}}  \tag{13.84}\\
\operatorname{var}\left\{\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right\} & =E\left\{\left(\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right)^{2}\right\}=2 \operatorname{tr}\left(\mathbf{A} \mathbf{R}_{\mathbf{x} \mathbf{x}}\right)^{2}+4 \mathbf{m}_{\mathbf{x}} \mathbf{A} \mathbf{R}_{\mathbf{x} \mathbf{x}} \mathbf{A} \mathbf{m}_{\mathbf{x}} \tag{13.85}
\end{align*}
$$

if the random $n \times 1$ vector $\mathbf{x}$ has normal distribution.

### 13.1.8 Matrix differentiation of trace of matrices

$$
\begin{align*}
& \frac{\partial \operatorname{tr}(\mathbf{X})}{\partial \mathbf{X}}=\mathbf{I} .  \tag{13.86}\\
& \frac{\partial \operatorname{tr}(\mathbf{A X})}{\partial \mathbf{X}}=\mathbf{A}^{T} .  \tag{13.87}\\
& \frac{\partial \operatorname{tr}\left(\mathbf{A} \mathbf{X}^{T}\right)}{\partial \mathbf{X}}=\mathbf{A} .  \tag{13.88}\\
& \frac{\partial \operatorname{tr}\left(\mathbf{X}^{k}\right)}{\partial \mathbf{X}}=k\left(\mathbf{X}^{k-1}\right)^{T} .  \tag{13.89}\\
& \frac{\partial \operatorname{tr}\left(\mathbf{A} \mathbf{X}^{k}\right)}{\partial \mathbf{X}}=\left(\sum_{i=0}^{k-1} \mathbf{X}^{i} \mathbf{A} \mathbf{X}^{k-i-1}\right)^{T} .  \tag{13.90}\\
& \frac{\partial \operatorname{tr}\left(\mathbf{X}^{T} \mathbf{A X}\right)}{\partial \mathbf{X}}=\left(\mathbf{A}+\mathbf{A}^{T}\right) \mathbf{X} \text {. }  \tag{13.91}\\
& \frac{\partial \operatorname{tr}\left(\mathbf{X A} \mathbf{X}^{T}\right)}{\partial \mathbf{X}}=\mathbf{X}\left(\mathbf{A}+\mathbf{A}^{T}\right) \text {. }  \tag{13.92}\\
& \frac{\partial \operatorname{tr}\left(\mathbf{A X}^{T} \mathbf{B}\right)}{\partial \mathbf{X}}=\mathbf{B} \mathbf{A} \text {. }  \tag{13.93}\\
& \frac{\partial \operatorname{tr}(\mathbf{A X B})}{\partial \mathbf{X}}=\mathbf{A}^{T} \mathbf{B}^{T} .  \tag{13.94}\\
& \frac{\partial \operatorname{tr}(\mathbf{A X B X})}{\partial \mathbf{X}}=\mathbf{A}^{T} \mathbf{X}^{T} \mathbf{B}^{T}+\mathbf{B}^{T} \mathbf{X}^{T} \mathbf{A}^{T} .  \tag{13.95}\\
& \left.\frac{\partial \operatorname{tr}(\mathbf{A X B X}}{}{ }^{T}\right)\left(\mathbf{A} \mathbf{X B}+\mathbf{A}^{T} \mathbf{X B}^{T} .\right.  \tag{13.96}\\
& \left.\frac{\partial \operatorname{tr}(\mathbf{A X X}}{}{ }^{T} \mathbf{B}\right)=\left(\mathbf{A}^{T} \mathbf{B}^{T}+\mathbf{B A}\right) \mathbf{X} .  \tag{13.97}\\
& \frac{\partial \operatorname{tr}\left(\mathbf{X}^{-1}\right)}{\partial \mathbf{X}}=-\left[\mathbf{X}^{-1} \mathbf{X}^{-1}\right]^{T} . \tag{13.98}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial \operatorname{tr}\left(\mathbf{A} \mathbf{X}^{-1} \mathbf{B}\right)}{\partial \mathbf{X}} & =-\left(\mathbf{X}^{-1} \mathbf{B} \mathbf{A} \mathbf{X}^{-1}\right)^{T}  \tag{13.99}\\
\frac{\partial \operatorname{tr}(\operatorname{det}(\mathbf{A X B}))}{\partial \mathbf{X}} & =\operatorname{det}(\mathbf{A X B})\left(\mathbf{X}^{-1}\right)^{T} \tag{13.100}
\end{align*}
$$

if $\mathbf{A}, \mathbf{B}, \mathbf{X}$ are nonsingular.

$$
\begin{gather*}
\frac{\partial \operatorname{tr}\left(e^{\mathbf{X}}\right)}{\partial \mathbf{X}}=e^{\mathbf{X}^{T}}  \tag{13.101}\\
\frac{\partial \operatorname{tr}\left(\log \left(\mathbf{I}_{n}-\mathbf{X}\right)\right)}{\partial \mathbf{X}}=-\left(\left(\mathbf{I}_{n}-\mathbf{X}\right)^{-1}\right)^{T} \tag{13.102}
\end{gather*}
$$

where $\mathbf{X}$ is $n \times n$ matrix, whose eigenvalues are smaller than one in absolute value. Here by definition,

$$
\begin{equation*}
\log \left(\mathbf{I}_{n}-\mathbf{X}\right)=-\sum_{k=1}^{\infty} \frac{1}{k} \mathbf{X}^{k} \tag{13.103}
\end{equation*}
$$

### 13.1.9 Important Inequalities

Cauchy-Schwartz inequality

$$
\begin{equation*}
\left(\mathbf{x}^{T} \mathbf{y}\right)^{2} \leq\left(\mathbf{x}^{T} \mathbf{x}\right)\left(\mathbf{y}^{T} \mathbf{y}\right) \tag{13.104}
\end{equation*}
$$

with equality if and only if $\mathbf{x}$ and $\mathbf{y}$ are linearly dependent.

$$
\begin{align*}
\left(\sum_{i} x_{i} y_{i}\right)^{2} & \leq\left(\sum_{i} x_{i}^{2}\right)\left(\sum_{i} y_{i}^{2}\right)  \tag{13.105}\\
\left(\mathbf{x}^{T} \mathbf{A y}\right)^{2} & \leq\left(\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right)\left(\mathbf{y}^{T} \mathbf{A} \mathbf{y}\right) \tag{13.106}
\end{align*}
$$

if $\mathbf{A}$ is positive semi-definite, with equality if and only if $\mathbf{A x}$ and $\mathbf{A y}$ are linearly dependent.

$$
\begin{equation*}
\left(\mathbf{x}^{T} \mathbf{y}\right)^{2} \leq\left(\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right)\left(\mathbf{y}^{T} \mathbf{A}^{-1} \mathbf{y}\right) \tag{13.107}
\end{equation*}
$$

if $\mathbf{A}$ is positive definite, with equality if and only if $\mathbf{x}$ and $\mathbf{A}^{-1} \mathbf{y}$ are linearly dependent.

$$
\begin{equation*}
\left(\int_{\Omega} f g d v\right)^{2} \leq \int_{\Omega} f^{2} d v \int_{\Omega} g^{2} d v \tag{13.108}
\end{equation*}
$$

with equality if and only if $f$ and $g$ are linearly dependent.
The Lagrange inequality

$$
\begin{equation*}
\left(\sum_{i} x_{i}^{2}\right)\left(\sum_{i} y_{i}^{2}\right)-\left(\sum_{i} x_{i} y_{i}\right)^{2} \leq \sum_{i<j}\left(x_{i} y_{j}-x_{j} y_{i}\right)^{2} \tag{13.109}
\end{equation*}
$$

Holder's inequality
if $x_{i}, y_{i} \geq 0, i=1,2, \ldots, n$ and $\left(\frac{1}{p}\right)+\left(\frac{1}{q}\right)=1, p>0$

$$
\begin{equation*}
\sum_{i} x_{i} y_{i} \leq\left(\sum_{i} x_{i}^{p}\right)^{\frac{1}{p}}\left(\sum_{i} y_{i}^{q}\right)^{\frac{1}{q}} \tag{13.110}
\end{equation*}
$$

if $\frac{1}{p}+\frac{1}{q}+\frac{1}{r}+\ldots \leq 1$

$$
\begin{equation*}
\sum_{i} x_{i} y_{i} z_{i} \ldots \leq\left(\sum_{i} x_{i}^{p}\right)^{\frac{1}{p}}\left(\sum_{i} y_{i}^{q}\right)^{\frac{1}{q}}\left(\sum_{i} z_{i}^{r}\right)^{\frac{1}{r}} \ldots \tag{13.111}
\end{equation*}
$$

Minkowski's inequality

$$
\begin{equation*}
\left[\sum_{i}\left(x_{i}+y_{i}\right)^{k}\right]^{\frac{1}{k}} \leq\left(\sum_{i} x_{i}^{k}\right)^{\frac{1}{k}}+\left(\sum_{i} y_{i}^{k}\right)^{\frac{1}{k}} \tag{13.112}
\end{equation*}
$$

Hadamard's inequality for complex matrix $\mathbf{B}$

$$
\begin{align*}
& \operatorname{det}(\mathbf{B})^{2} \leq \prod_{j=1}^{n}\left(\sum_{k=1}^{n} b_{i k}^{2}\right)  \tag{13.113}\\
& \operatorname{det}(\mathbf{B}) \leq 1 \text { if } \sum_{k=1}^{n} b_{i k}^{2}=1, \quad i=1,2, \ldots, n  \tag{13.114}\\
& \operatorname{det}(\mathbf{B}) \leq M^{n} n^{\frac{n}{2}} \text { if }\left|b_{i j}\right| \leq M \tag{13.115}
\end{align*}
$$

If $\mathbf{B}$ is positive semi-definite, then

$$
\begin{equation*}
\operatorname{det} \mathbf{B} \leq \prod_{i=1}^{n} b_{i i} \tag{13.116}
\end{equation*}
$$

Jensen's inequality for convex function

$$
\begin{equation*}
E\{f(x)\} \geq f[E\{x\}] \tag{13.117}
\end{equation*}
$$

Inequalities in information theory.
Let $\sum a_{i}$ and $\sum b_{i}$ be convergent series of positive numbers such that $\sum a_{i} \geq \sum b_{i}$ then

$$
\begin{equation*}
\sum a_{i} \log \frac{b_{i}}{a_{i}} \leq 0 \tag{13.118}
\end{equation*}
$$

Further, if $a_{i} \leq 1$ and $b_{i} \leq 1$ for all $i$

$$
\begin{equation*}
2 \sum a_{i} \log \frac{a_{i}}{b_{i}} \geq \sum a_{i}\left(a_{i}-b_{i}\right)^{2} \tag{13.119}
\end{equation*}
$$

### 13.2 DISTANCE MEASURES

### 13.2.1 Geometric distance measures

The distance measures between two n-dimensional vectors $\mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T}$ and $\mathbf{y}=$ $\left[y_{1}, y_{2}, \ldots, y_{n}\right]^{T}$ can be defined as follows:

Minkowski $L_{p}$ metric, $p \geq 1$

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\left(\sum_{i=1}^{n}\left|x_{i}-y_{i}\right|^{p}\right)^{\frac{1}{p}} \tag{13.120}
\end{equation*}
$$

$L_{2}$ Euclidean metric

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\sqrt{\sum_{i=1}^{n}\left(x_{i}-y_{i}\right)^{2}} \tag{13.121}
\end{equation*}
$$

$L_{1}$ metric

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{n}\left|x_{i}-y_{i}\right| \tag{13.122}
\end{equation*}
$$

Camberra metric

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{n} \frac{\left|x_{i}-y_{i}\right|}{x_{i}+y_{i}} \tag{13.123}
\end{equation*}
$$

Chebyshev metric

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\max _{i=1,2, \ldots, n}\left|x_{i}-y_{i}\right| \tag{13.124}
\end{equation*}
$$

City block metric, with given weights $a_{i} \geq 0$

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{n} a_{i}\left|x_{i}-y_{i}\right| \tag{13.125}
\end{equation*}
$$

Quadratic metric, with given weighting symmetric positive definite matrix $\mathbf{Q}$

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=(\mathbf{x}-\mathbf{y})^{T} \mathbf{Q}(\mathbf{x}-\mathbf{y}) \tag{13.126}
\end{equation*}
$$

### 13.2.2 Distances between sets

Let $X, Y$ be two sets in $\mathbb{R}^{n}$, and let $d(x, y)$ be a metric on $\mathbb{R}^{n}$. Then we have the following set of distances between $X$ and $Y$ :

Nearest neighbor distance

$$
\begin{equation*}
D(X, Y)=\min _{x \in X, y \in Y} d(x, y) \tag{13.127}
\end{equation*}
$$

Farthest neighbor distance

$$
\begin{equation*}
D(X, Y)=\max _{x \in X, y \in Y} d(x, y) \tag{13.128}
\end{equation*}
$$

Hausdorff metric, depending on a given norm $\|\cdot\|$ in $\mathbb{R}^{n}$

$$
\begin{equation*}
D(X, Y)=\inf \left\{c \in \mathbb{R}: X \subseteq\left(Y+c N_{\|\cdot\|}\right) \text { and } Y \subseteq\left(X+c N_{\|\cdot\|}\right)\right\} \tag{13.129}
\end{equation*}
$$

where $N_{\|\cdot\|}$ is the open unit ball in $\mathbb{R}^{n}$ (with respect to the norm $\left.\|\cdot\|\right)$.

### 13.2.3 Discrimination measures

The information measures $S(\Omega / z)$, where $\Omega=\{X, Y\}$ is the set of classes and $z$ a point in the space, express a measure of separation or discrimination between the classes $X$ and $Y$ at point $z$. These information measures also depend on:

1. The a priori probabilities $\operatorname{Pr}(X), \operatorname{Pr}(Y)$ of the classes $X$ and $Y$
2. The conditional probability density functions $p(z / X), p(z / Y)$
3. The a posteriori probabilities $p(X / z)$ and $p(Y / z)$ of the classes, conditional on $z$
4. The combined probability density $p(z)=\operatorname{Pr}(X) p(z / X)+\operatorname{Pr}(Y) p(z / Y)$

The following is the a list of major separation measures:
Shannon entropy

$$
\begin{equation*}
S(\Omega / z)=E\{-\operatorname{Pr}(X / z) \log \operatorname{Pr}(X / z)-\operatorname{Pr}(Y / z) \log \operatorname{Pr}(Y / z)\} \tag{13.130}
\end{equation*}
$$

Average quadratic entropy

$$
\begin{equation*}
S(\Omega / z)=E\{\operatorname{Pr}(X / z)[1-\operatorname{Pr}(X / z)]+\operatorname{Pr}(Y / z)[1-\operatorname{Pr}(Y / z)]\} \tag{13.131}
\end{equation*}
$$

Bayesian distance

$$
\begin{equation*}
S(\Omega / z)=E\left\{\operatorname{Pr}(X / z)^{2}+\operatorname{Pr}(Y / z)^{2}\right\} \tag{13.132}
\end{equation*}
$$

Kullback-Leibler divergence

$$
\begin{equation*}
S(\Omega / z)=E\left\{\left[\frac{\operatorname{Pr}(X / z)}{\operatorname{Pr}(X)}-\frac{\operatorname{Pr}(Y / z)}{\operatorname{Pr}(Y)}\right] \log \left[\frac{\operatorname{Pr}(Y) \operatorname{Pr}(X / z)}{\operatorname{Pr}(X) \operatorname{Pr}(Y / z)}\right]\right\} \tag{13.133}
\end{equation*}
$$

Bhattacharyya coefficient

$$
\begin{equation*}
S(\Omega / z)=-\log (\rho) \tag{13.134}
\end{equation*}
$$

where $\rho=\int[p(X / z) p(Y / z)]^{\frac{1}{2}} d x, 0<\rho<1$.

Chernov bound for $0 \leq s \leq 1$

$$
\begin{equation*}
S(\Omega / z)=E\left\{\operatorname{Pr}(X / z)^{s} \operatorname{Pr}(Y / z)^{1-s}\right\} \tag{13.135}
\end{equation*}
$$

Kolmogorov variational distance for $s>0$

$$
\begin{equation*}
S(\Omega / z)=\frac{1}{2} E\left\{|\operatorname{Pr}(X / z)-\operatorname{Pr}(Y / z)|^{s}\right\} \tag{13.136}
\end{equation*}
$$

Generalized Traubert distance measure

$$
\begin{equation*}
S(\Omega / z)=E\left\{\frac{\operatorname{Pr}(X / z)^{n}+\operatorname{Pr}(Y / z)^{n}}{\operatorname{Pr}(X / z)^{n-1}+\operatorname{Pr}(Y / z)^{n-1}}\right\} \tag{13.137}
\end{equation*}
$$
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## 14 <br> Glossary of Symbols and Abbreviations

## Principal Symbols

| $\mathbf{A}=\left[a_{i j}\right]$ | matrix (mixing or state-space matrix) |
| :--- | :--- |
| $a_{i j}$ | $i j$-th element of matrix $\mathbf{A}$ |
| $\arg \max _{\theta} J(\theta)$ | denotes the value of $\theta$ that maximizes $J(\theta)$ |
| $b_{i}$ | $i$-th element of vector $\mathbf{b}$ |
| $\mathbf{D}$ | diagonal scaling matrix |
| $\operatorname{det}(\mathbf{A})$ | determinant of matrix $\mathbf{A}$ |
| $\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ | diagonal matrix with elements $d_{1}, d_{2}, \ldots, d_{n}$ on main diagonal |
| $d(n)$ | desired response |
| $\mathbf{e}_{i}$ | natural unit vector in $i$ th direction |
| $\exp$ | exponential |
| $E\{\cdot\}$ | expectation operator |
| $E_{x}$ | expected value with respect to p.d.f. of $\mathbf{x}$ |
| $\mathbf{f}(\mathbf{y})=\left[f_{1}\left(y_{1}\right), \ldots, f_{n}\left(y_{n}\right)\right]^{T}$ | nonlinear transformation of vector $\mathbf{y}$ |
| $\mathbf{g}(\mathbf{y})=\left[g_{1}\left(y_{1}\right), \ldots, g_{n}\left(y_{n}\right)\right]^{T}$ | nonlinear transformation of vector $\mathbf{y}$ |


| H | mixing matrix |
| :---: | :---: |
| $\mathbf{H}^{-1}$ | inverse of a nonsingular matrix $\mathbf{H}$ |
| $\mathbf{H}^{+}$ | pseudo-inverse of a matrix $\mathbf{H}$ |
| $H(z)$ | transfer function of discrete-time linear filter |
| $\mathbf{H}(z)$ | matrix transfer function of discrete-time filter |
| $H(\mathbf{y})=\left\langle\log p_{y}(\mathbf{y})\right\rangle$ | entropy |
| $\mathbf{I}$ or $\mathbf{I}_{n}$ | identity matrix or identity matrix of dimension $n \times n$ |
| $\operatorname{Im}()$ | imaginary part of |
| $j$ | $\sqrt{-1}$ |
| $J(\mathbf{w})$ | cost function |
| $K L(\mathbf{y} \\| \mathbf{s})=\left\langle\log \frac{p_{y}(\mathbf{y})}{p_{s}(\mathbf{y})}\right\rangle$ | Kullback-Leibler divergence, relative entropy |
| $K L\left(p_{y}(\mathbf{y})\| \| p_{s}(\mathbf{s})\right)$ | as above |
| $\log$ | natural logarithm |
| $k$ | discrete-time or number of iterations applied to recursive algorithm |
| $n$ | number of inputs and outputs |
| $N$ | data length |
| $m$ | number of sensors |
| $p(x)$ or $p_{x}(x)$ | probability density function (p.d.f.) of $\mathbf{x}$ |
| $p_{y}(\mathbf{y})$ | probability density function (p.d.f.) of $\mathbf{y}(k)$ |
| P | permutation matrix |
| $r_{x y}[\tau]$ | cross-correlation function of discrete-time processes $x[n]$ and $y[n]$ |
| $r_{x y}(\tau)$ | cross-correlation function of continuous-time processes $x(t)$ and $y(t)$ |
| $\mathbf{R}_{\mathrm{x}}$ or $\mathbf{R}_{\mathrm{xx}}$ | covariance matrix of $\mathbf{x}$ |
| $\mathbf{R}_{\text {xy }}$ | covariance matrix of $\mathbf{x}$ and $\mathbf{y}$ |
| $\mathbf{R}_{\text {fg }}$ | correlation matrix between $\mathbf{f}(\mathbf{y})$ and $\mathbf{g}(\mathbf{y})$ |
| $\mathbb{R}^{M}$ | real $M$-dimensional parameter space |
| $\operatorname{Re}()$ | real part |


| S | vector of source signals |
| :---: | :---: |
| $s(t)$ | continuous-time signal |
| $\mathbf{s}(k)=\left[s_{1}(k),\right.$. | vector of (input) source signals at $k$-th sample |
| $\mathbf{S}(z)$ | Z-transform of source signal vector $\mathbf{s}(k)$ |
| $\operatorname{sign}(x)$ | sign function ( $=1$ for $x>0$ and $=-1$ for $x<0$ ) |
| $t$ | continuous time |
| $\operatorname{tr}(\mathbf{A})$ | trace of matrix $\mathbf{A}$ |
| $\mathbf{W}=\left[w_{i j}\right]$ | separating (demixing) matrix |
| $\mathbf{W}^{H}=\left(\mathbf{W}^{*}\right)^{T}$ | transposed and complex conjugated (Hermitian) of W |
| $\mathbf{W}(z)$ | matrix transfer function of deconvoluting filter |
| $\mathbf{x}(k)$ | observed (sensor or mixed) discrete-time data |
| $\|x\|$ | absolute value (magnitude) of $x$ |
| \\|x\| | norm (length) of vector $\mathbf{x}$ |
| y | vector of separated (output) signals |
| $z^{-1}$ | unit-sample (delay) operator |
| $\mathcal{Z}$ | $z$ transform |
| $\mathcal{Z}^{-1}$ | inverse $z$ transform |
| $\delta_{i j}$ | Kronecker delta |
| $\eta$ | learning rate for discrete-time algorithms |
| $\Gamma(x)$ | Gamma function |
| $\lambda_{\text {max }}$ | maximum eigenvalue of correlation matrix $\mathbf{R}$ |
| $\lambda_{\text {min }}$ | minimum eigenvalue of correlation matrix $\mathbf{R}$ |
| $\Lambda$ | diagonal matrix |
| $\kappa_{4}(y)$ | kurtosis of random variable $y$ |
| $\kappa_{p}(y)$ | $p$-th cumulant |
| $\mu$ | learning rate for continuous-time algorithms |
| $\Phi$ | cost function |
| $\varphi(y)$ | activation function of a neuron, expressed as a |
|  | function of input $y$ |
| $\varphi_{i}(\cdot)$ | nonlinear activation function of neuron $i$ |


| $\sigma^{2}$ | variance |
| :--- | :--- |
| $\boldsymbol{\Theta}$ | unknown parameter (vector) |
| $\hat{\theta}$ | estimator of $\theta$ |
| $\omega$ | normalized angular frequency; $0<\omega \leq 2 \pi$ |
| $\triangle w_{i}$ | small change applied to weight $w_{i}$ |
| $\nabla$ | gradient operator |
| $\nabla_{w_{i}} J$ | gradient of $J$ with respect to variable $w_{i}$ |
| $\nabla_{\mathbf{W}} J$ | gradient of cost function $J$ with respect to matrix $\mathbf{W}$ |
| $[\cdot]^{+}$ | superscript symbol for pseudo-inversive of a matrix |
| $[\cdot]^{T}$ | complex conjugate |
| $[\cdot]^{*}$ | complex conjugate, transpose |
| $[\cdot]^{H}$ | average operator |
| $\langle\cdot\rangle$ | convolution |
| $\star$ | denotes estimator |
| $\propto$ | Kronecker product |

## Abbreviations

i.i.d.
cdf
pdf
BSE
BSS
BSD
CMA
CLT
FIR
ICA
IIR
independent identical distribution cumulative density function
probability density function
Blind Signal Extraction
Blind Signal Separation
Blind Signal Deconvolution
Constant Modulus Algorithm
Central Limit Theorem
Finite Impulse Response
Independent Component Analysis
Infinite Impulse Response

LMS
MCA
MBD
MED
MIMO
PAM
PCA
QAM
RLS
SIMO
SISO
SVD
TLS
ETLS
GTLS

Intersymbol Interference
Least Mean Squares
Minor Component Analysis
Multichannel Blind Deconvolution
Maximum Entropy Distribution
Multiple-Input, Multiple-Output
Pulse-Amplitude Modulation
Principal Component Analysis
Quadrature Amplitude Modulation
Recursive Least Squares
Single-Input, Multiple-Output
Single Input, Single Output
Singular Value Decomposition
Total Least Squares
Extended Total Least Squares
Generalized Total Least Squares

## Index

Acoustic speech reconstruction, 336
Adaptive filter, 33
Adaptive learning algorithm, 285
Adaptive noise cancellation systems, 312
Adaptive time-varying nonlinearities, 294
Alternating Least Squares, 157
Amari-Hopfield neural network, 63, 329-330
Ambiguities, 2
AMUSE, 146
Array of microphones, 34, 336
Artifact reduction, 24
Atick-Redlich formula, 135, 315
Average eigen-structure, 148
Basic properties of PCA, 93
Batch adaptation, 290
Batch estimator, 408
Best Linear Unbiased Estimator, 48
Bias Removal for ICA, 307
Bias removal, 140
Binary signals, 452
Biomagentic inverse problem, 81
Blind equalization, 214, 336, 340
Blind extraction of sparse sources, 320
Blind identification, 142
Blind Signal Extraction, 8
Blind signal extraction, 19, 179
Blind signal processing, 2
Blind SIMO equalization, 342
BLUE, 48
Brain motor system, 27

Brockett's algorithm, 123
BSP, 4
BSS for more sensors than sources, 318
BSS for Unknown Number of Sources, 293
BSS, 5
Bussgang algorithms, 336
Cascade hierarchical neural network, 106
Cholesky decomposition, 131
Co-channel interferences, 36
Cocktail party problem, 34
Colored Gaussian, 219
Complex-valued PCA, 122
Constrained minimization problem, 323
Continuous-time algorithm, 327
Convolutive colored noise, 310
Correlation cancelling, 164
Cross-cumulants, 333
Cross-moment matrices, 334
Cumulant based equivariant algorithm, 319
Cumulants based cost function, 314
Cumulants for complex-valued signals, 318
Cyclostationarity, 163
Data least squares, 67
Decorrelation algorithm, 291
Definitions of ICA, 7
Deflation procedure, 191
Deflation, 218
Differences between ICA and BSS, 8
Diversity measures, 84
DLS, 67

EASI algorithms, 291
Eigenvalue decomposition, 120, 144
Electrocardiogram, 25
Electroencephalography, 27
Electromagnetic source localization, 27
EMG, 27
Equalization criteria, 338
Equilibrium points, 431
Equivalent learning algorithm, 279
Equivariant ICA algorithms, 320
Equivariant property, 136
Estimating function, 385
Evoked potentials, 25
Extended TLS, 75, 77, 79
Extraction group of sources, 242
Extraction of principal components, 96
Family of ICA algorithms, 288
Fast algorithms for PCA, 101
Feature detection, 41
Feature extraction, 88
Fetal electrocardiogram, 24
FIR equalizer, 215
Fixed point algorithm, 188
Flexible ICA, 250, 293
FOBI, 147
Focuss algorithm, 83, 86
Fractionally sampled, 338
Gaussian entropy, 84
Gaussian exponent, 243, 249
Gaussian noise, 327
Generalized Cauchy distribution, 247
Generalized Gaussian distribution, 243, 248
Generalized TLS problem, 74
Generalized zero-forcing condition, 351
Global convergence, 226
Godard criterion, 215
Gram-Schmidt orthogonalization, 138-139
Hadamard product, 334
Hadamard's inequality, 255
Hammerstein model, 443
Hammerstein system, 444
Hebbian learning, 96, 343
Hessian, 241
Hierarchical neural network, 125
Higher-order statistics, 9, 254
HOS, 9
HRBF, 449
Hyper radial basis function, 449
Hyperbolic-Cauchy, 243
ICA for noisy data, 11
ICA for nonstationary signals, 254
ICA, 5
Image analysis, 41
Image decomposition, 41
Image enhancement, 38
Image restoration, 38

Image understanding, 39
Impulsive noise, 247
Indeterminacies, 2
Information back-propagation, 435-436
Inhibition control circuit, 66
Internal parameters, 426
Internal state, 426
Inverse control problem, 4
Inverse power iteration, 104
Inverse problem, 28
Invertibility, 447
Isonormal property, 108
JADE, 163
Joint diagonalization, 157
Jutten and Hérault algorithm, 274
Jutten-Hérault learning algorithm, 277
Kalman filter, 437
Karhunen-Loeve-transform, 89
Kullback-Leibler divergence, 233
Kurtosis, 249
LAD, 45, 61
Lagrange function, 207
Learning rate, 290
Least absolute deviation, 45, 61
Least-squares problem, 45
Leptokurtic, 182, 249
Linear predictor, 201
Linear state-space system, 424
Local ICA, 8
Local learning rule, 284
Localizing multiple dipoles, 29
LS, 45, 67
Magnetoencephalography, 27
Manhattan learning, 452
Matching pursuit, 80
Matrix Cumulants, 333
Matrix inversion approach, 285
MCA algorithms, 107
MCA, 98, 107
Measure of independence, 233
Measure of non Gaussianity, 197
Measure of temporal predictability, 197
MEG, 28
Mesokurtic, 182
MIMO, 335
Minimum 1-norm, 61
Minimum energy problem, 81
Minimum fuel problem, 80
Minimum norm problem, 45
Minor component analysis, 98
Minor subspace analysis, 110
Model for noise cancellation, 312
Moving Average, 90
Moving-average method, 433
MSA, 110
Multi-path fading, 338

Multilayer neural networks, 282
Multistage PCA for BSS, 119
NARMA, 443
Natural gradient, 232, 237
Noise cancellation, 13, 33, 311
Noise reduction, 33
Non-linear PCA, 292
Non-stationary sources, 254
Nonholonomic constraints, 433
Nonholonomic learning algorithms, 238
Nonholonomic NG algorithm, 238
Nonlinear activation function, 214
Nonlinear dynamical system, 447
Nonlinear PCA, 121
Nonlinear state-space model, 445
Normalized kurtosis, 181
Normalized learning rate, 289
Oja algorithm, 95
On-line estimator, 389
On-line learning algorithms, 389
On-line learning, 394
Overcomplete signal representation, 80
Parallel algorithms for PCA/MCA, 110
Parallel Factor Analysis, 158
PCA, 88
Performance index, 219
Platykurtic, 182, 249
Prewhitening, 130
Principal component analysis, 331
Principal components, 88
Properties of matrix cumulants, 314
PSA, 110
Rayleigh quotient, 98
Recurrent neural network, 237, 274
Recursive least squares, 121
Regularization, 57, 329
Renyi entropy, 84
Robust algorithms, 104
Robust Focuss algorithm, 167
Robust loss functions, 105, 127
Robust orthogonalization, 149
Robust PCA, 104
Robust prewhitening, 140, 331
Robust SOBI, 159
Robustness to outliers, 294
RSOBI, 159
Sample covariance matrix, 90

Score functions, 384
Second order statistics, 9, 121
Self-regulatory control, 64
Self-supervising linear neural network, 124
Self-supervising principle, 106, 125
Semi-blind, 448
Semi-orthogonal matrix, 322
Semiparametric statistical model, 385
Separating/filtering system, 426
Shannon entropy, 84
Signal and the noise subspace, 91
SIMO, 336
Simultaneous blind separation, 179
Singular value decomposition, 118
Somatosensory stimulus, 29
SOS cost functions, 255
SOS, 9
Sparse representation, 81
Spatial decorrelation, 130, 164
Spatio-temporal ICA, 8
Speech separation, 34
Sphering, 130
Stability conditions, 240, 300
Standard gradient descent, 105
Standardized estimating functions, 415
State-space description, 423
Statistical independence, 274
Stiefel manifold, 114, 240, 320
Stochastic approximation, 209
Sub-Gaussian, 182, 243
Subspace analysis, 110
Super-Gaussian, 182, 243
Superefficiency, 394
Supervised learning, 452
SVD, 118
Symmetrically distributed noise, 316
Temporally correlated source signals, 193
Time-frequency domain, 10
TLS, 67
Total least-squares, 67
Two-layer neural network, 449
Typical cost functions, 320
Why blind?, 37
Wiener filter, 165
Wiener model, 443
Winner-Take-All, 64
Zero-forcing condition, 351
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[^0]:    ${ }^{1}$ In the special case a system can be a single-input single-output (SISO) or single-input/multiple-output (SIMO).

[^1]:    ${ }^{2}$ By diversities we mean usually different characteristics or features of the signals.

[^2]:    ${ }^{1}$ In contrast to other chapters in this book, we assume here that matrix $\mathbf{H}$ is known a priori or can be estimated. In the next chapters, we will explain how such a matrix can be identified or estimated.
    ${ }^{2}$ In some applications a priori knowledge of the statistical nature of the error (noise) is available. Typically, it is assumed that noise is zero-mean and has a Gaussian distribution.

[^3]:    ${ }^{3}$ Matrix $\mathbf{H}^{T} \boldsymbol{\Sigma}_{e} \mathbf{H}$ in (2.22) must be nonsingular for its inverse to exist.
    ${ }^{4}$ In some applications, the matrix $\mathbf{H}$ is varying in time.

[^4]:    ${ }^{5}$ The Kaczmarz algorithm has been rediscovered over the years in many applications, for example, as the Widrow-Hoff NLMS (normalized least-mean-square) algorithm for adaptive array processing or the ART (algebraic reconstruction technique) in the field of medical image reconstruction in computerized tomography.

[^5]:    ${ }^{6}$ For simplicity, we ensure that all the errors are confined to the observation (sensor) vector $\mathbf{x}$.
    ${ }^{7}$ It is important to note that the energy function so defined is convex if the loss functions are convex. Therefore the problem of convergence to a local minimum does not arise.
    ${ }^{8}$ The ordinary least-squares error criterion equally weights all the modelling errors and may produce a biased parameters estimation, if the observed data are contaminated by impulsive noise or large isolated errors.

[^6]:    ${ }^{9}$ Choosing the regularization parameter $\alpha$ for an ill-posed problem is an art based on good heuristic and $a$ priori knowledge of the noise in the observations.

[^7]:    ${ }^{10}$ Strictly speaking, the activation function for the $p$-norm problem is given as $\Psi_{i}\left[e_{i}(\mathbf{s})\right]=$ $\left|e_{i}(\mathbf{s})\right|^{p-1} \operatorname{sign}\left[e_{i}(\mathbf{s})\right] \quad(1 \leq p \leq \infty)$.

[^8]:    ${ }^{11}$ We have assumed, that the signals are real-valued. The extension to complex-valued data is straightforward.

[^9]:    ${ }^{12}$ Scaling the coefficient vector by a scalar multiplier does not change the cost function. Consequently, we can also formulate this problem equivalently as that of minimizing

    $$
    J(\mathbf{v})=\mathbf{v}^{T} \overline{\mathbf{H}}^{T} \overline{\mathbf{H}} \mathbf{v}
    $$

    subject to $\|\mathbf{v}\|_{2}^{2}=1$.

[^10]:    ${ }^{13}$ Given two square matrices $\mathbf{G}$ and $\mathbf{H}$, the generalized eigenvector of the matrix pencil $(\mathbf{G}, \mathbf{H})$ is a vector $\mathbf{v}$ that satisfies the equality $\mathbf{G} \mathbf{v}=\lambda \mathbf{H v}$, where the constant $\lambda$ is known as a generalized eigenvalue. Assuming that the inverse of the matrix $\mathbf{H}$ exists, the generalized eigenvectors of the matrix pencil $(\mathbf{G}, \mathbf{H})$ are the eigenvectors of $\mathbf{H}^{-1} \mathbf{G}$.

[^11]:    ${ }^{14}$ The choice of norm $\left\|\mathbf{s}_{j}\right\|$ depends on the noise distribution, e.g., for Gaussian noise the optimal is 2-norm, and for Laplacian (impulsive noise) the 1-norm, whereas for uniform distributed noise infinity-norm is the best choice.

[^12]:    ${ }^{1}$ It is generally believed that the shape of the receptive fields in the visual cortex is determined by some form of unsupervised learning.

[^13]:    ${ }^{2}$ If signals are zero mean the covariance and correlation matrices become the same.
    ${ }^{3}$ The covariance matrix is the correlation matrix of the vector with the mean removed. Since, we consider the zero-mean signals the both matrices are equivalent.

[^14]:    ${ }^{4}$ It is worth to mention, that any nonlinear monotonic transformation of the Raleigh quotient (e.g., $\log (r(\mathbf{v}))$ ) will have the same minimum as the standard cost function for PCA.

[^15]:    ${ }^{5}$ In fact the second term can be omitted if the actual error $\mathbf{e}_{i}$ is small compared with excitation input vector $\mathbf{e}_{i-1}$.

[^16]:    ${ }^{6}$ All these algorithms have been developed only for real-valued data.

[^17]:    ${ }^{7}$ The first PC $y_{1}$ corresponds to the largest eigenvalue $\lambda_{1}=E\left\{y_{1} y_{1}^{*}\right\}=E\left\{\left|y_{1}\right|^{2}\right\}$ of the covariance matrix $\mathbf{R}_{\mathbf{x x}}=E\left\{\mathbf{x} \mathbf{x}^{H}\right\}, y_{1}=\mathbf{v}_{1}^{T} \mathbf{x}$, where $(\cdot)^{*}$ denotes complex conjugate and $(\cdot)^{H}$ means the complex conjugate transpose or Hermitian operation.

[^18]:    ${ }^{8}$ In fact the second term can be omitted if the actual error $\mathbf{e}_{i}$ is small compared with excitation input vector $\mathbf{e}_{i-1}$.

[^19]:    ${ }^{1}$ If the covariance matrix is semi-positive definite, we can take only positive eigenvalues and associated eigenvectors.

[^20]:    ${ }^{2}$ It is always possible to decorrelate vector $\mathbf{x}$ by using a symmetric positive definite matrix $\mathbf{W}$ by taking $\mathbf{U}=\mathbf{V}$ in (4.5).

[^21]:    ${ }^{3}$ Such operation is called sometimes "quasi-whitening", because it performs whitening not on the basis of noisy sensor signals but rather on the estimated noise free data.

[^22]:    ${ }^{4}$ In the simultaneous diagonalization, the task is to diagonalize simultaneously only two matrices. In contrast in the joint diagonalization problem, we attempt diagonalize (approximately) arbitrary number of matrices.

[^23]:    ${ }^{5}$ The generalized permutation matrix is defined as $\mathbf{G}=\mathbf{P D}$, where $\mathbf{P}$ is a standard permutation matrix and $\mathbf{D}$ is any nonsingular diagonal matrix.

[^24]:    ${ }^{6}$ The estimated sources will be recovered without cross-talking due to unbiased estimation of the unmixing matrix. However, they will be corrupted by additive noise since the noise is projected from the sensor signals by the linear transformation (4.94). In order to remove noise, we need to apply methods described in Chapters 1 and 8.

[^25]:    ${ }^{7}$ For the prewhitened data we have $\mathbf{R}_{\overline{\mathbf{x}}}(0)=\mathbf{I}_{n}$.

[^26]:    ${ }^{8}$ If the smallest eigenvalues has some multiplicity, take any vector $\mathbf{u}$ corresponding to the smallest eigenvalue.

[^27]:    ${ }^{9}$ In the simplest case $B_{i}(z)=z^{-i}$. Generalized delay operator of the first-order has the following form $B_{1}(z)=\frac{\alpha+\beta z^{-1}}{1+\gamma z^{-1}}$, where $\alpha, \beta$ and $\gamma$ are suitably chosen coefficients.

[^28]:    ${ }^{10}$ It is important that bandpass of the filters possibly match bandwidths corresponding to the highest energy of the individual sources.

[^29]:    11 The matrix $\mathbf{U}$ can be estimated by the EVD of the simplified contracted quadricovariance matrix for $p=0$ and $\mathbf{E}_{q}=\mathbf{I}$ as $\mathbf{C}_{\mathbf{x}}(0, \mathbf{I})=\mathbf{C}_{\mathbf{x}}\left\{\left(\mathbf{x}^{T}(k) \mathbf{x}(k)\right) \mathbf{x}(k) \mathbf{x}^{T}(k)\right\}=E\left\{\left(\mathbf{x}^{T}(k) \mathbf{x}(k)\right) \mathbf{x}(k) \mathbf{x}^{T}(k)\right\}-2 \mathbf{R}_{\mathbf{x}}(0) \mathbf{R}_{\mathbf{x}}(0)-$ $\operatorname{tr}\left(\mathbf{R}_{\mathbf{x}}(0)\right) \mathbf{R}_{\mathbf{x}}(0)=\mathbf{U} \boldsymbol{\Lambda}_{\mathbf{I}} \mathbf{U}^{T}$.

[^30]:    ${ }^{12}$ A signal $x(k)$ is said to be cyclostationary if its correlation function is cyclic, say with period $q$, i.e., the following relation holds $E\left\{x(k) x^{*}(k+p)\right\}=E\left\{x(k+q) x^{*}(k+p+q)\right\}$, for all $k, p$.

[^31]:    ${ }^{1}$ For simplicity, in further considerations in this section, we omit indexes, i.e, $y_{1}=y, \mathbf{x}_{1}=\mathbf{x}$ and $\mathbf{w}_{1}=\mathbf{w}$.

[^32]:    ${ }^{2}$ Assuming, that we are sufficiently close to the equilibrium $\mathbf{w}=\mathbf{h}_{1}$.

[^33]:    ${ }^{3}$ For super-Gaussian signals (positive kurtosis), the updating rule is derived from the maximization of (5.179) instead of minimization.

[^34]:    ${ }^{4}$ Colored Gaussian signals used in subsequent examples are also generated in the same fashion.

[^35]:    ${ }^{5}$ It is known that speech signals have temporal structures.

[^36]:    ${ }^{1}$ The matrix is precisely orthogonal for the continuous time version algorithm if $\mathbf{W}(0)$ is orthogonal; However, for the discrete-time algorithm it is only approximately orthogonal on the condition that the learning rate $\eta(k)$ is a sufficiently small positive value, and the second term $\eta^{2}(k) \mathcal{O}$ can be neglected.

[^37]:    ${ }^{2}$ For adaptive algorithms with nonholonomic constraints it is recommended to use a rescaled activation function of the form $\hat{f}_{i}\left(y_{i}\right)=\left(\left|y_{i}\right|^{r_{i}-1} \operatorname{sign}\left(y_{i}\right)\right) /\left|\sigma_{y_{i}}\right|^{r_{i}}$, where $\sigma_{y_{i}}=\sqrt{E\left\{y_{i}^{2}\right\}}$ is the estimated deviation of output signal $y_{i}$.

[^38]:    ${ }^{3}$ The variance of a signal $y_{i}(k)$ is usually estimated by taking the moving average (MA) as $\hat{\sigma}_{y_{i}}^{2}(k)=$ $\left(1-\eta_{0}\right) \hat{\sigma}_{y_{i}}^{2}(k-1)+\eta_{0} y_{i}^{2}(k)$.

[^39]:    ${ }^{1}$ Since the activation function $\varphi_{i}\left(y_{i}\right)=\operatorname{sign}\left(y_{i}\right) \exp \left(-\theta_{i}\left|y_{i}\right|\right)$ is not a differentiable function at zero it can be closely approximated by $\varphi_{i}\left(y_{i}\right)=\tanh \left(\beta y_{i}\right) \exp \left(-\theta_{i}\left|y_{i}\right|\right)$, with $\beta \gg 1$.

[^40]:    ${ }^{1}$ With this omission, we will not affect the signal component of the outputs since $\mathbf{W P}_{\mathbf{H}} \mathbf{H}=\mathbf{I}_{n}$ implies $\mathbf{W H}=\mathbf{I}_{n}$ and, therefore, the separation is still performed.

[^41]:    ${ }^{1}$ The white signal satisfies the relationship $E\{y(k) y(k+\tau)\}=0$ for all $\tau \neq 0$.

[^42]:    ${ }^{2}$ In practice, approximate (hypothesized) pdfs of the source signals are used.

[^43]:    ${ }^{3}$ For images or two dimensional signals, where time is replaced by spatial coordinates, there is no problem with causality if the whole image is available.

[^44]:    ${ }^{4}$ For complex-valued data instead of $y(k)$, we will use the complex conjugate $y^{*}(k)$.

[^45]:    ${ }^{5}$ For more sensors than sources $(m>n)$ the matrix $\boldsymbol{\Lambda}$ is semi-positive definite.

[^46]:    ${ }^{1}$ In this chapter, we assume without loss of generality that the number of outputs is equal to the number of sensors, and the number of sources is less than or equal to the number of sensors (please see the previous chapters for an explanation and justification).

[^47]:    ${ }^{2}$ In practice, the matrix $\mathbf{D} \in \mathbb{R}^{m \times m}$ is a square nonsingular matrix, and thus $\mathbf{D}^{+}=\mathbf{D}^{-1}$.

[^48]:    ${ }^{3}$ The system is stable if all eigenvalues of the state matrix $\mathbf{A}$ are located inside the unit circle in the complex plane.

[^49]:    ${ }^{1}$ For simplicity of our considerations, we consider here a simplified feed-forward model (nonlinear moving average (MA) model with the switch off in Fig. 12.4 i.e, with the vector $\boldsymbol{\xi}(k)=\left[\boldsymbol{\xi}^{T}(k-1), \ldots \boldsymbol{\xi}^{T}\left(k-L_{\xi}\right]^{T}=\right.$ $\mathbf{0}$, i.e., $L_{\xi}=0$.

