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Św. Andrzeja Boboli 8 street
room 343
02-525 Warsaw
Poland
Email: yabu@mchtr.pw.edu.pl

m.turkowski@mchtr.pw.edu.pl
szewczyk@mchtr.pw.edu.pl

Library of Congress Control Number: 2007932802

ISBN 978-3-540-73955-5 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material
is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broad-
casting, reproduction on microfilm or in any other way, and storage in data banks. Duplication of
this publication or parts thereof is permitted only under the provisions of the German Copyright Law
of September 9, 1965, in its current version, and permission for use must always be obtained from
Springer. Violations are liable for prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springer.com

© Springer-Verlag Berlin Heidelberg 2007

The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

Typesetting: Digital data supplied by the Editors
Production: LE-TEX Jelonek, Schmidt & Vöckler GbR, Leipzig
Cover: Erich Kirchner, Heidelberg/WMXDesign, Heidelberg

SPIN 12034321 89/3180/YL - 5 4 3 2 1 0 Printed on acid-free paper



Preface

The International Conference MECHATRONICS has progressed conside-
rably over the 15 years of its existence. The seventh in the series is hosted 
this year at the Faculty of Mechatronics, Warsaw University of 
Technology, Poland. The subjects covered in the conference are wide-
ranging and detailed. Mechatronics is in fact the combination of enabling 
technologies brought together to reduce complexity through the adaptation 
of interdisciplinary techniques in production. 
The chosen topics for conference include: Nanotechnology, Automatic 
Control & Robotics, Biomedical Engineering, Design Manufacturing and 
Testing of MEMS, Metrology, Photonics, Mechatronic Products. The goal 
of the conference is to bring together experts from different areas to give 
an overview of the state of the art and to present new research results and 
prospects of the future development in this interdisciplinary field of 
mechatronic systems.  
The selection of papers for inclusion in this book was based on the 
recommendations from the preliminary review of abstracts and from the 
final review of full lengths papers, with both reviews concentrating on 
originality and quality. Finally, out of 182 papers contributed from over 15 
countries, 136 papers are included in this book. 
We believe that the book will present the newest applicable information 
for active researches and engineers and form a basis for further research in 
the field of mechatronics 

We would like to thank all authors for their contribution for this book. 

Ryszard Jablonski 
Conference Chairman 
Warsaw University of Technology 
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Abstrakt 

This paper describes mathematic model of multibody mass system of the C-
axis over mentioned machine. C-axis is controlled with position feedback 
and its mathematic model is determined for observation of dynamic 
characteristic in the loadings working cycles before of machine prototype 
realisation. This multifunction turning centre is determinate for heavy duty 
roughing cutting of forged peaces, where is problem with dynamic stability 
of cutting process. Dynamic stability influeces the eigen frequences the 
complete torsion system. Positive effect of this conception is for dynamic 
stability damping on the worm gear.  

1. Introduction 

Main Spindel of the machine, on the witch is implemented the C axis, is for 
turning operations driven by asynchronous motor with power 71kW. For 
high torque moment necessity is gearing reduced through two steps 
planetary gearbox and constantly belt gear. For milling and drilling operation 
is this main motor uncoupled through  neutral position in this gear box and 
spindle is hydraulic coupled with worm gears, where are geared with two 
synchronous servomotors controlled in mode Master – Slave (fig.1.). This 
mode assures to change the parameters of electrical preloading between both 
servomotors from the machine control. Preloading of servomotors holds 
positions of coupling eliminated the production backlash of worm gearing. 
This is arranged with leaned teeth flanks against both worms opposite teeth 
of worm gears react in opposite direction of torque moments both 
servomotors. By this rotating movement is changed step by step the direction 
of torque moments actuating from  contradirection to the same direction,  but 
always  continues the  constant  difference  of this moments, which produces 



preloading even by rotating. 

Fig. 1. Desigen of the C axis 

Cutting procedure realised many times with more cutting edges tool causes 
the oscillation of necessary torque moment and it is absolutely necessary to 
technologically predefine the servomotor preloading value in advance from 
reason of elimination of contact damaging on the worm gear teeth flank 
caused from variable loading [3].  

2. Multibody system 
The simplification is possible just under following condition: The 
servomotors are connected with worm gears by shafts and they turn them in 
opposite directions. The turning causes taking up clearances and preload of 
the worm gear assembly. The construction from the servomotor to the worm 
gear is turned over an angle φM. The switching-on of the C axis causes the 
preload and the slewing into a defined angular position. The preload 
remains constant during machining with the moving C axis and the increase 
of moments is used just for start up of the servomotors. A torque deviation 
would lead to a creation of a gap in a tooth space. The spindel remains at 
the position set up by a CNC control. Please see attached the block diagram 
of the preloaded mechanical system of the C axis on the figure 2. The 
interface for multibody mass model is created at the boundry of the parts. 
The typ of the worm gear is ZA with a gear ratio 40,5. The worm gear was 
designed as self-locking. 
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Fig. 2.:  Diagram of the mechanical system by the preloading Master-Slave 

A worm gear holder is taken for simplification as perfectly torsion rigid 
because its torsion rigidity is multiple higher than the rigidity of the 
components chained on the worm shaft.  It is necessary to calculate a 
torsional rigidity and a moment of inertia of individual components as well 
as approximately calculate damping on the worm gear for the mathematical 
model of the C axis. The torsional rigidity of the spindle and the worm shaft 
are calculated with the help of the FEM (Finite Element Method). The 
calculation of contact stiffness on tooth of the worm gear is highly 
simplified to a 2D model. The contact rigidity is solved in the plane 
perpendicular to the pitch of tooth of the worm wheel. The model includes 
the coefficient of the tooth in the grip 2,94 with help of three tooth in the 
gip. The force creating the deformation at this plane is calculated as the 
force between two built-in solids of the worm and the worm wheel. The 
worm wheel is siplification by the fixation of a meshing segment at the 
position of the interface between the bronze metal and stell holder. The 
overall stiffness of the chain of the components between the servomotor and 
the worm gear is necessary to calculate for the definition of the preload 
torque. A moment of inertia of the component parts is directly detected in 
the 3D model of the design of the C axis. The coefficient of damping is 
necessary for the description this mechanical system.  

For influence evaluation of eigen mechanical frequencies of the C axis 
control system is necesery this problem separated to the two situations.  
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First situation consist of the loading oscilation by the self-locking blokade 
of the worm gear. This situation has the influence on the direkt measure 
system of the C axis. Eigen frequency is calculated under equation 1.
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f +=                                                    (1)

Second equated situation consist of multibody system of the parts chain from 
the servomotor till to the loading. Interface of the blokade is created between 
the spindel and workpiece. Eigen frequencies by the blocked loading  is 
calculated under equations 2 till 7. 

Equation of motion in the matrix form without the damping: 
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Transfer to the complex plane: 
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Determinant of left site the equation must be to equal 0 for the solution of 
the eigen frequencies: 
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3. Manuscript submission 

First eigen frequency of the C axis determines the size of the proportional 
amplification Kv. Further eigen frequencies influnce the the proces of the 
respances on the torque steps or dynamic of the run-up. In the table 1. are 
written values for eigen frequencies.  

Situation 1 Situation 2 
Eigen frequency of loading                    
[Hz] 

        57  

1. eigen frequency by the 
blocated loading       [Hz] 

    31,4 

2. eigen frequency by the 
blocated loading       [Hz] 

    32,3 

3. eigen frequency by the 
blocated loading       [Hz] 

     40 

                Tab 1. Eigen frequency 

On the stability by the step changes has advantageous influnce the dumping 
of the worm gear. Big ratio of the worm gear  reduces the influence of the 
moment of inertia of the workpiece on the eigen frequency. The knowledge 
of the eigen frequencies for this mechanical system enables accurater 
regulators optimization both motors.  
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Abstract  

This paper deals with the design of a control unit for biped robot „Golem 
2“ with 12 DOF. It contains  information about the topology of electronic 
system, including description of communication between MC units, sens-
ing elements and PC. The kinematic models used for drive robot and the 
information about their importance for static walking are mentioned.  
Some information about actuators (Hitec servos) and specificity their con-
trol are also described. 

1. Introduction 

Design and implementation of autonomous locomotion robots belongs to 
the important areas of academic as well as commercial research and devel-
opment. Actually, we are focused on the design of the control unit for bi-
ped robot named „Golem 2“, with following features: implemented kine-
matic models, ready to acquisition sensor data (from Acc, camera, FSR 
etc.), wireless control of robot and possibility for integration of high level 
AI algorithms (Image processing and understanding, neural network ap-
proximator, agent oriented software etc.).  

2. Static walking and importance of kinematic models 

Without a kinematic models, we have a few simple methods, how to obtain 
a elemental static walking, for example setting each servomotor separately 
to get a one stable position of robot and consequently make a step as a  
sequence of that positions. This „uninformed methods“ spent much time 
and results may not be acceptable, because of non system admittance. In 



case of advanced non elemental walking, there aren’t simple methods us-
able and we crave help of kinematic models.  
The robot „Golem 2“ [2] , developed at Laboratory of mechatronics 
 is comprehended as an open tree manipulator and therefore standard algo-
rithms for forward and inverse kinematics was used to get the appropriate 
kinematics models.   Forward kinematic model (FKM) and Inverse  
kinematic model (IKM)  are described in [1] in details. 
By the help of FKM, we can get the position of legs against the body of 
robot (and reversely) from information about actual servo states. 
By the help of IKM, we can get the relevant servo states, relativly to de-
sired position of legs. So we can easy define a vector, which means the 
changes in position of body from the last taken position: 
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Where [x, y, z] is cartesian position and [φR, θP ,ψY] is spatial orientation of 
foot in roll–pitch–yaw notation (Euler angles XYZ).

We can now define a sequential moving of robot as a vector:  
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Where ι is needle, determining target of using : 
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Fig. 1. Schema of using kinematic models 

This formulation of moving is much better to develop any locomotion, e.g. 
static walking. This idea is shown in Fig.1. 

3. Control unit 

Complete control unit consists of several cooperating units – PC, AT Mega 
128 „main unit“, AT Mega 8 „servo control unit“, sensor modules. The 
backbone network is serial line with our original protocol (variable packet 
size, master-slave architecture), interconnection between main unit and 
sensor modules run over SPI interface. The topology is shown in Fig.2. 

PC – The main brain. In PC are implemented both kinematic models (be-
cause high hw requirements) and GUI for manipulating robot. PC is con-
nected via bluetooth adapter. Implementation in Delphi, some parts uses 
outputs from Matlab.  

AT Mega 128 „main unit“ - Keep wireless connection between robot and 
PC. Interpolate continuous positions for servos in relation to desired speed. 
Share data form all connected peripherals together. In progress: Data    
acquisition from Battery, Accelerometers and FSR sensing modul. Com-
municate with EyeBot controller.

AT Mega 8 „servo control unit“- Individually control 12 servos, by signals 
based on the length of pulse. Hardware peripherals (1x16bit 
Timer/Counter + 1x8bit Timer/Counter, USART) are exploited and soft-
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ware is fully event-driven by the help of  interrupts, it’s important to pre-
cise servos control. There are 4 types of servos made by Hitec and  
controlled by the length of pulse, generated every 20ms (50Hz) .To get the 
best resuts, we have to precise servos control, i.e. find the right mutual 
characteristic between desired position and final pulse length. 
We observed, that the each type of servo used, need itself mutual charac-
teristic that is defined by linear function, and is necessary to find out the 
right constants for each type of servo. Our control now proceed with pre-
cise to 1°, except the 2nd ankle, there is a double precision needed, so the 
extra mutual characteristic is defined for relevant servos.  

Fig. 2. Topology of control unit 
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Sensor modules – These modules administer sensors. Each sensor modul 
have own microcontroller, comunicate with main unit via SPI and provide 
appropriate data on demand. Eyebot controller have other usable proper-
ties, which we plan to exploit.

5. Conclusion 

 The control unit was designed, successfully tested and a first goal, static 
walking, was accomplished. The future work 
 will be headed to fully integration of sensors and enhanced static walking 
(uneven surface, barriers in trajectory etc.). 
 The dynamic walk using complex dynamic model will be the next goal in 
robot development. 
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Abstract  

In case of compressed video quality assessment, the selection of test 
scenes is an important issue. So far there was only one conception for 
evaluation the level of scene complication. It was given in International 
Telecommunication Union recommendations and was broadly used. Au-
thors investigated features of recommended parameters. The paper 
presents the incompatibility of those parameters with human perception 
that was discovered and gives a proposal of modification in algorithm, 
which improves accordance of parameters with observers’ opinion. 

1. Introduction 

The rapid growth of digital television, DVD editions and video transmis-
sion over the Internet has increased the demand for effective image com-
pression techniques and the methods of coding/decoding systems evalua-
tion. There are two alternative ways of compressed video quality evalua-
tion: perceptual (sometimes called subjective) and computational (also re-
ferred to as objective). No matter what the method is, the crucial role in 
results of a coder evaluation is played by the scene selection. The algo-
rithm (or the whole system) performance is strictly dependant on the 
amount of perceptual information that the picture contains. In case of a 
video, the perceptual information can be divided into spatial and temporal. 
Test sequences must span the full range of spatial and temporal informa-
tion of interest to users of the system under test. Considering test sequence 



selection, the need to quantify the amount of this information seems to be 
obvious. 

2. SI and TI according to ITU Recomendations 

The spatial and temporal information measures proposed by International 
Telecommunication Union [1] are represented by single values for the 
whole test sequence.  
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Fig.1. The comparison of SI(TI) plot (a) and Q3.SI(Q3.TI) (b)  

The SI (Spatial perceptual Information) takes into consideration the lumin-
ance plane only and is computed on the base of Sobel filter. Each video 
frame at time n (Fn) is transformed with the Sobel filter [Sobel(Fn)]. Then 
the standard deviation over the pixels (stdspace) in each Sobel-filtered frame 
is computed. This operation is repeated for each frame in the video se-
quence and afterwards the maximum value in the time series (maxtime) is 
chosen: 

           
( ){ }][max nspacetime FSobelstdSI =

                              
(1) 

The TI (Temporal perceptual Information) is also based on a luminance 
plane and calculates the motion. The motion is considered to be the differ-
ence between the pixel values at the same location in space but at succes-
sive frames: Mn(i, j). Mn(i, j) is therefore a function of time (n) and it is 
defined as: 
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  ( ) ( ) ( )jiFjiFjiM nnn ,,, 1−−=        (2) 

where Fn(i, j) is the pixel value at the ith row and jth column of nth frame in 
time. 
The measure of  TI  is calculated as the maximum over time (maxtime) of 
the standard deviation over space (stdspace) of Mn(i, j) over all i and j. 

  ( )[ ]{ }jiMstdTI nspacetime ,max=
                                (3)

SI and TI are usually computed for the whole sequence, so each scene is 
described by two parameters. Higher values of SI and TI represent se-
quences which are more difficult to decode and are more likely to suffer 
from impairments. In order to choose scenes which will span as wide range 
of information to decode as possible, usually SI and TI are put in the 
TI(SI) plot and the scenes with the uttermost values are selected.  

3. SI and TI new approach 

Authors conducted Single Stimulus Continuous Quality Evaluation method 
[2, 3, 4], using 4 sequences (each 15 seconds long) coded with 13 GOP, all 
three possible GOP structures (with 1, 2 or without B frames) and with 5 
levels of bitrate in a range of 2 Mbps to 5 Mbps. Hence, the test material 
was 30 minutes long and contained 15 variants of coding each of 4 test 
sequences. 45 subjects participated in the research. The voting signal was 
sampled at 2 Hz frequency.  
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Fig.2. The average score given in time  
to 4 sequences across the whole bitrate range 
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The interesting observation was that the lowest grade was always given to 
the sequence ‘mobl’ or ‘bbc3’, while ‘cact’ scene used to get scores close 
to the easiest to decode – ‘susi’ (fig. 2). According to SI and TI parame-
ters, ‘cact’ was the sequence with the highest TI value and should contain 
clearly visible impairments (fig. 1a), which were supposed to affect the 
mean score given by observers.  
This phenomenon impelled authors to investigate the variability of SI and 
TI in time. For this purpose both parameters were calculated on fame by 
frame basis. The intriguing discovery was that the high level of TI for 
‘cact’ sequence was caused by one extraordinary peak, which falls on the 
frames with scene cut  (fig. 3). Although it may cause some problems with 
coding, observers seem not to react to this incident at all (fig. 2). 
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Fig.3. The TI (computed for each frame) distribution in time for 4 test sequences 

As the initial role of SI and TI parameters was to reflect perceptual amount 
of information, authors propose a slight modification in the way those pa-
rameters are computed, so that the values were in accordance with the lev-
el of scene complication perceived by the observer:

( ){ }][Upper quartile nspacetime  FSobelstdQ3 .SI =
           (4)     

        
  j ,Upper quartile ( )[ ]{ } iMstdQ3 .TI nspacetime=

  
(5)
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Fig. 1 shows that Q3.SI and Q3.TI placed the “cact” sequence in a new po-
sition on the plot – now it can be identified as the scene just slightly more 
difficult to decode than “susi”, while “mobl” and “bbc3” kept their posi-
tion of critical for the coding system. Hence Q3.SI and Q3.TI reflect per-
ceptual amount of information in a better way in comparison with tradi-
tional SI and TI. 

4. Conclusions 

As the end-user of the video coding system is the observer himself, on 
each step of investigation it is important to mind the features of human 
visual perception, which is disposed to average the stimuli rather than to 
react to short time values. Hence, the idea of computation the upper quar-
tile values of information in a scene seems to reflect human perception in a 
more adequate way than the maximum value. Still the conception of eva-
luating the amount of perceptual information seems to be imperfect and 
should be under investigation in the future. Before it’s done, authors advise 
to take into consideration the upper quartile value or to study the plots of 
spatial-temporal information on a frame-by-frame basis. The use of infor-
mation distributions over a test sequence also permits better assessment of 
scenes in case of continuous assessment, which is a new mainstream in the 
area of subjective quality evaluation of compressed video.  
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Abstract  

Source of ultrasounds in technical cleaning system are Sandwich type piezoelec-
tric ceramic transducers. They have the ability to radiate in an ultrasonic medium 
with maximum acoustic power when the vibration is activated by a voltage gen-
erator with frequency equals the mechanical resonance of the transducer. In 
resonant the transducer are the oscillating element, for which equivalent electri-
cal circuit consist of connection in parallel: Co end RLC. To optimization of 
structure and parameters piezoelectric ceramic transducer can been used the Ge-
netic Algorithm. GA have been shown to be effective in the resolution of diffi-
cult problems. The resonant frequency of the real circuit varies during the opera-
tion in function of many parameters, among others, the most important are tem-
perature, time, and the surface of the cleaned elements. 

1. Introduction 

The Sandwich-type piezoelectric ceramic transducers are the most frequently 
applied sources of ultrasound. They have the ability to radiate in an ultrasonic 
medium with maximum acoustic power when the vibration is activated by a 
current whose frequency equals the mechanical resonance of the transducer. 
This transducer is made of piezoelectric ceramics PZT. 



3. Power Circuit Configuration 

Block diagram and the main circuit of the converter with piezoelectric ce-
ramic transducer (Fig. 1) consists of: converter AC/DC, full-bridge in-
verter FBI, isolating transformer T, where z2/z1=n1, z1/z3=n2, special filter 
F, transducer PT, sensor of vibrations S, control and identification system. 

Fig. 1. The block diagram of the ultrasonic generator 

The control unit consists of two independently parts: in FBI inverter, is the 
frequency feed-back control loop and in AC/DC converter, is the ampli-
tude feed-back control loop. Signal fset make possible to set up manually 
frequency switching inverter FBI and signal Aset establish amplitude ultra-
sonic oscillation. 

3. Digital Model of Inverter-Special Filter-Transducer 
Group System Circuit 

Genetic Algorithm is used to identification of structure and parameters of 
Piezoelectric Ceramic Transducer. Simple genetic algorithm was applied 
and shown on Fig. 2.  
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Genetic Algorithm generates 
an initial population of individuals

The calculated fitness function
- code generation
- program execution

Genetic Algorithm generate 
a new population by

- selection
- crossover
- mutation

FinishNo Analyze the results

Fig.2. Simply Genetic Algorithm GA 
In resonant the transducer are the oscillating element, for which equivalent elec-
trical circuit consist of connection in parallel: Co end RLC, this simple non-
linear circuit is numerically oppressive. To modification the basic Euler’s inter-
polation algorithm is proposed classical genetic algorithm. Our genetic algo-
rithm was implemented in  DSP simulation programing language. 
//Program piezoelectric ceramic transducer 
input { Circuit parameters [ R,L,C,u(t)]; 
 Simulation parameters( pt , kt ,∆,υ(0)); 
 Evolution parameters(Num,Size, NumM,Initial,NumG,stop);) 
output{ t, u; pt ; ou =u(o);}; 

for (t, kt , t++){ New function form; 
start initial population;} 

for(integer i=1,Num,i++){New population,  
    Select the best} 

where: 
Genotype dimension : Num, 
Size of the generation cerated by mutation : Size, 
Number of the best selected genotypes for mutation: NumM, 
Number of the best selected genotypes for crossing: NumC, 
initial parameter mutation range : initial, 

The equivalent circuit of the piezoelectric ceramic transducers with frequency 
close to resonant frequency is shown in Figure 3, where:Co - static capacity of 
the transducer, C - equivalent mechanical capacity, L - equivalent mechanical 
inductance, R - equivalent resistance, Rp = Rm + Ra, where: Rm - equivalent 
mechanical loss resistance, Ra - equivalent acoustic resistance. 
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Fig. 3. The equivalent circuit of piezoelectric transducer. 
Exemplary values Co = 4 nF, L = 246 mH, C = 182 pF, R = 392 Ω

The frequency fm of mechanical vibration may be calculated by equation: 

LC
π2
1

fm =                                          (1) 

The digital model of the inverter-special filter- transducer group system 
circuit, work in PSpice language. Exemplary results are presented in Fig. 4. 

Fig. 4. Current and voltage waveform for f ≈ fm 

4 Frequency Feed-Back Control Loop 
To obtain the maximum value of converter efficiency is necessary to as-
sure the optimal frequencies of inverter. Changing the cleaning medium 
results in the variations of output power of inverter and in output resonant 
frequency we have four case (Fig. 5). 

Fig. 5. Four case variations of change output power of inverter and resonant frequency 
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To obtain the maximum value of converter efficiency, its important role of 
fuzzy logic control system. The logic control system define derived mark 
of signal amplitude proportional to output power and output resonant fre-
quency and change adequate the output frequency of inverter. The rela-
tionship between the input and output variable contain Tab. 1 and fuzzy 
controller is shown in Fig. 6. 

Table 1. Control rules 
 derived of power derived of frequency rules of logic control 

1 dP/dt > 0 df/dt > 0 frequency increase 
2 dP/dt < 0 df/dt > 0 frequency decrease 
3 dP/dt > 0 df/dt < 0 frequency decrease 
4 dP/dt < 0 df/dt < 0 frequency increase 

Fig. 6. Structure of Fuzzy Controller 

5. Experimental Research 
The main circuit of the series-resonant converter with piezoelectric ceramic 
transducer and special filter system (Fig. 1) was modeling, build and tested. 

Fig. 7. Current and voltage waveform in the case when f = fm 

The experimental result was obtain in the case of tuning and untuning of output 
frequency of inverter and the mechanical frequency of the transducer.  
Exemplary experimental current and voltage waveform of transducer in the 
case when f = fm are shown in the Fig. 7. 

6. Conclusions 
The presented control method make possible to supply the piezoelectric 
ceramic transducers group with the quasi-sinusoidal current and voltage 
waveform with self-tuning frequency to mechanical resonance. To the 
identification of structure and parameters of piezoelectric ceramic trans-
ducer was used Genetic Algorithm. The frequency feed-back control sys-
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tem was to tested in the case of tuning the generator frequency to the me-
chanical resonance frequency of transducer. 
In the case of untuning the output frequency of inverter according to pie-
zoelectric ceramic transducer mechanical frequency the current and volt-
age waveforms of piezoelectric transducer are non-sinusoidal. Especially 
current waveform is deformation.  
The results of analysis of piezoelectric transducer and of the system of the 
resonance converter with control loop of frequency have been compared 
with experimental results in real piezoelectric transducer system and satis-
factory results has been obtained. 
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Abstract  

This contribution summarizes the results of work carried out during the 
proposal and simulation modelling of the mobile robot undercarriage 
equipped with omnidirectional wheels. 
In order to make an accurate design and appropriate dimensioning of driv-
ing units, there was carried out a simulation of dynamic properties of the 
undercarriage with omnidirectional wheels in Mathworks MATLAB 7. 
There is described a kinematical and a dynamical model of the whole robot 
platform. By using this functionality we can relatively overcome the prob-
lem of miss-alignments of the wheels during the assembly. Results of the 
simulation were summarized in form of a state space model of the whole 
robot platform. 

1. Introduction 

The main advantage of mobile robot undercarriages with omnidirectional 
wheels deals mainly with very good maneuverability. Using omnidirec-
tional wheels was the basic and initial assumption for the project. Particu-
larly for the reason of very good maneuverability, it can be considered as 
an ideal tool for verification of various types of algorithms determined to 
local navigation, path planning, mapping and further development with 
respect to university-indoor environment and robotics classes. 
At the Institute of Production Machines, Systems and Robotics (IPMSaR) 
has been approached to a decision to design a mobile robot with this type 
of undercarriage. However, each design process should be preceded by 
optimally chosen parameters that can influence the resulting behavior of 

Wheels



the whole platform; mechatronic and systemic approach. The simplest 
form how these parameters can be achieved deals with a description of a 
complex simulation model which results in an assessment of the final plat-
form behavior with these parameters. The purpose of this contribution is to 
describe extended kinematical and dynamical model of the mobile robot 
with a possibility to implement skew wheel angles overcoming the prob-
lem of miss-alignments of the wheels having impact on the real robot’s 
trajectory. 
Further there is shortly described the design of the robot, selected wheels, 
driving units, gear boxes and incremental encoders and a simulation of 
power demands with respect to specified conditions and limitations. 

2. Kinematical model of the robot 

Provided that the robot is moving only within 2D environment, its absolute 
position in a global coordinate system is defined by the vector [ξ, ψ, θ] as 
shown in Fig. 1. The inverse kinematics equations are given by 
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where ωi, i = 1, 2, 3, is the angular velocity of each wheel of the robot, r is 
the wheel radius, 
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where Li is the radius of the robot platform. By means of this equation (1) 
we can compute angular velocities of all wheels that are defined by desired 
trajectory of motion. 

Fig. 1. Kinematical scheme of the omnidirectional mobile robot 
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3. Robot dynamics modeling 

Forces that are caused by the motion of the whole platform can be de-
scribed as follows: 
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where m is the robot mass, JR is the robot moment inertia, fRi is the traction 
force of each wheel. 
Dynamic model for each wheel: 

wiiw rfnMcJ −=+ ωω (6)
where Jw is the inertial moment of the wheel, c is the viscous friction 
factor of the omniwheel, M is the driving input torque, n is the gear 
ratio and fwi is the driving force due to each wheel. 
The dynamics of each DC motor can be described using the follow-
ing equations: 
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(7),(8)

where u is the applied voltage, i is the current, L is the inductance, R is the 
resistance, k1 is the emf constant, k2 is the motor torque constant, Jm is the 
inertial moment of the motor, b is the vicious friction coefficient, Mext is 
the moment of an external load and ωm is the angular speed of the motor. 
By merging equations (2)-(8) we obtain a mathematical model of each es-
sential dynamic properties of mobile robot undercarriage. 

4. Robot model 

The trajectory of motion is described by a list of points, each with four 
important parameters [x, y, v, ω]. From these points obtained needed vec-
tor of velocities [vx, vy, ω] by the Trajectory controller module. Inverse 
kinematics is used to translate this vector into individual theoretically re-
quired velocities of wheels. Dynamics module is then used to compute in-
ertial forces and actual velocities of wheels. By means of Direct Kinemat-
ics module, these velocities are re-translated into the final vector of veloci-
ties of the whole platform. Simulator module obtains the actual performed 
path of the robot by their integration. 
The whole model [1] was designed as a basis for modeling of mobile robot 
motions in order to analyze the impact of each constructional parameter on 
its behavior. For this reason, there is not used any feedback to control the 
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motion on a desired trajectory. This approach allows choosing key parame-
ters more precisely for better constructional design. 

Fig. 2. Robot model in Matlab Simulink 

In order to create this simulation model there was used software MATLAB 
Simulink 7.0.1. The emphasis was laid particularly on its schematic clear-
ness and good encapsulation of each individual module. It has an impor-
tant impact on an extensibility of the model in the future in order to create 
and analyzed other function blocks. 

Fig. 3. Example of the impact of dynamic properties on a performed path of the 
robot 
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5. Design of the mobile robot 

There was chosen a symmetric undercarriage with omnidirectional 
wheels in order to simulate the behaviors, properties and characteris-
tics of the mobile robot. It was the starting point from the previous 
year. 

Fig. 4. OMR IV design – view on the whole system 

6. Conclusion 

This contribution summarizes a kinematical and dynamical model of the 
mobile robot without a feedback (open-loop) simulated in Matlab Simulink 
environment. The whole model was designed as a basis for motions mod-
elling of a mobile robot undercarriage in order to analyze its key factors 
that influence the final motion and allow an optimal choice of these pa-
rameters which are required for a constructional proposal. 
Published results were acquired using the subsidization of the Ministry of 
Education Youth and Sports of the Czech Republic research plan MSM 
0021630518 „Simulation modelling of mechatronic systems”. 
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Abstract  

The system of environment detection and recognition is a part of a mobile 
robot. The task of the robot is to inspect ventilation ducts. The paper deals 
with elaborated methods of data and image transmission, image process-
ing, analysis and recognition. While developing the system numerous ap-
proaches to different methods of lighting and image recognition were 
tested. In the paper there are presented results of their applications. 

1. Introduction 

Tasks of a system of environment detection and recognition (vision system 
VS) of an autonomous inspecting robot, whose prototype was designed 
and manufactured in Department of Fundamentals of Machinery Design at 
Silesian University of Technology is to inspect ventilation ducts [2]. VS 
acquires, processs and analyzes information regarding environment of the 
robot. Results, in the form of simple messages, are transmitted to a control 
system (CS) [3]. Main task of the vision system are to identify obstacles 
and their shapes. The robot is equipped with a single digital color mini 
camera, which is placed in front of the robot (Fig.1.) Two groups of proce-
dures were elaborated: 

• procedures installed on a board computer (registration, decom-
pression, selection, recognition and transmission);

                                                     
1 Scientific work financed by the Ministry of Science and Higher Education and 
carried out within the Multi-Year Programme “Development of innovativeness 
systems of manufacturing and maintenance 2004-2008”



• procedures installed on the operator’s computer (visualization, re-
cording film documentation). 

Fig.1. Single camera is placed in front of the robot 

All procedures of VS were elaborated within Matlab and C++, and operate 
under Linux. Three modes of VS operation are possible [2] [3]:  

• manual –images (films) are visualized on the operator’s monitor 
and film documentation is recorded. The robot is controlled by an 
operator. Image processing and recognition is inactive.  

• autonomous – recorded images are sent to the operator’s computer 
as single images (they are selected after decompression realized on 
the board computer). Image processing and recognition is active.  

• „with a teacher” – films are sent to the operator’s computer. Robot 
is controlled by the operator. Realization of operator’s commands 
is synchronized with activation of image and recognition proce-
dures. A goal of this mode is to gather information on robot con-
trol. The information is used in a process of self-learning that is in-
the middle of elaborating.  

2. Image registration, transmission and visualization 

Since duct interiors are dark, closed and in most cases duct walls are shiny 
a way of lightening has a significant meaning [4]. Image recording was 
preceded by examination of different lightening. Most important demands 
were small size, low energy consumption. Several sources were tested 
(Fig.2) (a few kinds of diodes, and white bulbs). As the result a light 
source consisting of 12 diodes was selected (it is used in car headlights).  
Image recording was performed by a set consisting of a digital camera and 
(520 TV lines, 0.3 Lux, objective 2,8 mm, vision angle 96 degrees) and 
frame grabber CTR-1472 (PC-104 standard). Film resolution is 720x576 
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pixels in MPEG-4 compressed format [1]. Transmission is active in the 
manual mode. In autonomous mode decompression and selection are per-
formed. An image is processed only in case a change in the robot 
neighborhood occurred. 

               a)                            b)                         c)                            d) 
Fig.2. Selected examples of light sources, a) white LED, b) blue LED, c) LED 
headlamp, d) car headlight.  

Only images transmitted to the operator’s monitor can be visualized. De-
pending on a mode the operator observes transmitted films (manual and 
„with teacher” modes) or single decompressed images (autonomous 
mode). Transmitted images are stored as a film documentation. Collecting 
such documents is one of the main tasks of the robot [2]. 

3. Image processing and analysis 

Two main approaches to image analysis were elaborated. A goal of the 
first one was to extract some image features. Monochrome transformation, 
reflection removal, binarization, histogram equalization and filtration were 
applied. Results of these procedures were shown in Fig. 3. 

Fig.3. Examples of images and results of their processing 

Analysis procedures were applied to the images shown in Fig. 3. Results of 
analysis are 5 features (shape factors and moments) calculated for identi-
fied objects. These features have different values for different duct shapes 
and obstacles what makes it possible to identify them. However, per-
formed research shown that image recognition on the basis of these values 
in case of composed shapes (curves and dimension changes) does not give 
expected results. Moreover it requires that advanced and time consuming 
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methods of image processing have to be applied. As the result of that an-
other approach was elaborated. Images were resampled in order to obtain 
possible low resolution that was enough to distinguish single objects visi-
ble in the image (Fig. 4). These images were inputs to neural networks ap-
plied at recognition stage. 
  

    

               a)                           b)                          c)                          d)
Fig.4. Resolution resampling a) and c) 720x576, b) and d) 30x30 

4. Image recognition 

Image recognition was based on the application of neural networks that 
were trained and tested with the use of images recorded in ducts of differ-
ent configuration (Fig.5).  

  [PP1]
Fig.5. Ventilation ducts used as test stage 

A library of images and patterns was elaborated. As a result of a few tests 
of different neural networks a structures consisting of several three layer 
perceptrons was applied. Each single network corresponds to a distin-
guished obstacle (shape or curve). Depending on the image resolution a 
single network has different numbers of inputs. The lowest number (shapes 
are distinguishable) was 30x30 pixels. All networks have the same struc-
ture. It was established by trial and error, and was as follows: the input 
layer has 10 neurons (tangensoidal activation function), the hidden layer 
has 3 neurons (tangensoidal activation function) and the output layer has 2 
neurons (logistic activation function). As training method Scaled Conju-
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gate Gradient Algorithm was used. For each network examples were se-
lected in the following way: the first half of examples – the shape to be 
recognized and the second half of examples – randomly selected images 
representing other shapes. This approach is a result of numerous tests and 
gave the best effect. 
It must be stressed that results of neural network testing strongly depend 
on lightening and camera objective, as well as a number of examples and 
first of all image resolution. Results of present tests made it possible to 
obtain classification efficiency about 88%. Such low image resolution and 
numbers of neurons in a single network required that 54000 examples had 
to be used during network training. In order to increase the number of test-
ing images a few different noises were introduced to images.  

5. Summary 

The most important factor that influences recognition correctness is too 
low resolution. However, its increase leads to non-linear decrease of a 
number of examples necessary to network training. At present stage of the 
research the application of cellular network is tested. One expects that out-
puts of these networks can be applied as inputs to the three layer percep-
tron. The most important is that these outputs seem to describe shapes 
more precisely than shape factors and moments and simultaneously their 
number is lower then the number of pixels of images with increased reso-
lution. 
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Abstract  

Neural nets for calculation of parameters of robot model in the form of the 
Lagrange-Euler equations are presented. Neural nets were used for calcula-
tion of the robot model parameters. The proposed method was used for 
calculation of robot PUMA 560 model parameters. 

1. Introduction 

Mathematical model of industrial robot can be easily calculated using for 
instance Lagrange-Euler equation [1]. However, it is very difficult to cal-
culate the real robots inertia momentums, masses, etc. Mathematical model 
of industrial robot is highly nonlinear. In this paper for assignment of 
model coefficients we will use neural nets. Neural nets can approximate 
nonlinear functions. Neural model of robot has been built using only in-
formation from inputs and outputs of robot (i.e. control signals and joint 
positions) and knowledge of model structure. 

2. Lagrange-Euler model of robot 

Mathematical model of robot dynamic with n degree of freedom can be 
presented in the form of Lagrange-Euler equation as follows: 

τθθθθθ =++ )(),()( GVM     (1) 

where θ∈Rn is a vector of generalized robot variable, τ∈Rn is a vector of 
generalized input signal, M(θ)∈Rn×n is inertia matrix of robot, 

nRV ∈),( θθ   is a vector of centrifugal and Coriolis forces and G(θ)∈Rn is 



a homogenous gravity vector with respect to the base coordinate frame. 
Calculating the derivatives in the following way [1]: 
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where Tp denotes the sampling period, one can obtain the discrete-time 
model of the robot based on (1) as follows: 
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3. Neural model for robot 

The set of three, three-layer feed-forward neural nets was used for calcula-
tion of unknown parameters A, B, C of model (3), fig. 1. 
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Fig. 1. The strukture of neural nets 

Each net consists of 3 neuron layers: the first and the second layer is 
nonlinear (NL1, NL2), and output layer is linear (L). A general neuron equa-
tion is as follows 

)]([)( kvfky =     (5) 

where v is a generalized neuron input 
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and ui is input to the neuron, wi is input’s weight, w0 is bias, and f(*) is a 
transition function. Nonlinear neuron layer consists of neurons with sig-
moidal hyperbolic tangent transition function  
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and neurons in linear neuron layer have the following transition function: 
constbbvvfy L === )(    (8) 

We have assumed that the input signals to every layer are connected with 
all neurons in this layer. Input signal to the nets is generalized robot vari-
able θ(k), θ(k–1). The following performance index was used for network 
learning 
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where θnn∈Rn is an output vector of the network, d is the learning iteration 
number, N is the length of learning data sequence. The backpropagation 
method [2] were used for network learning. 

4. Calculation of neural model

We have used the proposed method for calculation of the model parame-
ters of Puma 560 robot [1]. The robot has n=6 degree of freedom: six revo-
lute joints. Sequence of the learning data, input and output signals, had 
length N=600. The robot had to follow the given reference trajectory in 
time t=6 [sec] with Tp=0.01 [sec]. For calculation of the learning data the 
trajectory of every joint was set according to the following formula 

)sin(
3
1)(, ttir =θ ,   i=1,...,6   (10) 

Then, for network testing we have used another data. The reference testing 
trajectory was as follows 

)3sin(
2
1)(, ttit =θ    , i=1,...,6   (11) 

Both reference trajectories for learning and testing of the network are pre-
sented in fig. 2, note that the trajectories values are given in degrees. 
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a. b.

Fig. 2. The reference trajectories: a) learning data output, b) testing data. 

Neural nets for calculation of model (3) unknown parameters A, B, C, had 
respectively 5, 4, 8 neurons in layers NL1 and NL2. The number of neurons 
in output layer L was equal to number of elements in matrices A, B, C, re-
spectively 6, 6 and 36. The results obtained after 2000 learning iterations 
are presented in fig. 3 and in tab. 1. In fig. 3 the difference between the 
reference trajectory θr and output of the neural network θnn is given in de-
gree. In tab. 1 maximal errors between θr and θnn are given. 

Fig. 3. Difference between the reference trajectory θr and output θnn obtained  
from neural model for the learning data after the learning process.

Tab. 1. Maximal errors after 2000 learning iterations maxnnr θθ − , θr(t)=sin(t)/3 

Joint 1 2 3 4 5 6 
0.0006 [°] 0.0008 [°] 0.0013 [°] 0.0029 [°] 0.0081 [°] 0.0039 [°]

The results of testing of the network are presented in fig. 5 and tab. 2. Dif-
ference between θt and θnn is shown in fig. 5. Maximal errors between θt

and θnn are given in tab. 2. 
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Tab. 2. Maximal errors for testing data maxnnr θθ − , {θt(t)= sin(3t)/2}

Joint 1 2 3 4 5 6 
0.1687 [°] 0.2048 [°] 0.2732 [°] 0.6810 [°] 0.8188 [°] 0.7869 [°]

Fig. 5. Difference between the reference trajectory θr and output θnn obtained from 
neural model for the testing data. 

5. Concluding remarks 
Neural nets were used for calculation of the Puma 560 robot model pa-
rameters. Neural nets learning is difficult to execute. From the results ob-
tained during learning process with the reference trajectory described by 
equation (10) it follows that an average difference between output of the 
robot and neural model after 2000 learning iterations was approximately 
0.003 [deg]. For testing data with the reference trajectory described by (11) 
we have obtained maximal difference between output of the robot and out-
put of the neural model approximately 0.5 [deg]. From the obtained results 
it follows that it is possible to obtain a neural model of the robot based 
only on robot outputs and inputs. We plan to use other techniques calcula-
tion of the neural nets.
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Abstract  

The paper deals with the implementation of the behavior-based control and 
learning framework for autonomous inspection robots. The presented con-
trol architecture is designed to be used in the mobile robot (Amigo) for the 
visual inspection of ventilation ducts. In this paper, various problems are 
discussed including brief description of hardware components (PC-104 
modules), low-level hard real-time operating system (RTAI), high-level 
manual and autonomous mode control interface (Linux, KDE). The main 
aim of this paper is to present the framework for rapid control prototyping 
in the case of the inspection robot.

1. Introduction 

Modern mobile robots are usually composed of heterogeneous [WM1]hard-
ware and software components. In a large amount of cases, during devel-
oping stage when a construction of a robot is still in an early development 
phase, hardware and software components should allow rapid prototyping 
of a control system. The proposed control architecture may be used either 
in early development phase or in a final robot prototype. This work focuses 
only on such key aspects as the hardware layout, low-level real-time op-
eration system and some software components implemented on the robot.  
                                                     
1 Scientific work financed by the Ministry of Science and Higher Education and 
carried out within the Multi-Year Programme “Development of innovativeness 
systems of manufacturing and maintenance 2004-2008”



The paper is organized as follows. Section 2 describes PC/104 embed-
ded modules and a real-time operating system as the core of the discussed 
framework. There is also given remote control software enabling typical 
capability of the robot. Finally, the paper is concluded in Section 3. 

2. Control system architecture 

This section describes the hardware layout and software components that 
are necessary to make the general-purpose framework for developing vari-
ous control strategies of an inspection robot.  

2.1 Hardware layout 

As demonstrated in the related paper [1, 2, 3], the construction of the robot 
has been modified from a four-legged walking robot (12 servo-
mechanisms) to a wheeled robot (at first with 4 and next with 6 stepper 
motors). This was the main reason that PC/104 technology was chosen to 
be used as the hardware platform. The main module of the hardware layout 
is PC/104 motherboard with power supply DC/DC 5V. It is equipped with 
300 MHz Celeron processor (Ethernet interface, USB 1.1, RS-232, PCI 
bus), 512 MB RAM, 2 GB Flash.  

Fig. 1. Main components of the inspection robot Amigo 

The second component is DMM-32X-AT, a PC/104-format data acquisi-
tion board with a full set of analog and digital I/O features. It offers 32 
analog inputs with 16-bit resolution and programmable input range; 
250,000 samples per second maximum sampling rate with FIFO operation; 
4 analog outputs with 12-bit resolution; user-adjustable analog output 
ranges; 24 lines of digital I/O; one 32-bit counter/timer for A/D conversion 
and interrupt timing; and one 16-bit counter/timer for general purpose use. 
The last component is a high performance four channel MPEG-4 video 
compressor that supports real-time video encoding. These modules are 
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used to handle all the I/O data for the whole system and to calculate the 
control parameters.  

2.2 Hard real-time operating system 

Real-time operating system (RTOS for short) has to provide a required 
level of service in a bounded response time (e.g. a real-time process con-
trol system for a robot may sample sensor data a few times per second 
whereas stepper motors must be serviced every few microseconds). A so-
called hard real-time system is one that misses no timing deadlines. The 
authors considered such RTOS as: RTLinux [5], KURT [10], RTAI [4], 
Windows CE [6], VxWorks [9]. Finally, RTAI was selected as extension 
of standard Linux Kernel for the simple reasons that it offers extended 
LXRT (hard-hard real time in user space) and is free of charge.  

Fig. 2. Micro Kernel real-time architecture for the inspection robot Amigo 

Figure 1 shows a diagram of the discussed operating system implemented 
on the robot. Inter-process communication is provided by one of the fol-
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lowing mechanisms: UNIX PIPEs, shared memory, mailboxes and 
net_rpc. In the first stage of the project only named pipes are applied. It 
can be used to communicate real-time process between them and also with 
normal Linux user processes.  

Device RTAI FIFO (O_NONBLOCK) 
Sensors /dev/dmm32x/sensors/sensor…

Actuators /dev/dmm32x/actuators/motor…
/dev/dmm32x/control/behaviour…Controller /dev/dmm32x/control/coordinator 

In this way the access to every device connected to the robot may be sim-
ply available by putting/reading data into/from RTAI FIFOs. Moreover, 
Embedded Debian Linux which is installed on the robot gives all the ad-
vantages of standard operating systems (TCP/IP, Wireless LANs, SSH, 
NFS, SQL databases, C/C++, Python, Java application, etc.).

2.3 EmAmigo 3.14 – user interface 
EmAmigo 3.14 application is a task-oriented interface for end users inter-
acting with the robot. It is implemented on the remote Linux-based host 
using C++ and Qt libraries [11].  

Fig. 2. EmAmigo 3.14 - KDE user interface of the Amigo robot  

This application enables some typical capability of the robot: remote con-
trol by human operator (using keyboard or joypad controller), monitoring 
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different robot parameters (robot states, real-time video footage), and gath-
ering data needed for learning behavior-based controller.  

3. Conclusions  
In this paper, the authors described the hardware and software framework 
(free of charge for non-commercial purposes) that can be used for rapid 
control prototyping of such mechatronic systems as mobile robots. Putting 
together PC/104 technology and RTAI hard real-time operating system one 
obtains a tool which is easy to adapt and easy to develop.  
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Abstract  

This paper describes model of Stirling machines. The model will be used 
for optimalization of power station. The power station consists of Stirling 
engine and electric generator. The genetic algorithms can be used for iden-
tification parameters of engine. 

1. Introduction 

The engines with external heat inlet were never widespread in the past [3] 
except steam engine.  Nowadays, it is necessary to solve some global prob-
lems and to look for new alternative sources of energy.  
The aim is a design of small combined heat and power unit which is driven 
by Stirling engine. Achieving of good thermodynamically Stirling engine 
efficiency represents relatively difficult optimizing task.  The design of 
accurate thermal model is very important. We cannot neglect many heat 
losses, so the theory of ideal cycles is not usable. The computational mod-
els dividing working gas volume into two or three sub-areas are not too 
accurate.  The engine dividing into many volume elements (final volumes 
method) makes better results.  There are few simplifications of gas proper-
ties in the model. The above mentioned method of calculation does not 
achieve the CFD accuracy. However, this model is faster and more suitable 
for future optimalization of engine parameters. 



2. Thermal model characteristic 

The properties of the developed Stirling engine model (γ-modification) are 
as follows: 

• Numerical model is used. It is able to simulate non-stationary and 
transient processes. 

• The ideal gas, for which the state equations are applied [2], are 
considered as working medium.  

• The friction and inertial forces are not considered in working gas. 
• The leakages of the gas from engine working part are not consid-

ered.  
• The pressure losses due to displacement of the working gas are 

omitted, the same holds for the gas warming due to friction.  
• The model so far does not include the re-generator of the working 

gas temperature.
• The engine is divided into volume elements for thermal processes 

modelling (final volumes method), see fig. 1 

3. Numerical calculation system of this model 

The Stirling engine model is represented by system of several non-linear 
differential equations and by another auxiliary relation. The regular divid-
ing of the engine makes possible using of the matrix system of many vari-
ables. The main calculation is solved by numerical integration with fixed 
time step [4]. For calculation of some variables we must use results from 
previous step because actual value has not yet been calculated. Errors due 
to this fact are negligible at sufficiently small time step. 
Three related problems are solved in this iteration calculation: 

1) The behaviour of working gas temperatures and pressure. The 
pressure value is used for output power determination. 

2) The determination of working gas flow among gas elements. It is 
solved by using other sub-iteration cycle. 

3) We must still consider the thermal processes in solid parts of en-
gine in each solution step. The interaction of solid parts elements 
is solved by thermal network method. 

We consider also addition of electrical generator model. The whole model 
is implemented in MATLAB software. 
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Fig. 1. Small sample Stirling engine division to elements  

4. Simulations results 

The input parameters correspond with dimensions and properties of Stir-
ling engine small real model. The values of some parameters have been 
only estimated (e. g. heat transfer coefficients) and these parameters 
should be verified by experiments.   
Figure 2 show the time (and crank tilting angle) relations of torque, pres-
sure and temperatures of working gas in two crank movements. These 
temperatures belong to elements: under the displacer, above displacer and 
in working cylinder. 
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Figure 3 shows distribution of temperature and weight flow for tilting 
crank angle 198° from its upper dead point. (the displacer goes up, the pis-
ton goes down).  

Fig. 2 The temperatures of working gas (left). The pressure and engine torque 
(right), all in relation of time and of crank tilting angle of displacer. 

Fig. 3  The gas temperatures (left) and the vector field of weight flow above the 
displacer (right). 

5. Optimalization by using genetic algorithm 

The maximal power output and efficiency of the combined heat and power 
unit are our aims. We must find the parameters of engine which give the 
best compromise of both requirements. An extensive zone of good effi-
ciency is not necessary, because one operating point is supposed. The de-
sign of engine is naturally limited by weight and dimensional requirement. 
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The resulting virtual model will work with many variables and parameters 
which determine engine behavior. We can sort these parameters into two 
classes: 
-the parameters given in advance – e. g.: the maximal and minimal tem-
peratures, the mean value of pressure, the properties of working gas and 
materials, minimal required power output, the main dimensions, character-
istic of generator.      
-the variable parameters – e. g.: some dimensions, the angle between 
cranks, the area and volume of regenerator, etc. 

Using of genetic algorithm is planed for finding of variable parameters 
optimal values. The success of design will be determined by simple func-
tion which will evaluate (by numerical weights) results of simulations. The 
model with designed parameters will be used. We will have to evaluate 
especially the efficiency for set power, the output power for maximal effi-
ciency, the important dimensions, etc.    

6. Conclusion 

The biggest disadvantage of built numerical model is determination of heat 
transfer coefficients between solid parts and gas. The existing empirical 
formulas for it’s determination are usable in the specific conditions. They 
are not mostly realized in Stirling engine. Therefore, we should estimate 
the coefficients by using experiments or FEM software. Then, the numeri-
cal model will be considered like adequately accurate.  
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Abstract  

The paper deals with a concept and design of a mobile robot capable of 
inspecting ventilation ducts made of steel sheet. The robot can operate in 
several modes including: autonomous, manual, and training one. Some 
subsystems are briefly outlined. Mobility of the robot is achieved by four 
wheels that include permanent magnets. There are 2 DOFs associated to 
each wheel. The detection system assesses the internal state of the robot 
and its subsystems, and perceives the surrounding environment, providing 
the control system with vital data that allows completing inspection tasks. 
The robot is also equipped with environment recognition system that col-
lects data whose meaning is twofold. Primarily, it allows assessing actual 
condition of the ducts being inspected. Further on, the data makes possible 
creating plans of long-term movements that are required in order to com-
plete the mission. The work of all these systems is coordinated by the con-
trol system. It is based on behaviors that are selected or combined by a 
neural controller. The controller is able to learn better behaviors from ex-
amples. These issues are discussed in details in other papers presented at 
this event. 

1. Introduction 

Recent EU and also domestic law requires that each ventilation duct lo-
cated in majority of public buildings such as hospitals, restaurants, or even 
supermarkets undergo periodic inspection that should allow assessment of 
                                                     
1 This research has been financed by the Ministry of Science and Higher Educa-
tion and carried out within the Multi-Year Programme PW-004 “Development of 
innovativeness systems of manufacturing and maintenance 2004-2008” – grant 
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the overall condition of the ventilation system with special attention paid 
to its cleanness and integrity. To this end, manual inspection is carried out 
by human personnel. To allow exhaustive control of the complete ventila-
tion system including its parts of small cross sections, it becomes ever 
more and more popular to apply remote-controlled mobile robots. Since 
elements of the ventilation system are made of steel, inspection robots are 
controlled by using wired remote control, which restricts operation range 
of the robot  to the maximal length of the uncoiled wire cable that connects 
the robot with the control box operated by a member of human personnel, 
which is usually equal to maximum a dozen or so meters. 

These drawbacks could be overcome by applying a truly autonomous 
robot that could be able to travel along separate paths of the ventilation 
system, and acquire relevant data, which after completing the route could 
be sent to the control unit to allow its careful examination by the experi-
enced human operator. 

The paper deals with an original design of the autonomous robot capa-
ble of inspecting ventilation ducts. Since the complete range of problems 
to be solved is enormously broad, the most general issues are only ad-
dressed. In Section 2 we formulate requirements. Then in Section 3 the 
prototype of the mobile robot is presented. The paper ends with conclu-
sions and future work. The issues mentioned in this paper are subject of 
more detailed description in additional papers included in the proceedings.  

2. Identified requirements 

The goal of the project is to built non-commercial prototype version of 
a mobile robot capable of inspecting ventilation ducts diversified with re-
spect to their cross-sections, location, direction or number of junctions and 
elbows. The robot should be equipped with an intelligent control system 
and a system for detecting and recognizing the robot’s environment. 

It has been assumed that the robot’s environment are ventilation ducts 
built from galvanized steel tubes of circular and/or square cross-sections 
whose dimensions are contained within Ø 250 and 600 mm, and Ø 300 and 
700 mm, respectively. The minimal radius of elbows is 300 mm. Different 
sections of ventilation ducts can be connected by means of suitable adapt-
ers. Both horizontal and vertical sections of the ducts are possible.  

The robot itself should be able to carry load at least 0.6 kg and drive 
through horizontal ventilation ducts with minimal speed of 0.02 m/s. Its 
design should allow energy-saving operation and assure reliability of op-
eration by simultaneous preserving its simplicity. 
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3. Prototype of the autonomous mobile robot 

The reported project included the complete conceptual design stage. 
Many conceptions were formulated and then carefully evaluated using re-
spective systems of criteria. In this Section the final design is briefly de-
scribed. 

3.1. Mechanical chassis 

Basing on exhaustive analyses, magnetic wheels containing permanent 
magnets, and an additional system of tearing off the wheels of the walls of 
the ducts have been applied. Fig. 1 shows the final solution.  

There are 8 DOFs, 4 of 
them associated to wheels, 
and the other to axes that 
allow turning the wheels. 
Each DOF is powered by its 
own, individually controlled 
drive composed of a step 
DC motor and possibly a 
worm gear. To allow the 
robot to clear joints of walls, 
wheels are equipped with 
special mechanisms that tear 

off the magnetic wheels of the steel walls. Two parallel plates constitute 
right basis for electronic equipment of the robot, which performs control 
functions and allows detecting and recognizing the environment. Details of 
design solutions are described in [1].  

3.2. Control system architecture 

The control system consists of a few major parts (hardware and soft-
ware components): a main control computer, data acquisition boards, ac-
tuators, sensors, video CCD camera, a remote control host, WiFi/LAN 
based communication protocols, low/high-level controller, real-time oper-
ating system, EmAmigo - Qt based user interface. The major function of 
the main control computer is to supervise sub-systems during the naviga-
tion and perform behavior-based control and position estimation. The au-
thors adapted a PC/104 technology in order to do so. The mobile robot is 
equipped with internal sensors (four encoders, a battery sensor, two load 

Fig. 1 The overall view of the mobile robot 
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sensors), external sensors (a camera, eleven infrared sensors, 3-axial accel-
erometer). Eight stepper motors are controlled by a real-time process in 
order to drive four wheels. The CCD camera together with sensors is used 
for recognizing and detecting obstacles around the mobile robot. It is also 
employed for capturing video footage. EmAmigo interface is implemented 
on the remote linux-based host for end users interacting with the robot.  

The authors based on information in the literature decided to use a be-
havior-based control schema (so-called co-operative/competitive architec-
ture [3, 4]). The behavior-based layer consists of a set of behaviors and a 
coordinator. As the coordinator, competitive and feed-forward neural net-
works are ideal candidates for use in the behavior selection because of 
their ability to learn state-action mapping and their capability of fast adap-
tation to the new rules required by the environment of the robot. More de-
tails may be found in the related papers [5, 6] presented at this event.  

3.3. System for environment detecting and recognizing 

This system carries out several different tasks. It estimates internal and 
external state of the robot and delivers data to the control system. Addi-
tionally, it detects shape of the surrounding duct, further course of the duct 
(such as  changes of the cross-sections and elbows, T-junctions and oth-
ers), and obstacles in the duct. Finally, the system captures videos and pho-
tos, extracts single frames from video streams, compresses pictures, and 
transmits video information to the external computer of the operator. 

Several issues are worth mentioning due to their originality. One of 
them is the video capturing system. This system allows linguistic summa-
rization of acquired pictures. Furthermore, since the pictures are taken 
quite rare due to slow speed of the robot and energy saving, a movie is 
generated for the operator basing on acquired individual pictures. The en-
vironment recognition is based upon neural networks. To this end, cellular 
automata, Kohonen’s self-organizing maps and simple perceptrons were 
applied. To assure safe operation of the robot, a subsystem of nearest envi-
ronment recognition has been developed. This system uses a system of 
infrared detectors (cf. Fig. 1) and a 3-axis accelerometer which allows the 
robot to estimate its position in the absolute coordination system. More 
information about the system can be found in [2].  

All the data is send to the system database which in its part serves as a 
blackboard for communication purposes.  

The data collected on-line may be presented to the operator by using 
the operator’s desktop. 
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4. Conclusion 

In the paper a prototype mobile robot for inspecting ventilation ducts is 
shortly described. The robot takes advantage of magnetic force for driving 
along steel pipes of a ventilation system. The control system is able to con-
trol 8 DOFs of the robot. The system for environment detection and recog-
nition identifies both the internal state of the robot and its nearest envi-
ronment that allows the control system to select proper actions in order to 
complete the task. On the other hand, this system collects huge amount of 
data – videos and pictures of the interior of ventilation ducts to be in-
spected, and transmits this data to the external computer.  

In the future we are going to develop this non-commercial prototype in 
order to get ready a new design that would be suitable for manufacturing. 
Further on, software of the mobile robot and the operator’s desktop is to be 
developed in order to facilitate manual analysis of data collected by the 
mobile robot while inspecting ventilation systems. 

The authors would like to thank to all the members of the research team 
who developed the conception of the mobile robot, and then implemented 
individual system’s components.  
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Abstract 

The paper deals with technical applications of Augmented Reality (AR) 
technology. The discussion starts with the conception of AR. Further on, 
three applications connected with different stages of existence of a techni-
cal means (machinery or equipment) are presented. They address design 
process, maintenance and diagnostics of different objects. Finally, further 
research is outlined. 

1. Introduction 

This paper presents possible applications of oncoming technology called 
augmented reality (AR). It rises from the well-known Virtual Reality 
(VR). It can be said that the first AR systems were those applying Head-
Up Displays (HUD) in the fighter planes. The main idea of AR is to facili-
tate performing some task by the user in the real world. This goal is 
achieved by providing additional, hands-on pieces of information carried 
through several information channels, by different forms of messages. Se-
lection of the specific information channel and, additionally, the form of 
message delivered to the user, can be an additional task of optimization.  
The research on applications of AR in mechanical engineering has been 
carried out in the Department since 2004. Before that, AR applications 
were implemented for training the personnel, and for supporting human 
installers by assembling mechanical systems. The authors report concisely 
their own research works. The first application of AR system concerns the 
possibilities of aiding the user in the design process. The second one is the 
implementation of the portable AR system in maintenance/diagnostics of a 
system of mechatronic devices. Finally, the AR system for reasoning in 



machinery diagnostics is presented. The paper ends with conclusions and 
future work. 

2. AR interface in intelligent systems 

Nowadays expert systems and other intelligent, knowledge-based applica-
tions are widely used to aid human personnel in carrying out complex 
tasks. The user communicates with the running program by means of a 
user interface. AR technology allows creating highly user-friendly inter-
face for providing the user with hands-on information about the problem to 
be solved, accessible in the very comfortable and easy-to-adopt form. 
Pieces of information can be delivered to the user in an automated way, 
since the AR-based system is able to catch or even recognize which prob-
lem the user is going to solve and which piece of information is the most 
relevant to this problem.  
AR systems base mainly on graphical (virtual) information partially cover-
ing the view of the real world. The role of the virtual object is to present 
the user some information to facilitate his/her tasks. But AR interface can 
deliver not only visual information seen by the user. AR employs also 
many other user input/output information channels [3]. Besides visual in-
formation, the user can be influenced by other output interfaces such as 
haptic devices, acoustic or motion systems.  As the input interfaces are 
considered tracking systems, image acquisition systems and input devices 
(data gloves, 3D controllers – mice, trackballs, joysticks). Input interfaces 
are sources of data for intelligent systems. Tracking systems provide in-
formation about position/orientation of some objects (e.g. human limbs). 
Image acquisition systems are used for registering view of the real world 
seen by the user. Thanks to the input devices the communication between 
the system and the user becomes more interactive. 

3. Examples of implementation 

In the following three applications developed in the Department are pre-
sented. All the three projects were carried out in the framework of MSc 
Theses supervised by W. Moczulski. 

3.1. Application of AR in machinery design 

AR mode for changing views of the model and completely understanding 
the model content is more efficient, intuitive and clear than the traditional 
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one. Therefore, the AR technology, as a kind of new user interface, should 
introduce completely new perspective for the computer aided design sys-
tems [1]. Our research is focused on AR system, which among other things 
enables the user to easily view the model from any perspective. 
The most important and difficult part of AR system proposed by us is 
software. The AR viewing software allows the user to see virtual 3D mod-
els superimposed on the real world. We base on public-domain AR track-
ing library called ARToolKit [4] with LibVRML97 parser for reading and 
viewing VRML files. ARToolKit is software library that uses computer 
vision techniques to precisely overlay VRML models onto the real world. 
For that purpose software uses markers. Each marker includes different 
digitally encoded pattern, so that unique identification of each marker is 
possible. In our conception the markers are printed on the cards of the 
catalog. We can compute the user’s head location as soon as the given 
marker is tracked by the optical tracking system. The result is a view of the 
real world with 3D VRML models overlaying exactly on the card position 
and orientation. 
To see 3D VRML models on the cards the user needs a video or optical 
head mounted display (HMD) connected to the computer by a cable or 
wirelessly and integrated with a camera. The user wears HMD with the 
video camera attached, so when she/he looks at the tracking card through 
the HMD a virtual object is seen on the card. A designer can pick up the 
catalog and manually manipulate the model for an inspection. 
In our conception of AR system the user with the HMD on head sits in a 
front of a computer. Moreover, a catalog with cards to be tracked is neces-
sary. The user looks over the catalog with standard parts (for example roll-
ing bearings, servo-motors etc.) and by changing pages can preview all the 
parts. When the user chooses the best fitting part, she/he can export this 
part to the modeling software (CATIA V5R16). Having selected the “EX-
PORT” button, the designer can see the imported part in the workplane of 
CATIA. After this the user can go back to modeling in CATIA or repeat 
the procedure for another part. When the design process is accomplished 
the user can export the finished 3D model back to the AR software and 
preview results of her/his work. 

3.2. Application of AR in the maintenance of an equipment 

The exemplary AR system for aiding personnel during maintenance of 
equipment is a PDA-based system, developed to support maintenance of 
Electronic Gaming Devices (EGD). The primary objective was to create a 
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knowledge base and system that are capable of using mobile devices like 
PDA. The role of this system is to fulfill two distinctive tasks. One being 
to enable the selection of the troubled device and the other to empower 
individuals with the capability of identifying the specific malfunction. The 
first function is designed to enable the selection of a faulty device, via a 
touch-screen tool, while also displaying information concerning the proper 
function of the respective system. Information will be transmitted as sound 
through headphone(s), and in the same time displayed on the screen of the 
PDA.  
The second function of the AR system, as identified previously in the text, 
is the ability of the tool to locate the failure within the given device. To 
this end, the screen will display detailed inquiries with possible Y/N an-
swers. Based on the answers, the user is informed about potential solutions 
to the problem/s at hand. A structure of questions and answers plays the 
role of knowledge base represented by a tree structure. This solution al-
lows further development.  
Information contained in the knowledge base of the system have been gen-
erated through two distinct sources: employee research from previous en-
counters with that particular model or a similar model of a given piece of 
equipment, and the manufacturer’s instructions and other publications. 
Pieces of knowledge are stored in sound and text files. 

3.3. Application of AR in machinery diagnostics 

The last example is the application of AR in machinery diagnostics [2]. 
The main role of this AR system is to aid the user in the process of meas-
uring noise level around the machine and in the diagnostic reasoning. 
There are 21 measurement points placed on the half-sphere surrounding 
the machine. The elaborated system consists of a five main parts: USB 
camera, monitor, PC, printed marker, and the tracking library ARToolKit 
for Matlab [5]. The operation of the system is divided into a few steps. 
Firstly the camera registers a view of the real world and sends it to compu-
tational software. Further on, basing on the marker size and shape in the 
image, the program estimates the relative pose between the camera and the 
marker. Dimensions and shape of the marker must be known. Then the 
image of the real world is overlaid by virtual objects. Finally, a combined 
result is sent to the computer display. 
The elaborated system fulfills two main tasks. Before all, the aim of the 
system operation is to help the user to place the microphone in the right 
place in space. The system indicates the measurement points around the 
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machine and theirs projection points on the ground. The second task of the 
system is to aid the user in the process of reasoning about the machine 
state basing on the previously performed measurements. The system pre-
sents the measurement results using circles whose filling color corresponds 
to these results. 

4. Recapitulation and conclusions 

In the paper a very modern technology of Augmented Reality was briefly 
presented. Moreover, three technically important implementations of AR 
have been introduced. All these applications have been developed in the 
Department of Fundamentals of Machinery Design. AR seems to be bril-
liant interface to many intelligent systems that are developed in the area of 
computer-aided design, manufacturing, maintenance, training, and many 
others. The authors expect that in the very next time every important com-
puter application will be equipped with components such as user interfaces 
which will take advantage of AR technology. 
AR as such is quite young domain of research. Therefore, many issues still 
remain unsolved or even unidentified. One of the most important ones 
concerns methods of knowledge engineering specific to developing AR-
based intelligent applications. The authors are going to carry out an ex-
haustive research on this methodology in the very next time. 
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Abstract  

The early boiler tube leak detection is highly desirable in power plant for 
prevention of following utility destruction. In the paper the results of arti-
ficial neural network (ANN) models of flue gas humidity for steam leak 
detection are presented and discussed on example of fluid boiler data.  

1. Introduction 

The boiler tube failures are major cause of utility forced outages and in-
duce great economical costs. The early detection of faults can help avoid 
power plant shut-down, breakdown and even catastrophes involving hu-
man fatalities and material damage [1,4,5]. Steam leaks can take values 
between 1 000 – 50 000 kg/h[1]. Reconditioning cost are much lower, 
when steam leak is early detected. Tube failures in steam generators are 
typically caused by one the following general categories [1]: metallurgical 
damage caused by hydrogen absorption, erosion caused by impacts from 
solid ash particles, corrosion-fatigue, overheating, etc. 

1.1 Industrial methods of tube leak detection  

The methods of steam leak detection can be enumerated as[1]: 
-1)acoustic monitoring devices-drawbacks: little to medium leaks (<10 000 
kg/h) aren’t detected; sensors- expensive and require benchmarking; 
-2) steam/water balance testing – drawbacks: time consuming, insensitive 
to small leaks, frequency of tests to low for preventing serious damage; 



-3) monitoring of flue gas humidity – it’s any information about real hu-
midity source, i.e. measured humidity can be caused by water added to 
combustion chamber, soot blowing, changing fuel hydrogen, etc. or steam 
leaks. However, model of humidity built on data composed for many 
nominal states of plant job, i.e. including many disturbances and variation 
of fuel contents, can be tested to detect boiler faults moments. In the paper 
will be studied ANN models, which attribute is generalization propriety.

1.2 Use of artificial intelligence models to fault detection 

Nowadays the faults detection and isolation (diagnosis, i.e. FDI) systems 
are applied in many industrial plants[3]. Very often their main idea is 
based on continues comparison of measured, in on-line mode, signals and 
models output of observed variable. Inconsistencies between these two 
variables, named residuum, give information of faulty work of observed, 
monitored plant. The models of complex, real, nonlinear, multi inputs in-
dustrial systems are often approached using artificial intelligence (AI) 
methods[1,3,5,6]. The advantages of using AI methods (ANN, fuzzy logic, 
neuro-fuzzy, genetic algorithms) approach to steam leak detection can be 
named as[1]: new devices or signals (besides DCS) aren’t necessary, ex-
pected earlier leak detection (vs. steam/water balance method) because of 
using many measured signals and no apparent interdependencies, expected 
solutions portability between like plants.  

2. Humidity of flue gas model  

The previous research [1] involving sensitivity analysis of process vari-
ables vs. steam leak specified basic signals for leak detection while leak 
was modeled. The possibilities of reduction of inputs variables set [4] were 
studied for humidity ANN model using PCA method and cross correlation 
functions without expected results. Only experts opinion and sensitivity 
analysis of trained model were successful in this matter. 
The ANN models of flue gas humidity, H2O[%], were build in 3 structures: 
linear nets (LIN, without hidden layer), Radial Basis Function (RBF) and 
feedforward Multilayer Perceptron (MLP). RBF nets are less useful for 
humidity modeling [4]. Only LIN and MLP nets were considered later.  
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2.1 Data series compounding 

For industrial application of ANN models (to work with long time horizon) 
we should train models with data compounded from long period of time 
and next decimated[2]. Because of many missing and faults records in 
process databases[4], the training set was compounding with 9 periods 
from different months of year 2005, each of them involved about 4 thou-
sands of correct data records for nominal state of plant job. The learning, 
testing and validation subsets were distinguished. Reconstruction, valida-
tion of missing and fault values of measured data is necessary stage in off-
line and special in on-line mode of models application [2].  
There was 34000 samples summary in training set. Due to non equal de-
lays between variables in each month the averaged values of delays were 
applied i.e. columns were shifted vs. each other in data sets[2,6]. Model 
dynamic is obtain by external buffers. The investigated ANN was static[4].  

2.2 Model MLP in a structure 15:15-16-1:1 

Two models are built and tested [4]: linear LIN_08 and MLP_19. They 
were trained with backpropagation method and then learned once more 
with quasi-Newton algorithm (6000 epochs). Results are given in Tab.1.  

Model Inputs Hidden Err. learn.
Err.  
val. 

Err.  
tst 

Qual. 
learn.  Qual. val.

Qual.  
tst 

LIN_04 17 - 0,263 0,265 0,267 0,188 0,190 0,189 
LIN_08 17 - 0,380 0,376 0,374 0,247 0,243 0,245 
MLP_18 19 16 0,184 0,188 0,191 0,132 0,135 0,136 
MLP_19 19 16 0,167 0,169 0,167 0,109 0,109 0,110 
Tab.1. Results of the best ANN built at 1 month (LIN_04, MLP_18) and 1 year 
data (LIN_08, MLP_19) for ∼ 34000 records-cases.

Linear net quality decreased vs. LIN_04, the best one trained at 1 month 
data, about 28%. It’s due to over complex dependencies between inputs 
and output in modeled humidity and more information (more variation) on 
1 year data. Quality of new MLP_19 model is better vs. previous MLP_18 
more then 19%. It’s resulted from more training cases, which represented 
nominal job conditions involving greater variation of data.  
The task of detection steam leak faults was tested later with ANN model in 
MLP structure only. Sensitivity analysis was made for the best MLP model  
[4,5] and four least ranged variables were omitted. The net was trained 
again with quasi-Newton method by 2000 epoch [4]. Quality of this model 
(ratio of RMS error to standard deviation of pattern) was kept. Next the 
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number of neurons in hidden layer was chosen from number under Kol-
mogorow rule equal 39 changing to 10 neurons. The best quality 
(ca.0,110) was achieved at 16 neurons in hidden layer-model MLP_20 
(15:15-16-1:1). Averaged quality values for unknown (not used during 
training) data from 12 months of 2005 year hesitate between 0,11 (April) 
to 0,23 (December). The quality of resulted models is sufficient good for 
leak detection task. The example of 1 day of January 2006 (quality 0,17) is 
presented at Fig.1.  

MLP_20
WY_H2O

January 2006, 1 day - MLP_20

Time [min]
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16
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18

19

01 201 401 601 801 1001 1201 1401

                      
Fig 1. Measured and modeled MLP_20 trajectory of flue gas humidity H2O[%]. 

The dependence of model output vs. pattern is shown at Fig. 2. Only few 
points are visible as distinct from straight line with coefficient close to 1.   

Fig. 2. Output of MLP_20 model vs. measured humidity R_WY_H2O.  

The 3 first variable in sensitivity ranking are: flow of raw steam, O2 con-
centration in flue gas, power of boiler. 

3. Residuum of humidity for 3 registered faults cases.  

The ANN model MLP_20 was run for input data to be 3 days ahead of 
steam leak moments. An example is presented at Fig.3. The moment of 
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residuum appearance is indicated by dotted line. The humidity residuum 
(H2O concentration >2%, i.e. |residuum|/avg. H2O concentration >0,1) 
were detected in 3 studied cases with 120 to 220 minutes prediction vs. 
shut-down moments. 
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Fig 3. Trajectory of modeled (MLP_20) and measured (WY_H2O) humidity -H2O 

[%] for steam leak fault at 30 Sept. 2005. Indices at time axis every 60 minutes. 

4. Final remarks  

Due to averaging and generalization properties of ANN external process 
disturbances, like variation of fuel contents (hydrogen and water) etc., 
were sufficient well represented in model. The tested ANN model gave 
promising results in early detection of tube boiler faults, but very limited 
number of faults cases was in disposal. Unfortunately, only erosion faults 
cases were recorded and available for testing. 
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Abstract  

The paper deals with the implementation of a behavior-based control and 
learning controller for autonomous inspection robots. The presented con-
trol architecture is designed to be used in the mobile robot (Amigo) for the 
visual inspection of ventilation systems. The main aim of the authors’ 
study is to propose a behavior-based controller with neural network-based 
coordination methods. Preliminary results are promising for further devel-
opment of the proposed solution. The method has several advantages when 
compared with other competitive and/or co-operative approaches due to its 
robustness and modularity.

1. Introduction 

In this paper, the authors are particularly interested in ventilation ducts 
inspection using a mobile robot to assist in the detection of faults (mainly 
dust pollutions). The visual inspection of ventilation ducts is currently per-
formed manually by human operators watching real-time video footage for 
hours and finally, it is a very boring, tiring and repeatable duty. Human 
operators would benefit enormously from the support of an inspection ro-
bot able to advise just in the unusual condition. On the other hand, a robot 
might act autonomously in (un)known environments gathering essential 
data. There are many problems to deal with this type of fault inspection 
task which are referred in corresponding papers [1, 2, 7]. This work fo-
cuses on such key aspects as the high-level behavior-based controller of 
                                                     
1 The research presented in the paper has been supported by the Ministry of Sci-
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the inspection robot (so-called co-operative/competitive, or “Brooksian” 
architectures [4, 5]) and neural network-based coordination methods. Be-
havior-based controllers give advantageous features such as reliable and 
robust operation in (un)known environments. The main problem in such 
control systems is the behavior selection problem. A comprehensive sur-
vey of the state of the art in behavior selection strategies may be found in 
[9]. The authors categorized different proposals for behavior selection 
mechanisms in a systematic way. They discuss various properties of coop-
erative or competitive, implicit or explicit and adaptive or non-adaptive 
approaches. In this project, the authors basing on information in the litera-
ture decided to use a behavior-based control schema which is very similar 
to these presented in [6, 8] but some further modifications are introduced. 

2. First steps into development of behavior-based control 
system 

This section describes the main idea of a behavior-based schema, simula-
tion framework and kinematical rules applied for determining the move-
ment of the robot. 

2.1 Behavior-based schema 

The main idea of the considered control architecture is as follows. There 
are three layers: the low-level layer, the behavior-based layer and the de-
liberative layer. The behavior-based layer consists of a set of behaviors 
and a coordinator. There are two methods given based on competitive and 
feed-forward neural networks. The first one is used for selecting behaviors 
(a), whereas the second one is used to learn behavior state-action mapping 
(b). In this way two independent modes are available: competitive and co-
operative mode. 

2.2. Simulation framework 

In the second step of the research the authors propose a simulation frame-
work for developing the behavior-based controller of the inspection robot. 
It allows obtaining simulation results being the base for further develop-
ment. The proposed software consists of the MATLAB/SIMULINK with 
Stateflow toolbox and MSC.visualNastran 4D simulation environment. 
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The SIMULINK part of the framework consists of Stateflow charts, each 
concerning one of the following behaviors: turn left, turn right, obstacle 
avoidance, right wall following and so on. Every chart (behavior) obtains 
the following types of information. The first is a distance between the ro-
bot and obstacles coming from eleven infrared sensors. The second one is 
the information from three axes of the accelerometer about the orientation 
of the robot. There is also available data (a few features of the image com-
puted by the recognizing subsystem) from a camera mounted on the front 
of the robot. Furthermore, the charts are provided with information about 
the current intensity of the motors, level of the battery charge and, the most 
important, the planned tasks. 
Basing on the mentioned information each chart generates information 
about the linear velocity of point S and the turning radius R for its behav-
ior. This information serves as input for a kinematical model of the robot. 
It enables to compute a turning angle and angular velocity of every wheel 
of the robot. 

2.3. Kinematics of the robot 

Below presented is a conception which allows determining the kinematical 
rules for the movement of the robot. Basing on the geometry of the robot 
there was assumed that the robot consists of the main body of 200x200 
[mm] (LxB) dimensions and four driving units. Each driving unit is an as-
sembly of a motor and driving wheel of radius Rw=30 [mm]. Of course, it 
is a quite big simplification – main body and driving units consist of many 
other parts. 
Each driving unit has two degrees of freedom. The motor drives the driv-
ing wheel. Furthermore, every driving unit can rotate round axes (passing 
through points A,B,C,D) perpendicular to axes of the wheels. The wheel 
base is l=160 [mm] and wheel track is b=160 [mm]. 
The base for the next considerations is an assumption that the robot is con-
trolled by two parameters: the linear velocity of the point S and the turning 
radius R. 
It was proposed that the robot moves in the following manner. When it 
goes straight every motor rotates with the same speed but with inverse di-
rection with respect to the side it is mounted on. Rotary planes of the 
wheels have to be parallel to each other. Turning radius goes to infinity. 
When the robot turns on the radius R the rotation axis of every wheel is 
coincident in O point which is the instantaneous turning point of the mov-
ing robot. Rotating speed of every point of the robot is ω equal to 
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When the robot turns on the radius R with the linear speed Vs of the point S 
(centre of robot area) then the linear speed Vin of points B and C and linear 
speed Vout of points A and D equal to 
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Taking into account considerations presented above speed of rotation of 
the inner wheel ωiw and the outer wheel ωow can be expressed as follows: 
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4. Conclusions and future work  

For this time the framework allows manually controlling (using joystick, 
game pad) the virtual robot. Thanks to the MSC.visualNastran 4D soft-
ware,  there can be obtained the information about the kinematics (also 
dynamics) of the robot – positions, orientations, linear/angular veloci-
ties/accelerations of any part of the robot or any point placed on it. The 
second advantage of this approach is that the behavior of the robot can be 
assessed visually. 
The main disadvantage of the proposed solution is a time-consuming op-
eration. It results from the complexity of computing the contact joints be-
tween the wheels of the robot and the ducts. 
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Since Stateflow enables to model and simulate event-driven systems and 
also to generate C code implementation in the future the authors are going 
to further develop the behavior-based control system of the mobile robot. 
This research will start with the simulation of simple behaviors, e.g. turn-
ing left where the robot moves to the corner, stops, turns the driving units, 
moves on the assumed radius to the assumed point, turns back the driving 
units and goes straight. The others simple behaviors will be trained and 
then joined together. When the simulation results are promising the code 
will be implemented into the control system of the real robot. 
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Abstract  

The paper is deals with verification of mechanical construction design by 
simulation of combined snake robot. This robot can be used for various 
applications. Universality of the solution is assigned by special construc-
tion of snake robot. This construction is consisting of independent seg-
ments design. Each of designed segments can realize not only linear 
movement but curving movements too. Verification of designed structure 
is realized in program Matlab/Simulink. Obtained results are presented in 
video and picture format. Designed and simulated model can be realized 
from lightweight materials mainly from duralumin, bronze and from nylon. 

1. Modeling and simulation of snaking system 

Fig. 1: Model of combined snake robot construction. Model is consisting of four 
independent segments. 

Mathematical model of snake robot is realized in Matlab/Simulink pro-
gram and is based on designed construction (Fig. 1). Complete model is 



consisting of subsystems. These subsystems are described all prismatic and 
rotary bonds, movement definitions for different environments types and 
different controls system. As is mentioned before all robot movements are 
based on prismatic and rotary bonds. These bonds are arranged in lines as 
is shown in Fig. 2. All this lines models are connected to the central hex-
agonal part. In the final solution only two basic type of arm mechanisms 
are used (Fig. 2). First one type is substitution of cogged dovetail guide 
way. Each end is finished with rotary joints. Rotation angle of these joints 
is 25º. Model is consisting of two rotating and one prismatic bond as is 
shown in Fig. 2a). Movement and angle displacement is defined by drive 
control (joint sensor and joint actuator). Joint sensor is used for measure-
ment of actual bond position and the joint actuator is used for bonds 
movement control. Rotary bonds are substituted by universal bonds. With 
universal bonds is possible create revolution in three axis of Cartesian co-
ordination system. Second mechanism type is substitution for central con-
nection part. This part is used to stabilization of mutual position between 
two independent segments. This model part is without drive unites (joint 
actuators) and is consisting of two simple prismatic bonds which are con-
nected by rotary bond (universal rotary bond). In Fig. 2 b) the internal 
structure of central connection part with kinematics block diagram is pre-
sented. 

Fig. 2: Internal structure of individual 
mechanisms and arms of snake robot sys-
tem (prismatic and rotary bonds): a) cog-
ged dovetail guide way structure b) struc-

ture of central connection part. 

Fig. 3: Model of independent snake 
robot segment with position control 
system together with his kinemat-

ics block diagram. 

From both of these interconnections are created simple subsystems PosM 
and Os. In subsystem PosM are described all connections and bonds in 
cogged dovetail guide way. In Os subsystem is defined structure of central 
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connection part. After connection of three PosM subsystems and one Os 
subsystem to the one central item described in Body block with name 
Disk1 the model of one independent snake robot segment can be created. 
The output block diagram is presented in Fig. 3 together with control sys-
tem and alternative kinematics block diagram. Final mathematic model of 
combined snake robot is realized by four independent robot segments. 
Segments are connected together as is shown in Fig. 3. Internal structure 
connection of snake robot mechanism is shown in Fig. 4. Complete 
movement is realized in block machine environment and is set into the 
kinematics calculation. Snake robot movement is possible thanks to the 
prismatic and weld bonds which are connected with machine environment. 
With assistance of these bonds is possible realized rotational and transla-
tional movement in Cartesian coordinate system. 

B F
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Fig. 4: Model of internal structure of 
combined snake robot assembly. 

Fig. 5: Complete model of com-
bined snake robot with control sys-

tem. 

In Fig. 5 the final model of snake robot mechanism is shown and is consist 
of presented subsystems. Control system for complete set is realized by 
generating of input control signals. 

2. Simulation results 

These signals are generated in blocks Control D1-D3. In control block 
Control D1 the caterpillar movement is generated. Side waving movement 
is generated by control block Control D2 and worm’s movement and har-
monic movement is generated by block Control D3. Simulation results are 
presented in Fig. 6 and Fig. 7. Fig. 6 is representing the movement from 
initial position with minimal length of snake robot. During this time all 
prismatic bonds are bring together on minimum. Contrary to this in Fig. 6 
is presented maximal length of snake robot. In this case all prismatic bonds 
are protuberant to the maximum possible expanse state. 
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Fig. 6: Simulation of snake robot activity 
(caterpillar movement), primary position – 

minimal length of snake robot is turned 
into the final position – maximal length of 

snake robot. 

Fig. 7: Simulation of four seg-
ment snake robot (orientation 

angle between two segments is 
maximally 30º). 

Changes in angular position between snake robot segments can be seen in 
Fig. 7 and is realized by motion control of individual prismatic bonds. In 
reality these prismatic bounds are created from cogged dovetail guide 
ways and servomotors with cogwheel. Gear drive in servomotor is equili-
brating actual prismatic position. 

Realization of snake robot 

For verification process two independent segments are created (Fig. 8). 
Connection between segments is realized by guideways with servomotor 
(distance changes) and ball joints (rotation in all directions). 

Fig. 8: The experimental set of snake robot (set is consist of two segments) 

The maximal possible angle between these two segments is 35º and is lim-
ited with central connection joint. Distance between segments is from 
12cm to 20cm. Verified model have instabilities in ball joints (rotation). 
For this reason the ball joints are displaced by cardan universal joints. 
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Fig. 9: Design of cardan universal joint without axis rotation. 

Conclusion 

The paper is focused on construction design verification, basic motion type 
simulation of combined snake robot. Model is simulated by Mat-
lab/Simulink program for several types of movement (caterpillar move-
ment, side waving, worm’s movement and harmonic movement). These 
movements’ types pertain to the different robot activities. These combined 
snake robots can be use for many applications as inspection and service 
activities of unavailable equipment, for pipes inspection, for explore of 
underground and thin passages. 
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Abstract  

The paper is deals with mechanical construction design and simulation of 
designed structure of combined snake robot. This robot can be used for 
various applications. Universality of the solution is assigned by special 
construction of snake robot. This construction is consisting of independent 
segments design. Each of designed segments can realize not only linear 
movement but curving movements too. Obtained results are presented in 
video and picture format. Designed and simulated model can be realized 
from lightweight materials mainly from duralumin, bronze and from nylon. 

1. Introduction 

Basis inspiration for construction of snake robots are life forms – snakes, 
who populating in large territory on Earth. To move used variously meth-
ods of movement that are depended from medium in which are (sand, wa-
ter, rigid surface et al.). They can move in slick surface or slippery surface, 
climb on barrier and so negotiate it. Snake robots architecture in conjunc-
tion with large numbers degree of freedom makes is possible to three-
dimensional motion. Snake robots are defined slender elongated structures 
that consist of in the same types of segment that are together coupled. The 
mode of moves flowing from two basic motion models of the animals – 
snake and earthworm. The bodies of these animals are possible think it an 
open kinematics chain with a large number of segments that are coupled 
by joints. It is making possible between this segments actual rotation 
around two at each other vertical axis. The advantage of this design is high 
ability at copied broken terrain. The snake robots are used in compliance 
with choices construction and movement in terrain with large surfaces 
bumps, different types of surfaces etc. The main disadvantage is low speed 



and energy title that directly relate with type and number of used engines. 
The snake robots with large number of segments are used for inspection 
and service activity within hardly accessible conveniences, pipes in under-
ground and narrow spaces. At the present time is began implement also in 
fire department and automobile industry. Additional zone usable snake 
robots are by motion in a very broken terrain that is unsuitable for wheeled 
or walking robots. In this case is construction of the snake robots it fea-
tures small number of segments with rigid structure at which is able to 
outmatch barriers that are superior to half-length.

TABLE I: Advantages of the snake robots 
Mobility in 
terrain 

Makes it possible to movement through rough, soft or 
viscous terrain, climb to barrier 

Tractive force Reptiles can used all the long of body  
Dimension Low diameter hull 
Multiplicity The snake robots consist of number of similar parts. 

Defection some of mechanism part can be compensated 
all the others. 

TABLE II: Disadvantages of the snake robots 
Actual load Complicated transportation of materials 
Degrees of 
freedom 

A large number of driving mechanisms is needed. Prob-
lem with movement control. 

Thermal 
control 

Complicated measurement of the heat in internal parts of 
robots. 

Speed The snake robots are much slower than natural rivals and 
wheeled robots. 

2. Basic movement possibilities of snake 

As previous was say the snake robots may move in multiple environs. 
Then at design is strong to analyses environs and method move of the 
snake robots. In our design we try to combine multiple types of movement 
and so achieved more universality and taking advantage of the snake ro-
bots. Types of elementary motion are: 

• Serpentine motion 
• Concertina motion 
• Side winding motion 
• Slide shifting motion 
• Caterpillar rather motion 
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• Worm motion 

Fig. 1: Serpentine motion. Fig. 2: Worm motion 

In an analysis we are focus on creating combined type the snake robot that 
was demonstrated no fewer than three types of motion (worm motion, cat-
erpillar and serpentine). In snake robots are not realized on basis of wheels 
but as by shrinking and tension of individual parts, rolling, wave motion 
etc. These forms of motion are request used special type’s drives. In most 
of examples are use dc electric motors or servomotors with low energy 
severity. The exiguousness drive units allow also reduction general robot 
dimensions. In the design is important make provision for also friction be-
tween surface and external robot cover. In some types are requires that the 
using special structure of surface which emulates function real snakes skin 
(e.g. bigger friction in reverse motion and less in direct motion). The ex-
ternal cover has to conformation motion robot body and is flexible or not 
allowed to leak water yet. 

3. Design structure of the snake robot 

Fig. 3: Model of independent snake robot segment (construction with four ser-
vomotors, gear drive system, three prismatic systems). 

The snake robots are realized in several realizations so that is minimizing 
number of drives and actual is achieved maximum effectiveness, moment 
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and force. The important parameter in design structure is its locomotion. 
At the present time is beginning to use special modified joins so called 
gearless design, angular bevel, double angular bevel and orientation pre-
serving bevel. 
In our design try combine several types of snake motion (caterpillar, ser-
pentine, worm motion and concertina), that is requested great requirement 
on degree freedom. It is demonstrative mainly on number of drive units in 
final realization of the snake robot. In Fig. 3 is presented model for one 
element of the snake robot. Consist of the master hexagons on which are 
attachments all the moving parts (movable and rotary joins). Cross connec-
tion between parts is created by toothed dovetail groove. On of both back-
ends are rotary joints modified in the master hexagon. 
The motion is realized by four DC servomotors with performance 35-45 
Ncm. Three servomotors are used for drive toothed dovetail grooves. In 
this manner achieve disengagement and swiveling part of the snake robot. 
Total length of the dovetail groove is 110 mm and its maximum extension 
is 190 mm. That means single part is possible extension about 80 mm that 
present 88 % lengths of one parts. As was firstly mentioned is possible 
realized not only protraction but twirling of the individual segments to-
wards themselves. Movement realization is based on optimal control algo-
rithms selection. This algorithm is dependent mainly on surrounding envi-
ronment, obstructions and on selected movement type. Maximal rotation 
angle of one segment is from 25º to 35º. 

Fig. 4: Model of combined snake robot construction. Model is consisting of four 
independent segments. 

Rotational angle is dependent mainly from quality of rotational joints. 
With designed construction is obtained high flexibility of snake robot. 
Fourth servomotor is used to increasing and decreasing of segment dimen-
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sion. With gear drive assistance the moment from servomotor is delegated 
on prismatic bonds. These prismatic bonds are located in three arms con-
nected to the central hexagon. Servomotor is located in position where 
don’t hobble the next three servomotors in their work. Diameter of one 
segment is 160mm and can be resized to 220mm. Construction is created 
from lightweight materials as nylon, duralumin, bronze and aluminum. 
With this materials can be reached the lover weight of snake robot. This is 
proving on power and dimensions of used servomotors. 

Conclusion 

The paper is focused on construction design and basic motion of combined 
snake robot. Basic construction of snake robot is designed for various en-
vironments which are presented by various robot movements. Model is 
realized in construction program for several types of movement (caterpillar 
movement, side waving, worm’s movement and harmonic movement). 
These movements’ types pertain to the different robot activities. These 
combined snake robots can be use for many applications as inspection and 
service activities of unavailable equipment, for pipes inspection, for ex-
plore of underground and thin passages. 
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Abstract  

A subject of presented work ware design and construction of a prototype 
of robot, which can move, like an amphibian, for example salamander. A 
lot of issues were considered in this work connected to quadrupeds, par-
ticularly amphibians. Robot, which has been built, generates both types of 
gait: walking gait and swimming gait. Modular structure is one of its fea-
tures, and constructed modules are fully interchangeable. This feature 
makes that construction easy to reconstruction and makes it multitasking. 
Considered device is a great base for a further development of animals-like 
robots and is a very valuable tool for didactic purposes. It is a typical ex-
ample of mechatronic device structure, which combines mechanical and 
electronic parts with software. 

1. Introduction – four legs microrobots inspired  
by biology  

A walk or a swim are typical form of the number of animals. Some of 
them connect both forms of the movement. A movement of them is study-
ing by biologists, biomechanics and now – specialists in robotics. There is 
popular tendency in microrobotics to design objects inspired by mechani-
cal solutions of the Nature. There are analyzed a walk structures [1] as 
well as maintained amphibious ones [2,3,4]. The directly inspiration for 
authors were works of Ijspeert at team [3,4], especially presented algo-
rithms of the motion and analysis of the walk/swim phases.  



2. General characteristics of the robot build in IMiF  

The works realized in Institute of Micromechanics and Photonics, Warsaw 
University of Technology had following stages: design of electromechani-
cal components, adaptation of control algorithms and implementation of 
them on PC and test of work of prototype. The modular structure of the 
robot was assumed (its block diagram is presented on Fig 1). There are 
used two kinds of modules:  
• A – type – basic element of the body, with characteristic details: sym-

metric design, coupling element, rotary servodrive (with gear) – for re-
alisation rotating movement between module and the following one.  

• B – type – the leg module built on A – type and equipped with addi-
tional two leg units; each leg unit is driven by next two servodrives 
with gears.  






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 
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  

Fig. 1. The scheme of the lizard-robot 
A – basic module of a body (head, thorax, tail), B – legs module; C – controller  

The fundamental stage of the design process was analysis of the kinemat-
ics of the legs and – in effect – assumption of the structure of the B module 
first, and then – a control algorithm.  
As the actuators systems of 18 servodrives (hobby-type) with SK18 con-
troller are used. Transmission from PC “master unit” is realised via RS232 
in typical transmission protocol. Servodrives are control by PWM signals. 
The structure of the modules possible the battery supply, but prototype is 
supplied from outside source (6V).  

3. Analysis of a joint structure of legs.  

The possibility and quality (realism) of the walk depends on the degrees of 
freedom in joints of the legs. The structure apply in the robot consist from 
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two joints and two-segment legs (a tight and a shinbone, without a feet). A 
scheme of the leg is shown on Fig. 2 and the general view on robot – on 
Fig. 3. 

ϕϕϕϕ

ϕϕϕϕ
ϕϕϕϕ



 


Fig. 2. Scheme of the leg structure     Fig. 3. General view on lizard-microrobot 
(description in the text of chapter)      built in IMiF PW 

A ϕϕϕϕ1 angle (in shoulder joint) - this degree of freedom establishes length 
of the step of quadruped. From point of view of realization of a translation 
changes of this angle is the most important. The range of the  ϕ1 angle is 
usually about π, but could measure to 2π. In robots is possible to generate 
the movement using only this degree of freedom – with legs sliding on a 
surface (but there is necessary blocking mechanism for support phase), e.g. 
by change of a friction coefficient according to move direction like “seal 
skin” for skiing.  
A ϕϕϕϕ2 angle (in the shoulder joint) - this degree of freedom establishes rise 
of the leg in carriage phase, and is very important during the movement. 
The  ϕ2 angle gives the change of leg position in carriage phase – which 
enables avoiding of obstacles as well as to distinguish legs in support 
phase. The range of the  ϕ2 angle is usually about 1/4π, but value to 2/3π
is better for bigger obstacles.  
A ϕϕϕϕ3 angle (in the elbow joint) - during the walk of the quadruped this 
angle makes possible change of the trajectory – movement by the line, 
curve or sideways (than the length depends on  ϕ3 and  ϕ1 is an equivalent 
of  ϕ3). The end of the leg can be located in the selected point in the space 
(according to kinematic of the mechanism). The range of the  ϕ2 angle is 
usually about 1/4π, and for folding of the legs this angle has to measure to 
π. It means that the realization both swim /walk phases and realistic turn 
depends on this angle.  
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4. Control algorithms and software  

The control software is an integrated part of the robot. In presented phase 
of the works operator of PC microcomputer realizes all control options. 
The block diagrams of the main algorithms is presented on Fig. 4.  

Initiation of primitive
variables

START

Generation of the
move?

End of programme?

Calculation of current
walk parameters

Generating of walk/swimm
Calculation of current position

of the servodrives
(angle ⇒⇒⇒⇒ PWM)

Visualisation procedures

Sending data to controller

No

No

END
Yes

Yes

Generation of the
move?

Generation of the
transient move

Choice of the move

Visualisation

Sending data to controller

Yes

No

Change of the move
type phase?

Drawing of control
parameters

Procedures of the walk Procedures of the swim

WALK SWIM

Yes

No

Fig. 4. The scheme of control algorithms 
left – main program, right – generation of the move

The main window of the program implemented on PC gives the operator 
possibility to control all function of the robot. There are nine basic fields 
on this window (see Fig. 5). The field no 1 has three overlaps for choice of 
form of the move – “walk”, “advanced walk” and “swim”. The 2 field 
makes possible to set fit a length of move cycle and amplitude of a bow of 
the body (in effect to assume a speed of the move – both walk and swim). 
The role of the field no 3 is visualization of the robot. There are plan view 
from above and position of the legs from behind presented. This field is 
usually also for selftests of the software. The running time of the cycle of 
the move is shown in window no 4. Option of the control with use of ar-
rows button from the keyboard is switch on/off by field no 5. The control 
by main window is realized via buttons (fields) no 6. The 7 button initial-
izes the move. For a change of the variant walk/swim. the button 8 is used. 
Initialization of the button 8 starts the special procedure, which begins 
change of the legs position after full cycle of the move. The amplitude of 
the bow of the body is automatically and fluently minimized to zero and 
than returns to nominal value. 
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Fig. 5. The main window of the control software (description in the text)  

5. Summary  

The building and activating of the microrobot was successful. Tests con-
firm correctness of algorithms and their implementation. Now the next 
stages are realized with following goals. In mechanical part: reduction of 
the weight and design of waterproof casing (for tests in water), as well as 
design of full section-mechanisms for the legs are necessary. There is also 
plan to build the head module with microcameras. In electronic part an 
independent control (instead of central control unit) is planned. The im-
provements in control are going to implementation of the algorithms of 
dynamic movement, with use of signals from sensors. There is plan to 
build-in miniature accelerometers into modules of the body and force 
(pressure on ground) sensors in each leg. 
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Abstract  

The entire knowledge available of the investigated signal has been repre-
sented as a set of specific constraints imposed in the signal space. The no-
tion of the subsets' cluster was introduced and used for formulating the 
necessary condition for both direct and indirect usefulness of the given 
information item in estimating the needed parameter of the signal. Since 
the checking procedure for the presented necessary condition is quite sim-
ple, it seems to be a practical tool for elimination of useless information 
items. 

1. Introduction 

A one-dimensional signal is a typical object of measurement and the value 
of certain parameter of such a signal is a typical measurement purpose. 
Here, the parameter of interest E is referred to as the estimated parameter 
and the maximum, acceptable value of this parameter uncertainty, which is 
usually given or tacitly assumed, will be denoted as E∆ . 
The procedure of the parameter estimation is always performed in circum-
stances of a preliminary knowledge of the investigated signal (see, e.g., [1-
6]). This knowledge is usually composed of the set of individual informa-
tion items. A signal investigation consists in the measurement of the value 
of certain parameter M or the whole set of them. The estimation of the 
value of the required parameter E is finally performed thanks to all the ac-
quired knowledge of the signal. A crucial point in the procedure is then the 
verification of an information item usefulness in the reduction of the esti-
mated parameter uncertainty. 



2. Information item as a restriction in the signal space 

If an adequate mathematical model of the investigated signal u(t) is neces-
sary for the time interval of the finite length only, the generalized Fourier 
series may be used: 

∑
∞

=
=

1
)()(

n
nn tbctu ,    (1) 

where )(tbn  denotes the complete set of orthogonal functions, and the co-
efficients nc  are obtained as inner products of the investigated signal u(t)
and the consecutive base functions )(tbn . Since in practice any investiga-
tion of the signal may be carried out with a limited accuracy only, the 
above signal model does not have to be exact either, which allows a series 
(1) truncation to the first N terms. This way, the finite-dimensional nu-
merical representation { }N

nnc 1=  is obtained for the signal. Any signal seg-
ment investigated in practice may then be mapped into the N-dimensional 
vector space which will be referred to as the signal space. 
The entire available knowledge of the investigated signal is usually com-
posed of a number of individual information items: 

JIIIIII ,...,, 21  .   (2) 
These items may refer not only to various signal properties but also to 
various signal components originated from various physical phenomena 
[3,7]. All individual information items are, in turn, connected by the ap-
propriate logical functions which determine the logical structure of the 
available knowledge. The most typical relation, which is often tacitly as-
sumed, is the logical conjunction. 
Each information item iII  imposes a specific constraint in the signal 
space, of the form: 

0),...,( 21 <=>Ni cccψ , Ji ,...,2,1=  . (3) 
In some cases, a certain information item may constrain only a single di-
mension in the signal space, e.g., nnn ccc << , where nc  and nc  denote 

the appropriate bounds known for nc . Typically, however, the iψ  function 
binds coefficients from the specific subset of signal space dimensions: 

{ }iprelationsh eappropriat theofargument an  is : ikki cc ψκ =  (4) 

The subset iκ  of variables bounded together by the function iψ , describ-
ing the given information item iII , is an important attribute of the latter. 
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3. Usefulness of an information item in signal parameter 
estimation 

The purpose of measurement is a sufficiently accurate estimation of the 
parameter E under the conditions of the availability of the given set (2) of 
information items. The additional, new information item, say 1+JII , will be 
considered as useful for this purpose if appending it to the set (2) reduces 
the resulting uncertainty of the estimated parameter, i.e. if: 

JJJ IIIIIIIIIIIIII EE ,...,,,,...,, 21121
∆<∆

+
 ,  (5) 

where symbols 
JIIIIIIE ,...,, 21

∆  denote the estimated parameter uncertainty 
when the set of information items specified in the index is available. Since 
checking the sufficient condition (5) of usefulness for some new informa-
tion 1+JII  may be analytically and computationally laborious (compare, 
e.g., [8,9]) finding out the necessary condition for such a usefulness seems 
to be profitable. Namely, it may be used in initial elimination of those in-
formation items which undoubtedly are useless for the estimation of E. 
We say that the information item 1+JII  may be directly useful in the esti-
mation of the parameter E if the restriction (3) generated by this informa-
tion binds at least some coefficients from the subset Eκ , containing kc  on 
which the parameter E depends. In other words, it is necessary for direct 
usefulness that: ∅≠∩+ EJ κκ 1 . Nevertheless, the fact that the given in-
formation item 1+JII  restricts only these coefficients kc  which are not pre-
sent in the set Eκ , of course does not imply the uselessness of  this infor-
mation for the estimation of E. It happens so because the influence of some 
parameter kc  on the value of E may also be indirect. Since such an indirect 
effect may take many forms, the question arises when the influence of 
some information item on the value of the estimated parameter is not pos-
sible at all. 

4. The necessary condition for information usefulness  

As has been stated, the information item 1+JII  can not be directly useful in 
the estimation of the parameter E if the subsets of parameters Eκ  and 1+Jκ
have an empty common part (see, e.g., the subsets 62 ,...,κκ  in Fig. 1). This 
remark may be intuitively extended on the case of indirect usefulness. 
This, however, needs an introduction of the concept of a cluster of sets 
generated by the given set Eκ . 
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The set of coefficients' subsets (4) describing all the information items al-
ready available is considered: 

{ }J
ii 1=κ  .    (6) 

From (6) such subsets are chosen for which the condition: ∅≠∩ Ei κκ  is 
fulfilled, and the following sum is created: 
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will be called the cluster of the first stage. Next, the clusters of the con-
secutive stages )1( +m

E
Cκ  are formed, according to the following algorithm: 

from the rest of subsets (6) all those are chosen for which the intersections: 
)(m

i E
Cκκ ∩ are not empty and they are appended to the cluster of the previ-

ous stage: 

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Because the number of subsets in (6) is limited, the sequence )(m
E

Cκ , 
m=1,2… will settle or the set (6) will be exhausted. The sum (7) of the 
highest stage will be called the cluster of the subsets generated by the set 

Eκ  and will be denoted by 
E

Cκ . In Fig. 1, e.g., the cluster generated by 

Eκ  consists of subsets: Eκ , 1κ , 2κ  and may be constructed in two stages. 
The necessary, but not sufficient, condition for the usefulness of some new 
information item 1+JII  in the estimation of E is that the corresponding set 
of coefficients 1+Jκ  must belong to the cluster of subsets generated by Eκ
in { } 1

1
+

=
J
iiκ : 

E
CJ κκ ∈+1 . In Fig. 1, e.g., the indirect usefulness of 2II  in the 

estimation of E cannot be excluded, whereas the information items 
63 ,..., IIII  without any additional knowledge, are useless for this purpose. 

Fig. 1. Signal expansion coeffi-
cients' subsets corresponding to 
individual information items and 
their clusters. 

It can be easily seen from the above definition that the relation of belong-
ing to a cluster is reflexive, symmetrical, and transitive. It thus reveals all 
formal properties of the equivalence relation [10] and divides the set of 

1κ Eκ

kc

5κ
4κ 6κ

3κ 2κ
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coefficients’ subsets (and – in the same way - the set of information items) 
into equivalence classes. The subsets iκ  corresponding to mutually useless 
information items belong to different classes. In the example presented in 
Fig. 1, there are three clusters representing three classes of information 
items which cannot be mutually useful. 
It also follows from the above consideration that the usefulness of any in-
formation item is related to the entire knowledge already available. E.g. 
the usefulness of 2II : it cannot be excluded in the presence of 1II . How-
ever, when 1II  is not available, 2II  becomes useless, since in that case 

EE
C κκ =  in the example presented in Fig. 1. 

5. Conclusions 

The entire knowledge available of the investigated signal has been divided 
into the set of individual information items. Each information item has 
been modeled as a specific constraint imposed in the signal space. The 
subset of the dimensions in the signal space which are related by the given 
information item, has been found to be an important attribute of the infor-
mation item model. It has been shown that the information item usefulness 
may be direct or indirect, and the necessary condition for both kinds of 
usefulness has been proposed. The notion of the subsets' cluster was intro-
duced for this purpose. Because the checking procedure of the necessary 
condition is quite simple, it seems to be a practical tool for preliminary 
elimination of such information items which are useless for the estimation 
of a given parameter. 
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Abstract  

Automatic Speech Recognition (ASR) is gaining significance in the fields 
of automation and user-to-machine interaction. In this paper, the authors 
present a working framework for a grammar based ASR system. The paper 
discuses the state-of-the-art speech recognition technology used in the sys-
tem. Three applications of this technology are discussed: in robotics, forms 
filling and telephony. 

1. Introduction 

Speech is the essential method of interaction for humans. That is why ASR 
has been the forefront of computer science for decades.  This paper de-
scribes the state-of-the-art speech recognition technology in chapter 2. It 
shows the use of Artificial Neural Networks (ANNs) in chapter 3. Finally, 
it presents three working implementations of this technology in chapter 4.  

2. Speech recognition basics 

Speech recognition begins  with splitting raw signal into equal sized 
frames. A frame contains several hundred samples that are converted using 
well known signal processing techniques into several real-valued features.  
The features used in our system are called Mel-Frequency Cepstrum Coef-
ficients (MFCC) [4]. We use 12 MFCCs combined with an energy feature 
with first and second order derivatives of these values. This gives 39 fea-
tures overall. 



Having parametrized the signal one can use an ANN [1, 2] to get 
posterior probabilities of phones which are present in the given utterance. 
This network essentially performs the mapping of one sequence (speech 
features windows) into another (a sequence of posterior probabilities of 
phones). One could correlate the sequence of posterior phone probabilities 
with the phone labels of each individual frame.  

Most automatic speech recognizers implement the above men-
tioned procedure using Hidden Markov Models (HMM) [3].  The algo-
rithm uses the posterior probabilities of sub-word units to recognize words 
and in the following step it uses a language model to constraint the search 
space of possible word sequences. 

Fig 1. An example of a simple grammar. 

In domain-constrained speech recognition systems, grammar-
based language models are used. A grammar is an automaton that accepts 
or rejects word sequences. Using regular-expression syntax, it allows the 
user to define the exact utterances the system is to recognize. In figure 1, 
the three grammar rules on top are converted to a Finite-State Machine 
(FSM) in the middle. Using this simple automaton one can recognize many 
utterances, like the ones on the bottom of the figure. 

3. ANN as a phoneme probability estimator 

Context makes the speech recognition task challenging. When people 
speak fluently a blurring of acoustic features occurs. It is known as coar-
ticulation effect. To make things worse acoustic realization of phonemes 
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depends not only on the context, but also on speech rate, accent, dialect, 
background noise and equipment that is used.  

ANNs are known for their good handling of distorted and noisy 
data. They can cope with most of the above mentioned problems. However 
several adjacent speech frames need to be given as input to the Multi-layer 
perceptrons (MLPs) [1] to amend the coarticulation effect. The acoustic 
context is handled much better when the dimensionality of the observation 
vector is increased, but this introduces an increase in the size of the net-
work and lowers its performance. A Recurrent Neural Network (RNN) [2] 
was therefore used. 

4. Grammar based automatic speech recognition 
applications 

Application 1: a mobile robot controlled by voice 

Our system was used in the Robotics Lab in the Polish-Japanese Institute 
of Information Technology for a mobile, radio controlled robot built using 
a tank model. The robot has two independent electric motors that control 
the tank’s tracks, 8 sonars and a CCD camera. The robot has a two way 
wireless communication with a PC through an RS-232 port. A program 
that runs on a computer can control the tank's movement as well as receive 
information from various onboard sensors (sonars and light detecting di-
odes). We used the tank platform to check if it would be possible to build a 
system that allows a person to control the tank's movement using voice. 
Several simple sentences were designed, eg: “move forward two meters”, 
“turn right 65 degrees”, “move backward 60 centimeters”. There is a slight 
delay between the utterance and the execution of each command. The sys-
tem is speaker independent and it allows the user to control the tank hands 
free. Of course, this application is not very convenient – it is only a proof 
of concept. However, given a more elaborate set of commands, the system 
might prove useful in cases where a hands free interface is needed for con-
trolling devices in environments with moderate noise. 

Application 2: forms filling by voice 

We have built a system that runs on an ordinary PC and allows a person to 
fill out various forms by voice. Our application simulates an investment 
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trust manager. Speaker can purchase and sell shares and bonds, make bank 
transfers, change currencies, move people between different investment 
risk groups, dictate telephone numbers, and press almost all possible keys 
on the keyboard, all using just pure speech. The application is speaker in-
dependent and it fully depends on grammars. Every command must be 
spoken exactly according to the grammar. For example one could say: 
“Teresa Mazur buys 3452 shares of Techmex company”. If speaker says a 
sentence that is out of grammar, the application can either fill out the form 
badly, or use the so called “garbage model” to ignore the sentence com-
pletely.

Application 3: telephone voice portal 

Our recent and most advanced application of grammar based speech rec-
ognition is the Primespeech telephony server. The server runs on an ordi-
nary PC with a Linux operating system. It uses special telephony hardware 
to connect the computer to a telephone line. This allows the user to call in 
from any telephone and use the ASR features of the server. Our prelimi-
nary tests have shown no substantial difference in the performance of the 
system when the user calls from different stationary and mobile phones. It 
also works relatively well when the speakerphone is used. Moreover, one 
can use VoiceOverIP to communicate with the server.  

The server contains a web-based interface. This makes it possible 
to monitor the recognition process over the Internet. Our first telephony 
application implements a simple garbage model and can recognize 20 
names from continuous speech without pauses. 

In the near future, we plan to implement speech synthesis in our 
server. This would allow us to make simple dialogs with the callers. Also, 
we want to integrate the server with a database, to be able to synthesize 
and recognize items from the database. The simplest example for the ap-
plication of such a server would be in a large cinema complex.  It would 
allow people to call and book tickets automatically using speech. Such sys-
tems already exist, however they rely on touch tone technology. Having 
speech recognition and synthesis makes the whole process much more 
convenient. 

5. Conclusion 

ASR is an emerging technology that  is already used in many large 
call centers, and it is still gaining significance. New exciting applications 
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of this technology are currently implemented. Unfortunately, people that 
use less common languages, like Polish, still cannot take full advantage 
from this technology, as only basic applications are available.  
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Abstract  

A state controller of rotating shaft levitated by an active magnetic bearing 
is described in this contribution. It is shown that the state controller is able 
to slow down and stabilize the response of the controlled system. 
Furthermore an error compensation represented by an integrative 
controller connected on input to the state controller allows compensation 
of external forces. It is shown that such controller is able to control the 
shaft even at high rotational speed. Study of dependence of controller 
parameters on rotational speed of the controlled shaft is done. 

1. Introduction 

An active magnetic bearing (AMB) inhibits the contact between the rotor 
and stator and so it eliminates the limitations of classic bearing. Therefore 
it is possible to use AMB in specific and extreme circumstances where 
classic bearing is inapplicable. Electromagnets located in stator of the 
bearing create a magnetic field. The force caused by magnetic field keeps 
the rotor levitating in desired position in the middle of air clearance. So the 
control of magnetic field is necessary. 
Although AMB is highly nonlinear, linear model can be developed. 
Afterwards standard methods to design state controller can be used. Two 
different state controllers are designed. The first one is used to place poles 
of AMB to desired positions, i.e. stabilize AMB. The second one then 
minimizes control error. Additionally an integrative gain is added parallely 
to the second controller to compensate constant control error. 



2. Active magnetic bearing model 

Model used for control design is composed of two parts – model of 
levitated rotor and model of magnetic force. Behavior of rotor can be 
described by linear second order differential equation 

( )
2

2
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d q dqM G Bf f d
dt dt

ω ω ϕ+ = + + , (1) 

Magnetic force is composed from forces caused by opposite 
electromagnets. As can be seen from equations 2, magnetic force depends 
on feeding currents and position of the rotor and is highly nonlinear. 
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For detailed model description and parameters of used AMB see [3]. 

3. Controller 

Linear model of AMB is needed to design state controller, but behavior of 
magnetic force is highly nonlinear. One of methods to acquire linear model 
of AMB is linearize its behavior by auxiliary nonlinear controller 
connected on input of AMB given by equations 3. pF  is input of linear 
model of AMB and u  is feeding voltage of electromagnets of AMB. 
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Fig. 1. Controller interconnections 

Afterwards, behavior of magnetic force can be described by linear second 
order differential equation. Its parameters depend on parameters of a 
controlled AMB.  
When linear description of AMB exists it can be stabilized by state 
controller. The stabilizing controller is designed by pole placement method 
(see [1]). The stabilizing controllers have to be designed independently for 
each axis of AMB otherwise it would affect the movement of rotor in 
opposite axis. 
Stabilizing controller does not allow easily define significance of separate 
controlled states. So, additional positioning controller is designed to 
minimize control error. The positioning controller is designed by LQ 
design [2]. Behavior of rotor of AMB depends on its speed of rotation as 
can be seen from its model given by equation 1. It means that optimal 
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parameters of positioning controller also depend on its speed of rotation. 
So positioning controller should consist of set of controllers for each 
possible speed of rotation. Fortunately the dependence is linear or can be 
considered zero so the whole set of controllers can be described by set of 
simple linear equations. 
On figure 2 are graphs with dependence of two from sixteen parameters 
(two outputs times eighth states) of positioning controller on speed of 
rotation. The first graph shows dependence of gain from deviation in 
vertical (y) axis to feeding voltage to electromagnets in horizontal (x) axis. 
The second one shows dependence of gain from deviation in horizontal 
axis to feeding voltage to electromagnets in horizontal axis. As can be seen 
one is linear and the second is less than one percent, i.e. can be considered 
zero. 
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Fig. 2. Dependence of two of controller parameters on speed of rotation  

Finally an integrator is connected parallely to positioning controller. The 
integrator allows compensate constant control error. Its gain is designed by 
trial-error method. 
Final interconnections of controller are given by figure 1. 

4. Results 

Performance of controller is verified by simulation. A small unbalance of 
rotor and influence of gravitation are simulated. Initially the rotor has 
maximal deviation in vertical axis (thanks to gravitation). A driving motor 
causing rotation of rotor is switched on when the rotor is in center of air 
gap (three seconds after start of control). The simulations were done for 
different speeds of rotation of rotor.  
The influence of rotor unbalance is minimal for speeds of rotation from 
zero to 1000 min-1 (which corresponds to sampling frequency of controller, 
i.e. 1 kHz), for higher speeds of rotation is the influence of unbalance 
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significant. The uncontrollable high frequency forces caused by unbalance 
are damped by inertia of rotor, but the driving motor start causes force 
impulse which is not damped and has to be controlled. The controller 
stabilizes the rotor position with sufficient performance (see fig. 3).   

Fig. 3. Response to control (vertical axis) 

5. Conclusion 

The designed controller is capable of control of AMB with high 
performance. Although it is seemingly complicated it in reality consists of 
observer, twenty linear gains and simple nonlinear linearizing controller so 
it can be easily implemented.  
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Fuzzy set approach to signal detection 
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Abstract  

Automated supervision and fault diagnosis are important features in design 
of efficient and reliable systems. Detection algorithms are generally opti-
mised with respect to a particular set of cost functions chosen for the spe-
cific application. In the last few years in the field of detection systems 
there have been an increasing number of applications based on algorithms 
using methodologies, which belong to a subclass of Artificial Intelligence 
called Soft Computing.  
In this paper, we propose a fuzzy method for the detection of dangerous 
states based on matching a predefined database of these states with peri-
odically measured or estimated parameter values. 

1. Introduction 

The operation of technical processes requires increasingly advanced su-
pervision and fault diagnosis to improve reliability, safety, and economy. 
When testing a complex technical equipment, we try, besides measuring its 
parameters, to determine if the equipment behaves in a “normal” way, or if 
its characteristics signalise “abnormal” behaviour that can result, in specif-
ic situations, even in its destruction.  
As the description of technical parameters may include imprecise expres-
sions containing, e.g., linguistic modifiers, formal management of uncer-
tainty and imprecision is needed [1], [5]. For example the application of 
fuzzy logic to fault diagnosis for nonlinear systems is described in [6] and 
[7]. In [4], a fuzzy logic-based algorithm for a predictive model of an 
evolving signal in nuclear systems is introduced.  



2. Data processing with uncertainties 

Parameter values can be crisp or imprecise when they cannot be measured 
directly. In the second case, the values can also be modified by one or 
more linguistic modifiers, e.g. very, highly, more-or-less, roughly and ra-
ther. These modifiers are usually defined by fuzzy operations dilation
(DIL), concentration (CON) and intensification (INT).  
If A is a fuzzy set in universe X and µA is its membership function, then 
these operations can be defined as follows [1], [2]:  
 DIL1(A) = A0.5,  ∀x∈X: µDIL(A)(x) = [µA(x)]0.5 (1) 
or more precisely [5] 
 DIL2(A) = 2A−A2,  ∀x∈X: µDIL(A)(x) = 2µA(x)−[µA(x)]2 (1’) 
 CON(A) = A2,  ∀x∈X: µ CON(A) (x) = [µA(x)]2 (2) 

 INT(A), ∀x∈X:  






−−

<
=

otherwise,)](1[21

5.0)(for,)]([2
)(

2

2

)(INT
x

xx
x

A

AA
A

µ

µµ
µ  (3) 

Zadeh proposed the main linguistic modifiers in this form: 
 very(A) = CON(A) (4) 
 highly(A) = A3 (5) 
  more_or_less(A) = DIL1(A) (6) 
  roughly(A) = DIL2(DIL2(A)) (7) 
  rather(A) = INT(CON(A)) (8) 
These proposals are not accepted in general and more sophisticated 
definitions are introduced in the literature. For instance, if A is a fuzzy set 
and m is a linguistic modifier, then µm(A) can be defined as follows [5]: 

µm(A) = µm ○ µA ○ qm (9) 
where µm : [0,1] → [0,1], qm :  X → X is a translation and ○ denotes the 
composition of functions. 
Besides linguistic modifiers, Boolean operators conjunction, disjunction, 
negation denoted by symbols ∧, ∨, ¬, or by operators AND, OR, NOT 
may also occur in queries. If A, B are fuzzy sets, then the operation A AND 
B is usually interpreted as the intersection of such sets, A OR B as the 
union operation and NOT A as the complement. More formally, it can be 
expressed by the following formulas: 

∀x∈X: µA∩B(x) = min {µA(x), µB(x)} (10) 
∀x∈X: µA∪B(x) = max {µA(x), µB(x)} (11) 
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  ∀x∈X: µĀ(x) = 1−µA(x) (12) 

3. Detection of dangerous states 

Let us assume that a set P of parameters of a technical equipment is given 
and their values are periodically measured or estimated. If a set of 
dangerous states D is specified, then the natural aim is to detect each 
occurence of such a state and generate a corresponding action to prevent 
undesirable effects. As a dangerous state can be understood a value 
exceeding some parameter threshold, occurence of a certain set of 
parameters with values close to their threshold or such combinations of  
these values as are not acceptable for the application in question. 
For simplicity, we assume that the database of dangerous states is 
represented by tuples  whose number of elements is equal to number of 
parameters. Some of the elements can have null values, which means that 
the value of such parameters is not substantial for safety operation. For 
example the tuple (100, , 80, {high, very high}, , 50, low) has seven 
elements:  three of them are crisp (100, 80, 50), the second and the fifth 
value is null and the remaining two are imprecise. The value {high, very 
high} shows that we admit that it can be expressed by a subset of a domain 
instead of only by a singleton. Similar uncertainty can be included in 
parameter values. This extension provides more flexibility for matching 
the threshold values of dangerous states with parameters values. In order to 
measure the results of these comparisons we define the following way of 
calculating the membership values for each tuple of dangerous state 
factors. 
If dij is the factor of the i-th dangerous state referring to the j-th parameter 
pj, then their similarity measure is defined as follows: 
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In real situations a dangerous state can be represented not only by 
exceeding a given threshold, but also by decreasing under an acceptable 
level, e. g. in combustion processes the air and gas pressure must satisfy 
requirements of this type. In this case (15) can be easily modified in a 
complementary way. 
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The similarity relation Sj used for matching imprecise values is a binary 
relation  Sj : Dj × Dj  →  [0,1]  which is   
 (i) reflexive: Sj (a, a) = 1,   
 (ii)  symmetric:  Sj (a, b) = Sj (b, a), and  
 (iii)  transitive: Sj (a, c)  ≥  max {min (Sj (a, b), Sj (b, c)) | b ∈ Dj }. 
The total similarity of measured or estimated parameter values with 
respect to the tuples in the database of dangerous states then will be 
determined by evaluating the similarity measures of the corresponding 
factors. In these evaluations, linguistic modifiers precede Boolean 
operations. If, for a tuple in the database, a threshold depending on the 
application area is exceeded, then an action preventing serious 
consequences or even destruction must be generated.
This approach is summarised in the following pseudopascal code. By the 
return value we can conclude whether a dangerous state was detected or 
not. The aggregationi depends on the i-th dangerous state specification. It 
may be represented by a conjunction of its factors but it also can include a 
disjunction of factors and its negations.  
It is obvious that various technological parameters need different time 
periods for their measurements. For simplicity, we can suppose that all 
measurements are “synchronized” by the parameter that needs the most 
frequent measurements. In time intervals between two measurements we 
suppose that parameter values are constant and they are given by the 
values from the last measurement. 
danger := false ;
repeat make measurements or estimations of all parameters from P 

i := 1; 
while (not danger) and  ( i ≤ |D| ) do

begin  j := 1; 
 while (not danger) and  ( j ≤ |P| ) do

begin  determine SMj(dij, pj) ; 
  apply linguistic modifiers on SMj(dij, pj);

danger := (SMj(dij, pj) ≥ thresholdj) ; 
 j := j +1;

end ; 
if not danger  

  then SMi := aggregationi {SMj(dij, pj), j = 1, … , |P|}  
 danger := (SMi ≥ thresholdi) ; 
 i := i +1;

end ; 
Delay(time period) 

until  danger or stop ; 
if  danger then return(i −1) else return(0) 
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4. Conclusions 

Classical techniques for determining the key properties of methods based 
on an analysis of behaviour can be classified by monitoring their dynamic 
characteristics. In this paper, we focused on a specific problem of fault 
detection in one or more parameters that can cause danger states resulting 
e.g. in damage to expensive testing tools or technological equipment. We 
have proposed a method based on matching the typical dangerous states 
stored in a database with parameters measured or estimated on a periodic 
basis. As all these data can contain imprecise information, the algorithm 
processing such data is based on fuzzy logic. However, the proposed simi-
larity measure mechanism can be used also for the case of crisp data.  
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Abstract  

Robot localization and path planning belong to actual problems in 
robotics. The paper is focused on design of small autonomous robot for 
practical verifying artificial intelligence methods concretely on Micro-
mouse task. The physical model was designed with respect to its simple 
construction, unpretentious production and relatively little cost but suffi-
cient capability for performing different experiments. 

1. Introduction 

By reason of practical verification of artificial intelligence meth-
ods, localization and navigation has been built autonomous mobile robot 
on the institute of automation and informatics. We can see this robot in the 
figure 1. This robot can be used at micro-mouse task. The main part of this 
paper is focused on design of small autonomous robot for practical verify-
ing artificial intelligence methods concretely on Micro-mouse task. 

Figure 1: Micro-mouse robot 



2. Micro-mouse robot 

Robot construction has been built with a view to low cost price. 
The conception is based on two stepper motors drive. These supporting 
move forward, move backward and navigation on the differential control 
principle. Direction of motion change is realized by different wheels speed 
of rotation. Robot is provided by two balls supports so can’t be turnover. 
The main technical parameters of robot are summarized in the table 1. 

Parameter Value 
Construction Two wheels truck 

Drive 2x stepper motor TEAC KP39HM2-025 
Sensors 3x sensor SHARP - GP2D120 

Power supply 4x accumulator Li-Ion CGR18650/4.2V 
Communications 2x RS232 / TTL / 38400Bd 

Length 130mm 
Width 105mm 
High 80mm 

Wheels spacing 95mm 
Weight 990g 

Table 1: Robot technical parameters 

Robot is divided on four parts: Main CPU board, sensors board, 
motors control board and operating board with LCD display. Micro-mouse 
block diagram is in the figure 2. Power supply of all boards is providing by 
four storage cells Li-Ion CGR18650 / 4.2V connected in series. Total volt-
age is 16.8V. High voltage is using for supply motors by reason of reach 
higher gyroscopic moment. 

Figure 2: Micro-mouse block diagram 
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3. Maze storing 

One of the more useful properties of the maze is its size. For a full 
sized maze, we would have 16 rows by 16 columns = 256 cell values. 
Therefore we would need 256 bytes to store the distance values for a com-
plete maze. A single byte can be used to indicate the presence or absence 
of a wall in the maze. The first 4 bits can represent the walls. A typical cell 
byte can look like this: 

Bit No. 7 6 5 4 3 2 1 0 
Wall     W S E N 

When we are using the binary bit value for each wall position, we 
have North = 1, East = 2, South = 4 and West = 8. Now any combination 
of walls in a cell can be represented by a number in the range 0 to 15. For 
example if some cell have wall on the West and on the East then this cell 
can be represent by value 10 which is 0x0A in hex or 00001010 in binary. 

Figure 3: Example of maze storing 

Every interior wall is shared by two cells so when we update the 
wall value for one cell then we have to update the wall value for its 
neighbor too. 

4. The Flood-fill algorithm 

The idea of flood-fill algorithm is to start at the goal (centre of the 
maze) and fill the maze with values which represent the distance from each 
cell to the goal. When the flooding reaches the starting cell then we can 
stop and follow the values downhill to the goal. In the figure 4 we can see 
the sequence of the maze being flooded. This maze is completely mapped 
and we know where all walls are. We can clearly see how dead ends are 
handled and what happens when there is more than one way through maze. 
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Figure 4: Sequence of the maze being flooded 

For a full sized maze, we would have 16 rows by 16 columns = 
256 cell values. Therefore we would need 256 bytes to store the distance 
values for a complete maze. Because the micro-mouse can’t move diago-
nally, the values for a 5x5 maze without walls would look like this: 

    Figure 5: Flood-Fill example without walls 

When it comes time to make a move, the robot must examine all 
adjacent cells which are not separated by walls and choose the one with the 
lowest distance value. In our example in the figure 5, the robot would ig-
nore any cell to the West because there is a wall, and he would look at the 
distance values of the cells to the North, to the East and to the South since 
those are not separated by walls. The cell to the North has a value 2, the 
cell to the East has a value 2 and the cell to the South has a value 4. That 
means that the robot can go to the North or to the East and traverse the 
same number of cells on its way to the destination cell. Because turning 
would take time, the robot will choose to go forward to the North cell. 
When the new walls are found, the distance values of the cells are affected 
and we have to update them. Look at the example in the figure 6. 
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Figure 6: Sequence of the regular flood-fill algorithm 

In the third step the robot has found a wall. We can’t go to West 
and we cannot go to the East, we can only travel to the North or to the 
South. But going to the North or to the South means going up in distance 
values which we do not want to do. So we need to update the cell values as 
a result of finding this new wall. To do this we "flood" the maze with new 
values (step fourth). The same case we can see in the seventh step and 
eighth step where robot find new wall and distance values had to change. 

5. Conclusion 

We have implemented regular flood-fill algorithm in to the robot. 
This algorithm is very well applicable when the maze includes the single 
islands. The flood-fill algorithm is a good way of finding the path from the 
start cell to the destination cells, but he is very slow. 
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The enhancement of PCSM method by motion 
history analysis. 
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Technická 2, 616 69, Brno, Czech Republic 

Abstract  

This paper deals with the identification of wheel robot position and orien-
tation when dealing with the global localization problem. We used a me-
thod called PCSM (Pre-Computed Scan Matching) for solving this prob-
lem for autonomous robot in known environment. This method was devel-
oped for small robots. The identification of the position and orientation of 
the robot is based on the fusion of pre-computed match data and the analy-
sis of the history of robot motion. The paper provides information about 
this fast yet simple method. 

1. Introduction 

Navigation of mobile robots is an actual problem in robotics. Many suc-
cessful applications of mobile robots contribute to the further expansion of 
robots to the ordinary life. Rescue, survey or delivery robots in dangerous 
environment are standard applications.  
Identification of robots position relative to the environment is basic task in 
navigation. This problem is called localization. Mobile robots localization 
is divided into three main parts: the first and simplest is the position track-
ing, the second is local localization (the initial position of the robot is 
known) and the last and the most complicated is the global localization 
(the initial position of the robot is unknown). Pre-Computed Scan Match-
ing method (PCSM) is presented in this paper. The method was introduced 
in [1]. PCSM method belongs to the group of global localization methods. 
Presented method solves among other a robot kidnapped problem, when 
the robot is taken (kidnapped) from correctly localized position to another 
position without any information about the position change.  



PCSM method is designed mainly to solve a robot kidnapping problem 
with no respect to previous localization results. The method itself is fast 
and highly efficient, it failed only in couple of cases. When the localization 
fails, the position of the robot is found in totally different position and his-
tory analysis of robot motion can be incorporated to correct the true posi-
tion of the robot in a fast and simple way. 

2. Localization method 

PCSM (Pre-computed Scan Matching) algorithm was first described in [1]. 
The algorithm is based on pre-computed world scans and matching of the 
scans with actual neighborhood scan. The key idea is to define a value 
function used to describe the difference between two scans over the state 
space. This is typically called the “Match” and is denoted as 

( )( ) , ,M x r x a S= (1)

where x is the state (robot pose), a denotes the actual perceptual data read-
ing by robot in given state (such as infrared sensor measurements), S
represents a set of m samples distributed uniformly in state space, r is a 
reward function which returns the „match“ for given inputs x,a,S. 
The match is computed for each sample as follows: 
Let’s assume the robot's pose is x, and let o denote the individual sensor 
beam with skew  relative to the robot then the distance d read for this 
beam is given according to 

( , )j jd g x o= (2)

( , )jg x o  denotes the measurement of an ideal sensor 
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3. History analysis 

Presented method was tested in static environment with known map. The 
aim of the method is to successfully identify robot correct position in 
known map from neighborhood scans and odometry. 
During the beginning of the localization process the robots position in the 
map is unknown. When the robot gets the first neighborhood scan, the lo-
calization method identifies a number of possible locations (see figure 1).  

Fig. 1: possible location for the robot 

Each location is defined as position and orientation [ ]TP x y ϕ=  and 
the localization method produces a set of probable locations 

{ }0 01 02 0, ,.., nS P P P= . When the robot performs a single movement in 
given direction the neighborhood scan is changed and the localization me-
thod produces another set { }1 11 12 1, ,.., nS P P P=  of possible locations for 
the robot. After the movement the robot has also the information about the 
traveled distance from odometry. The comparison of probable locations 
from both steps S0 and S1 with traveled distance result in a restricted set of 
possible robots locations (see figure 2). The algorithm works as follows: 

1. Initialization of pre-computed scans from know map 
2. Get the first range scan of robots neighborhood 

{ }1 2, ,..,i i i inS P P P=
3. Single movement, read the odometry information 
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4. Get the range scan { }1 1,1 1,2 1,, ,..,i i i i nS P P P+ + + +=
5. Perform a history analysis 
6. Continue with step 3 

Fig. 2: localization process with history analysis 

3. Conclusions 

We present a localization method PCSM for mobile robots. PCSM method 
is used for localization in known static environment and was successfully 
used in simulation experiments.  The method itself failed to localize the 
robot in several cases therefore it was improved by motion history analy-
sis. The capability to successful identify robots position is enhanced and 
outliers in robot position are eliminated.  

This work was supported by Czech Ministry of Education by project 
MSM 0021630518 "Simulation modelling of mechatronic systems". 
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Abstract  

In the paper an extended model is presented, which includes all substantial 
phenomena in the green-house: conversion of mass and energy, and neces-
sary boundary conditions, and a transportation of water and heat between 
the air, soil and plants. The mathematical model of partial differential equ-
ations is proposed. 

1. Introduction 

The effective growth of plants in green-houses requires that many condi-
tions and constraints are to be met, these are: humidity both of the soil and 
of the air, as well as the illumination and the temperature and, what more 
these requirements are related each to other (see Fig. 1, for example). Be-
sides, values of the requirements are changing in time depending on the 
phase of the development of the plant, and are different for various plants 
and even for various species [3], [4]. 
To design the control system and its algorithm, a mathematical model of 
the green-house is necessary to determine current data for the control algo-
rithm, to define adequate instrumentation and to complete verification 
experiments. For the optimal real time control an efficient numerical mod-
el is compulsory, too. 

2. The object 

A modern green-house is a complex of many building segments, joint to 
create a broad common inner space, usually of hundreds square meters of 
the size. On account of the extensiveness of the greenhouse, usually in the 
same time in different zones there are planted various plants with different 
climate requirements. To achieve these variety, in each section there are 



separate heaters, ventilators, sprinklers, humidifiers, and/or folding win-
dows Therefore it is rational technologically and economically to imple-
ment a dispersed control system with a few valves or heaters and with few 
independently controlled devices (what is the MIMO system). Also, the 
controlled object must be modelled as the space-continuous unit (i.e. with 
distributed parameters) in the 3D space. 

3. Requirements for the model 

Mathematical model is necessary to design the control installation and then 
to control the air conditioning process in a real time. So it must be fast 
computable for the predictive control, for example. Next, it should be valid 
within the operations limits of disturbances and control variables (tempera-
ture 0 – 40 oC., humidity 50 – 100%, wind velocity 0 – 30 m/s etc) and the 
model must deliver an explicit functions of design variables and control 
variables: temperature, humidity and velocity. 
The model must be valid only for dry air, otherwise - if the condensation 
occurs, an emergency control program (with another model) is to be 
switched on, because it is very harmful for plants.
Besides, the model must offer an adequate accuracy, for example 1 oC for 
the temperature, 0,1 m/s for the inner air velocity, and 5 % for the air hu-
midity. 
For the research purposes the model should be of an analytical, not of an 
experimental character [2], [5]. 

4. Nominal (physical) model 

Processes to be described are: mass and heat conversion within the green 
house (in the air and with plants) and through the walls, and between the 
walls and the ambient air. 
Physical phenomena that are to be considered are: 

1. heat conversion,  
2. water/steam conversion (evaporation and condensation), mass and 

heat diffusion and thermo-diffusion flow of the air inside and out-
side of the object, and via folding windows and ventilators,  

3. sunshine radiation on the soil and on plants,  
4. evaporation of plants and the soil. 

Critical assumptions for the model design are: 
1.3D model is necessary for modern greenhouses due to their extension 

in all dimensions; 
2.Air humidity and temperature is off the dew-point (saturation point); 
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3.Small drops of the pressure, thus small the air velocity (Mach < 0,3); 
4.No internal sources of mass or energy, except heaters, and/or water 

sprinklers; 
5.The green-house is leak-proof and air-tight. 

Simplifications 
On the basis of the above assumptions, the following simplifications may 
be adopted. 

1. Mass and heat diffusion in the inner air is neglected; 
2. Air is a viscose, one-phase fluid;  
3. Laminar flow of the air; 
4. Mass and energy interchange with the outside atmosphere only by 

folding windows and ventilators; 
5. No heat conduction along the walls; 
6. Constant wind outside the green-house. 

5. Mathematical model 

Symbols 

a -heat diffusion coefficient ( 12 −sm ); Srośr - planting area ( 2m ); Sgrz -
heating surface ( 2m ); C - specific heat of the air ( 11 −− KJkg ); Cpr -
specific heat of vaporization ( 1−Jkg ); d - steam diffusion coefficient in 
the air( 12 −sm ); Is - sunshine radiation intensity ( 2−Wm ); VpVzVyVx ,,, -
air velocity components & heating water ( 1−ms ); M - absolute air humid-
ity inside the green-house ( 1

2 )( −kgOHkg ); Mro - steam transpiration 
efficiency of plants ( 21

2 )( −− msOHkg ); NgrzNro, - binary signal of the 
presence of vegetables/heaters; mq - steam evaporation stream 

( 21
2 )( −− msOHkg ); R - gas constant; T - air temperature ( K ); 

TgrzTro, -plants, heater temperature ( K ); tt ∆, - time, step of time ( s ); 
zyx ,, , zyx ∆∆∆ ,, - Space coordinates, step values ( m ) kji ,, -  indexes 

of nods for coordinates ox, oy, oz; maxmaxmax ,, kji - end indexes in coordi-
nates ox, oy, oz; n -last time step index; pk ro p w, , ,α α α α -convection heat 

coefficients ( 12 −− KWm ); ρ - specific material density ( 3−kgm ); µ - dy-
namic viscosity ( 12 −sm ); ε - coefficient of the sunshine radiation absorp-
tion; ϖ - tilt angle of roof; ϕ -angle of the sun light. 
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The heat and mass conservation equations are [1]: 
2∂ µ ∂ ∂ ∂ ∂= ⋅∇ − ⋅ − ⋅ − ⋅ − ⋅
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Boundary Conditions 

Boundary Conditions (BCs) and Initial Conditions must be defined for 
velocity, temperature and humidity. For example BCs for the roof  in the 
partly incremental form are: 

0=== VzVyVx (10) 
2 i 1, jkn ijkn i , j 1,kn

2 2 2

ijkn
pk z

T T T T Ta 2a
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6. Digital model 
To solve the mathematical model a computer technique is necessary. Gen-
erally, there are two possibilities:  
1) to arbitrary mesh the object, elaborate a set of time continuous ordinary 
differential equations as incremental equations for discrete space and/or 
time variables and to devise a specific user-individual code for the mesh of 
final elements; 
2) to apply a commercial MES package. 
For some practical reasons the first approach was chosen. The model was 
converted to a fully incremental form and coded in Visual Basic language 
[6]. Graphical user interfaces are devised, also. User may observe results 
of computations: the temperature, the humidity and three components of 
the velocity in a specific point of the green-house as a function of time. 
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Abstract  

This work shows how a modified Kohonen Self-Organizing Map with one 
dimensional neighborhood is used to solve the symmetrical Traveling Sa-
lesperson Problem. Solution generated by the Kohonen network is im-
proved using the 2opt algorithm. The paper describes briefly self-
organization in neural networks, 2opt algorithm and modifications applied 
to Self-Organizing Map. Finally, the algorithm is compared with the Evo-
lutionary Algorithm with Enhanced Edge Recombination operator and 
self-adapting mutation rate. 

1. Introduction 

The aim of the Traveling Salesperson Problem (TSP) is thus: given a set of 
n cities and costs of traveling between all pairs of cities, what is the cheap-
est route that visits each city exactly once and returns to the starting city. 
This problem is the leading example of NP-hard problems. Its search space 
is exceptionally huge (n!) and given that some engineering problems, like 
VLSI design, need as many as 1.2 million cities [5], a fast and effective 
heuristic method is desired.  
In this paper, we present a neural based algorithm and compare it to an 
effective heuristic method: Evolutionary Algorithm with the Enhanced 
Edge Recombination operator. 

2. Kohonen Self-Organizing Map for the TSP 

In 1975, Teuvo Kohonen introduced a new type of neural network that 
uses competitive, unsupervised learning [1].  The principle of his algo-



rithm is to adapt a special network to a set of unorganized and unlabeled 
data. After the training phase, this network can be used for clustering and 
simple classification tasks.  
Interesting results of self-organization can be achieved with networks that 
have a 2-dimensional input vector and a 1-dimensional neighborhood. In 
this case the input to the network can be regarded as coordinates in a 2-
dimensional space: x and y.  Using this technique, one can map a line over 
an arbitrary binary image. Furthermore, if one provides the algorithm with 
the same number of neurons as the number of cities it will output an effi-
cient tour of the cities, as depicted in Figure 1. 

Figure 1. Solving a simple TSP problem. The example consists of six squares. The 
first one shows an object that is to be learned. The second square illustrates the 
network just after the randomization of all neural weights. Following squares illu-
strate the learning process. Please note that each neuron (a circle) represents a 
point whose coordinates are equal to the neuron's weights. 

3. Modifications 

Given a solution, like the one above, two things can be done to further en-
hance the result. First, because the algorithm works by altering the real-
valued weights of the neurons it may never achieve the exact values that 
match the coordinates of the cities. A simple procedure was therefore 
created to restore the 1-1 mapping between the cities and the individual 
neurons.  
Another improvement can be achieved by applying the well-known and 
fast 2-opt algorithm. This algorithm works by rearranging pairs of paths 
connecting the cities in a way that yields a cheaper overall tour. 2-opt pro-
vides locally optimal solutions and when starting from a random arrange-
ment of cities, doesn’t yield a perfect result. However, thanks to its sim-
plicity it is often used in optimizing already good solutions. 

4. The Experiment 

Two types of tests were administered: using city sets taken from the 
TSPLIB [6] and using randomly chosen cities. TSPLIB city sets are quite 
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difficult. The reason for this is that in many cases cities are not chosen in 
random. Often larger city sets consist of smaller patterns. The optimal tour 
is therefore identical in each of the smaller patterns. SOM, on the other 
hand, tries to figure out a unique tour in each smaller pattern.  
Testing using randomly chosen cities is more objective. It is based on the 
Held-Karp Traveling Salesman bound [4], which is an empirical relation 
between expected tour length, number of cities and the area of square box 
on which cities are placed. Three random city sets were used in this expe-
riment (100, 500, 1000 cities). Square box edge length was 500.  
All statistics for SOM were generated after 50 runs on each city set. Aver-
age tour lengths for city sets up to 2000 cities are around 5 to 6 percent 
worse than the optimum. SOM approach can generate solutions that are 
almost always less that 10% worse from the optimal tour. However, in 
most cases the difference is just a few percent.  
SOM has been compared to EA coupled with the Enhanced Edge Recom-
bination (EER) operator [2, 3], Steady-State survivor selection (where al-
ways the worst solution is replaced), Tournament parent selection with 
tournament size depending on number of cities and population size. 
Scramble mutation was used. Optimal mutation rate depends on amount of 
cities and state of evolution. Therefore, self-adapting mutation rate has 
been used. Every genotype has its own mutation rate, which is modified in 
a similar way as in Evolution Strategies. This strategy adapts mutation rate 
to number of cities and evolution state automatically, so it is not needed to 
manually check which parameters are optimal for each city set. Evolution 
stops when the population converges. Population size was set to 1000 (as 
in [3]). When EA stopped its best solution was optimized by the 2-opt al-
gorithm. Results for both SOM and EA are shown in Table 1.  
All statistics for SOM were generated after 50 runs on each city set. For 
EA there were 10 runs of the algorithm for sets: EIL51, EIL101 and 
RAND100. For other sets EA was run only once. Optimum solutions for 
instances taken from TSPLIB were already given and optimum solutions 
for random instances were calculated from the empirical relation described 
above. All computations were performed on an AMD Athlon 64-bit 3500+ 
processor.  

 Self-Organizing Map Evolutionary Algorithm 

Instances Optimum Ave. 
Result 

Best 
Result 

Ave 
Time 

Ave   
Result 

Best 
Result 

Ave 
Time 

EIL51 426 444 431 0.068 428.2 426 10 

EIL101 629 662 646 0.127 653.3 639 75 

TSP225 3916 4192 4106 0.302 ---- 4044 871 
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 Self-Organizing Map Evolutionary Algorithm 

Instances Optimum Ave. 
Result 

Best 
Result 

Ave 
Time 

Ave   
Result 

Best 
Result 

Ave 
Time 

PCB442 50778 56634 55138 0.703 ---- 55657 10395 

PR1002 259045 278481 274036 2.425 ---- 286908 25639 

PR2392 378037 418739 411442 12.965 ---- ---- ---- 

RAND100 3851.81 4051 3882 0.131 3931.4 3822 69.6 

RAND500 8203.73 8888 8697 0.824 ---- 9261 11145 

RAND 1000 11475.66 12483 12343 2.311 ---- 12858 56456 

Table 1. The results of the experiments. Time is given in seconds. First six expe-
riments are from the TSPLIB and the last three are random. 

5. Conclusions 

It seems that SOM-2opt hybrid is not a very powerful algorithm for the 
TSP. It has been outperformed by EA. On the other hand it is much faster. 
There are many algorithms that solve permutation problems. Evolutionary 
Algorithms have many different operators that work with permutations. 
EER is one of the best operators for the TSP [3]. However, it was proved 
that other permutation operators, which are worse for the TSP than EER, 
are actually better for other permutation problems (like ware-
house/shipping scheduling) [3]. Therefore, it might be possible that SOM-
2opt hybrid might work better for other permutation problems than for the 
TSP.  

We are grateful to Prof. Zbigniew Michalewicz for influencing and helping 
us to write this paper. 
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Abstract  

This paper deals with proposal of humanoid robot construction. The con-
struction of two legs (six DOF each) is described. Computational model-
ling was used, particularly forward and inverse kinematic model. By help 
of these models was produce several functions for the control of moving 
robot´s body. Coordination of robot move was simulated in environment 
VRML. 

Key words: biped robot, computer modeling,  

1. Introduction 

The scientific field of mobile robotics represents an interesting branch for 
the research and development in mechatronics. This topic becomes more 
and more actual for the population, because by using of the different ro-
botic manipulators and walking machines the people can make easier a lot 
of their work. Also, the development of manipulators bring new knowl-
edge in mechanics, electronics, neural network and others.  
In this paper, there is briefly described the design of mechanical construc-
tion biped robot Golem 2, that was built at FME Brno, University of Tech-
nology. There is issue about the stability of robot. The solution of stability 
allows the gait on irregular terrain.  



we have solved all problem by using computer simulation in MAT-
LAB/Simulink/SimMechanics and visualization of results in VRML. 
. 

2. Mechanical construction 

During the design of mechanical construction we have used a several tools. 
First of them is forward kinematic model (FKM). This model can be sym-
bolically described by equation (1). 

],,,,,[],,,,,[ zyxzyx ϕϕϕξηδγβα =     (1) 

Where   
ζηδγβα ,,,,,  are angles of joints 

x, y, z are cartesian position of foot 
zyx ϕϕϕ ,,  is spatial orientation of foot 

Kinematic structure is shown in Fig. 1. The construction has total 12 DOF. 
Their disposition is following. In each hip joint, there are placed three 
DOF, each knee has one DOF and in area of each ankle are situated two 
DOF.  
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Fig. 1. Geometry of robot 

If we want to obtain new servos position and we know Cartesian position 
of foot and spatial orientation of foot we use inverse kinematic model 
(IKM), that we can describe by equation (2). 

],,,,,[],,,,,[ ξηδγβαϕϕϕ =zyxzyx     (2) 

Further information about FKM and IKM is possible to find in [1]. 

3. Modelling of robot and visualization 

The construction has been made true to scale in program system Solid-
Works 2001 after optimalization geometric and mass parameters. So we 
have obtained visual image and we were able to observe crash states too. 
The final model of construction is shown in Fig. 2.
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Fig. 2. Model of robot (left in SolidWorks, right in Matalb) 

On base of this model were made some functions in MATLAB. We are able 
to coordinate move of robot by help these functions. In following text is 
briefly described, how inputs and outputs the functions have.  
The inputs are actual positions of servos and new coordinate of body with 
respect to global coordinate system  O-XYZ. Outputs of functions are new 
position of servos. By help of new servo positions we obtain require move 
of robot body. Those functions are based on FKM and IKM [1]. Now we 
are able to interpolate step between actual and new servos position and 
obtained data we used for visualization in VRML.   

4. Stability of robot - Criterion ZMP 

During the suggestion of the mechanical design, it is necessary to solve the 
stability problem of the robot. There is no unique definition of the problem 
for biped balance control. There are many position, which can become un-
stable and the robot can fall down. We can solve this problem by the using 
of workspace and we search through this workspace for stable states of 
robot. The criterion zero moment point (ZMP) is usually used. This point 
has to lie in supporting area of foot, when the robot stands on one leg or in 
supporting area of feet and between the feet, when robot stands on two leg. 
It means that we have to know position of YMP with respect 0-XYZ in 
every moment during walk. 
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Fig. 3. Experiment 

We have solved this problem by using the MATLAB environment, where 
we created the algorithm of computing ZMP. With help of statical model 
(Fig.2) we obtain contact forces between foot and ground. This contact 
forces have to remain of compression character and it means, that the posi-
tion is stable. We measure those forces in area of tee, little toe and heel. 
Next we compute the actual position of ZMP from obtaining forces. This 
actual coordinate of ZMP is compared with required coordinated of ZMP. 
Required coordinates of ZMP are referred to local 0-XYZ, which is con-
nected with ankle. We used the actual of ZMP as input to function, which 
calculate new position of servos. This function contains analytical inverse 
kinematic model of robot.  
In program MATLAB/Simulink/SimMechanics we define a position, which 
is stable. Then we demonstrated this position on real construction of robot 
and we were able to verify the numerical results. The described experiment 
is shown in Fig. 3. 
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4. Conclusion 

The most important tools for coordination move of robot FKM and IKM 
have been created in program MAPLE. For verification of FKM and IKM 
we used MATLAB/Simulink/SimMechanics and sequentially VRML.  
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Abstract  

This paper deals with the extended kinematical model for quadruped mo-
bile walking robot. The model has been built based on homogenous coor-
dinates approach. The robot is comprehended as an open tree manipulator 
and therefore standard algorithms for forward and inverse kinematics can 
be employed. However, the inverse model named 12-18 works with the 
redundant manipulator structure and pseudoiverse of Jacobian matrix 
should be used. The inverse model 3-3 uses regular manipulator and al-
lows separate positioning of each leg. After processing and simplification 
of the equations in Maple, the algorithms have been implemented in Mat-
lab environment. The model automatically built in SimMechanics has been 
used for verification. Finally, the results have been tested using VRML 
visualization.  

1. Introduction 

This paper describes briefly the extended kinematical model for quadruped 
walking robot based on homogenous coordinates. The work is aimed to 
particular project of robot Jaromír (Fig. 1) built at FME Brno University of 
Technology. Robot has in total 12 controlled servo drives, further details 
has been published in [2].  
The control algorithms for irregular terrain as well as advanced gait and 
movement controllers inevitably require the 6D control of the robot body. 
Simple models designed relatively to body c.s. can be hardly used for such 
a task. 



In following text, the forward and two inverse kinematical models are in-
troduced as well as a few notes about visualization in VRML.   
      

                           
Fig. 1. Four legged robot Jaromír during its regular walk 

2. Forward kinematical model (FKM) 

The FKM positions and orients the body and all four legs of the robot rela-
tively to global coordinate system. So, the robot is understood as an open 
tree manipulator with four end effectors P. Forward kinematics of all legs 
can be apparently separated to individual ones, and described by parame-
ters , , , , , , , ,T T Tx y z ϕ ϑ ψ α β γ :   

1 1 1

3

= [ , , ] =

= [ ,0,0,1]
( , , , , , , , , ) =

P P P

T

T T T

x y z
L

x y z ϕ ϑ ψ α β γ

P P
1 81 8
P
8

81 21 32 87

r T r
r
T T T T

 (1) 

where r1
P is the position of end of robotic leg in global c.s. 1, r8

P in leg 
c.s. 8. Matrix T81 incorporates the homogenous transformation between 
those two systems and depends on position xT, yT, zT and orientation (Euler 

angles , ,ϕ ϑ ψ  in RPY notation) of the body and three angles of leg servo 

drives , ,α β γ . Transformation matrixes in eq. (1) includes nine parame-
ters overall. As an example, the T65 is shown in eq. (2). The variables with 
“zero” index, e.g. x0, is used for translational and rotational offset which 
differs for each individual leg of robot. 
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The FKM is the direct approach and the validity of implemented method 
can be easily tested using model in SimMechanics [3]. 
There are two options how to implement the FKM: a) multiply the trans-
formation matrixes symbolically in Maple and use resulting (and fairly 
complex) T81; or b) multiply the matrixes numerically in Matlab to ob-
tain T81.   

3. Inverse kinematical models (IKM) 

The design of IKM is rather complex problem compare to FKM due to 
possible singular or multiple solutions and also various requirements to be 
achieved. The most substantial difference of IKM is given by iterative 
character of computational algorithm.   
There have been formed two inverse models for the robot spatial control. 
In both models, the desired position of end effector P is defined but there 
are different ways and consequences how to reach it. 
Further, we describe them in short and in the conclusion introduce possible 
applications. The name of model (e.g. 3-3) indicates the number of inputs 
X and output Q.  

3.2. Model 3-3 

This model computes the three servo drives angles �, �, � for one of the 
four legs while the position and orientation of the body is fixed. Algorithm 
explicitly allows the separation for individual legs and can be formally 
written as: 

[ , , ] = ( , , , , , , , , )P P P T T Tf x y z x y zα β γ ϕ ϑ ψ  (3) 
Let us define the vectors and rewrite eq. (3):  

= [ , , ]
= [ , , ]
= ( , , , , , , )

T

P P P

T T T

x y z
f x y z

α β γ

ϕ ϑ ψ

Q
X
Q X

 (4) 

Iterative algorithm (5) minimizes the error −*X X  of the position of P, 
where *X  is desired and X  actual vector of position P. 
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Jacobian matrix J is given analytically by forward kinematical model (1):  
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 ∂ ∂ ∂ 
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 

∂ ∂ ∂  

J  (6) 

The manipulator is regular, so the normal inverse of matrix can be used for 
the computation apart from singular configurations. During the testing of 
implemented algorithm properties, various   

3.3. Model 12-18 

The algorithm remains the same as shown in (5), however, the meanings of 
vectors X and Q as well as Jacobian matrix is rather different:  

  
= [4 [ , , ], , , , , , ]
= 4 [ , , ]

T
T T T

P P P

x y z
x y z
α β γ ϕ ϑ ψ×

×
Q
X

 (7) 

Now, the computation is not separable for each leg. Obviously, the ma-
nipulator is redundant open kinematical tree. Redundancy causes the im-
possibility to invert the matrix; one should employ e.g. the pseudoinverse 
or dampest least square method instead [1]. For the iterative algorithm (5) 
Jacobian matrix has relevant complexity:  

  =−

 
 
 
 
 
 
 

leg body1 1

leg body2 2
12 18

leg body3 3

leg body4 4

J J

J J
J

J J

J J

 (8) 

The submatrix legi
J  remains as defined in (6) , the bodyi

J  forms:  
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i i i i i i

T T Ti i i

i i i i i i

T T Ti i i

x x x x x x
x y z

z z z z z z
x y z

ϕ θ ψ

ϕ θ ψ

∂ ∂ ∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂ ∂ ∂
 
 
 

∂ ∂ ∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂ ∂ ∂ 

bodyi
J   (9) 

4. Conclusion 

The algorithms briefly characterized above have been processed in Maple. 
Symbolic modifications and simplification of algebraic expressions have 
been performed and result has been implemented in Matlab environment 
with the SimMechanics applied for verification.  
The model 3-3 can be used for positioning of individual legs together with 
the positioning and orientation of the body. The model 12-18 requires and 
guaranties the positioning of legs only. So, the body state is out of control. 
In fact, such approach allows the less restricted manoeuvrability of the ro-
bot but also could produce inappropriate behaviour due to uncontrolled 
body. The resulting computational models have been successfully tested 
using VRML visualization in Matlab. 
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Abstract  

The aim of this research is an application of digital image analysis for 
working out  the method, which will allow to evaluate irregularity rate of 
two-phase flow across various geometry of tube bundle in aspect of the 
shell - and - tube heat exchanger optimization. Visualization of liquid flow 
in the shell – side enables an analysis of flow parameters by the use of im-
age  processing and analysis methods. 
The images of two-phase flow were obtained by the use of digital high 
speed CCD camera, then were analysed, to obtain information about hy-
drodynamics of flow with respect to tube bundle arrangement. Optical 
techniques of measurement, based on correlation algorithms, allow accu-
rate determination of stabilization of velocity fields for the whole field of 
flow in the shell-side. The aim of work was also an estimation of the influ-
ence of geometrical parameters (tube arrangements, tube spacings, number 
of rows) on  the homogeneity of two-phase flow in the heat exchangers 
along with complex analysis of  flow area, especially the still zones.

1. Introduction 

The image processing techniques have been used extensively in many dif-
ferent applications. In particular, in fluid mechanics, image processing has 
become a powerful technique to study the flow phenomena, the flow pat-
tern and the flow characteristics of two-phase flow. One of the recent pro-
gress is development of a set of algorithms for spotting recognition and 
tracking objects in a time-varying image. These algorithms enable to real-
ize an automatic annotation of video image capturing of moving objects. In 



various types of chemical apparatus two-phase gas-liquid flows occur very 
often. The two-phase flow takes place along and across tubes bundle in the 
heat exchangers. An application of the flow visualization and digital image 
analysis method allow to determine local and overall flow parameters, and 
investigation of hydrodynamics of liquid flow inside the tube bundle, bas-
ing on techniques of digital image processing. The classical shell – and – 
tube heat exchangers are commonly applied for heat transfer in flow appa-
ratus [1]. In order to increase liquid flow velocity inside the shell – side, 
the flow is intensified by the use of sectional  cross baffles, and minimiz-
ing superficies of heat exchangers. Two-phase mixture flow is character-
ized by significant fluctuations. Fluctucations of two-phase flow are result 
of complicated geometry and oscillatory nature of two-phase flow in the 
shell-side. The shell-side defines the flow area of two-phase mixture, 
where velocity of flow is maximum in small passages of the shell-side [2]. 
The areas behind the tubes surface exhibit little fluctuations and became 
named  “still zones” (Fig.1). The velocity of flow and the gas void fraction 
in the still zones are considerably smaller than in passages of the shell-
side. The shell-side decides about local disturbances of velocity fields, tra-
jectories of gas flow, large area of all groups of gas particles concentration.  
The optical techniques as well as digital image analysis might be used for 
operation, estimation and optimization of the apparatus and two-phase 
flow setups. 

                                     
Fig.1.Still zone visualization behind row of tubes 

a) triangular - staggered  arrangement    b) square in-line arrangement                                     

2. Digital particle image velocimetry correlation algorithm 

Digital image anemometry by the use of particle tracers called Digital Par-
ticle Image Velocimetry (DPIV) is a technique which allows determination 

a) b)
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of velocity vectors of liquid flows by means of the image correlation 
method [3]. Quantitative measurements of the flow and turbulence charac-
teristics are obtained using DPIV. This is a non-intrusive optical technique 
that measures fluid velocity by tracking the displacement of tracer particles 
that have been added to the fluid.  The particle locations are determined by 
capturing scattered light from the individual particles with a digital cam-
era. The particle displacement in a small region of the image is calculated 
by comparing consecutive images. The velocity in the small region is then 
calculated by dividing the displacement distance by the known time delay 
between the images. The DPIV images were sub-divided into interrogation 
windows. The calculation of the correlation function to determine the dis-
placement vector for each window can be performed either in the spatial 
domain or in the frequency domain. The digital spatial correlation function 
RII required the evaluation of the following expression [4]: 

                          ),('),(),( 2121 xjxiIjiIxxR
L

Lj

K

Ki
II ++= ∑∑

−=−=

              (1) 

where I(i, j) represents the intensity value for the (i , j) pixel. This function 
statistically measures the degree of correlation between two samples            
I (i , j ) and  I'(i , j) for a given shift (x1,x2). The shift position where the 
pixel values align with each other gives the highest cross-correlation value, 
and represents the average displacement of the particles in a given interro-
gation window. The algorithm used to evaluate the particle displacements 
for this experiment was based on the frequency-domain correlation 
method. The images were divided into 24 × 24 pixel sub-windows with 
50% overlap. The correlation plane was created by transforming the inten-
sity function from the spatial to the frequency domain using the discrete 
Fourier transform [4]. The cross-correlation was then obtained by using the 
Fast Fourier Transform (FFT) algorithm which is computationally efficient 
since it utilizes the symmetry property between the even and odd coeffi-
cients of the Discrete Fourier Transform. The FFT cross-correlation 
method resulted in a single peak on the correlation plane that represented 
the average displacement of the particles in the window during the time 
delay between the illumination pulses. The position of the correlation peak 
was then estimated to sub-pixel accuracy by using Gaussians - fit function 
[5]. The displacement vector was defined by the location of the peak with 
respect to the center of the window. The final algorithm filtered the vector 
fields. The vectors collected at a single spatial location were combined into 
a time record of velocity. The spatial correlation function is defined as: 
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where x is the arbitrary location, iu ' indicates the fluctuation of the veloc-
ity component, and rj is the distance in the j direction between the velocity 
measurements.
Visualization of liquid flow in the shell – side enables analysis of flow pa-
rameters by the use of image  processing and analysis methods. Images 
were recorded with frequency 103Hz by the use of the digital high speed 
CCD camera. The bubbles of gas in shell-side are particle markers. The 
recording sequences of flow were conducted for two-phase gas-liquid flow 
across tube bundle, which were placed in triangular - staggered and square 
in-line arrangement for bubbles pattern. The velocities of phases were fol-
lowing for liquid VL=(0,20 – 0,70) m/s and gas VG=(0,50 – 7,0) m/s. The 
sequence of consecutive images was recorded during two-phase flow in 
shell-side, next were determined velocity fields of liquid using the correla-
tion of images method (cross correlation DPIV ) - (Fig.2). Dislocation of 
markers floating through liquid, in given interval of time, makes possible 
to receive the flow parameter which characterizes velocity of liquid flow. 
Distributions of velocity fields in dependence of geometry of tubes ar-
rangement, staggered either in-line, have indicated values of the heat trans-
fer coefficient. 

Fig.2. Liquid velocity fields  and particles motion in the shell-side  
a) Triangular - staggered  arrangement b) Square in-line arrangement    

Trajectories of particle markers motion were designed for the flow pattern 
estimation. Changes of flow direction were evaluated using  motion of tra-
jectory analysis, an area, where flow has stopped as well as still zones, 
where number of particle markers is not large (Fig.2).    

a)

b)
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The graphs showing velocity fields are presented in “figure 2”, where area 
of local disturbances of velocity were located, caused by geometry of se-
lected arrangement. Thus the pattern of tube arrangement has caused local 
turbulences. The consecutives of tube rows has an influence on change of 
trajectory of particles motion (Fig.2) as well as causes vortex generation 
behind tubes. Liquid flow around tubes is irregular for triangular – stag-
gered arrangement also for this one there is a larger flow dynamics, where 
flux of liquid strikes in every row of tubes. It has enlarged the coefficient 
of heat transfer value for which arrangement is larger than other geometri-
cal arrangements, but pressure loss is larger. 

3. Conclusions 

The results of flow visualization and digial processing methods allowed to 
draw detailed conclusions to the point of the hydrodynamics of two-phase 
flow in an area of shell-side. The conclusions are:

• Optical techniques of measurement, based on correlation algo-
rithms, allow accurate determination of stabilization of velocity 
fields for the whole field of flow in shell-side. 

• The two-phase flows characterized by large of turbulences and ir-
regularitis of liquid flow around the tube bundle, for staggered ar-
rangement  especially. 

• On the basis of distribution of velocity fileds there have been as-
certained that staggered arrangements, which are applied in heat 
exchanger, are more efficient with regards to the flux of heat trans-
fer. The triangular arrangement in actual heat exchangers is 
equivalent to the staggered arrangement. 
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Abstract  

In the last years, the authors’ primary concerns were to design an optoelec-
tronic family sensors. The sensors of this family are intended for the con-
trol equipments used in mobile robots navigation. The equipment is com-
posed of two identical optoelectronic sensors. It works through the triangu-
lation principle and it is not embarked on the structure of the robot. This 
fact makes possible the miniaturization of the mobile robot construction. 
The authors have lately conceived and developed an optoelectronic sensor 
with photovoltaic quadrant. These optoelectronic sensors enable the 
equipment to have a rapid reaction when the target, with a embarked light 
source, changes its position in the working space.  

1. Introduction 

Many a time, in case of the minirobots, the sensorial equipment occupies a 
big volume comparable with their own gauge. As a result, the equipment 
cannot be mounted on the minirobot. Moving the sensorial equipment from 
the minirobot onto a follow-up and control installation independent with 
respect to this, the minirobot design becomes simpler and easier to be ma-
nipulated (actuated).  
In this view, the authors were developed some equipments, which are 
based on the triangulation method and the comparison between the posi-
tion of a minirobot into real workspace and the equivalent position of a 
virtual minirobot into virtual workspace. In this case, the real workspace 
has to be known a priori, with all the forms and dimensions of the ob-
stacles. Furthermore, for the real workspace has to be created a digitizing 
equivalent map that represents the virtual workspace, memorized by a 



computer. The equipment for tracking and adaptive control determines, in 
real-time, the minirobot position into the real workspace. Any command 
given to the minirobot at a certain moment of time is previously checked 
into the virtual workspace. For instance, if virtual minirobot movement 
into virtual workspace is valid then a command is send to the real robot for 
moving.  
If  virtual  minirobot  movement  leads  to  an impossible situation into the 
real world (e.g. a stroke with an obstacle) the software will find the right 
solution into virtual workspace and will send the appropriate commands 
thus the real minirobot to be able to avoid the obstacle. 

2. Family of optoelectronic sensors 

A family of optoelectronic equipment for a mobile control in a laboratory 
workspace was created by the authors in order to be used at the mobile 
robots controlling. The first and the second optoelectronic sensors belong-
ing to the same family are presented in fig.1. The disadvantages of these 
two models are the following: a small and fix stereo basis; low precision in 
measurement. 

The third optoelectronic sensor of the mentioned family determines the 
spatial position of a number of Pj light sources, placed on a movement ob-
ject (e.g. on a minirobot that must be controlled). The photo of this sensor 
is shown in fig. 2. The optoelectronic sensor is in fact an installation based 
on three identical modules, named M1, M2 and M3, which materialized a 
three-dimensional coordinate system at which the controlled displacement 
of a mobile object (minirobot – mr) is referred. Because of the fix and rela-
tively small stereo basis (but much more bigger than the models in fig.1), 

a) b) 

Fig. 1. The first (a) and the second (b) optoelectronic sensors  
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the working space controlled with an acceptable precision is limited at 2 
m2, a situation which is tolerated in laboratory condition.  

Fig.2. Photo of the optoelectronic equipment and the minirobot 

The schematic of the fourth optoelectronic sensor of family is shown in 
fig. 3. The sensor has an objective Ob and a quadratic photosensitive sen-
sor FE with four identically photoconductive zones. When the optical axis 
is on the direction of light source S, the signals from the four photoconduc-
tive zones are equal and if it is known the position of the axis is known the 
direction ObS. The tracking movement of light source S is produced by the 
stepping motors M1 and M2 by means of two warm-gear reducers m1-rm1

and m2-rm2. Measurement of the rotational angle α, is achieved by angle 
encoder TIRO1, and measurement of rotational angle β, is achieved by an-
gle encoder TIRO2. 
The control of the sensor is achieved by the personal computer by means 
of data acquisition board. The signals from the photoconductive zones give 
information about the orientation of deviation from direction of light 
source S and the motors are maneuvered so that to minimize this deviation. 
In the moment in which all the signals are equal, the axis of the sensor is 
on light source direction S, it is transferred in the memory of personal 
computer the content of the incremental counters of electronically module 
and is compute the angles α and β. 
This optoelectronic sensor is able to tracking and determines, permanently 
the direction to a light source, without to determine the distance between 
sensor and the light source. To determine the distance to the light source 
needs two identical sensors mounted so that the triangulation principle to 
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be applied. In this case the system enable to determine accurately two 
coordinates of the light source irrespective of its position. The disadvan-
tage is that the system has a large price.  

a) b) 
Fig. 3. The first optoelectronic sensor with quadrant diode patterns  

a) schema of the sensor; b) photo of the sensor 

Fig. 4. The research platform Fig. 5. Photo of the research platform with the 
quadrant diode and radiolocation sensors 

After the studies and researches performed in the last time in this field, the 
authors propose the development of a research platform (figs. 4 and 5) and 
with a high flexibility. The modular construction of this one allows the 
endowment with one or several types of sensors at the same time, in order 
to study their behaviour. The sensors can be optic, radio waves etc. 
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Optic sensors, able to realize a sampling process-by means of which the 
signal is received and processed at equal periods and not continuously, 
have been tested on the platform, as well as the radiolocation sensors and 
the optic sensors with continous processing (quadrant diode patterns).  
Some experimental data for the quadrant diode patterns are shown in the 
table 1. The quadrant diode sensor is shown in fig. 6. They refer to the re-
petitiveness of the information offered by the sensor with regard to the 
special position of the target (z - distance), for a 1,5 m stereo basis. 

3. Conclusions  

The research platform that the authors propose in this paper enable the 
study of the behaviour of several types of sensors. Through its modular 
construction, it offers the possibility of studying one or several types of 
sensors at the same time. Among the different types of sensors which were 
studied so far, it is obvious that the quadrant diode sensors offered the best 
performances on the platform. 
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         Table 1

Basis 
stereo 
[mm] 

X  
[mm]  

Y 
[mm] 

Z 
[mm] 

1 1500 27,22 64,29 853,14 

2 1500 26,96 64,48 853,00 

3 1500 27,43 64,08 852,99 

4 1500 27,13 63,99 853,43 

5 1500 26,92 64,56 852,85 

Fig. 6. Quadrant sensor: 1-
lens; 2-quadrant; 3-chassis; 
4-gearmotor; 5-eccentric; 6-
crank guide; 7-adapter 
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Abstract  

This paper deals with fuzzy logic control of inverter fed synchronous mo-
tor. In this article mathematical model of the motor drive system and sta-
bility condition of fuzzy logic control algorithm are represented. The es-
sential fuzzy logic control configuration system consists of an internal cur-
rent regulation loop and an external speed regulation loop. The speed and 
current loop in these systems are generally controlled by PI controller. 

1. Introduction 
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Fig. 1. General configuration of 
inverter fed synchronous motor 

Fig. 2. Inverter fed synchronous 
motor-operating diagram 



Our experimental drive system with fuzzy logic control of inverter fed 
synchronous machine consists essentially of a fully phase controlled six-
pulse thyristor bridge converter operating essentially as a rectifier, dc in-
termediate stage with smoothing inductance and a six pulse thyristor con-
verter working as an indirect type frequency converter (Fig.1). A fuzzy 
logic control and digital proportional and integral control method are pro-
posed for electrical drive system with inverter fed synchronous motor. 
Block diagram for inverter fed synchronous machine is shown on Fig.2 

2. Control scheme description 

To control a invert fed synchronous machine a host computer with special 
microprocessor 1102 dSPACE. The host computer serves as a developing 
environment, it is in charge of the real-time program debugging, the execu-
tion code downloading, real-time parameter and state monitoring, and real-
time gain auto-tuning. The fuzzy gain self-tuning algorithm is realized as 
follow: for the host computer, each cycle it synchronizes with the micro-
controller and receives the sampling data in the precedent cycle, it then 
computes the sliding trajectory and the corresponding performance index. 
After this, suitable gains of the PI controller derived from the cycle infor-
mation are calculated and send back to the microcontroller  

3. Current and speed control 

The current and speed control structure include the fuzzy logic controller. 
The speed control is achieved by self-tunning regulator. Inputs of the 
speed loop are the speed feedback and its reference. The output represents 
the references for the current loop. The inner control current loop is shown 
on Fig. 3. 
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We use a proportional-integral type regulator, defined by following function: 
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The recurring equation for angle of six pulse transistor bridge is: 
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and finally for PI current controller we have  
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The inner loop of the control structure include the fuzzy controller. The basis 
of the fuzzy controller, the fuzzy rules, contain the relationship between the 
linguistic input variables and the linguistic output variable, which describe 
the conclusion to the state of the system. 
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Fig. 4. Membership function for control current errors 
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Fig. 5. Membership function for  parameters of current controller 
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Tab. 1. Control matrix for kp and ki current controller parameters 

The transfer function for inner current controller loop is: 
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Now we obtain the following transfer function for current regulation close 

loop:   
bbb

aza(z)G
012

01
1 ++

+=     (7) 

The stability condition for current controller are determined by using: 

  0bbb 012 〉++ ;   0bb 02 〉−  ;   0bbb 012 〉+−     (8) 
The proposed control structure under application of fuzzy logic was tested 
with a 600W synchronous motor. In this case the stability condition for kp i 
ki current controller parameters are shown on Fig.7. 
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Fig. 6. The stability condition for current controller 

The block diagram of speed controller and outer loop is shown on Fig.7, 8 
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and then we have:   
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The stability condition are determined by using: 
   0BBB 012 〉−+ ; 0BB 02 〉− ;  0BBB 012 〉+− ; 0B1 〉                         (11) 
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The stability condition for speed controller are shown on  Fig.9.       
iωk     

     
  )pω(kfiωk =   

       pωk1

3

    1                3              5

Fig. 9. The stability condition for speed  controller 

The laboratory test result on 600Wsynchronous motor was shown on Fig 10  

Fig.10. Output  speed  signal in case of change  parameters of speed controller 

4. Conclusion 
The most important results of our investigation is description fuzzy logic 
control method of inverter fed synchronous motor. The stability condition 
are determined for current and speed controller. The simulated result were 
compared during the laboratory test on 600 W synchronous motor. 
Another results of our investigation is description self-tuning fuzzy logic 
control method of inverter fed synchronous motor. The novel method is 
derived from a detailed analysis of the cycle information, it has been fully 
tested with a inverer fed synchronous motor drive. The experimental re-
sults show that the proposed algorithm has the feature of simplicity, versa-
tibility and stability.  
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Abstract  

The paper presents the model and simulation of passive and active earth-
moving machines seat suspension. The object of the simulation is the 
visco-elastic passive seat suspension, extended with the active control. In 
order to help the working machines operators against vibration, the active 
system with different control strategies is elaborated. Active system im-
proves significantly the behavior of the seat suspension at low frequency 
excitation, with the most effectiveness obtained for the resonance fre-
quency. As the results of the computer simulation, the power spectral den-
sities of acceleration for a seat is presented in comparison with sample ex-
citations on the earth-moving machines cabin floor. Additionally, the 
transmissibility functions for a passive suspension and the corresponding 
active suspension are shown. 

1. Introduction 

Truck drivers and operators of earth-moving machines during their work 
are running a risk of vibration, most often coming from surface uneven-
ness [1]. The vibrations that occur in a typical earth-moving machines 
cabin ranges in 0 – 20 Hz  [3, 4, 5]. This situation is very unfavorable, be-
cause a large majority of natural frequencies of human body organs are in 
the same range. This leads to the loss of the concentration, tiredness and 
decrease of the effectiveness of the work being performed. 
The main dangerous range of vibration frequency for human body is be-
tween 4 – 9 Hz, because a large majority of human body parts and organs 



are in that range [1, 2]. Passive suspension of serial produced seats ampli-
fies the low frequency vibrations, for the sake of resonance. 

2. Inverse criteria of vibro-properties of seat suspension 

The main problem of seat suspension control strategy is the two opposite 
criteria: 

• minimization of absolute acceleration of a loaded seat, 
• minimization of relative displacement of the seat suspension. 

The correct control policy of the seat suspension should be done by mini-
mizing the objective function [4, 6]: 

[ ] ( )[ ] min2
2

2
1 →−⋅+⋅= sxxEcxEcJ    (1) 

where c1 and c2 are weighting coefficients, depends on the significance of 
concurrent criteria. 
On the one hand, the absolute acceleration on  the seat should approach 
zero to protect driver’s health. On the other hand, maximum relative dis-
placement between the seat and floor of operator’s cabin should approach 
zero as well in order to ensure the controllability of the working machines. 
The best compromise between concurrent criteria creates a large optimiza-
tion problem. 

3. Physical and mathematical model of passive and active 
seat suspension 

m 

Fc Fd FF FA

m 

Fc Fd FF

Passive system Active system 

xs

x 

xs

x 

Fig. 1. Physical model of passive and  active seat suspension 

Simplified physical model of passive and active seat suspension are shown 
on fig. 1. Designations from physical and mathematical model are pre-
sented after equation (4). 
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Equation of motion for a passive seat suspension is given by: 

)()()( sFss xxsignFxxcxxdxm  −⋅−−⋅−−⋅−=  (2) 

Equation of motion for an active seat suspension is given by: 

AsFss FxxsignFxxcxxdxm +−⋅−−⋅−−⋅−= )()()(   (3) 

Active force generator is described as the first inertial element: 

)(tUkFFT AAo ⋅=+⋅   (4) 

where: m – sum of mass of driver and seat, x – displacement of seat, xs – 
displacement of cabin floor, d – viscous damping coefficient, c – stiffness, 
Fc – spring force, Fd – damping force, FF – friction force, FA – active force, 
T0 – time constant of active force generator, k – proportional gain of active 
force generator, U(t) – control voltage of active force generator. 

4. Control strategy of an active seat suspension 

The active control systems used in simulation are presented on fig. 2a, 2b. 
The typical, proportional regulator for a sky-hook damper control strategy 
is used. The voltage signal from the acceleration sensor is fed to the input 
of the regulator and controls the active force generator. This system works 
by means of the “Sky-hook damper” algorithm [6] and ensures minimiza-
tion of the absolute velocity of loaded mass. The second system based on 
double feedback loop control strategy, which ensures the selection be-
tween decreasing of acceleration acting on a driver and minimizing of rela-
tive displacement of seat suspension Computer model of passive and ac-
tive seat suspension is performed using the simulation packet MATLAB – 
Simulink. 

Seat 
suspension 

Controller 

Force 
generator

x

xU U

AF

Sensor

a) 
Seat 

suspension 

Controller 

Force 
generator

x

sxx −

xU 
sxxU −U

AF

Sensor Sensor

b) 

Fig. 2. General view of control system: a) sky-hook damper controller, b) double 
feedback loop controller 
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5. Comparison of simulation and experimental results 

The experimental set-up consists of hydraulic shaker, vibration platform 
with mounted and rigid loaded seat suspension. For evaluation of seat sus-
pension behavior, the white, band limited noise as excitation signal is used. 
During the test there were measured the following signals: acceleration of 
vibration platform, acceleration of loaded mass, relative displacement of 
suspension system and absolute displacement of vibration platform. Based 
on these signals, the Power Spectral Densities of acceleration and Trans-
missibility Functions are evaluated and shown on fig. 3. 

Fig. 3. Measured and simulated PSD (a) and transmissibility curves (b) of seat 
suspension 

The results of simulated seat suspension are slightly better, than measured. 
The Seat Effective Amplitude Transmissibility factor (SEAT) [2] from 
simulation is 0,491 and from the measurement 0,504. The maximum rela-
tive displacement of suspension system from simulation is 68 mm and 
from the measurement 71 mm. 

7. Simulation results for a different control strategy of an 
active seat suspension 

The simulation investigations are performed for a different control strat-
egy: sky-hook damper and double feedback loop control. The Seat Effec-
tive Amplitude Transmissibility factor (SEAT) [2] is lower about 34 % for 
sky-hook damper control in comparison with passive one, about 16 % for 
double-loop control. The maximum relative displacement of suspension 
system is lower about 6 % for sky-hook damper control in comparison 
with passive one, about 12 % for double-loop control. The PSD and 
Transmissibility for different control strategy are shown on fig. 4. 
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Fig. 4. Simulated PSD (a) and transmissibility curves (b) of seat suspension for 
passive and corresponding active system at different control strategy 

8. Conclusions 

The results of simulation shows, that active seat suspension with sky-hook 
damper control significantly improves vibro-properties of the seat in the 
range of frequency 0 – 6 Hz. The best performance of the active seat sus-
pension is achieved at resonance frequency for the passive seat (about 1,5 
Hz). In this case, the reduction of maximum relative displacement of seat 
suspension is on a low level. The active seat suspension with double feed-
back loop control improves both concurrent criteria: the acceleration on 
the seat and the maximum relative displacement. This control strategy al-
lows the choice to be made for desired vibro-isolation properties of the 
active seat suspension. 
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Abstract  

The contribution is focused on generation of walking gates for quadruped 
robot using heuristic search state space algorithms. The efficiency of clas-
sical A* algorithm is improved by using branch and bound methods. Simu-
lation verification shows reduction of number of states space nodes gener-
ated during the search. 

1. Introduction 

Automatic generation of robot walking gaits belongs to common require-
ments of mobile robotics. One of the possible approaches is use of algo-
rithms based on state space search. Our team lately successfully tested A* 
and Beam-search algorithms. Efficiency of those algorithms can be theo-
retically improved by branch and bound methods. This paper describes our 
experiences with combining A* algorithm and branch & bound method 
used for automatic generation of quadruped robot walking gait. Tests were 
performed using simulation software, see [3,4] 

2. Used Approach 

Choosing the appropriate walking gait belongs to the set of planning tasks. 
The aim of such a task is to find the optimal path, in our case defined as a 
sequence of states and operators that perform transitions between states. 
Each state represents a particular configuration of the robot. The rule for 
robot´s configuration change represents the operator realization and such 



operator performance thus creates a new state. Therefore the whole task 
can be internally represented using continuous deterministic graph (tree). 
To find a solution for such task, informed methods of the state space 
search can be successfully used, for example A-star or Beam Search. Fur-
ther improvement can be obtained by combination of those algorithms 
with branch & bound methods [6]; methods which refuse solution evident-
ly worse than solutions already found during the initial stages of state 
space search – so called branching of the tree. To refuse the solution cer-
tain still acceptable limit evaluation of the node is used, so called bound. 
Among algorithms further developing branch & bound methods we can 
mention e.g. Futility cut off, Waiting for quiscence or Secondary search. 
Algorithm of A* with branch and bound: 

1. Set bound to infinity 
2. Set maximum depth for branching 
3. Determine actual configuration of the robot 
4. Using depth first search generate sub-tree whose tree represents 

actual configuration of the robot. 
a) Each newly created state evaluate using A* cost function.  
b) If the state currently evaluated is a leaf (i.e. it is located in 

maximum depth) compare its evaluation with bound value. If 
the bound value is higher, then  

Bound := leaf evaluation, 
Evaluated state note as temporarily the best one and remember its 
position 
Finish expansion of the parent of currently evaluated leaf and con-
tinue in expansion according to depth first search.

5. Based on remembered position of the best node from step 4 deter-
mine the rule which lead from actual configuration of the robot 
(root node) to the subtree containing the leaf with the best evalua-
tion. 

6. Use rule determined in step 5 on to actual configuration of the ro-
bot 

7. Set newly created state as actual configuration of the robot 
8. Repeat step 4 until actual configuration of the robot reaches goal 

state. 
One can see from the description of the algorithm that bound value 
changes during the search, it is monotonously falling. Generated tree 
branching, which represents the main difference against classical A* algo-
rithm appears in step 4b. 
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3. Implementation 

The proposed walking gait generation algorithms needed to be tested in a 
financially and time undemanding way. That is why a virtual prototype of 
four-legged walking robot performing planary movement (constant dis-
tance of the robot body above the surface is considered) was designed. It is 
a software simulation developed in Borland Delphi 6. While designing the 
software simulation we need to take into consideration both the robot’s 
behavior and its interaction with environment, as well as errors occurred 
during servo-motors positioning etc. With regard to the above stated re-
quirements the virtual model comprises these main parts: [2] 
- Module of simplified kinematic model of the robot in 2D 
- Module of introduction of errors (environment simulation) 
- Module of walking gait generation (AI algorithms implementation) 
- Main simulation module 
- Module of data representation 
By errors we mean the errors in servodrives positioning which are un-
avoidable in real application. Such errors bring the necessity of gait rep-
lanning, when planned action can not be used due to the difference in ex-
pected and real state of the robot. 

4. Obtained Results 

Using above described software the tests were performed comparing re-
sults of A*, beam search and branch & bound algorithms To compare the 
results the cost function previously exhibiting the best results was used [2]. 

( ) ( ) ( ) ( ) ( ) ( )*
1 2 3 4 5 ,h i k d i k i k step i k move i k rot i= + ∆ + + + (1)

where: 
d(i) represents geometric distance between the i state and the target state, 

( )i∆  gives us the deflection of the i state from robot’s ideal direction, 
step(i) is the number of leg movements of the robot on its path from the 
initial state s0 to the i state. 
move(i) is the number of translatory movements of the robot on its path 
from the initial state s0 to the i state, 
rot(i) is the number of rotational movements of the robot on its path from 
the initial state s0 to the i state. 
The constants ik  were defined experimentally: 1 10k = , 2 50k = , 3 3k = , 

4 3k = , 5 5k = . 
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Maximal depth of sub-tree expansion, (see algorithm description, step 2) 
was experimentally set to MaxDepth=3. Higher depth significantly in-
creases  algorithm response time; lower depth results in unacceptable 
walking gait. Quantitative comparison of walking gaits from [0,0] position 
to [0,9] position using A*, and "A* & Branch and bound" algorithms is 
shown on tab. 1. 

Tab.1: Influence of introduced errors on the state space size, 
 RL = robot's length, RPN = number of path replanings 
a) A-star algorithm 

erros included no of states in RPN
path state space

no errors 27 17540 0 
0.02 [0.6%RL] 
1.15 [deg] 26 23990 0 

0.04 [1.3%RL] 
2.30 [deg] 31 22165 0 

0.06 [2%RL] 
3.45 [deg] 34 20920 1 

0.08 [2.6%RL] 
4.60 [deg] 30 37290 2 

b) A star algorithm with branch & bound 

erros included 
no of states in improvement [%] 

of states in state 
space 

RPN

path state space  

no errors 24 6674 62 % 0 
0.02 [0.6%RL] 
1.15 [deg] 24 6674 72 % 0 

0.04 [1.3%RL] 
2.30 [deg] 25 6895 68 % 0 

0.06 [2%RL] 
3.45 [deg] 28 7740 63 % 1 

0.08 [2.6%RL] 
4.60 [deg] 30 10130 72 % 2 

Comparison of both algorithms used for walking gait generation shows 
that branch & bound method significantly reduces numbed of expanded 
states, around 68% in average and therefore reduces computational re-
quirements and thus the algorithm response time. Resulting robot gait was 
comparable and does not contain any redundant leg movements. Translato-
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ry movements of the body are sufficiently large. Resulting walking gait 
can be considered as energetically efficient. 

5. Conclusion 

This paper shows the usage of branch & bound modification of A* 
algorithm on automatic generation of a four-legged robot’s walking gait. 
This modification brings only slight increase the algorithm complexity 
together with substantial reduction of number of expanded states generated 
thus reducing overall computational requirements and corresponding 
algorithm response time, which is advantageous mainly in cases where 
replanning of the gait is necessary due to the servodrives position errors. 

Published results were acquired using the subsidization of the Ministry of 
Education, Youth and Sports of the Czech Republic, research plan MSM 
0021630518 "Simulation modelling of mechatronic systems". 
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Abstract  

The paper is focused on the analysis of the Stewart platform proposed for the 
development of a device that will be used in the determination of mechanical 
properties of materials that should substitute spinal segments of human bodies. 
Due to the nonlinear characteristics of the Stewart platform, classical control 
techniques, such as PID control, are difficult to design for this kind of 
mechanical system. Therefore, a fuzzy controller was developed to minimize 
the positional and rotation errors for the platform in the task space. An ANN 
compensator was designed to improve the performance of the fuzzy controller 
and a simulation was done to compare the two controllers.  

1. Introduction 

The Stewart platform is a parallel robotic device used in many applications; 
industrial, flight simulators and for this case, biomechanical applications. One 
application was developed at the Brno University of Technology by the group 
leaded by Dr. Tomas Brezina for experimental modeling of arbitrary load and 
movement on the spinal cord [2]. In this paper, a fuzzy logic controller is 
suggested in order to develop an alternative method to find the appropriate 
control signal to minimize the errors of the platform trajectory. 



2. Kinematic and Dynamic Model 

The kinematic model [4] is derived using a base frame located in the center of 
the platform. This model is represented by the vectors q and b, a translation 
vector denoted by t, and the platform vector p which is transformed respect to 
the base frame using the rotation matrix ℜ for the six legs. The vector S
represents the length and position of each leg and is given by: 

                      iii btpS −+ℜ=                                             (1)

To derive the dynamic equations of the Stewart Platform [4], the Newton-
Euler equations must be applied to calculate the position t and orientationα . 
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Where J is the inertia matrix, m is the mass of the platform, ω  is the angular 
velocity, g is the gravitational acceleration, R is the position vector of the 
platform, and H is the transformation matrix for the input force F . 

3. Design of the fuzzy logic controller 

This fuzzy controller was done based on the standard PD like rules [1]. The 
whole system has 150 rules defined in table 1 (25 rules for each input). Due to 
presence of nonlinear and highly coupled terms, it’s difficult to find the gain 
matrices using traditional methods and the linearization of the dynamic system 
introduces nonlinear approximation errors on the platform trajectory.  
The fuzzy controller structure is given in [1] and two 6x1 vectors: 

[ ]Tt eee α= and [ ]Tv eee ω=
.

 where e is the trajectory error and 
.
e  is the 

error derivative respectively; these two vectors conforms the 12 inputs for the 
fuzzy inference system. The output vector F  is a 6 x 1 vector which 
represents the 6 actuators to move the platform. Each variable (input and 
output) has 5 membership functions NB, NS, ZO, PS and PB and the 
membership functions were done using the inductive reasoning algorithm. 
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Table 1. Rules for the fuzzy controller 

Fi

dei/dt 
NB NS ZO PS PB

  NB PB NS ZO PS PB 
NS PS PS PS PS ZO

ei ZO PS PS PS ZO NS 
  PS PS ZO ZO NS NS 

PB ZO NS NM NS NB

4. ANN Reference Compensation Technique 

 Some authors have suggested several compensation techniques such as the 
∞H compensator for adaptive control [3]; the RCT is an on-line training 

method used to get accurate values for the error signal without modifying the 
rules from the fuzzy logic controller. The schematic diagram is shown in 
figure 1, the ANN compensator has two inputs; the control input and the delay 
input for online training to be used with the function v explained in the next 
paragraph. It’s important to take in count the sampling rate and the 
computation time for real time application to avoid delays which can yield 
instability in the Stewart platform dynamic model. 

Fig. 1. Fuzzy Controller and ANN Compensator 

Define three 6x1 vectors qd, q, and qn which represent the desired trajectory, 
actual trajectory and the output of the compensator.  In order to find the target 
function to train the compensator, the target function v is computed using the 
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estimated matrices 1k  and 2k  given by the fuzzy controller. This function is 
represented by: 

         
           εε 21 kkv +=                                            (3) 

  qqd −=ε                                                (4) 

5. Simulations 

All the parameters used for this simulation such as mass, inertias and platform 
dimension are from Brezina’s previous work [2]. The input was a sinusoidal 
deflection in ±  5 mm and a range of ± 10o keeping the control signal in the 
range of 2000 N with frequency 2 Hz. The network architecture used was 6 
input neurons (translations and angles) and 6 outputs (forces) and 12 hidden 
neurons. The back propagation algorithm was used and the learning rate was 
0.6. In figure 2 there is a comparative graphic for the PD-like fuzzy controller 
with and without compensation. You can see the reduction of the elongation 
error of one leg using the ANN compensator for the fuzzy controller.  

Figure 2.  Error for the leg prolongation using a fuzzy controller 
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5. Conclusions 

In this paper two alternatives are shown to compare the performance according 
to the error of the prolongation course of each leg. It can be noticed that in 
order to compensate some small changes in the rules of the fuzzy system due 
to perturbation, an ANN compensator helps to reduce this error in real time 
applications but it is very important to take into consideration the sampling 
time for the training of the RCT compensator. The RCT controller is very 
useful in this kind of applications, because it’s not necessary to linearize the 
dynamic model, so there are no losses in the computation of the states when 
the system is used in real time. 
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Abstract  

 The focus of this paper is on design and development of a miniaturized 
mechanical carrier of a mobile robot for inspecting ventilation ducts. Work 
environment of this robot are ducts made of steel sheet. To enable this ro-
bot to easy move in this environment several problems have to be consid-
ered and then solved. The authors considered several conceptions. They 
chose two of them for further research. One of them was a four-leg walk-
ing platform. The other was a wheeled platform. 3D CAD systems were 
used for simulation of kinematics and dynamic behavior. They chose 
wheeled platform and then developed a real model of this platform. The 
platform is equipped with four magnetic wheels. Every wheel is independ-
ently driven by a step motor. The platform and all elements of the me-
chanical carrier are made from aluminum alloys. This platform can move 
on floor, walls and ceilings of round and square ventilation ducts using 
magnetic forces. 

1. Introduction 

 Inspection robots are one of sub domains of Artificial Intelligence 
(AI) that are subject to rapid development in the last decade. New 
achievements in electronics enabled dozens of spectacular applications of 
mobile robots especially in such places and situations where operation of 
                                                     
1 Scientific work financed by the Ministry of Science and Higher Education and 
carried out within the Multi-Year Programme “Development of innovativeness 
systems of manufacturing and maintenance 2004-2008”



humans is dangerous or even impossible: in small canals/ducts, in explo-
sive or radioactive hazards atmosphere, in fire, etc. Autonomous inspec-
tion robots allowed exploring mysteries of deep sea, and penetrating areas 
inaccessible to humans [1]. 
 The paper deals with a project of design and development of a 
miniaturized mechanical carrier of a mobile robot for inspecting ventila-
tion ducts [5]. Project is made by a group of engineers from Department of 
Fundamentals of Machinery Design. There are many design, program and 
conceptual problems that are of special interests to researchers. One of the 
most important problems is climbing on vertical walls and ceilings in ven-
tilation ducts. The proposed solution of inspection robot is equipped with 
magnetic wheels, eight actuators, several sensors [3] and specially de-
signed control system [2]. 
 The paper is composed as follows. In the next section research 
problems are formulated. Third section deals with design problems of a 
real robot focusing on the mechanical skeleton, actuators, low level con-
troller and sensors. The paper ends with some conclusions. 

2. Research problem 

 The main problem addressed by this project is to find an easy 
method of free movement in ventilation ducts of different but standardized 
diameter and shape. The authors set up some restrictions [5]. The robot in 
the first stage has to work only within square and round ducts. Diameter of 
round canals is limited from 300 mm to 700 mm and dimensions of square 
canals are limited from 250 to 600 mm. The minimal radius of elbows is 
300 mm. Different sections of ventilation ducts can be connected by means 
of suitable adapters. 
 The inspection robot will have to drive in horizontal and vertical 
canals. To achieve this goal several problems should be considered and 
then solved. One of the ideas was to jostle opposite walls for climbing ver-
tical sections. There are several robots using this conception but it is nec-
essary that the ducts do not change the dimensions in large range. In our 
case it is impossible to use this idea. Other idea was to use some material 
properties such as magnetic or suction elements.  
 The authors assumed [5] that the speed of robot should be at least 
0,02 [m/s] and the load capacity should be more than 0,6 [kg]. The robot 
should be capable of working autonomously; therefore it should be 
equipped with batteries and an energy-saving system.  
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 The most essential problem concerns determination how the in-
spection robot should move in its environment. Two main approaches were 
considered for further research. One of them was a four-leg walking plat-
form. The other was a wheeled platform. 3D CAD systems were used for 
designing and simulating kinematics and dynamic behavior. The authors 
chose wheeled platform and then developed a real model of this platform  

3. Design 

 The first stage of design was to develop a mechanical body with 
actuators. Then, the robot was equipped with the respective control system 
[2]. Finally it was armed with sensors which allowed it sensing the envi-
ronment [3]. Several concepts were created and then evaluated with re-
spect to such criteria, as: high mobility by limited number of power trans-
mission units, and ability to drive the robot through its inspected environ-
ment. Simultaneously, costs must not be too high and further development 
and modifications of the robot should be easily possible. Moreover, modi-
fications and possibly repairs of the robot should be easy to carry out.  

Fig.2. Model and testing version of inspection robot  

 The robot has been designed using CATIA 3D system. A virtual 
verification of concepts and a final design took place in simulation mod-
ules of CATIA. Fig.1. shows the virtual model of the inspection robot. All 
the elements were subject to FEM calculations to lower masses and inertia 
of the real object. Drawings obtained by means of CAD software were 
send to manufacturer that machined robot parts using CNC machining tool. 

3.1. Mechanical skeleton 

 Elements of the skeleton have been obtained from aluminum and 
light material by CNC milling machine. Advantages of this solution are 
twofold. First, elements of complex shape could be machined precisely. 
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Then, aluminum elements allow obtaining low mass of the skeleton by 
relatively high durability features. The first testing version of the skeleton 
equipped with control and drives is shown in Fig.1.
 Very important was climbing system of inspection robot. Two 
main approaches were considered: suction and magnetic foots. Author 
chose to use magnetic wheels. They use neodymium magnets in wheels for 
climbing vertical walls. This approach has several important advantages: 
most important is low mass and dimension if compared with magnetic 
forces they produce, low cost is also important.  

3.2. Actuators 

 There are many possible solutions of drives for a welled robot. In 
this project only electric drives were considered, including step motors and 
permanent motors with control of rotations. The step motors were finally 
selected due to such features as small dimensions and weight if compared 
with torques that they produce. The complete drive system implements 
eight motors from two types with similar parameters. Every wheel has 2 
DOFs – one for rotation and one for left/right movement.  

3.3. Low-level controller 

 The low-level controller allows to drive step motors in many dif-
ferent ways. It allows one or two coil control and micro stepping (stepper). 
Motor currents limiter has selectable range from 0.5 to 3.0 Amps per wind-
ing in 0,1 Amp increments. Controller can be powered from any supply 
voltage from +12 to +50VDC. To work properly, the controller needs to be 
connected to a high level controller which is a source of digital control 
signals. 

3.4. Sensors 

 Sensors allow the robot active operating in the environment [3], 
providing the robot with feedback that may be used to navigate and move 
through the environment. A variety of sensors may be applied, which re-
quire differing supply and control signals.  
 Infrared distance sensors were selected for this project for measur-
ing the distance to obstacles. The sensor has integrated design that includes 
emitter and receiver diodes. These sensors have several important advan-

164 M. Adamczyk



tages, as: precise operation also in case of color or reflecting objects, large 
useful measuring range, low costs, and no external control unit required.  
 The author used also acceleration sensors for measurement accel-
eration of gravity. This sensor has also integrated design that includes all 
necessary parts for working. The advantages are: precise operation, large 
measuring range and low cost.  
 The last group of sensors is focused on assessing internal condition 
of the inspection robot, such as electric energy consumption. 

4. Conclusions 

 Design and development of an inspection robot is connected with 
the necessity to solve many crucial problems. There are many issues con-
cerning design and development of the complete system, and development 
of software that would be capable of intelligent moving the robot through 
complicate ducts installation. Construction enables further development 
and implementation of efficient algorithms for better navigation in more 
complex environments [2,4]. 
 One of very demanding tasks is the ability to move in real ducts. 
Inside canals there can be a lot of dust and it can by really dirty. These 
contaminants can have very significant influence on efficiency the unit. A 
simulation in virtual reality gave the author a lot of information that was 
very useful in optimization the designed structure.
 Sensing the environment is also very important. There is a variety 
of sensors that can sense environment on many ways, identifying location, 
direction and many more.  
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Abstract  

In the paper the influence of the dynamics of the symptoms genesis on the 
correctness of generated diagnoses was shown. An approach of allowing 
for those dynamics to be taken into account in the algorithms of parallel 
and serial diagnostic reasoning was given. Finally, the algorithm of proper 
reasoning when the information about symptoms times is omitted was pre-
sented. 

1. Problem formulation 

The universal scheme of diagnostic system is shown on Fig. 1. Process 
models are used for fault detection. Generated residuals are the difference 
between value of measurement signals and calculated model outputs. Re-
siduals or diagnostic signals arising as a result of evaluation (binary or 
multi-valued, crisp or fuzzy) of diagnostic test results are the input signals 
to fault isolation procedures. The faults pointed out in the diagnosis are the 
outcome of the isolation procedures. 
The mapping of the space of diagnostic signals values S into the space of 
faults F is necessary for diagnosing. 
Different forms of this representation are known. Structural and directional 
residuals are used most often  [1, 3, 5]. The application of Fault Isolation 
System FIS [3] with using of multi-valued diagnostic signals is an another 
solution. All these representation methods have statistical nature. How-
ever, the diagnosed process are dynamical systems. Therefore, from the 
moment of fault occurrence to the moment when one can obtain measur-
able symptoms the particular time period passes. It depends, among others, 



on the dynamic characteristic of tested part of the process. If we consider 
the set of diagnostic signals which detect particular fault, at that moment 
after the fault appeared only part of this signals take a values that are the 
fault symptoms. Only just some period of time all signals take values 
which testifies about fault appearance. 

Process

Residual 
Generation

Residual 
Evaluation

Fault 
Isolation

R - residuals

S – diagnostic
signals

F – fault indicators

F - faults

Y - outputsU - inputs

Fault
Detection

Process 
models

R ⇒  S
classifier

S ⇒  F
relation

Fig. 1. Diagnosing scheme. 

The wrong diagnosis could be generated if one didn’t take the dynamic of 
symptom into consideration [2]. The following question  appears: Is it pos-
sible to elaborate faults isolation algorithm insensitive to symptoms de-
lays? It is  the subject of this paper. 

2. Symptom based diagnostic reasoning 

Time instants when the symptoms appear depend on dynamic characteris-
tic of tested part of the process, fault type (abrupt, growing) and develop-
ment in time characteristic, applied method and detection algorithm pa-
rameters. It’s possible to calculate analytically this times based on dynamic 
description (e.g. transmittance) of controlled part of the process (where the 
fault is an input and the process value is an output) and transient response 
of fault appearance. We make an assumption that limitation function pa-
rameters are known and there is no influence of the diagnostic test meth-
ods on the process operation. 
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In practice, it is very difficult to obtain the information about symptoms 
erasing times. So, it was decided to try to design an algorithm, which 
should assure of proper diagnosis formulation, for single faults, without 
taking into account the symptoms erasing times. It is described below. 
Let us assume, that the value of “1” of the diagnostic signal denotes symp-
toms appearance, while the value “0” denotes its lack. In the known rea-
soning methods [1, 2, 3, 5] the fault symptoms as well as the lack of others 
are used parallel. The following rules of reasoning are used: 

• The “0” value of the diagnostic signal testifies, that none of the faults 
controlled by that diagnostic signal had occurred: 

0)(0
)(:

=⇔= ∀
∈

k
sFfk

j fzs
jk

. (1) 

• The “1” value testifies, that at least one of the faults from the set F(sj) 
had occurred: 
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k
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while: z(fk) - is attributed to each of the faults fk from the set F. It is de-
fined in the following way: 
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It is easy to take into account, in the diagnostic reasoning, the symptom 
which can be observed. They can be immediately used in reasoning. To be 
able to take into account, in the reasoning, the lack of symptom, one must 
wait for the predefined period during which the symptom can occur. If the 
diagnostic reasoning takes into account only the symptoms that appeared 
(eq. 4) than the diagnosis modified after successive symptoms notifications 
would be proper. The achieved fault isolability can be lower due to not use 
of eq. (3) in comparison with the algorithms, which use both reasoning 
rules.  
Serial diagnostic reasoning is based on the analysis of successive diagnos-
tic signals. The diagnosis is formulated in several steps, in which the set of 
possible faults is gradually constrained [3, 4].  
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In the case of serial reasoning, the diagnostic relation RFS is defined by 
attributing to each diagnostic signal the subset of faults detectable by this 
signal: 

{ }.:)( jFSkkj sRfFfsF ∈=  (4) 

The first steps of the algorithms are analogous to those ones in the case of 
parallel reasoning. The fault isolation procedure is started after the first 
symptom is observed. Its occurrence indicates that one of the fault from 
the set F(sx) of the faults detectable by that diagnostic signal had arisen. 
Such a subset of possible faults is indicated in the primary diagnosis: 

)1()1( 1 ==⇒= xx sFDGNs . (5) 

The subset of diagnostic signals S1 useful for isolation of faults from the set 
F1 is created:  

{ }∅≠∩∈= )(11 : jj sFFSsS . (6) 

It can be reduced by the signal sx, which started the isolation procedure: 
S1*=S1-sx. 
When single fault occurrence is assumed, the following rules of reducing 
the set of possible faults indicated in the consecutive steps of diagnosis 
formulation are used: the value of „1” of the diagnostic signal causes the 
reduction of the set of possible faults by the faults undetectable by that 
signal. The new set of possible faults is a product of past possible faults 
and the set of faults detectable by that signal F(sj): 

)(1 1 jppj sFDGNDGNs ∩=⇒= − . (7) 

During serial diagnostic reasoning the preliminary diagnosis is formulated 
after the first symptom is observed and then constrained when further, 
consecutive symptoms are taken into account. The diagnosis, in any rea-
soning step, is proper and points out such faults, for which observed symp-
toms are consistent with those ones defined in the signatures. 
The diagnosis based on symptoms can be also formulated in a parallel 
way. Let Sp: 

)1:{ =∈= jjp sSsS ,     pSp =  (8) 
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denote the set of observed symptoms. The formulated diagnosis based on p
symptoms has the following shape: 
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4. Conclusion 

It was shown, that one can achieve proper diagnosis without the informa-
tion about symptom arising times. In this case, only the symptoms are 
used, while equal to “0” values of diagnostic signals are not taken into ac-
count during reasoning. Nevertheless, it leads to decrease of fault isolabil-
ity. Finally, in some cases, larger amount of fault is pointed out in elabo-
rated diagnosis that in the case of taking the symptom times into account. 
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Abstract 

This paper presents the idea and realization of the virtual laboratory based 
on the AMandD system. This Computer Aided Control System Design 
(CACSD) environment can cooperate with external control systems and 
real devices with OPC Server. System installed at standard PC hardware is 
an important concept because it reduces the cost of experimental develop-
ment and standardizes the computational engine. Virtual object–real con-
troller configuration is presented, which demonstrates the capabilities and 
the performance of the AMandD environment. 

1. Introduction 

The virtual laboratory enables the user to implement and conduct experi-
ments on models of controlled systems and their controllers. It is useful for 
new models design as well. That means two prospects: creation of virtual 
object, which is under control of real controller or creation of virtual con-
trol system for real object. Such laboratory stands allow designing in the 
same environment, from analysis phase to complete done project. The ad-
vantage of that approach is low cost of realization because it doesn’t re-
quire purchasing any special and complicated devices. It’s based on com-
mon software and hardware, and enables systems tests in laboratory.  

Computer Aided Control System Design (CACSD) software tools allow 
prototyping of processes/objects and their control systems. To these design 
tools belong such environments as Matlab, LabView and the AMandD 
system, which is being developed at the Institute of Automatic Control and 
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Robotics, at Faculty of Mechatronics of the Warsaw University of Tech-
nology. They usually have graphical interfaces, which allow defining dy-
namic models as block diagram models. Various block-set libraries pro-
vide pre-configured blocks and connectors that can be incorporated into a 
model by simple drag and drop operations. The primary advantages of the 
proposed approach are as follows: 1) the required computer hardware is 
low cost, based on PC, 2) available plants of different authors can be sup-
ported under the same CACSD environment with no hardware modifica-
tions, 3) built block diagrams ca be utilized to prototype control strategies, 
eliminating the need for low level programming skills, 4) it’s possible to 
use applications written in low level languages, too. CACSD environments 
have suitable tools for data processing acquired from process and ability to 
perform complex calculations. Additionally, they are able to perform cal-
culations in real-time. 

2. The AMandD system 

The AMandD System is being developed at the Institute of Automatic 
Control and Robotics at Faculty of Mechatronics of the Warsaw University 
of Technology. It consists of components realizing various functions, in 
on-line and off-line mode. The AMandD system is a tool for creating 
measurements and automation applications that can be executed in real-
time. The modules of the system exchange processing data and messages 
by its native communication server. It has to run for right system working. 
It doesn’t require any user service. To receive and send messages by the 
system module it has to be connected with server. Modules can be divided 
into following groups: I/O Modules, Computational Modules, Utility 
Modules, Configuration Modules. 

3. The virtual laboratory 

The goal of the virtual laboratory was connection possibility and coopera-
tion between real and virtual plants and regulators. Thanks to connection 
with real world, it’s possible to validate designed models in real-time. The 
laboratory stands utilize standard PC hardware as its cost is considerably 
lower than the ones with industrial devices. There is also a central unit – an 
individual standard PC realizing control, monitoring and diagnostics of 
processes taking place in laboratory. All stands are connected by Ethernet 
using OPC Data Access Standard. Fig 1 shows the scheme of developed 
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virtual laboratory. There are 3 physical objects in laboratory and each of 
them is connected with control system: 

• TTS – Three Tank System (serial configuration) and IndustrialIT

ABB system with built-in OPC Server, AC 800M controller and 
I/O modules. 

• Boiler and PlantWEB (DeltaV) Emerson Process Management 
system with OPC Server, DeltaV M3 controller and I/O modules. 

• AMIRA Three Tank System and Proficy HMI/SCADA CIMPLIC-
ITY system with VersaMax PLC and I/O modules. 

and virtual laboratory stand with 2 models implemented in the AMandD 
System: 

• Boiler-Turbine – model of processes taking place in the power 
boiler and the cooperating turbine. 

• Controller – virtual digital controller with PID algorithms. 
Structure of the virtual laboratory is flexible and can be developed in fu-
ture.  

Data from the all laboratory stands is directed to the central steering com-
puter. It’s a simple PC hardware with installed the AMandD system. 
Thanks to realized visualizations, the user can observe processes taking 
place in laboratory objects and interfere in them, changing their parame-
ters. Also diagnostic tasks are possible to implement. Furthermore, every 
real object has its own model, implemented in the AMandD. All laboratory 
stands are connected with themselves by Ethernet and there is possibility 
to use every control system to control any real or virtual object. Designing 
of control or diagnostic system in the AMandD for every object is possible 
as well. To illustrate the realizability of the virtual laboratory the model of 
the processes proceeding in a boiler-turbine plant (virtual object) inte-
grated with AC 800M ABB programmable logic controller (PLC) has been 
realized. Virtual object was implemented in the AMandD system, in the 
PExSim module. By the use of the AMandD components, the communica-
tion between the above object and the real stand was established, and the 
central visualization of proceeding processes was made. 
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Fig. 1. Laboratory stands scheme in the virtual laboratory  

4. Boiler-Turbine model 

4.1. Process description 

Virtual Boiler-Turbine object has been developed on the basis of electronic 
analog model realized at the Institute of Automatic Control and Robotics at 
Faculty of Mechatronics of the Warsaw University of Technology. It is a 
model of processes taking place in the power boiler with 380 t/h capacity 
cooperating with the 125 MW turbine.  
Controlled values are: 

• water level in the boiler drum – h, 
• steam pressure in the boiler – Pk, 
• superheated steam temperature – Tk, 
• pure oxygen content in flue gas – O2, 
• rotational speed of turbine – n. 
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Main disturbances in modelling processes are: 
• fuel calorific value, 
• fuel supplying boiler mass flow, 
• air supplying boiler mass flow, 
• water supplying boiler mass flow, 
• steam extraction before turbine. 

The Boiler-Turbine is the plant with many inputs and outputs. Besides in-
teractions between main circuits, there are also through interactions, which 
cause automatic control systems coupling. While designing and analysing, 
theory of multivariable control system was applied. The Boiler-Turbine 
model consists of five interdependent subsystems. Each of them represents 
boiler-turbine system as a controlled system of appropriate process vari-
able. 

4.2. Model realization in the AMandD system 

Boiler-Turbine model is declared as object named BT. It consists of five 
branches and each of them contains process values assigned to proper sub-
system in accordance with controlled value. In order to send process vari-
ables outside or to acquire variables, they have to be assigned to topics. 
Variables are assigned to two topics - bt_procvar and bt_calcvar. Signals, 
which are coming from outside real controller belong to first topic and 
Boiler-Turbine process variables belong to the second. Next, connection 
with OPC Server was established. OPC Server is one of the IndustrialIT

ABB system components. In OPC Server, OPC items are divided into two 
groups too. In particular group, process and control variables values are 
assigned. 

Boiler-Turbine model was realized in PExSim module. It consists of five 
interdependent subsystems with through interactions. Model is realized in 
paths. Main path is named bt_BTSimulator and consists of five subpaths. 
Each of them is responsible for appropriate process variable modeling. 
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Fig. 2. Boiler-Turbine model structure 

Fig. 3. Transfer data between Boiler-Turbine (bt_BTSimulator) and OPC Server  

Additionally, visualizations were realized in InView module. They meet 
ASM (Abnormal Situation Management) requirements. Visualizations 
show Boiler-Turbine scheme with bar graphs, which inform about process 
variables values and mass flows of supplying boiler mediums. At this level 
the user can also change process parameters. 

4.3. Control in IndustrialIT system 

At the beginning the IndustrialIT system with cooperating controller and 
I/O modules was configured. When working with control projects you 
have to work in Plant Explorer, where the user has access to control pro-
jects via different views, called structures. New project was created in the 
Control Structure. There the user creates control networks, set the OPC 
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data source definition aspects and connect demanded libraries. New vari-
ables were also created, which were automatically available via OPC 
Server. Then in application of Control Module the graphical objects of 
control systems were created and variables to the objects were connected. 

Fig. 4. Control system in IndustralIT – example of regulation loop 

Fig. 5. Boiler-Turbine control diagram 

Positive tests of communication between the virtual and real element of 
laboratory was carried out. The aim was to write and read online process 
data from PLC to AMandD. The best result of communication transfer was 
0,5 s. It is satisfactory outcome when process proceeds not very fast. 
  
As an example Fig.6 shows reaction of Boiler-Turbine model to set point 
change of superheated steam temperature (a) and water level in the boiler 
drum (b). 

sum

filtering
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a)     b) 

Fig. 6. Set point change of superheated steam temperature (a) and water level in 
the boiler drum (b) of the model 

5. Conclusions 

In this paper the idea of the virtual laboratory and example of its working 
has been presented. The proposed approach advocates the use of the 
AMandD system to modeling of plants using standard low-cost PC hard-
ware, which can cooperate with real industrial devices. To illustrate this 
possibility one configuration controller-object was shown. Conducted ex-
periments confirmed that described conception is suitable and efficient 
solution for further research work. 
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Abstract  

The first part of this contribution  deals with discretizing  differential equa-
tions. Difference equations can also be obtained by discretizing differential 
equations. A first order differential is approximated by a first order differ-
ence,  a second order differential by  a second order difference, etc. The 
other way of discretization is discretization by Z transformation of transfer 
function G(s). This contribution is concerned with the Euler’s method and 
bilinear method. The contribution solves the link between s and z.  

The last part of this contribution contains solutions of unit step re-
sponse and impulse response of continuous-time systems by discrete 
methods that were introduced here. 

The contribution shows the new possibility of how to solve  con-
tinuous-time control systems by discrete methods. 

1. Introduction 

The traditional approach to designing digital control systems for continu-
ous-time plants is first to design an analog controller for the plant, then to 
derive a digital counterpart that closely approximates the behaviour of the 
original analog controller. Techniques for designing analog controllers for 
continuous–time control systems are well established. A control engineer 
may have more experience in designing analog controllers and therefore 
may wish to first design analog controllers and then to convert them into 
digital controllers. 



The other approach to designing digital controllers for continuous-
time plants is to derive a discrete-time equivalent of the plant and then to 
design a digital controller directly to control the discretized plant. There 
are several methods of how to obtain discrete-time equivalents of continu-
ous-time systems. These methods are as follows: 

-numerical approximation of differential equations;
-discretization by Z transform of G(s) (Euler’s method, bilinear 
                                                               transformation method, ...); 
-discretization of continuous-time state variable models; 
-numerical differentiation;   ...etc. 
This contribution  presents  a numerical approximation of differen-

tial equations and  discretization by Z transform of G(s). The problem of a 
continuous-time plant with a discrete-time plant can be viewed as convert-
ing the analog transfer function G(s) to a differential equation and then 
obtaining a numerical approximation to the solution of the differential 
equation or the direct discretization. 

2. Numerical approximation of differential equations 

Difference equations can also be obtained by discretizing differential equa-
tions. Here a first order differential is approximated by a first order differ-
ence, a second order differential by a second order diference, etc.   

In order to discretize a differential equation, the following terms 
are used instead of the differentials (T  is a sampling interval) 

                               ( ) ( ) ( ) ( )
T

kxkx
T

kx
dt

tdx 1−−=≈ ∆ ;                                       

         
                    (1) 

    ( ) ( ) ( ) ( ) ( ) ( )
33

3

3

3 32313
T

kxkxkxkx
T

kx
dt

txd −+−+−−=≈ ∆ ....... 

For example to discretize a differential equation of second order 
                       ( ) ( ) ( ) ( ) ( )tubtubtyatyatya 01012 +′=+′+′′                        (2)    
We can insert (1) into (2) to obtain 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )kub
T
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T
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T

kykykya 010122
11212 +−−=+−−+−+−−    

The result for  1=T                                                                             
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1212 101212012 −−+=−+−+−++ kubkubbkyakyaakyaaa                                                  

( ) ( ) ( ) ( ) ( );212
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2

2

2

T
kxkxkx

T
kx

dt
txd −+−−=≈ ∆

(3)

(4)
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3. Discretization by z transformation of  G(s)                    

Euler’s method.    A transfer function G(s)  that is to be discretized is 
given. The equivalent discrete-time transfer function can be obtained by 
replacing each s in G(s) [1]  by 

                                              
z

z
TT

zs 111 1 −=−≅
−

                                    (5) 

For the equation (2) the transfer function G(s) is as follows

                                            ( ) ( )
( ) 01

2
2
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+==                        (6)

The discrete-time equivalent using Euler’s method is 
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and the difference equation is (3) and for   1T =   again the equation (4).  

Bilinear transformation method.   The bilinear transformation method is 
also called a trapezoidal integration method or Tustin transformation 
method. By this method we approximate the left half of the s plane into the 
unit circle of the z plane [1] 
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Using the basic relation  sTez = , where  T  is some chosen sampling 
interval, relations between the primary strip in the  s  and the  z  plane can 
be established. The inverse relation T

zs ln=  is given as the series 
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The corresponding z-transmittance of each of these s-1, s-2, ... , s-5 is also 
listed in table 1 – [2]. 

Consider our differential equation (2). The transfer function G(s) 
was expression (6).  We have to rewrite G(s) as a ratio of polynomials in  
s-1  as follows 
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Z - transform 
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Table 1.    Z-transmittance of  s -1, s -2, ... , s -5

By using table 1 for  1=T   we obtain 
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and the difference equation   is     
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4. Application 

For example: Determine the step function response for the system  
                                        uyyy 365 =+′+′′
We will first solve  the system by continuous - time method: 
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Then we will use the first numerical method (numerical approximation of 
differential equations). For 1=T  we have the equation (4) and for nu-
merical values we have 
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                                   ( ) ( ) ( ) ( )kukykyky 321712 =−+−+
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Second numerical solution (discretization by Z transform of G(s) – Euler’s 
method for T = 1, equation (7) ): 
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Third numerical solution (bilinear transformation):   transfer function (7) 
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and the solution is similar as in the second numerical solution. 

5. Conclusion 

In the same manner (discrete methods) as the step function response of the 
system, the impulse response and other continuous-time systems can be 
solved. 
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Abstract

This contribution deals with a design of software interface for control units 
of different types of electric drives. Major part of control units software 
can be uniform, only the power circuit differs, as the analysis of existing 
solutions has shown. Thus it is possible to design universal software 
interface, in terms of this analysis, consisting of interconnected 
cooperating modules. This paper describes objectives and implementation 
of such modules, and also provides description of proposed universal 
interface architecture. The method of employment is shown on a case of 
control units for drives with DC and stepper motors. 

1. Introduction  

We were solving many problems within last few years of utilization of 
different types of electric motors. The biggest problems were caused by 
control units used for controlling of the motors. The main problem was an 
incompatibility in operating with these control units. Another problems 
were different quality of the control process and limited possibilities of 
adjusting parameters of controllers implemented in control units. 
In terms of these practical experiences the requirements for control units 
were specified. Existing control units was analyzed at the same time. The 
concept of control units with universal software interface for small electric 
drives arises from this analysis and given requirements. Universal software 
interface can be used over serial communication busses. The 
communication libraries were designed for the purpose of easy 
implementation and simple incorporation of power drive control into the 
applications.



2. Control units analysis 

Above all the software of the control unit must solve task of regulation, 
sensing of feedback values and controlling of power circuit. These entire 
tasks are solved discretely in numeric form. It means that there are many 
inaccuracies originate from rotation speed sensing, current measurement 
and sensing other values. The action value computation is influenced by 
rounding errors and limited computation precision.  The biggest 
inaccuracies arise from converting action value to the signal of pulse width 
modulation (PWM). The software of control units should be able to deal 
with these inaccuracies too. 
In most cases a PSD controllers are used for automatic regulation [1]. 
Settings of these PSD are depended on operating conditions and a design 
of power drive [2]. It is possible to achieve a high accuracy of regulation 
with the PSD controllers, but at the price of increased “hardness” of power 
drive (too high gain in P-component of controller). The “hardness” 
manifests itself through increasing mechanical stress of a drive and whole 
frame structure of controlled device. Transient overshooting of a 
controlled signal is caused by an S-component of controller. Many 
publications deal with the possibilities of electric motors control by means 
of FUZZY controllers and/or neural networks [3]. Controllers utilizing 
reinforcement learning principle achieve very interesting results too. 
The main problem of this solution is inefficient ability of controlling 
dynamic processes. An absence of operating standard is another 
disadvantage of commercial control units. Not even company standard 
often exists - various types of control units have various types of operating 
interface. Consequently the new control unit means learning of another 
type of operating with unit. 
Complexity of control system is given by a computing power and a size of  
memory used by microcontroller, in which the whole control process, 
sensing and communication with environment is implemented. Many cost-
effective control units are based on inefficient 8-bit microcontrollers or on 
16-bit DSP processors in the case of better control units. New cheap 
microcontrollers based on ARM architecture are coming up on the market 
over last few years. These microcontrollers have more computing power, 
in consequence better potential to implement more sophisticated control 
algorithms. 

3. Control units conception

Conclusions resulting from the above mentioned analysis are: 
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Hardware of control units differs each other in the part of power 
electronics only, 
Software of control units differs each other in a part of power 
electronics control only, 
I.e. major part of hardware and software is identical  

The purpose of this project is design a library of hardware and software 
units, which can be composed into the control unit with desired properties 
and unified behaviour. General purpose schema of control unit is on fig. 1. 
On this schema the small motor “depended” parts are dashed line enclosed. 

Fig. 1. Schema of control unit  

3.1 Communication interface

Internal protocol [4] that is a laboratory standard for several years has been 
chosen as the communication protocol. This protocol solves addressing 
problem too. Minimal dependence on used type of bus and device 
identification are some of its advantages. Used busses are UART, I2C, 
SPI, USB and CAN bus. Communication commands result from the used 
protocol. Communication libraries are proposed for unit operation control. 
It is supposed to use the libraries for Microsoft .NET Framework 2.0 
(Mono on Linux based operating systems), NI LabView and common 
microcontrollers.

3.2 Software conception 

Software will be designed in order to keep maximal generality and 
minimal dependence on used hardware. Hardware service has to be solved 
on the lower level of software, usually marked as driver. Some 
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applications require measuring not only kinematics values but also  
a current and a temperature, some other need to evaluate force or position 
from external sensors. It hast to be possible to adjust all of these 
possibilities.

3.3 Hardware conception 

Power elements are produced as monolithic integrated circuits for motors 
power in view. Main part of the hardware conception is microcontroller 
that provides communication with master units, acquires data from sensors 
and controls power elements. Requirements on microcontrollers are 
defined by motor type, required sensors, communication interface and 
control type. The using of 8–bit microcontrollers (MCS52) by Silicon 
Laboratories (SiLabs) and 32–bit (ARM) microcontrollers by NXP are 
considered. The main advantage of SiLabs microcontrollers is bigger 
precision of AD converters. The advantage of NXP microcontrollers is 
higher computing power.  

4. Realised control units

Purpose of already realized control units:  
DC motors, supply voltage from 6V to 48V, current to 6A, 
Unipolar and bipolar stepper motors, supply voltage from 5V to 
24V, current to 1A. 

SiLabs 8-bit microcontrollers with computing power of 20MIPS are used 
for these control units. Developed communication libraries are used for 
operating with the control units. 

4.1 Control unit for DC motors 

The control unit measures rotation speed, voltage, current, temperature and 
it is able to interpret logic signal from two switches (e.g. reference point). 
Control unit is manned with microcontroller C8051F006 and monolithic 
integrated power circuit TLE 6209 that provides an elementary diagnostic, 
as well as current protection and thermal protection. The frequency of 
output PWM signal can be set on 5 kHz or 20 kHz. Furthermore, 
parameters of motor, gearbox, control algorithm and output values are 
adjustable too. To cover precision of measurement it is necessary to 
calibrate all analogue measured values before putting the control unit into 
operation.
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4.2 Control unit for stepper motors

Control unit measures only logic signal from two switches, on the other 
hand the rotation speed is evaluated from control signal frequency. Control 
unit is manned with microcontroller C8051F331 and integrated power 
circuit ULN2003A. Micro-stepping with resolution 64 micro-steps is used 
to obtain smooth rotor motion. Parameters of the motor, gearbox, control 
algorithm and output values are adjustable. 

5. Conclusion

Eight DC motor control units and two stepper motor control units 
(described in chapters 4.1 and 4.2) have been finished. In present day we 
are focused on possibilities of torque/force control loop integration. The 
new revision of hardware is prepared for testing this new torque/force 
control loop. Consequently a problem of implementation of different 
robust control algorithms is solved. Realized control units have shown 
applicability of developed solution. 
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Abstract  

This project is concerned with non-convectional direct stator winding slot 
cooling using water. The aim is to find optimal algorithm for control of 
water cooling. The control algorithms are tested on the experimental de-
vice, which is part of real synchronous machine with permanent magnets. 
The thermal model was built as a base for pump control algorithm model 
of a machine without thermal sensors. The Thermal model is possible used 
as predictor of machine heating in real time.  

1. Introduction 

The paper is concerned with computational simulations of stator winding 
heating of synchronous machine. The synchronous machine operates as 
high-torque machine with maximal torque 675 Nm at 50 rpm. The ma-
chine is used for the direct drive of the rotary or swinging axis, for exam-
ple rotary tables of the machine tools. 



The aim was to find predictor of synchronous machine thermal phenom-
ena, so that the thermal model would be used for pump control of water 
cooling systems. 
Software MATLAB was used for computational simulation of synchro-
nous machine thermal phenomena. Computational simulations describe 
direct stator winding cooling by water.  

2. Thermal model 

The computational model geometry arises from real synchronous machine. 
It describes the heat of a part of synchronous machine mainly stator wind-
ing. The machine has 36 pair of winding slots and permanent magnets on 
the rotor. Rotor with magnets is not modelled, because the heat loss is only 
in the stator winding and rotor effect is negligible on the heating of stator. 
The brass tubes were comprised in the middle of each winding slots.  
Cooling water flows in the brass tube. Symmetry of machine was assumed 
so only one pair of winding slot is modelled.  
The thermal network method [3] was used for description of machine heat-
ing. Thermal networks (Fig.1) consist from twenty-eight nodes. Last eight 
nodes (from 21 to 28) are used for description of cooling water heating.  
Thermal model describes transient state, because machine operates with 
varying load.   
Thermal network is possible to be described by differential system equa-
tion: 

  bA
dt

dC i
i

i =⋅+ ϑϑ  .       (1) 

where: 
Ci   is thermal capacity concentrated in node i
A   is matrix of thermal conductivities 

 bi  is heat loss in node i and heat flux to ambient 
Temperatures of nodes describe heating of cooling water is given by:   
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where: 
ϑi  is temperature of water node i
aQ   is thermal conductivity of flowing water 
aij  is thermal conductivity between nodes i (water  

node) and j (solid parts) 
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Fig. 1. Thermal network of synchronous machine 

The measuring was used for verification of thermal model. Thermal net-
work parameters were identified by using genetic algorithm, so tempera-
ture differences between measuring and simulation was minimal. The re-
sult of identification is summarized in figure 2. 

 Heat 
losses 
(cold) 
[W] 

Heat 
losses 
(heat) 
[W] 

Winding 
temp. 
[°C] 

Surface 
temp. 
[°C] 

Output 
water 
temp. 
[°C] 

Input 
water 
temp. 
[°C] 

  Measuring 55.4 69.8 90.3 85.9 27.7 31.2 

  Simulation 55.4 70.1 91.4 84.1 27.7 31.6 

  Error [%] - -1.19 -1.19 2.08 - -1.01 

Fig. 2. Result of thermal model parameters identification 
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3. PREDICTOR OF THERMAL PHENOMENA 

Thermal model can be used for simulation of dynamic behaviour with re-
spect time variable of heat load. Scheme of using thermal model as heating 
predictor is showed in figure 3. 

CONTROL 
ALGORITHM

PUMPING DEVICE

LOAD
(current)

AMBIENT 
TEMPERATURE

THERMAL MODEL
(thermal network, neural 

network etc.)

PREDICTOR Prediction of winding 
temperature

W
at

er
 fl

ow
 q

ua
nt

ity

Fig. 3. Thermal model using as heating predictor  

The pump capacity is determined on the basis of winding temperature from 
thermal predictor. Only ambient temperature and stator current are inputs 
to thermal model. 

4. CONCLUSION 

The idea is using thermal model for control of machine heating without 
thermal sensors in the machine. The thermal model is possible to be used 
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for prediction temperature of machine individual parts in real time, so al-
gorithm of pump capacity control will be better. 
Control quality depends on accuracy of thermal predictor, so more experi-
ment will be realized. 
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Abstract  

The most important moments of the design of the device for biomechanical 
components testing are described in this contribution. The device is de-
signed in such a way that its movements are as close as possible to real 
physiological movements. Both general motion and effector action forces 
are reached by pair of robots with parallel kinematics. This structure is 
designed to meet the possibility of its use as an element of building archi-
tecture and to test then e.g. complete spinal segments. This fact is very 
convenient in the case of fixed vertebral bodies as the changes of mechani-
cal properties of surrounding spinal elements occur. 

1. Introduction 

The end of the 20th century and the beginning of 21st century is character-
istic on one hand by fast development of science and techniques, on the 
other hand by hurried life style that brings degradation of the human or-
ganism and subsequently considerable health problems. The spine and big 



joints are degraded most often. Clinical solution is often based on applica-
tion of fixator, eventually on complete endoprosthesis. 
The demands on this device derive from the need of experimental model-
ing of arbitrary motion and load of the backbone (spinal segments) and of 
the joints (especially hip joints). 

2. Requirements for the device 

The following requirements have been defined which arise from the analy-
sis of a pool of such tasks [1]: 
• The device must be able to load up the test specimen with the assigned 

load force and to carry out any loading cycle in six DOF. 
• Load forces and moments were estimated, with values approx. 2000 N 

and 10 Nm.  
• Due to allowance of test specimen parameters, the accuracy of position-

ing is without special demands. 
• Regarding experimental modeling of motion and load of the backbone 

the device has to affect individual spinal segments in given range. 
• Due to assumed clinical application of the device an exploitation of 

electro – mechanical transmission is advised. The device dimensions 
should be as small as possible. 

3. Basic considerations 

3.1. Parallel mechanism concept 

With respect to the determination it is suitable to conceive the device as 
two toroidal plates – interconnected by active elements - into which tested 
segments will be fixed. For backbone testing the device could consist of 
n , 3n >  stacked layers of such arrangement. 
The concept of parallel mechanism called Stewart platform (hexapod) [2] 
naturally corresponds to a single layer of such device (Fig. 1). It provides 
wide range of motion and accurate positioning capability and large amount 
of rigidity, or stiffness, for a given structural mass, enabling the Stewart 
platform to provide a positional certainty.  
Typically, the six linearly actuated legs are connected to both the base 
plate and the top (mobile) plate by universal joints in parallel located at 
both ends of each leg. The position and orientation in six DOF of the top 
plate depend on the lengths of the legs.  
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Therefore Stewart platform allows examination of e.g. total endoprothesis 
of hip joint (Fig. 2) eventually spinal element (Fig. 3). In the case of fixa-
tor application to spinal segment a surgeon is also interested in mechanical 
influence of neighbor segments (Fig. 4) e.g. correction of the scoliotic 
curve of vertebral column in various cases of scoliosis. Thanks to the pos-
sibility of modular arrangement of designed device we can achieve ex-
perimental solution of this problem. 

Fig. 1. Scheme of Stewart platform Fig. 2. Configuration for testing total 
endoprothesis of hip joint 

Fig. 3. Configuration for testing 
spinal element 

Fig. 4. Configuration for testing spinal 
segments 

3.2. Computational models 

Numerical simulations using analytical models [2] were first performed to 
find out the ranges and trajectories of prolongation of legs, velocities and 
forces in legs determining later actuator design. Harmonic trajectories of 
deflections and angular deflections along the coordinate system with re-
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spect to the equilibrium point (working layout) of top plate satisfying the 
device specification represented the courses of control variables in men-
tioned simulations. 

3.3. Control concept 

A control actuates the six leg forces to proper the deflections and angular 
deflections of the top plate of Stewart Platform given as desired trajectory 
over time. The six legs forces are the inputs into the mechanism while the 
lengths and velocities of the legs form the outputs. So the control is real-
ized by actuating the six legs forces, sensing the legs lengths and veloci-
ties, and reading the desired trajectory. 
The basic goal of such controller is to transform desired trajectory of the 
top plate into the corresponding trajectories of the legs using inverse kine-
matics. To avoid the computation of forward kinematics, a lower level 
controller for each leg assure the leg to keep its desired trajectory. 

4. Spatial and functional integration 

4.1. Drive unit selection 

For this application the particular actuators must produce high forces in 
small velocities. This fact disposes the use of linear motors, with relatively 
small forces and high linear deflections in high speed and acceleration. So 
it is necessary to use drives based on rotational electrical motor followed 
by transmission of rotational movement into translational. The ball screw 
is used due to minimal backlash. 
Finally, the Maxon drive unit which consists of DC motor RE35, single-
stage planetary gear head GP32C was selected due to a very good ratio of 
the proportion power/weight, which is the most important one for this ap-
plication. Possibility of a short-term overloading also brings in the possi-
bility to use the motor with lower parameters than the nominal ones are 
and so to design the linear drive of smaller dimension.  

4.2. Structural design 

Energy transfer of linear actuator was reached by the chain of motor – gear 
head – spur gearbox – ball nut – ball screw (Fig. 5). To transfer the force, 
which is formed between the frame and the ball screw, spherical ball pin is 
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used. Both ball screw and rear part of the frame are equipped with the 
thread for spherical ball pin screwing. The design of single layer of the 
experimental device is shown in Fig. 6. 

Fig. 5: Design of linear actuator Fig. 6: Design of the experimental device 

4. Conclusion 

Design of the testing device was reached by mechatronic approach by rela-
tively simple way. Thanks to the Stewart platform ability of general mo-
tion the device can be used as testing device for other clinical applications 
(e.g. dental prothesis) with motion, load forces and moments inside the 
original device requirements. Now a proof of concept of the linear actuator 
including control for proving suitability and verification of the real pa-
rameters is in preparation. After eventual redesign whole testing device 
will be built. 

Acknowledgement 

Published results were acquired using the subsidization of the Ministry of 
Education, Youth and Sports of the Czech Republic, research plan 
MSM 0021630518 "Simulation modelling of mechatronic systems" and 
the project 1P05ME789 “Simulation of mechanical function of selected 
segments of human body”. 

References 

[1] Březina T. et al.: Simulation Modelling of Mechatronic Systems II, 
FME BUT, Brno, 2006. 
[2] Merlet, J. P.: Parallel robots, 2nd Edition. Kluwer, Dordrecht, 2005. 

199The design of the device for cord implants tuning 



Time Series Analysis of Nonstationary Data in 

Encephalography and Related Noise Modelling 

L. Kipiński (a) 

(a) Wrocław University of Technology, Faculty of Fundamental Problems 
of Technology, Division of Biomedical and Measurement Engineering, 
WybrzeŜe Wyspiańskiego 27, Wrocław, 50-370, Poland 

Abstract 

In this report, statistical time series analysis of nonstationary EEG/MEG 
data is proposed. The signal is investigated as a stochastic process, and 
approximated by a set of deterministic components contaminated by the 
noise which is modelled as a parametric autoregressive process. Separation 
of the deterministic part of time series from stochastic noise is obtained by 
an application of matching pursuit algorithm combined with testing for the 
residuum's weak stationarity (in mean and in variance) after each iteration. 
The method is illustrated by an application to simulated nonstationary data. 

1. Introduction 

In brain evoked activity measured by means of EEG/MEG, one can ob-
serve time-dependent changes of its various characteristics like amplitude 
and frequency, as well as the contaminating noise. For this reason, it is 
necessary to use the analysis methods designed for nonstationary signals, 
since the standard EEG/MEG methodology based on signal averaging and 
simple spectral analysis is insufficient. Time-frequency estimation meth-
ods such as short-time Fourier transform, Wigner distribution, or discrete 
and continuous wavelet transform are very useful, yet, statistically ineffi-
cient. They also have some inherent limitations. Thus, the representation of 
the evoked-response generative process given by these methods is incom-
plete. In this research, EEG/MEG signal is investigated as a stochastic 
process which can be decomposed to a set of deterministic functions repre-



senting its nonstationarity and stationary residua. For modelling the sto-
chastic EEG/MEG noise, statistical time series analysis methods are used. 

2. Statistical time series analysis 

A time series (TS) model for the observed data {z(t)} is a specification of 
the joint distributions (or possibly of only the means and covariances) of a 
sequence of random variables {Zt}, with a realization denoted by {z(t)} 
[1]. In a short form, an additive TS model can expressed by the sum of 
deterministic d(t) and stochastic l(t) components: 

)()()( tltdtz +=     (1) 

Off course, there are many possible examples for this kind of a model, i.e. 
d(t) can be a linear trend, a seasonal (periodic) function, or a sum of them, 
and l(t) can be a set of observations of any (stationary or nonstationary) 
random variable. Let us take times series generated by an additive stochas-
tic process given by (2), which is the sum of m∈N sine waves or other 
non-commensurable periodic functions (or commensurable but with a pe-
riod much longer than the periods of its particular components) s(t) and a 
stationary noise e(t). 
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Modelling of a process requires all the deterministic functions to be re-
moved at first. It can be achieved by the preceding estimation of these 
functions or by differencing the series. There is a lot of helpful examining 
tools (i.e. statistical tests and spectral analysis methods (spectral density, 
periodogram) based on the Fourier transform) and estimation techniques 
(i.e. maximum likelihood method). Next, stochastic, stationary residua can 
be diagnosed (on the basis of the sample autocorrelation function (ACF) 
and sample partial autocorrelation function (PACF), and using some statis-
tical tests) and an adequate parametric model of them (autoregressive (AR) 
and/or moving average (MA) for example) can be constructed [1]. 
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3. Time series de-trending by matching pursuit 

Unfortunately, EEG/MEG signals are nonstationary, and so the character-
istics of si(t) components in Equation (2) varies in time (thus we can not 
assume that each s(t) is periodic). In consequence, a typical time series 
decomposition, based on the Fourier transform, disappoints in this case. 
Therefore, it is required to construct the ongoing EEG/MEG noise model 
by using an effective approximation of the nonstationary components of 
the EEG/MEG signal.  
In the first step of the iterative matching pursuit (MP) algorithm proposed 
by Mallat and Zhang [2], the atom g�0 that gives the largest product with 
the signal is chosen from the large, redundant dictionary D (usually com-
posed of Gabor functions being cosines modulated in amplitude by a 
Gaussian envelope). In each consecutive step, the atom g�m is matched to 
the signal Rmz that is the residual left after subtracting the results of previ-
ous iterations: 
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The possible stopping criteria for this algorithm are: 1 – fixing a priori the 
number of iterations m, irrelevant of the content of the analysed signal, 2 – 
explaining a certain percentage of the signal's energy, 3 – the energy of the 
function subtracted in the last iteration reaches a certain threshold. It is 
assumed that the residual vector obtained after approximation of m time-
frequency waveforms is the noise, which converges to N(0,�2) with in-
creasing m [3]. 
Here, we propose to combine TS analysis with MP algorithm by a new 
model resulting from (2) and (3): 
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In this model, the MP procedure is performed as long as the residuum is 
nonstationary. The accomplishment of a weak stationarity entails stopping 
the algorithm. Next, TS methods should be applied for modelling the re-
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siduum. Practical measures of the stationarity are the results of statistical 
tests: Kwiatkowski–Phillips–Schmidt–Schin (KPSS) test [4] for stationar-
ity in mean, and the White test for homoscedasticity [5]. 

3. Application to simulated nonstationary data 

In order to illustrate the idea of the proposed algorithm and to examine its 
properties, a simulated signal (Fig. 1) was constructed from a sum of m
Gabors and a stochastic (but not Gaussian) noise generated by ARMA(5,3) 
process. This signal is stationary in mean, but heteroscedastic (covariance 
vary over time), so it is necessary to remove that nonstationarity by means 
of MP. 

Fig. 1. a) Simulated signal constructed with a sum of m Gabor functions b) and 
autoregressive moving average noise c); d) the approximation after m iterations of 

MP algorithm stopped due to stationarity of residua e); f) nonstationary residua 
after m-1 iterations (the arrow points at “the reason” for the White test’s rejection 
of the null hypothesis); g) excessive approximation (for n>m iterations, MP starts 

to explain the noise). 

Residuum is tested after each iteration, and after the m-th one we have no 
reason to reject the null hypothesis of the White test about its homoscedas-
ticity. This means that the residuum is weakly stationary, thus we can use 
statistical time series tools to describe it. Tests for independence and plots 
of sample ACF and PACF (Fig. 2b)) show that the residua generator is 
autocorrelated, and imply an autoregressive moving average model for the 
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residua. The fit is obtained by the maximum likelihood estimators of the 
ARMA parameters, and minimum Akaike criterion. The values for all sig-
nificant ARMA parameters are similar (into or near the confidence level) 
as the values used for the simulation. The noise error was examined too, 
and the result (Gaussian white noise) confirms correctness of the fit. In 
comparison, the “classical” MP algorithm looses information about the 
noise, or (if the number of iterations is large) it starts to explain the noise 
with deterministic functions (Fig. 1g)). The combined MP-TS algorithm is 
a clear improvement, as modelling of the noise is addressed explicitly. 

Fig. 2. Sample ACF and PACF plots for: a) simulated signal b) stationary residua. 
Evident difference is due to spectrum variability of simulated signal. 

4. Summary and conclusion 

In this paper, a combination of time series analysis methods with signal 
decomposition by matching pursuit is proposed. Although each of the two 
methodologies separately can be applied to build signal representation, 
their marriage seems very efficient, as their simultaneous use enables ho-
listic description of both deterministic and stochastic components of a sig-
nal. It can be an effective method for noise description, prediction and fil-
tering in any EEG/MEG measurement.  
Acknowledgements: In this work, we used our modification of the MMP 
software written by A. Matysiak [6].
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Abstract  

A dose equivalent meter based on a recombination principle has been de-
signed for routine measurements of ambient dose equivalent in mixed 
(gamma + neutrons) radiation fields outside the irradiation fields of linear 
medical accelerators. Two recombination chambers serve as detectors. 
Four different voltages are sequentially applied to the chamber electrodes 
and the ionization current values are measured for each voltage. The ab-
sorbed dose rate and ambient dose equivalent are calculated in real time, 
taking into account the dependence of the initial recombination of ions on 
linear energy transfer (LET). Tests at 15 MV Varian Clinac 2300C/D ac-
celerator confirmed that ambient dose equivalent of mixed radiation in 
clinical conditions could be determined with accuracy of about 10% 

1. Introduction 

Radiation fields around medical accelerators, are slightly contaminated 
with neutrons, generated by photon-neutron nuclear reactions. This con-
cerns practically all the accelerators operating at maximum photon energy 
of 15 MeV or higher. The photoneutron energy spectrum has a peak 
around 1 MeV, however, at the patient’s plane, after the transmission 
through the accelerator head, neutrons have a distribution similar to that of 
the heavily shielded fission source. 
The level of neutron production and its unwanted whole-body dose to the 
patient vary around different treatment units between 1 and 4.8 mSvGy−1

(neutron dose equivalent per tissue dose at isocentre), depending on accel-



erator characteristics and the distance from the isocentre. The total neutron 
dose equivalent evaluated for a complete therapeutic treatment of 60 Gy 
photon dose is between 60 mSv and almost 300 mSv.  
The International Electrotechnical Commission (IEC) recommended limits 
for the neutron absorbed dose in the patient plan [1], but practically almost 
no measurements are performed in radiotherapy departments, The main 
reason which discouraged medical physicists from making the measure-
ments is the lack of convenient measuring equipment for the routine use.  
A relatively simple measuring method, with a recombination chamber, has 
been recently proposed in our previous papers [2,3]. The methods are suit-
able for radiation protection measurements along the treatment couch out-
side the irradiation field. Among them, the method based on the determina-
tion of recombination index of radiation quality seems to be the most con-
venient for the routine measurements.  
The paper presents a short overview of the method, a model of the device 
for automatic measurements of ambient dose equivalent meter and the re-
sults obtained at the medical accelerator.  

2. Method 

Recombination chambers are high-pressure, usually tissue-equivalent, 
ionization chambers operating under condition of initial recombination of 
ions. This kind of recombination occurs within tracks of single ionizing 
particles. It does not depend on the dose rate and depends on local ioniza-
tion density within the tracks of ionizing particles i.e. on radiation quality. 
The use of recombination chambers makes it possible to determine the to-
tal absorbed dose, which is proportional to the saturation current, and re-
combination index of radiation quality, Q4 [4] in a phantom of interest.  
The energy of neutrons generated by medical accelerators does not exceed 
several MeV. In such fields, the ambient dose equivalent H*(10) can be 
well approximated by the product of the ambient absorbed dose D*(10) 
and the recombination index of radiation quality Q4 [5]. 

4Q)10(D*)10(*H ×=    (1) 
where D*(10) is the absorbed dose in the appropriate phantom, simulating 
the ICRU sphere.  
The method to determine the recombination index of radiation quality, Q4

has been described earlier [4,5]. Here, only the main points of the method 
are briefly sketched. First, for a given chamber, the special voltage UR has 
to be determined in a calibration procedure, as the voltage that ensures 
96% of saturation in a reference field of gamma radiation. Usually, a 137Cs 
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radiation source is used for this reason. Then, in the radiation field under 
investigation, one has to determine the saturation current and the ionization 
current at the voltage UR. For radiation protection purposes, the saturation 
current can be approximated by the ionization current measured at a high 
voltage US, within the saturation range. Then, the Q4 is determined as: 

04.0/)f1(Q R−=4  (2) 

where fR = f(UR) is ion collection efficiency measured at voltage UR in the 
investigated radiation field.  
A recombination chamber of F1 type [5] was used as a main detector in 
this work. The F1 chamber is a phantom, parallel-plate chamber with vol-
ume of 3.8 cm3. It was filled with ethane (C2H6) up to a pressure of 
0.7 MPa. The chamber has three TE electrodes, 34 mm in diameter. The 
wall thickness is 0.6 g/cm2. The distance between electrodes is equal to 
1.75 mm. The F-1 chamber is well sealed and its sensitivity usually does 
not change more than 0.5% per year. 
The second chamber of REM-2 type [5] was used as a monitor of the ra-
diation beam intensity. The monitoring chamber was supplied with the 
constant voltage of 300 V. The chambers were connected to the electronics 
by electrometric cables, type T3295 BICC (2 mm in diameter, PTFE insu-
lation covered by graphite).  

3. Dose equivalent meter 

The measuring system consists of two ionization chambers (main detector 
and monitor) connected to a two channel automated electronic unit (ambi-
ent dose equivalent meter, ADEM) controlled from a PC computer [6]. 
ADEM contains four multiplex AD channels with resolution of ±15 bites 
Two of them are electrometric with measuring ranges of 2,5 nC and 25 nC 
for the measurements of the electrical charge and of 25 pA and 250 pA for 
the measurements of the ionization current. Two other channels are pro-
vided for the measurements of temperature and voltage in the range ±2,5 V 
and they have not been used in this work. AD conversion time for each 
channel is 25 µsek. The device contains also two stabilized high-voltage 
supplies. One is digitally controlled with resolution of 0,4 V in the range 
±1638 V. The second one provides voltages in the range from 0 to 1600 V, 
with the step of 200 V and is controlled from the front panel. The device is 
controlled by a parallel port of a PC computer. With such solution, it can 
be used with all computer control systems. 
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4. Measurements 

The values of the ionizations current of the main chamber have to be meas-
ured at saturation and at the voltage UR. However, the results are much 
more precise if the measurements are performed for both polarities of the 
voltages and appropriately averaged [4,5]. The measuring system was cali-
brated at the Institute of Atomic Energy in reference radiation fields of 
137Cs, in terms of ambient dose equivalent. The calibration involved deter-
mination of the recombination voltage UR. The value of UR = ±40 V was 
used for the F1 chamber.  
The sequential application of the positive and negative voltages was con-
trolled by the PC computer through the AMED voltage supply.  
The measurements were performed in the treatment room of the Varian 
Clinac 2300C/D at the Oncology Centre in Warsaw, with the accelerator 
producing 15 MV photons. The recombination chamber was placed on the 
treatment bed, at the distances of 50 cm and 100 cm from the isocentre. 
Two irradiation fields were used – with the photon beam collimated to the 
area of 10×10 cm2 and 4×4 cm2 at the isocentre. The beam intensity was 
100 MU/min. The measurements were made on the treatment couch, at the 
distances of 50 cm and 100 cm from the isocentre. The chamber was 
placed on the PMMA phantom, but during the measurements with the lar-
ger irradiation field, the treatment bed was moved out of the beam in order 
to reduce the scattered photon radiation.  
The time needed for the determination of H*(10) was usually about 20 -30 
minutes, depending on the stability of the accelerator beam. The results 
were obtained on-line according to the equations (1) and (2).  
Additionally, the neutron absorbed dose could be estimated after comple-
tion of the measurements. The method for such calculations is described 
elsewhere [2,3]. 

5. Results 

The values obtained for the 10×10 cm2 irradiation field are summarized in 
the Table 1. Increasing The value of the Q4 increases with the distance 
from the isocentre. This clearly indicates that also neutron contribution to 
the ambient dose equivalent increases. In our conditions of irradiation the 
neutron contribution at 50 cm constitutes nearly 50% of H*(10), and at the 
distance of 1 m almost all the dose equivalent is due to neutrons.  
The measurements of H*(10) at the irradiation field of 4×4 cm2 resulted in 
the values of 60 mSvh-1 at 50 cm from the isocentre, 35 mSvh-1 at 100 cm 
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and 7 mSvh-1 at 300 cm The results are very similar to those obtained ear-
lier with the laboratory measuring system [3]. 

Table 1. Basic experimental data obtained with F1 chamber and ADEM device. 
All the measurements were performed at the photon beam intensity of 100 monitor 
units (MU) and irradiation field of 10×10 cm2. 

On-line results Distance from 
the isocentre Q4 D*(10) 

[mGyh-1] 
H*(10) 

[mSvh-1] 

 50 cm 1.7 79 134 

100 cm 5 7.6 38 

6.Conclusions 

The main idea of the present study was to create an automated measuring 
system with a recombination chamber, for the direct determination of the 
total H*(10 at medical accelerators outside the irradiation field. It was 
proved that the measurements could be performed in reasonable time of 
about 20 - 30 minutes and with accuracy of better than 10%. The signifi-
cant advantage of using the recombination chamber is the direct reading of 
the result and relatively short time of the measurements.  
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Abstract

An external stabilization give a possibility to assure the right geometry
of the fractured limb and safety load and proper unload the adhesion zone.
In order to increase the possibility of a controlled medical interference in
the broken bone healing process and fulfill the postulate of active healing
it has to be known the present mechanical properties of the fractured bone.
Applicate the fixator with right matching mechanic parameters is prelude
in creation of a new fixator ability named “adaptive mode” described as
a fluent time-changeable mechanical characteristic of the broken bone -
external fixator system.

1. Introduction

External Osteosynthesis is a medical method which main assumption
is assuring the right mechanical environment for the physically joined bro-
ken bone pieces. Mechanical stability issue is the main problem of the fix-
ation systems and proper 3D configuration of the broken bone-fixation
system can secure the young bone tissue before the crash As an exemplary
model still can be taken an Ilizarov fixation system (Fig. 1) because its
very high rigidity and assurance ability. It has been observed the relation-
ship between the mechanical load of the adhesion zone that is located in
the bone fracture, and the phenomenon of hardening and accelerating the
bone remodeling process.



Reflection about this observation become a source of the next considera-
tion about use the modern drive module and specify measuring systems to
extend the possibilities of the existing external fixation systems. For some
time now medics have been searching the method that allows them to di-
rect influence on the treatment process. Present known methods are
grounded on the observation of the consequences of the previous doings.
The diagnosis still base on the visual quantitative subjective medical opin-
ion. The medicine needs objective parameters that can describe in proper
way the state of the young bone regenerates and also the mechanical con-
dition of the whole limb.

2. Mechanical environment

Considering the structure of the bone mechanical environment, it can
be differentiate an external from an internal mechanical environment. The
External one is connected with the environment of the human body which
gives high load impulses (forces, moments, etc.) that are shaping the inter-
nal environment. Loads are transmitted from the External by the fixator
frame trough the bone screws to the Internal environment (Fig. 2) The ad-
hesion zone can be in this way partially or fully relieved according to the
mechanical profile of the fixator and its dump and carry loads ability.

The Internal one is directly connected with the closest surroundings of the
adhesion zone and in this way this environment is shaping the future adhe-

Fig. 1: Ilizarov fixation system

Fig. 2: Dynastab Mechatronics 2000 with measurement module [2]
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sion’s mechanical profile. As common known the micro movements at the
bone fracture can stimulate the growth process (Fig. 3) [3]. People should
carry to shape these micro movements (range and loads) properly to as-
sure that the adhesion growth and remodelling process goes in right way.

In order to the time changeable mechanical loads that occurs in the bone
fracture, the mechanical profile of the fixator frame should change its me-
chanical configuration. Tracking the occurred loads can be very helpful in
the individual healing patient profile building process. Each information
can be used in two ways. First of them is connected with the active me-
chanical crack zone securing. According to the occurring forces fixator
should reconfigure itself and affect the proper shape in secure way (Fig. 4).

The second one can be use in active bone stimulation proces, in which has
to be firstly created the right bone loads and unloads profile. Only secure
stimulation can properly accelerate the biological processes without any
mistaken that can not be successfully retrieved in the future.

Healing progress tracking out

Heaving the proper knowledge about the present state of the mechani-
cal properties of the bone regenerate enable to create new possibilities to
influent in right way to the bone tissue. Algoritm of the crack zone unload-
ing have to be strictly connected with the bone-fracture-bone system con-

Fig. 3: Mechanical environment as a stimulation source in the broken bone
tissue regeneration process [1]

Fig. 4: Evolution of the mechanical environment of the fixation system [2]
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dition. External osteosynthesis is used as a tool in the bone healing pro-
cess. It can not be use as a medical replacement and in this way it always
needs the human to supervise its adaptation.
Mechanical parameters of the adhesion can be taken using specify mea-
surement module. Increasing or decreasing of the adhesion mechanical
features give an informations about the healing progress (eq.1). These in-
formations are limited to the features which can be described having force
or pressure and the one direction bone pieces displacement data (Fig. 5).
These limitations are dictated by the one of the active healing postulate,
do nor crush the adhesion and keep the right bone geometry, especially
bones axis.

(eq.1)

m(t) – bone adhesion marker
F(t) – total load
F(t)1 – load carried by bone pieces through the adhesion zone
F(t)2 – load carried by frame through the dynamisation chamber

An information about bone illness and course of healing process can be de-
scribed using the bone adhesion makers [2]. This basic method of bone ad-
hesion mechanical features approximating needs a special device but can
give very important data that has direct connection with the functionality
and mechanical limb ability.

Broken bone condition

Condition of the human bone system can be verified with a few ways.
Lots of these means gives only a quantitative but not a qualitative informa-

Fig. 5: Adhesion zone mechanical features measurement system
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tion about the bone illness. The problem with the bones condition describ-
ing is connected with individual patient's illness and his disease history. It's
common knowledge that the bone structure is not a homogeneous structure
and the osteosynthesis phenomenon course is strictly connected with the
general regeneration abilities of the human body. These abilities are being
determined by the physical and psychological patients condition and these
elements have an inseparable character.
Mechanical stimulation has very important property. Influence to the adhe-
sion has the same kind like increasing body weight during the child period.
Difference between child and a parent bone are very wide but the training
of the bone structure method has the same nature. As common known each
patient has its own illness history so therefore each case should be consid-
ered separately. Personal healing aiding module which can generate loads
in controled way could be an additional information source about patients
convalescence progress [4].

Summary

Question about abilities of the healed bone to carry the loads is still
without the answer. Ignorance of the present load carry abilities causes that
the patient is concerning for his limb for fear of pain and damage and do
not load his limb in proper way. The direction of the researches is going to
create modern external fixator which configuration profile is following ac-
cording to the load changes and bone healing phase.
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Abstract  

The results of detection of alcohol addiction based on the analysis 
of human sleep are presented in this paper. Sleep was described by 
numerical parameters calculated from the standard processed records of 
polysomnography (PSG) signals. 
The database used in the experiments consisted of almost 200 
examinations: 50% of healthy and alcoholic addicted patients, and 50% 
males and females, with normal age distribution.  
We have used two different methods: statistical estimator and neural 
networks to evaluate the diagnostic value of the sleep parameters. We have 
proposed the set of 13 basic parameters to detect alcohol addiction. The 
differences in diagnostic value of these features are noticeable, but not 
very significant (the differences of the diagnosis correctness lie between 
+2% and –4%), but each of them improves the total quality of learning 
process. 
Finally, we have obtained about 75% correctness of alcohol addition 
diagnoses. 

1. Introduction 

Polysomnography (PSG) is an overnight test used to evaluate 
abnormalities of sleep and/or wakefulness and other physiologic disorders 
that have an impact on or are related to sleep and/or wakefulness. 
A polysomnogram consists of a simultaneous recording of multiple 
physiologic parameters related to sleep and wakefulness. By international 
standards, a polysomnogram have to include at least 4 neurophysiologic 
channels: one electroencephalography (EEG), two electrooculogram 



(EOG) channels and one electromyography (EMG) channel. The overnight 
recording is divided into epochs of approximately 30 seconds. According 
to standard procedure [4] predominant stage of sleep is assigned to the 
entire epoch on the basis of EEG, EMG, and EOG recordings. The total 
time of sleep and time spent in each of the 6 sleep stages are calculated. 
Changes of some sleep parameters (sleep latency, total sleep time, stage 
REM, stages: 3, 4, REM latency) had been observed in most of researches, 
concerning an influence of alcohol addiction on sleep pattern. The findings 
were collected and briefly characterized in Kirk J. Brower's study [1]. 
In the paper [3] we have used neural networks for detection of alcohol ad-
diction on the basis of sleep parameters, now we want to show diagnostic 
value of particular features calculated from PSG recordings. 

2. Materials 

We have used the database consisting of almost 200 examinations 
containing processed records of the polysomnography signals of alcoholics 
and age-matched healthy control subjects. There were 85 healthy and 
87 alcoholic patients, 86 males and 86 females. Detailed description of the 
collected data was presented in the paper [3]. Twenty-six numerical 
parameters characterizing sleep saved in the database are presented 
in Table 1. 
There are some general indicators (concerning the whole sleep) and those 
more detailed (referring to the isolated characteristic stages of sleep [4]). 
The recognition of alcohol addiction (i.e. medical statement if the patient 
is addicted) is an essential supplement to the collected data. 

Table 1. Specification of sleep parameters and sets of parameters used  
in the experiments. 
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3. Methods  

We have used two different methods to study the data. 
First, the data had been divided up into two groups: alcoholic and control 
one. Average and standard deviation were calculated for all 
of 26 parameters in these groups. To indicate the percentage differences 
between the groups the received values of averages were divided by the 
average from the control group and values of standard deviations were 
divided by the control group’s average too. The differences are shown 
on Fig. 1. 
Secondly, neural networks were used as a standard software tool 
in a multidimensional data analysis. In our experiments, networks were 
trained according to the strategy “with the teacher”. The role of the teacher 
was played by the medical diagnosis of the subject’s condition. 
We have modelled a perceptron type neural network, with one hidden 
layer. The number of neurons in this layer was assessed experimentally 
as the lowest possible number enabling network training (to the almost 
zero training error). The input layer contained as many neurons as features 
describing the patient’s sleep. The output (decision) layer contained only 
one neuron responsible for detecting alcohol addiction. According to the 
literature, as well as the author’s experience [2], a network of such 
architecture has the greatest ability to generalize.  
The Stuttgart Neural Network Simulator (SNNS - free-available software 
simulator) has been used in our studies to build and train networks used in 
the experiments. 
We have implemented the “Quickprop” training algorithm with continuous 
sigmoid activation of neurons, because of the character of data. A classic 
four divided cross–validation method, multiple random initialisations and 
network trainings [3] have been used in order to check the correctness and 
repeatability of the results. The test’s results of ten networks were 
averaged to get partial results. These partial results, after ultimate 
averaging for four divisions, provided us with the percentage of correct 
detected persons (Fig. 2). 
In our neural network experiments we have used 19 parameters (Table 1, 
Set I) because some of 26 mentioned features were expressed both 
in minutes and in percents of total sleep time. There are also parameters, 
which can be calculated on the basis of the others from that set, for 
example “stage3 plus stage4”. Therefore, we can simplify the analysed set 
to only 13 parameters (Table 1, Set II).  
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To evaluate an influence of particular parameters on result of alcoholic 
addiction detection, we checked how reducing of each parameter from 
training set (Table 1; Set II) changes the outcome. Fig. 2 shows the results 
of these experiments. 
We have also calculated percentage of effective networks’ initialisations 
as a tentative method of estimation the parameter’s significance. 

4. Results and discussion 

The statistical analysis (Fig. 1) shows that some sleep parameters have 
small differences (<10%) of average between alcoholic group and control 
group. Standard deviation is also comparable. There are also some 
parameters with big difference (25%-100%) of average, but these 
parameters have very big (>100%) standard deviation in both groups. This 
means that detection of alcoholic addiction based on statistical methods 
would have too small correctness to be reliable. 
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Fig. 1. Averages and standard deviations calculate proportional to averages  
for the control group. 
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The averaged results of neural network analyses are presented in Fig. 2. 
We have obtained the percentage of correct detections from 69,9% 
to 76,6% with the standard deviation of 0,8÷3,8% for all experiments. 
Effective initialisations were from 64% to 97,5%. Based on the results 
shown in Fig. 2 we can notice, that lack of some parameters in the Set II 
leads to better results (e.g. “latency to stage 3 and 4”). Simultaneously, a 
deficiency of the other ones causes noticeable deterioration of the 
detections’ outcomes (e.g. “stage 4 NREM” and “stage 3 NREM”). The 
significance weight of parameters: “stage 3 NREM” and “stage 4 NREM” 
was confirmed by the values of the received numbers of the effective 
initializations and by substantial differences in the averages for the groups. 
Moreover, the big difference in the averages of “latency to stage 3 and 4” 
seems to be not correlated with alcohol addiction. 
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Fig. 2 Results of alcohol addiction’s detection made by particular networks. 

The noticeable differences of the results for the specified sets 
of parameters (Set I and Set II) indicate that the redundant information 
decrease reliability of the detections and optimization of the set’s 
composition is required. 
We have proposed the Set III (Table 1) to check if we can reduce a number 
of features from the Set II without worsening the correctness 
of diagnosing. We obtained 76,25% correctness of diagnoses with 51,6% 
effective initializations for the neuronal network with 5 hidden units. 
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Simultaneously, we achieved the 76,83% correctness of diagnoses with 
96,4% effective initializations for the neuronal network with 7 hidden 
units. These results show that “weak features” are necessary to optimise 
the learning process’ quality. 

5. Conclusions 

The research described in the paper leads to the following conclusions: 
• Use of the NN and compressed features vector gives us a correctness 

of the diagnosis about 75%; 
• The diagnostic values of features (from Set II) calculated from the 

PSG are noticeable, but not very significant (the difference of the 
diagnosis correctness lies between +2% and –4%). All of them are 
needed during learning process. We can eliminate these parameters, 
but we should add some hidden units to calculate the necessary values 
by the network; 

• The most significant features are: “stage 4 NREM” and “stage 
3 NREM”, least significant seems to be “latency to stage 3 and 4”. 

• We think that the maximum of the diagnosis correctness could 
be under 80% using described PSG record and the optimal features 
vector. 

• The length of particular sleep stages changes during the time of sleep. 
The parameters used in the experiments have been calculated as total 
sums of the six stages obtained from successive sleep cycles. 
We consider that it is necessary to take into account these changes 
to increase the reliability of diagnoses. 
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Abstract  

The paper presents analytic design of active magnetic bearing PM syn-
chronous motor for TAH (Total Artificial Heart) application and descrip-
tion of the drive and levitation electromagnet control. Pump system is 
double ventricle blood pump consisting of slotless PM axial flux synchro-
nous machine and magnetic active bearings. The general electric machine 
theory is applied to the motor design. Power quality is ensured by the help 
of the rare earth PM and for good torque quality is used slotless, three 
phase winding and surface mounting PM. Control part deals with the syn-
chronous motor and magnetic bearing control. Two structures, voltage and 
current, were design and tested for the position regulation. Mathematical 
model was successfully simulated. On the base of this model the regulation 
structure for positional feedback control was design. Design of the regula-
tors is based on the mathematical model description of controlled system. 

1. Realization of the magnetic bearing pump 

In our solution Fig. 1 the drive system consisted of the permanent magnet 
synchronous slot-less motor and magnetic active radial bearings. These 
systems were tested both on the air and water environments. Problem of 
the magnetic bearings and electrical drive is very the same also for other 
type of the rotating pumps. 



Fig. 1. Pump’s drive system with the motor and magnetic bearings 

2. General conception 

At the first pump design, the base requirement was hydraulic output 
power. At this stage of design, properties and possible damage of blood 
elements were not be reflected. The pump contains 3-phase synchronous 
disk-type machine with slot-less winding (magnetic circuit doesn’t contain 
any ferromagnetic materials), double sided rotor with permanent magnets 
and integrated turbine blades and two active axial magnetic bearings.  

3. Motor and magnetic bearing control 

Miniature controller “Easy 25” for brushless motors, mostly used for 
model motors, was found to be very useful for artificial heart motor sup-
ply. This controller is extremely simple to use – the easiest way it can be. 
Controller is ready for an immediate start without any prior settings, every-
thing is done automatically. The controller is designed for the brushless 
sensor-less motors. Magnetic bearing has generally five control channels, 
four radial and one axial. For mostly used control systems each control 
channel has autonomous control and input signal is coming from the posi-
tion sensors and systems have one degree of freedom. In the next text we 
will deal with one degree bearing. Dependency on if output signal is cur-
rent or voltage the control can be current or voltage. Current control can be 
described by the equation of the second order. Voltage control can be de-
scribed by the equations of the fourth order.  
When we spoke about magnetic bearing control then we mean system of 
the linear, non linear, optimal and adaptive regulators. Into the control sys-
tem is included also stability, transience and frequency characteristics of 
the bearings. 
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Mathematical model of the bearing and description depends on the chosen 
current or voltage control. Initial non-linear model of the bearing is de-
scribed in the equation (1) and its non-linear analogy is described by the 
equations (2) and (3).  
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Fig. 2: Disc with position sensors and control electronics 

Initial non-linear bearing model is described in this case by the first equa-
tion in system (1), where controlling function have the currents i1 and i2. 
Linear model is described by the equation: 

)(2

2

tQihyc
dt
dym iY +⋅=⋅−  (4) 

At conditions 
CC iiiy ≤≤−<<− ;δδ  (5) 

where i is the input current. 
When we transform system of the equations (4) to the normalized form we 
have 

}
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Using dimensionless variables then equation (4) can have two forms of the 
notation: using the dimensionless time 0/Tt=τ   

( )τQixyx
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2

2

 (7) 

Or using dimensionless time 0
/ /Txtxt ⋅=⋅= τ ,  

( ) 2
2

2
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dt
dy +=−  (8) 

at the conditions: 
11;11 ≤≤−<<− iy  (9) 

4. Mathematical models of the bearing 

Mathematical description of the bearing depends on the chosen control 
current/voltage, and on the mathematical model see Fig. 3. 
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Fig. 3: Mathematical model of electromagnet with a non-linear magnetic circuit 
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5. Conclusion 

The work was focused on the new pump design, its construction, mathe-
matical simulation validation and the experiment as well. The centrifugal 
pumps with the smooth, spiral and double conical rotor that are driven by 
the electromotor and embedded on the magnetic bearings were designed, 
produced and their characteristics were experimentally obtained and were 
evaluated from the point of their future possible usage or corrections. Part 
of this pump design solution is the magnetic bearings stability control and 
solution. The pump development wasn’t limited just for the construction 
solution, but also for the mathematical simulation of the flow in the pump 
bodies and the possibilities of new materials using, which could be the 
progress in the present biomedicine pumping technology. 
PM machines are increasingly becoming dominant machines with the cost 
competitiveness of high energy permanents magnets. These machines offer 
many unique features. Motor efficiency is greatly improved and higher 
power density is achieved. Moreover, PM motors have small magnetic 
thickness which results in small magnetic dimensions. As for the axial flux 
PM machines, they have a number of distinct advantages over radial flux 
machines. They can be designed to have a higher power-to-weight ratio 
resulting in less core material. The noise and vibration levels are less than 
the conventional machines. 
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Abstract  

In this paper the authors are focused on the development of novel algo-
rithms for segmentation and extraction an acoustic schwannoma tissue (in-
ner ear tumor) from MRI DICOM data The algorithm is meant to support 
the preparation of data for stereoscopic visualization system using Helmet 
Mounted Display (HMD) supporting pre-operational stage. The algorithm 
is based on histogram processing technique invoking to Otsu method. 

1. Introduction 

The goal of this work is to introduce simultaneous stereoscopic presenta-
tion of inner ear tumors and surrounding skull bones. Such visualization 
system may become in future a convenient  tool supporting a  surgeon de-
cisions before inner ear operation or during monitoring of tumor growth. 
In this paper the authors focused on segmentation of acoustic schwannoma 
structures present in MRI DICOM images which were co-registered with 
CT by use of  PMOD software. The specific features of data are: 

• limited volume conditions. MRI series of images covers approxi-
mately 50mm of head volume, 

• different MRI scanners spatial resolution in X,Y,Z directions, 



• non uniform influence of contrast on patient  
Therefore the existing methods of analyzing MRI data addressed to inner 
ear tumors recognition cannot cope with  a whole variety of existing clini-
cal cases. The technique like region growing applied in [1] treats a tumor 
as quasi-homogenous region what is not common. Author of this work de-
cided to extract tumor according to a unique feature such as elongation of 
acoustic schwannoma in an inner ear direction, but this feature is not pre-
sent in every case especially for small tumors. Other recognition tech-
niques  are based on probabilistic model of tissues [2]. This model is then 
adapted to every clinical case. The main disadvantage of this model is ri-
gidness which means that intensity range and probability distribution of 
each tissue are known and constant. Other techniques dedicated for brain 
tumor recognition was examined also [3,4,5,6]. 

    
a)   b) 

Fig.1 MRI images containing: a) inner ear, b) brain tumor.  

2. System architecture 

The system for which image processing software is dedicated contains 
some crucial modules: 

• Data acquisition units (MRI and CT scanners), 
• Data processing unit (PC station), 
• Data visualization unit (Stereoscopic Helmet Mounted Display 

HMD). 

Medical data are acquired in Warsaw Central Medical University Hospital. 
They are captured in DICOM format which is common format to store 
such data. Information nested within DICOM is decoded, co-registered and 
processed according to presented schema (Fig2): 
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Fig2. Main data processing flow. 
  
In this paper authors present algorithm of inner ear tumor segmentation 
and recognition from MRI series. 

3. Inner ear tumor segmentation procedure. 

As it was described in previous sections the character of analyzed (limited 
volume, various intensity conditions) MRI data made implementation of 
common used algorithms very difficult. One of the ways solving such 
problem may be a-priori knowledge of the place of potential occurance  of 
acoustic schwannoma tissue. Such objects as seen at Fig.1a are localized in 
the neighborhood of head centre and inner ear. It is important information 
that can improve processing due to decreased number of potential objects 
that may be classified as tumor. For that issue volume of interest need to 
be created according to volume. This information supported by local and 

Input data– CT, MRI 

Co-registration of CT and MRI 
data stage (PMOD system) 

Segmentation/recognition of tissues of 
 interest 

3D data export 

Stereoscopic visualisation HMD

Inner ear tumor (MRI) Bones (CT) 
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global data histogram processing may be useful in recognizing tissues of 
interest. Segmentation algorithm proposed followed by recognizing proce-
dure is presented below (Fig.3): 

Fig.3 Diagram of inner ear tumor recognition procedure. 

The diagram presented above takes a whole MRI images serie as an input. 
Based on 3D data set a global histogram is created (Fig.4a) 

              
a)                  b) 

Fig.4 Image of a) global histogram of entire 3D MRI data set, b) binary 
mask according to threshold via Otsu method. 

The contrast injected into patient before MRI scanning changes intensity 
response within acoustic schwannoma tissue. However the intensity does 
not  increase enough to create in a histogram a clear separate peak describ-
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ing the mentioned tumor. This peak lies slightly beyond second peak that 
describes brain This observation allows to divide the segmentation process 
into 2 steps. In the first step the peak of brain, tumor and other objects pos-
sessing the same intensity range, are treated as a single peak. The global 
histogram (Fig.4a) can be treated as bimodal. Under such assumption the 
best solution would be dynamically adapting threshold value to every his-
togram. This demand is fulfilled by Otsu method [7]. The effect of ther-
sholding is presented in Fig.4b. Local histogram is created in the next step 
(Fig.5b). The voxels of interest that are used to build new histogram are a 
part of binary mask and are placed inside a sphere with a centre and a ra-
dius defined empirically. Radius of a sphere delimities a position in rela-
tion to volume centre where  tumors occurs (Fig.5a).
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b) 
Fig.5 Image of a) an exemplary MRI slice with a circle marked that simu-

lates one of the sphere slices, b) histogram build form masked volume.  

In the second segmentation stage the histogram shows bimodal structure 
also. Such bimodal character of local histogram emerges when huge back-
ground peak is removed. Huge peak seen in lower intensities represents 
brain and the smaller one represents tumor and other structures covering 
the same intensity range. Character of local histogram allows usage of 
Otsu method for second stage segmentation threshold. An exemplary MRI 
image consists of tumor segmented structures is presented below (Fig.6a): 
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a)     b) 

Fig.6 Image of an exemplary MRI slice after second thresholding.  

Local histogram thresholding operation finalizes fully automated inner ear 
tumor segmentation process. The next step is interactive and requires in-
tervention of a user. The 3D visualisation of interactively marked inner ear 
tissue and head bone is presented below (Fig.6b). 
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Abstract  

The whole diagnostics process should consist of the mathematics, clinic, 
quantity and subject analysis. The object movement can be described with 
use of parameters such as: angle, velocity and acceleration of the time 
function. It can also cause the change of the kinematics of the whole bone 
and muscle scheme of the patient after implanting. The tools analyzing the 
movement of the patient should include the analysis of the whole scheme 
and not its separate parts. 

1. Introduction 

In cases when the hip joint is somehow damaged, it automatically leads to 
impaired movement of the previously mentioned parts of the body. The 
rounded head of the thigh bone is perfectly centered inside (the hip socket / 
acetabulum). 

Fig. 1 The figure shows the structure of a hip joint [5]: 1) pelvic bone, 2)3) round 
ligament of the femur/ ligament of the femoral head, 4) femoral bone / thigh bone 



The hip joint is composed of two parts – the hip socket (acetabulum) and 
the head of the thigh bone (femur). (Fig 1). The surfaces of these bones 
within the joint are covered with a layer of cartilage. This important sur-
face allows the bones to smoothly glide against each other without causing 
damage to the bone. Cartilage works like a natural shock absorber. 
Degeneration of the hip joint as well as different kinds of diseases are 
caused by a variety of diverse factors. Some of the reasons for the occur-
rence of diseases are: 
- obesity -  chronic and excessive load of joints (especially spine and lower 
extremities / lower limbs) causes cartilage to begin to show physical signs 
of wear and tear particularly in knee joint 
 - repeated loading (standing, sitting) or the lack of movement 
- unbalanced diet – a lack of vitamin D3 and antioxidants (vitamins A, C, 
B6) 
- genetic factors : (arthrosis / degenerative affection of joints) 
- mechanical insults to the joint from an acute injury (sprain, dislocation) 
as well as microdamages 
Professional sportsmen are especially at risk of arthrosis of a hip, knee, 
shoulder. They make up a higher proportion of the total population.  
It is quite common that despite the natural factors that cause joint damages 
there are random factors such as injuries that can occur after car accidents 
or bone fractures. 

2. Systems of analyzing and diagnosing  patients’ 
physical abilities after implantation 

The whole diagnostics process should consist of the mathematics, clinic, 
quantity and subject analysis.  
The object movement can be described with a use of parameters such as: 
angle, velocity and acceleration of the time function.  
It can also cause the change of the kinematics of the whole bone and mus-
cle scheme of the patient after implanting. The tools analyzing the move-
ment of the patient should include the analysis of the whole scheme and 
not its separate parts.For diagnosis and analysis of a range movement and 
analysis of walk are used: 
- Clinic analysis – consists of medical examination and visual diagnosis by 
an orthopedist 
- Quantity and subject analysis – doing quantity and subject analysis leads 
us to many more or less advanced systems. Present researches were done 
with Vicon help / using Vicon and Poligon programme. 
Within the scope of diagnostics: 
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• measurement of the ground reaction forces during walking (based 
on an averaged data of three series for each lower limb) in three 
directions 

• using dynamic electromyography  
Measurements of kinematic dimensions (regarding motion): pelvis posi-
tion, angles in joints,  in three dimensions and rotation 

Fig. 4  The figure show the results of the research of the measurement of the ki-
nematic pelvis and hip joint position in a frontal, sagittal, transverse plane 

• the measurement of the time parameters of walking: walk cycles, 
speed, length and frequency of steps  

Next system of quantitative analysis and objected is Sybar. It is an inte-
grated system which co-operates with Kistler's platform and cameras VHS 
and EMG. 
- Mathematical analysis- in case of mathematical analysis the systems 
consist of information processed with individual measures, by some from 
measurement systems 
- The static investigations - in case of static investigations it consists of the 
measurements of angles, range of movement, speed of steps. The mea-
surement of angles was conducted with the help of  the programme WinA-
nalize. 

     
                         a)             b) 

   Fig. 6  To follow object a) with use markers, b)without use markers  
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- The dynamic Investigations – in case of dynamic investigations it consists 
of Electromyography EMG - Measurement of muscles electrical activity, 
measurement of reaction force to foot – Ground reaction force vector 

3. Research and results: 

In order to define / state and measure the range of motion of implanted 
limbs the series of simple tests were conducted 
- lifting the operated leg forward / lifting the leg with implanted hip joint 
- lifting the operated leg backward 
- lifting the operated leg out to the side 

                                                 
Fig. 7.  Lifting the leg forward  Fig. 8 Lifting the leg backward Fig 9 Lifting the 

leg out to the side  

These exercises should be done under the physical therapist’s control in 
order to prevent the dislocation of a joint.  At the beginning of the rehabili-
tation process the patient lifted the operated leg / the leg with implanted 
hip joint/ forward maximum 40 degrees. It is extremely satisfactory be-
cause in case of a healthy person the same value reaches ca. 30 degrees. 

Fig. 10 The figure shows the research done by a motion analysis system –  Sybar 

An identical situation occurred when the patient lifted the leg backwards 
and the result was between 20 and 30 degrees. While the result of a healthy 
person was 35 degree. It is well seen that the outcome is proper / appropri-
ate. The maximum range of motion in case of the prosthesis that are most 
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often used is about 126 degrees. This measurement from a physiological 
point of view enables the patient a full range of motion. The orthopaedic 
surgeons claim that implanted people cooperation between the ball, which 
replaces the spherical head of the femur and the cup, which replaces the 
worn-out hip socket is significant in case of long duration of the setting of 
prosthesis as well as their later mobility. In case of people after implanta-
tion many everyday activities becomes a real problem. One of such activi-
ties is standing up and sitting. This activity for a healthy person seems to 
be trouble-free. 
They will be instructed by the physical therapist in a specific exercise pro-
gram how to perform this action. 

4. Conclusions 

Nowadays, the average age of people having a hip joint implantation is 
still dropping  and so far it seems to be important to deal with this topic. 
As I mentioned earlier, so far there is not ideal and cheap and fulfilling all 
functions of diagnostic and analyzing instrument mentioned above. 
Most of the equipment / devices available on the Polish market is even if 
extremely expensive do not fulfill the requirements.In most cases  surge-
ons, orthopedics, or physical therapists facilitate their work simplifying 
diagnostics and movement analysis  in order to use the methods described 
above selectively.In most cases it is not connected with any health hazard a 
professional incompetence. However, nobody knows if for instance a 
broad scope of joint movement will not lead to contractures of particular 
groups of muscles.The analysis of these methods and tests /researches will 
help to state / determine basic requirements needed to judge  implanted 
people 
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Abstract 

In this report, statistical time series analysis of nonstationary EEG/MEG 
data is proposed. The signal is investigated as a stochastic process, and 
approximated by a set of deterministic components contaminated by the 
noise which is modelled as a parametric autoregressive process. Separation 
of the deterministic part of time series from stochastic noise is obtained by 
an application of matching pursuit algorithm combined with testing for the 
residuum's weak stationarity (in mean and in variance) after each iteration. 
The method is illustrated by an application to simulated nonstationary data. 

1. Introduction 

In brain evoked activity measured by means of EEG/MEG, one can ob-
serve time-dependent changes of its various characteristics like amplitude 
and frequency, as well as the contaminating noise. For this reason, it is 
necessary to use the analysis methods designed for nonstationary signals, 
since the standard EEG/MEG methodology based on signal averaging and 
simple spectral analysis is insufficient. Time-frequency estimation meth-
ods such as short-time Fourier transform, Wigner distribution, or discrete 
and continuous wavelet transform are very useful, yet, statistically ineffi-
cient. They also have some inherent limitations. Thus, the representation of 
the evoked-response generative process given by these methods is incom-
plete. In this research, EEG/MEG signal is investigated as a stochastic 
process which can be decomposed to a set of deterministic functions repre-
senting its nonstationarity and stationary residua. For modelling the sto-
chastic EEG/MEG noise, statistical time series analysis methods are used. 



2. Statistical time series analysis 

A time series (TS) model for the observed data {z(t)} is a specification of 
the joint distributions (or possibly of only the means and covariances) of a 
sequence of random variables {Zt}, with a realization denoted by {z(t)} 
[1]. In a short form, an additive TS model can expressed by the sum of 
deterministic d(t) and stochastic l(t) components: 

)()()( tltdtz +=     (1) 

Off course, there are many possible examples for this kind of a model, i.e. 
d(t) can be a linear trend, a seasonal (periodic) function, or a sum of them, 
and l(t) can be a set of observations of any (stationary or nonstationary) 
random variable. Let us take times series generated by an additive stochas-
tic process given by (2), which is the sum of m∈N sine waves or other 
non-commensurable periodic functions (or commensurable but with a pe-
riod much longer than the periods of its particular components) s(t) and a 
stationary noise e(t). 
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Modelling of a process requires all the deterministic functions to be re-
moved at first. It can be achieved by the preceding estimation of these 
functions or by differencing the series. There is a lot of helpful examining 
tools (i.e. statistical tests and spectral analysis methods (spectral density, 
periodogram) based on the Fourier transform) and estimation techniques 
(i.e. maximum likelihood method). Next, stochastic, stationary residua can 
be diagnosed (on the basis of the sample autocorrelation function (ACF) 
and sample partial autocorrelation function (PACF), and using some statis-
tical tests) and an adequate parametric model of them (autoregressive (AR) 
and/or moving average (MA) for example) can be constructed [1]. 

3. Time series de-trending by matching pursuit 

Unfortunately, EEG/MEG signals are nonstationary, and so the character-
istics of si(t) components in Equation (2) varies in time (thus we can not 
assume that each s(t) is periodic). In consequence, a typical time series 
decomposition, based on the Fourier transform, disappoints in this case. 
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Therefore, it is required to construct the ongoing EEG/MEG noise model 
by using an effective approximation of the nonstationary components of 
the EEG/MEG signal.  
In the first step of the iterative matching pursuit (MP) algorithm proposed 
by Mallat and Zhang [2], the atom g�0 that gives the largest product with 
the signal is chosen from the large, redundant dictionary D (usually com-
posed of Gabor functions being cosines modulated in amplitude by a 
Gaussian envelope). In each consecutive step, the atom g�m is matched to 
the signal Rmz that is the residual left after subtracting the results of previ-
ous iterations: 











=

+=

=

∈

+

iim

mm

gzRg

zRggzRzR

zzR

m
Dg

mmm

γγ

γγ

γ
,maxarg

, 1

0

   (3) 

The possible stopping criteria for this algorithm are: 1 – fixing a priori the 
number of iterations m, irrelevant of the content of the analysed signal, 2 – 
explaining a certain percentage of the signal's energy, 3 – the energy of the 
function subtracted in the last iteration reaches a certain threshold. It is 
assumed that the residual vector obtained after approximation of m time-
frequency waveforms is the noise, which converges to N(0,σ2) with in-
creasing m [3]. 
Here, we propose to combine TS analysis with MP algorithm by a new 
model resulting from (2) and (3): 
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In this model, the MP procedure is performed as long as the residuum is 
nonstationary. The accomplishment of a weak stationarity entails stopping 
the algorithm. Next, TS methods should be applied for modelling the re-
siduum. Practical measures of the stationarity are the results of statistical 
tests: Kwiatkowski–Phillips–Schmidt–Schin (KPSS) test [4] for stationar-
ity in mean, and the White test for homoscedasticity [5]. 

3. Application to simulated nonstationary data 

In order to illustrate the idea of the proposed algorithm and to examine its 
properties, a simulated signal (Fig. 1) was constructed from a sum of m

240 L. Kipiński



Gabors and a stochastic (but not Gaussian) noise generated by ARMA(5,3) 
process. This signal is stationary in mean, but heteroscedastic (covariance 
vary over time), so it is necessary to remove that nonstationarity by means 
of MP. 

Fig. 1. a) Simulated signal constructed with a sum of m Gabor functions b) and 
autoregressive moving average noise c); d) the approximation after m iterations of 

MP algorithm stopped due to stationarity of residua e); f) nonstationary residua 
after m-1 iterations (the arrow points at “the reason” for the White test’s rejection 
of the null hypothesis); g) excessive approximation (for n>m iterations, MP starts 

to explain the noise). 

Residuum is tested after each iteration, and after the m-th one we have no 
reason to reject the null hypothesis of the White test about its homoscedas-
ticity. This means that the residuum is weakly stationary, thus we can use 
statistical time series tools to describe it. Tests for independence and plots 
of sample ACF and PACF (Fig. 2b)) show that the residua generator is 
autocorrelated, and imply an autoregressive moving average model for the 
residua. The fit is obtained by the maximum likelihood estimators of the 
ARMA parameters, and minimum Akaike criterion. The values for all sig-
nificant ARMA parameters are similar (into or near the confidence level) 
as the values used for the simulation. The noise error was examined too, 
and the result (Gaussian white noise) confirms correctness of the fit. In 
comparison, the “classical” MP algorithm looses information about the 
noise, or (if the number of iterations is large) it starts to explain the noise 
with deterministic functions (Fig. 1g)). The combined MP-TS algorithm is 
a clear improvement, as modelling of the noise is addressed explicitly. 
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Fig. 2. Sample ACF and PACF plots for: a) simulated signal b) stationary residua. 
Evident difference is due to spectrum variability of simulated signal. 

4. Summary and conclusion 

In this paper, a combination of time series analysis methods with signal 
decomposition by matching pursuit is proposed. Although each of the two 
methodologies separately can be applied to build signal representation, 
their marriage seems very efficient, as their simultaneous use enables ho-
listic description of both deterministic and stochastic components of a sig-
nal. It can be an effective method for noise description, prediction and fil-
tering in any EEG/MEG measurement.  

Acknowledgements: In this work, we used our modification of the MMP 
software written by A. Matysiak [6].
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Abstract  

High silicon content aluminium alloys are preferred in electronic applica-
tions when low coefficient of thermal expansion and high thermal conduc-
tivity of material are require i.e. in housings for electronic packaging. 
This material is difficult to machine due to the large volume fraction of 
hard Si particles dispersed in relatively soft aluminium matrix.    
Electrodischarge machining (EDM) becomes very promising alternative to 
the traditional machining methods. 
In the present study aluminium alloys with 6-40% Si particles was manu-
factured by powder metallurgy (P/M) route. During EDM holes of 0,4mm 
diameter were drilled.  After EDM the following parameters were deter-
mined: drilling speed Vd, surface roughness Ra, oversize of the hole drilled 
. Above mentioned parameters were correlated with EDM parameters.   

1. Introduction 

Materials for electronic packaging should possess certain physical proper-
ties to ensure high packaging density and reliability [1, 2]. High thermal 
conductivity for efficient heat dissipation, small thermal expansion tailor-
able to match that of adjacent components and low density for lightweight 



are required of these materials. Materials developed so far for electronic 
packaging fall into the categories of metals (typically Al and Cu), alloys 
(such as Kovar), ceramics (such as Al2O3), sintered metals (such as W-Cu) 
and composites (typically Al-SiC) [3,4]. Al-Si based alloys with a high 
volume fraction of Si crystals, have the above mentioned properties and 
may be particularly suited for electronic and avionic systems.
This material is difficult to machine due to the large volume fraction of 
hard Si particles dispersed in relatively soft aluminium matrix.  These par-
ticles caused rapid wear of cutting tools during machining and decreasing 
of accuracy and smoothness machined surfaces. Electrodischarge machin-
ing (EDM) becomes very promising alternative to the traditional machin-
ing methods. 
In the present study aluminium alloys with 6-40% Si particles was manu-
factured by powder metallurgy (P/M) route. During EDM holes of 0,4mm 
diameter were drilled.  After EDM the following parameters were deter-
mined: drilling speed Vd, surface roughness Ra , oversize of the hole drilled   
.  
Above mentioned parameters were correlated with EDM parameters.  

2. Materials 

Chemical compositions of Al-Si based alloys which were investigated are 
given in Table 1.   Aluminium alloy (A/SO) without dispersed Si crystals 
was taken as a reference material. 

Table 1. Code and compositions of the alloys. 

Elements (wt.%)  Code Si Mg Ni Fe Cu Al 
AS/0 - 1.6 1,1 1.1 2.5 bal. 
AS/6 6  0,5 - - - bal. 

AS/20 20 - 2,0 5,2 - bal. 
AS/40 40 - - 0,3 0,1 bal. 

Alloys were prepared through a melt-spinning process, followed by pul-
verisation, warm compaction, degassing, hot extrusion and finally T6 heat 
treatment. Figure 1 shows microstructure of alloy with 40 % Si. It can be 
seen that alloy contains a very large volume fraction of fine Si particles 
that are homogeneously dispersed in the matrix. 
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     Fig.1.Microstructure of AS/40 alloy     Fig. 2. Scheme of EDM drilling process  

3. Electrodischarge drilling    

Electrodischarge drilling of microholes (EDM) was carried out on a drill-
ing machine EDEA-25 provided with a generator RLC. The generator has 
several steps of adjustment of electrical machining parameters. In the ex-
periments 4 steps of the energy of single discharge Ei were used: 0.05; 
0.19; 0.84 and 1.83 mJ. Machining was done with an electrode of 0.4 mm 
diameter, made of M1E copper, in cosmetic kerosene environment, with 
supply voltage Uo = 240 V, closed-circuit voltage Ur = 195 V and straight 
polarity. 
The scheme of the system for electrodischarge drilling is given on Fig. 2.  
Typical EDM parameters were determined in the course of technological 
trials, as follows: 

- average drilling speed    Vd [m/sec], 
- roughness of the hole surfaces after machining, 
- oversize of the hole drilled    = D - dE [mm],  

where: D – diameter of the hole, dE – electrode diameter.   

 4.Research Results 

Fig. 3 shows impact of single discharge energy on the average drilling 
speed. 
As it can be seen on the figure, average drilling speed Vd grows along with 
the increase of single discharge energy for all material tested. Influence of 
silicon content on Vd is not clear at all. Generally, average drilling speed 
has tendency to groving for higher volume fraction of Si in alloys. But this 
principle is disturbanced by the different content of other components Mg, 
Ni, Fe, Cu in tested alloys. 
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Fig. 3. Average drilling speed Vd   vs   energy of single discharge Ei  

Impact of discharge energy Ei on oversize  of the hole drilled is shown on 
the Fig. 4. The higher values of Ei were applied, the bigger is oversize of 
the hole drilled. Influence of Si cristals is also visible. For the higher con-
tent of this phase in materials, lower hole oversize occurred. 
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Fig. 4. Hole oversize  vs energy of single discharge Ei 

Roughness changes expressed by the Ra parameter are shown on the Fig.5. 
Surface roughness is also influenced by presence of Si crystals. Their 
growing content in composites is accompanied by reduced roughness. One 
can conclude when comparing data from diagrams 3 and 5, that surface 
roughness   is related with the EDM process output. The more effective is 
machining (higher drilling speed), the higher is surface roughness – there 
is simple relation with Ei.  Higher energy of single discharge causing more 
protrusions, irregularities and craters to form on the surface during dis-
charges, resulting in an increased surface roughness [5, 6]. 
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5. Summary 

It can be concluded as follows as regards the research carried out on elec-
trodischarge drilling of microholes in aluminium alloys with Si content of 
6-40%:      

- Discharge energy Ei has substantial influence on microholes drilling 
process. Energy growth is accompanied by growing drilling speed 
(efficiency) and by increase of the hole oversize. 

- As discharge energy grows, local micro-areas of erosion become 
wider and deeper, which – in effect – causes increased surface 
roughness of the holes drilled.  

- Presence of Si crystals results in reduction of hole oversize and sur-
face roughness. 
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Abstract  

The main aim of this work is formulation of the mathematical models of 
induction squirrel-cage motor, inverters with vector control, and mathe-
matical model of elastic mechanical system coupled with induction motor. 
In mathematical modeling process of control system special attention is 
paid on good conformity between models of vector control system and its 
real industrial equivalent – Simovert VC. The numerous researches were 
carried out in order to examine the influence of elastic kinematic chain of 
mechanical system on control system stable work.  

1. Introduction 

In vector control systems during control process many information are 
needed about actual stator currents, voltages and rotor angular position and 
rotor speed. In order to prepare the proper control method many mathe-
matical transformations must be made between different coordinates sys-
tems, and often observers must be used to estimate the rotor magnetic flux 
spatial position. So the induction squirrel-cage motor fed from inverters 
equipped with vector control system has comparable dynamic properties to 
separately excited direct current motor.  



2. The mathematical model of mechanical system 

Modelling of an electromechanical drive system as a system with feedback 
between its electric part and mechanical one is an example of mechatronic  
approach. A model of the mechanical part, taken as a discrete form, de-
scribes the following system of ordinary differential equations expressed 
as a matrix: 

QKqqCqM =++  V     (1) 
where: M, Cv and K - matrices of inertia, damping and stiffness, q -
column matrix of generalized coordinates, Q - column matrix of general-
ized forces. 

elM

c2

k2
k

1

I1
I2 I3

c1

Fig. 1. Dynamic model of the drive system 

The character of time courses of dynamic quantities is, to a considerable 
degree, conditioned by characteristics and power of a driving motor. Thus, 
the accuracy of the obtained solutions depends on the exactness of the as-
sumptions made in a physical model of the mechanical system and in a 
model of the electric motor. 

3. The mathematical model of induction squirrel-cage 
motor 

Mathematical model of a squirrel-cage motor in natural coordinate is for-
mulated under the following assumptions: the stator and the rotor windings 
are symmetrical, the rotor winding is considered as Qr-phase winding (Qr - 
number of cage bars), the skin effect phenomena in rotor bars are ne-
glected, the air-gap is smooth and uniform, the magnetic circuit is linear. 
Under the above assumptions the mathematical model of a squirrel-cage 
motor neglects permeance and saturation magnetic field space harmonics. 
The mathematical model of a squirrel-cage motor in natural coordinates 
consists of the 3+Qr voltage equations for stator and rotor windings and 
motion equation. Certain simplification of this model can be achieved by 
transformation of machine equations from natural coordinates to new co-
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ordinate systems [1-4]. If we assume that the fast stator current control is 
realized by inverter, the motor equation may be simplified too. The motor 
equation are simplified in significant way If we introduce the coordinate 
system “dq” (field coordinate system) which follows rotor flux space vec-
tor in such way that his real axis will align with rotor flux. In field refer-
ence frame the motor equation may be expressed by: 

rdrmdqsqmsdmrdrdr piLiL
dt
d ψτψψτ )(       ; Ω−Ω==+       (1) 

)(1
msqrdrm Tipk

Jdt
d −=Ω ψ    (2) 

where dqΩ , mΩ , sk , rk , rτ , σ , '
στ , σr , mL , rdψ , sqi , sdi - rotor angular 

speed, angular speed of field reference system,  stator leakage, rotor leak-
age, rotor time constant, motor leakage, modified stator time constant, 
modified motor resistance, magnetizing inductance, rotor flux, stator cur-
rents components. 
Analyzing the equation (1) and (2) we may notice that they are similar to 
the ones describing separately excited direct current motor. If motor is ex-
cited, rotor flux arise rdψ , the electromagnetic torque “ sqrdr ipk ψ ” re-
sponse is dependent only on current (stator current component sqi ).    

4. Implementation of vector control of induction motor in 
Matalb/Simulink 

The implemented model of vector control system as well the motor model, 
flux estimator and mechanical system is shown in Fig.2. 

Fig. 2. Block diagram of induction motor vector control system implemented in 
Simulink 
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In the block diagram (see Fig.2) the part connected with speed and current 
controllers are referred to field reference frame. As a feedback signals for 
control purposes are used measured angular speed of the rotor coupled 
with mechanical system, estimated magnitude of rotor flux, flux angle and 
stator currents. Because measured stator currents are represented in the 
motor model in stator reference frame, they must be transformed to field 
reference frame with help of “transf.1” block (it is rotary transformation 
from stator to field reference frame). The reference currents becomes from 
currents controllers (“PI1” and “PI2”) and must be also transformed, but 
from field reference frame into stator frame with help of “transf.2” block. 
After that block they are scaled in “Inverter Bridge” and compared with 
saw tooth signal in order to produce control signals for inverter keys (tran-
sistors which are modeled as ideal switches). The outputs of “Inverter 
Bridge” consist of three pulse width modulated voltage waves which are 
transformed to stator reference frame and fed the motor model. The block 
“Motor_&_Rotor_Flux_&_Mechanical_System_Model” includes motor 
model of rotor flux estimator and model of mechanical system. The gen-
eral inputs of whole inverter are reference angular speed “wm_ref” and 
reference rotor flux “Flux_ref”.   

Fig. 3. Torque signal measured by torque transducer (left had picture) and torque 
signal from numerical simulation   

5. Comparison between simulation and measurements  

For comparison purposes the dynamic state of the motor was chosen in 
which the rotor and coupled elastic mechanical system accelerates to 
maximal angular speed during 1.2 s. In Fig.3. the comparison between 
measured torque (between motor and elastic system) and simulated torque 
is presented.  From comparison of simulation and measurements data it 
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follows that the conformity according torque time plots are quite good (see 
Fig.3). Some differences are observed at the beginning and end period of 
acceleration, but in the steady state conformity is excellent. 

6. Conclusions 

The developed dynamic model takes into account electromechanical 
couplings and enables computer simulation of dynamic phenomena 
occurring in kinematic pairs of the mechatronic drive system for various 
initial conditions. The results of numerical calculations prove that 
described model may be a helpful tool in the design process of vibrating 
mechatronic systems with vector control unit. The presented dynamic 
model, allows dynamic phenomena, occurring in kinematic pairs of the 
drive system both during starting and in the course of operation of the 
system loaded under steady - state conditions, to be  computer simulated.

The investigations have been carried out within the project no 4T07C 
00228, sponsored by the Ministry of Science and Higher Education 
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Abstract  

The purpose of presented work was to analyze possibilities and work out 
new methods, allowing modifying characteristics of linear stepper actua-
tors. A new method of steering was also considered, with increasing steer-
ing frequency of stepper different than uniform in relation to time. The 
method enables to attain higher maximum speed and in result spread area 
of functional characteristics. The results of this work, mainly the method 
of accelerating linear stepper actuators, may find wide areas of use.  

1. Introduction 

The purpose of this work was to analyze possibilities and work out new 
methods, allowing modifying characteristics of linear stepper actuators. It 
was assumed that the modifications will be possible to apply by their user. 
The subjects to analyze were two main areas where changes may be done. 
The first is a screw-nut gear with a bearing. Attributes which influence the 
functional characteristic the most strongly in this area are type and geome-
try (diameter, screw pitch) of a screw-nut gear and friction factor between 
a screw and a nut. The second area of possible changes is steering and 
power supply of an actuator. The subject to analyze was influence of a 
power supplying method, commutation type and steering mode (full- and 
microstep). A new method of steering was also considered, with increasing 
steering frequency of stepper different than uniform in relation to time.  



2. New method of steering stepping actuators 

As it is widely known and it is stated in many works, shape and range of 
any stepper motor or actuator depends on many factors stated earlier 
[1,4,7,9]. But it is not obvious that performance of stepper actuator also 
depends on frequency against time relation. This subject is now being ex-
amined more widely [2,3,5,8]. In most cases the aim is to improve actuator 
performance. There are different ways to achieve it, from usage of neural 
networks and fuzzy logic [5], to building prediction algorithms that works 
on a sophisticated hardware. Nevertheless these works are based on closed 
loop steering, what is negation of a main advantage of stepper motor - its 
possibility to work in open loop. During development of presented method 
of steering, it was assumed to keep possibility of work in open loop, and to 
keep it as simple as possible.  
As it is predictable and was theoretically proven [6], stepper actuator pull-
out characteristic will be the widest when control frequency will be 
changed in the way that will give dynamic position error as small as possi-
ble. From energetic point of view it means that force which is developed 
by actuator have to be equal to static and dynamic load.  

      dt/xdMfFfF L     (1) 

In case of stepper motor or actuator, any excess of energy put into the cir-
cuit will cause resonance effects. This will increase dynamic position error 
and loss of synchronism will be quicker. Analysis of equation (1) will give 
us for any set value of load FL, value of frequency that is the maximum for 
this load. That will allow us to calculate frequency-time curve that shows 
most optimal acceleration. For this calculation stepper actuator characteris-
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tic was simplified as it show on fig.1  
Fig.1. Stepper actuator characteristic curve simplification 

Some specific points of characteristic get their marking to be used in equa-
tions. Also time points of start and end of acceleration and deacceleration 
were properly marked. 

Fig. 2. Frequency against time in two cases of accelerating and deaccelerating 
machine, right with, left without, a period of work with a constant speed 

To calculate equation of a curve described by equation (1) it was needed to 
find out what type of mathematic function will be suitable for it. Third de-
gree polynomial was used as one that gives high convergence and most 
simple and elegant form. With all this assumptions, frequency against time 
during acceleration can be calculated as :  
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Time to  can be calculated from equation: 

RAMhΘt ⋅⋅⋅=      (3) 

whereh – pitch of a thread, Θ – single step angle, M –load, and factor AR
is as follows:  
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and substitutionB : 
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pLgrLgrTfFfFfFB−= (5) 
Any stepping machine that was accelerated into pull-out part of character-
istic cannot be stopped incidentally. It has to be slowed down in a way that 
can be calculated similarly to acceleration.  
Frequency against time during deacceleration has to be calculated as fol-
lows: 

( ) ( ) ( ) ( ) ( )









−
++

−
−

−
+

−
=

HPH

P
L

HPH

PL

HPH

L

HPHP

L

ttt
tft

ttt
tft

ttt
ft

tttt
ftf









 (6) 

time tH  : 
HhΘt⋅=(7) 

factor AH : 
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and substitution C

( )pLgrLgrT fFfFfFC −+=    (9) 

It was tested how selected features of linear stepper actuator influence its 
functional characteristics. During experiments mechanical characteristics 
of tested actuators was measured. A comparison of actuator work in differ-
ent modes was made. The experiments confirmed completely legitimacy of 
using proposed methods. At a basis of initial experiments, a computer 
simulating model of linear stepper actuator was created. Simulating ex-
periments confirmed shortening time in which set speed is reached with 
nonlinear acceleration. Convergence of the simulation and experiments 
result was high. Tests shows that performance (range of its pull-out charac-
teristic) of a stepper actuator can be increased from 25% even up to 88 %. 
These results were calculated in comparison to the best performance 
achieved on the same test bed, but frequency was changed uniformly in 
relation to time. 

256 K. Szykiedans



 4. Conclusion 

The results of this work, mainly the method of accelerating linear stepper 
actuators, may find wide areas of use. Linear stepper actuators are devel-
oping group of drives. They are used in new fields of technology, begin-
ning with production lines automatization, through automotive, aeronauti-
cal and space industry, up to biomedical engineering. Proposed method of 
accelerating linear stepper actuators contributes to less consumption of 
energy, increasing efficiency of a drive. It is a reason to predestinate it as a 
more advantageous to use in devices with limited sources of energy. Obvi-
ously the method has also application to rotary stepper motors.  
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Abstract  

The paper deals with methods of image processing applied in a vision sys-
tem for assessing welded joints quality. The vision system consists of two 
CCD and one infrared camera. The base of elaborated approaches to joint 
assesment is a set of images taken in infrared and visible light during weld-
ing process. Images taken in visible light are sources of information about 
outer conditions of the joint, while thermograms let us to obtain informa-
tion concerning the joint interior. In the paper results of the application of 
processing of these two types of images are presented. 

1. Introduction 

Welded joints are widely used in vairous branches of industry and machin-
ery assemblies. They have to meet quality standards specified in 0. More-
over, in many domains, like automotive industry, appropriate mechanical 
properties of welded joints and esthetic appearance are also recquired. One 
of the simplest and most popular methods of assessment of their quality is 
visual inspection. It is usually made after welding by a certified inspector 
with the use of conventional gauges or modern tools equipped with vision 
systems [3][8]. Such approach has some disadvantages – is time consum-
ing and enables to examine only randomly chosen joints. In most cases 
visual inspection is the only way to decide whether joint is performed cor-
rectly. In some cases more sophisticated vision based systems are used for 
automated control of weld quality [2][9]. Methods of image processing and 
analysis applied in such systems are very efficient because they allow us to 
                                                     
1 1 Scientific work financed by the Ministry of Science and Higher Education and 
carried out within the Multi-Year Programme “Development of innovativeness 
systems of manufacturing and maintenance 2004-2008”



control weld condition and welding process parameters what correspond to 
joint quality. Because of the fact that visual inspection (manual or auto-
mated) allows us to asses only surface of welded joint and does not pro-
vide information about its internal quality, in some systems infrared detec-
tors or cameras are used [4]. An infrared image analysis lets us to observe 
and control such weld parameters as bead width and depth size, tempera-
ture of weld pool and drops of melted base metal, it is possible also to 
track weld seam and assess its quality. 
Research carried out by the authors is connected with development of a 
method of automatic inspections of welded joints with use of thermo-
graphic and visual images. Concept of observation system dedicated to 
MIG/MAG automata used in automotive industry was proposed [5]. In 
order to verify the assumptions made in the concept of vision system pre-
liminary reasearch was carried out. Because of both visual and infrared 
images are used, appropriate methods of image processing had to be elabo-
rated and applied. In the paper, results of the research dealing with obser-
vation and feature extraction from images acquired during welding process 
are presented.  

2. Image acquisition  

In the experiment a process of coated electrode welding was observed with 
the use of vision system consisting of two CCD cameras and one ther-
movision camera (Fig 1). Images (CCD and IR) were acquired simultane-
ously. Images from the second CCD camera observing the weld were ac-
quired after the welding process.  

Fig 1. Schema of test stand. 

3. Analysis of acquired images 

Three groups of acquired images are sources of different information about 
the welding process and weld. Thermograms let us to observe thermal 

259Methods of image processing in vision system for assessing welded joints quality 



phenomena occurring during the process and to detect internal faults of the 
weld, whereas visual images (observation of welding area) gives some in-
formation about arc stability and environment – clouds of fume and parti-
cles of atrifacts. Moreover, such information correlated with thermograms 
enables us to eliminate this kind of nosie and helps to avoid incorrect con-
clusions. Images from the second CCD camera are helpful in identification 
of chosen features of a weld. In order to identify region of interest (ROI) 
parallel processing of visual images and thermograms has to be done. 

3.1 Analisys of visual images. 

Images acquired from the CCD camera observing the welding process 
(Fig.2a) give us information about process stability and presence of arti-
facts such as splinters. In order to extract a shape and dimentions of flame, 
fume and to localize artifacts, filtration and binarization were used Fig. 2b.  

    
                            a)                                                                  b) 

Fig. 2. a) Photograph of welding region and b) processed image. 

Regions of flame and fume were localized and their features were evalu-
ated. After corellation with thermograms, artifacts such as splinters were 
identified and removed from the images before further processing. 

         
Fig 3. Application of shape detection algorithm. 

Estimation of welded joint quality on the basis of images from the camera 
observing a hot welding region is very problematic. Reasons are changing 
condidtions of the process (unstable illumination of the weld). Therefore 
the second CCD camera was used to observe the joint. Features of the joint 
such as width, uniformity, scratches and porosity are possible to be esti-
mated. In order to extract geometrical features methods of image preproc-
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essing were used. To find an outer border of the joint, edge detection algo-
rithm was applied. Relative position of borderlines of the joint was veri-
fied, and information about the uniformity was obtained. Another impor-
tant factor of joints quality is porosity. In this case operations of cilcular 
shapes detection are applied. Exemplary images of welded joint after the 
cilcular shape detection algorithm are presented in Fig.3.

3.2. Analysis of thermographic images 

In order to analyze thermographic images numerous methods can be ap-
plied [6]. The analysis should be preceded by the application of pre-
processing operations which consist in selection of ROI, after that, meth-
ods like temperature profiles determination, thresholding can be applied.  

2 4 6 8 10 12 14 16
0.1

0.11

0.12

0.13

0.14

0.15

0.16

0.17

0.18

Image index

A
re

a 
A

th
/A

to
t [%

]

Fig 4. Changes of values of arc relative area versus image indexes and exemplary 
thermogam and thresholded binary images. 

Thermograms acquired during the welding process give us information 
about distribution of temperature in arc region as well as about cooling 
area of a weld. It allows us to detect visible and hidden heterogeneity and 
defects in the weld structure. In this case methods of pulse active thermo-
graphy can be used as well [7]. Analysis of arc area provides us with quan-
titative features which describe values of temperature in various points of 
arc region. In the paper a method consisting in analysis of a shape and size 
of arc area was proposed. A set of thermograms was thresholded and rela-
tive area of arc was estimated. A function of relative area of thresholded 
image versus indexes of sequence of recorded thermograms was estimated 
(Fig. 4). This function gives information about variability of welding 
proces in distinguished regions. Fig. 4 shows also exemplary thermo-
graphic image of arc area and selected binary images obtained as a result 
of thresholding. A linear decreasing trend of relative values of thresholded 
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images is caused by decreasing of arc area as a result of a electrode mov-
ing away from stationary camera what was caused by arc instability due to 
hand welding by an inexperienced operator. In case of automated welding 
such results are not expected. This investigation is planned to be per-
formed in the feature. 

5. Conclusions. 

On the basis of analysis of images acquired during the welding process 
information on outer condition of a welded joint and information about its 
interior can be obtained. Distinguished regions of temperature make it pos-
sible to identify the region of interest in images taken in visible light, and 
to limit analysis to this region. In case of images taken in the visible light 
the way of illumination plays important role and greatly influences quality 
of images. Strong light coming from the flame and lack of any other 
source of light causes that processing of images is not a trivial problem.  
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Application of analysis of thermographic images  
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Abstract  

Thermovision finds more and often the application in machinery and appa-
ratus diagnostics. With the use of a thermographic camera one can carry 
out the non-contact simultaneous temperature measurements in many 
points of an object and record them in the form of a thermographic image. 
The thermographic image can be a source of diagnostic information, 
whose extraction requires that proper methods of the analysis of thermo-
graphic images need to be applied. In the article results of the application 
of selected methods of thermogram analysis are presented.  

1. Introduction 

Thermographic measurements find broad application in maintenance and 
technical state assessment of machinery and aparatus, industrial processes, 
as well as manufacturing [3],[4]. Thermographic inspections of technical 
objects are realized as a single or cyclic inspection and consist in control-
ling of a current technical state of an object or identification of a pre-
failure state and assessment of damage size. Technological progress and 
price decrease of industrial termovision cameras make the application of 
such apparatus possible to monitor and assess a state of machines and de-
vices.  
Continuous thermo-diagnostics of objects is connected with conduction of 
necessary and systematic actions consisting in acquiring of diagnostic data 
which is decoded in recorded thermographic images. In case of acquiring 
of relevant diagnostic information proper thermographic image processing 
methods [2],[5] should be applied. 



2. Analysis of thermographic images 

During continuous object observation with the use of a thermographic de-
vice, a sequence of thermographic images in time t can be recorded. On the 
basis of acquired series of thermograms, multidimensional thermographi-
cal signal ST(T(x,y),t) can be defined. If we consider a concept of conven-
tional real time partition into “micro” (dynamic) and “macro” (exploata-
tion) time [1], often applied in diagnostics, then a thermographic signal can 
be definied in these both domains. 
Taking into account “micro” and “macro” time concepts, analysis process 
of thermographic signals can be divided into two stages. The first stage is 
connected with thermogram analysis and feature estimation. It enables de-
termination of diagnostic signals in “micro” and/or “macro” time.  
The second stage of analysis refers to analysis of diagnostic signals which 
were determined at the first stage. For this purposes classical signal analy-
sis methods can be applied. 
In the article the first stage of analysis of thermographic signal was pre-
sented. At this stage the most important task is analysis of thermogram 
series and acquisition of diagnostic features. Features are necessary for 
determination of diagnostic signals and thus a machine technical state.  
Two simple methods of thermograms analysis were proposed. Common 
operation which was applied in both methods was the application of 
thresholding and estimation of binary images with the use of a measure of 
an area above the threshold level which was established experimentally. 
The measure area was treated as a diagnostic feature, and a diagnostic sig-
nal was built on the basis of its values. Thresholding was applied to two 
kinds of images: in the first method recorded thermograms were directly 
thresholded, in the second method an image of magnitude of Fourier spec-
tra determined from recorded thermograms with the use of 2D Fourier 
transform were thresholded and estimated. 
In order to verify proposed methods of analysis of thermogram series, an 
active diagnostic experiment was carried out. The aim of the experiment 
was acquisition of thermographic signals. An investigated object was a 
single-phase commutaotor motor, whose technical state was estimated as 
sufficient. 
As a result of diagnostic experiments series of thermograms recorded dur-
ing the object operation in different technical states were obtained. Differ-
ences in thechnical states were simulatated by changing of motor load and 
rotational speed. 
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In order to verify the first method of analysis recorded thermograms were 
thresholded with the use of different values of upper threshold and next 
relative area Ath of a region above the threshold level was computed for 
each image. A reference area Aref was whole image. Functions presenting 
variation of this area versus index of recorded images for different thresh-
olds were presented in Fig. 1. In figure binary images were shown. These 
images correspond to values of the maximum area. 
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Fig. 1. Plots of a relative area values of thresholded thermographic images with 
thresholds a) 30°C, b) 50°C, c) 70°C, d) 90 °C and binary images correspond to 

maximum values of the area 

The analysis of determined functions of an estimated diagnostic parameter 
indicates that it is possible to observe changes of thermal state of objects 
(Fig. 1b) and detect sudden thermal phenomena such as electric arc ob-
served in image no. 7 (Fig. 1d). 
In case of application of the second proposed method, images recorded 
during experiment were transformed to spectra with the use of 2D Fourier 
transform. In Fig. 2 there are presented exemplary magnitudes of Fourier 
spectrum estimated on the basis of thermograms recorded at the beginning 
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of object operation (Fig. 2a), during operation in the moment of occurring 
of electric arc between commutator and one of carbon brushes (Fig. 2b) 
and at the end of machine observation when, in the bearing and commuta-
tor regions higher temperature caused by bearing seizing and commutation 
effect occurred (Fig. 2c). 

a) b) c) 

Fig. 2. Magnitudes of Fourier spectra of thermograms recorded during machine 
operation in different technical states.  

Observations of determined Fourier images indicate differences as results 
of changes of machine technical state. 
Similarly as in the first method, in the second one, determined Fourier im-
ages were thresholded and for each binary image, a relative area was de-
termined. In Fig.3 a function of changes of the relative area versus indexes 
of binary images was presented. Determined function indicates that images 
created as a result of Fourier transform can be useful in a process of de-
termination of changes of machine technical state during its operation. 
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Fig. 3. Function of relative area values computed from binary images of magni-
tude Fourier spectra of thermographic images 
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Conclusions 

In the article preliminary results of research whose aim was verification of 
a proposed concept of evaluation of a technical state of an object on the 
basis of results of analysis of sequence of termographic images were pre-
sented. Thermograms recorded during an active diagnostic experiment 
were analyzed. One of proposed methods was based on images computed 
with the use of 2D Fourier transform and such images were also processed. 
One stated that such kinds of images can be also a source of information 
about a diagnostic state thus can be processed with the use of different im-
age processing methods. Thermographic as well as Fourier images were 
thresholded and such diagnostic features as the area of region above the 
threshold was used to determine diagnostic signals.
The analysis of determined diagnostic signals indicates possibilities of ap-
plication of proposed methods of thermogram analysis to determination of 
one dimensional diagnostic signal. The proposed concept can be used for 
identification of changes of technical states during machine operation. 
Results indicate that continuation of research in this area is necessary. Fu-
ture research will be focused on determination of a set of diagnostic fea-
tures which can be useful for classification of machine technical state. 
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Abstract

 Search for optimal parameter set is a key point of stereovision algorithms

and of other geometric computer vision algorithms performing scene re-

construction that use multiple views of a given scene. Optimisation algo-

rithm must be robust and converge with high probability to one of the local

minimum of a cost function. The paper discusses the use of nonlinear op-

timisation algorithms in viewing parameter estimation in reconstruction.

1. Introduction

Theory and practice of computer vision algorithms have evolved much

during last decade. Scene reconstruction is now possible from pictures

taken from uncalibrated cameras. It  was not possible ten years ago, when

process of camera calibration involved calculation of 11 parameters of

each camera, from which epipolar geometry was computed. Because cam-

era parameters changed during the robot was moving,  it was not possible

to perform dynamic reconstruction.

Comprehensive information on reconstruction using multiple view ge-

ometry can be found in monograph [4]. Stereovision systems are the most

popular; basic reconstruction scheme with the use of data aquired from two

views  is pointed below :

1. Compute fundamental matrix F, representing the intrinsic projec-

tive geometry between two views and satisfying the relation x'
T
Fx=0

for any pair of corresponding points x and x' in the two images

2. Calculate camera projective matrix using epipolar constraint

3. For each of interest points in each image calculate its position in

3D scene.
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In order to meet efficiency requirements, optimisation algorithm

used in reestimation of fundamental matrix F, repeated many times from

all point correspondences in step 1 must be robust. The well known basic

optimisation methods like  steepest descent method, Newton’s method and

Gauss-Newton methods are not efficient enough for solving reconstruction

problems. To achieve fast and stable convergence, more advanced methods

should be used.

2. Damped methods

In damped methods step length is controlled by damping parame-

ter µ . Example of damped method is the Levenberg-Marquardt method

[2], which is modification of Gauss-Newton method, introducing damping

parameter. Damping parameter may µ  may be given by the user, or cal-

culated using some equation, most often in the form of

}{max )0(

0 iii aτµ = , where τ  is a parameter provided by user, and 
)0(

iia are

the elements of Hessian matrix. In the Levenberg-Marquardt method step

length and step direction are calculated simultaneously, by solving equa-

tion:

ghIJJ LM

T −=+ )( µ

where g   is the gradient of F(x), I is an identity matrix, J - Jacobian ma-

trix, µ  is the damping parameter, LMh  is the current step. By introducing

Jacobian-based Hessian matrix approximation, the method requires only

one-order partial derivatives.

For large values of µ  factor   µ I dominates the left-hand side of

equation and algorithm behaves like steepest descent algorithm which

converges slowly; for small values of µ  factor J
T
J dominates and algo-

rithm behaves like Gauss-Newton algorithm.

The Levenberg-Marquardt method has become the standard of non-

linear least-squares routines due its simplicity and efficiency; see Numeri-

cal Recipes or [10]. It works very well in practise and is quite suitable for

minimisation with respect to a small number of parameters, like stereovi-

sion based reconstruction [6,7].

Damped methods can be implemented as a model-trust regions metods

described below.`
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3. Trust region algorithms

The trust region methods [1,7] are characterized by two main concepts –  a

model function L approximating given cost function F, and trust region ∆ .

In the trust region methods it is assumed that model function is accurate in

area of a trust region ∆ . The step length is controlled directly by trust re-

gion radius, as opposed to damped methods. Quality of the model is evalu-

ated by so called gain-ratio, dependent on parameter vector and the step in

current iteration.

One of trust regions methods is the Dog Leg optimization algorithm,

where the choose between the gradient descent step (if the Cauchy point

lies outside the trust region), the Gauss-Newton step (if it lies inside the

trust region) or combination of these - toward the  intersection of the trust

region with the line from Cauchy point to Gauss-Newton point - is per-

formed, with the use of descent direction J
T
ε and Hessian matrix J

T
J. Im-

portant feature of Dog Leg version described in [7] is that normal equa-

tions can be computed only once for every successful iteration.

4. Specialized methods

Some methods may take advantage of problem’s properties. In general

case optimisation contained in this algorithms do not give better conver-

gence, but when applied to some class of problems, they can make altered

methods more efficient. Example of such method is sparse Levenberg-

Marquardt method [2, 11], which uses sparse structure of parameters ma-

trix in reconstruction problems from two views. In this case the Jacobian

matrix has special form [4]:

where Ai and Bi are partial derivatives of 
i

X̂  on a and bi respectively, 
i

X̂

denotes the estimated value of i-th measured point with its parameter vec-

tor bi, a is a vector of camera parameters.

With the sparseness assumption, each iteration of algorithm re-

quires computation time linear in n, the number of parameters. Without

sparsness assumption the central step of algorithm has the complexity n
3
 in
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the number of parameters. Analogously one can use sparse LM in the  tri-

focal or quadrifocal tensor optimisation and in the multiple image bundle

adjustment, taking advantage of the lack of interaction between parameters

of the different cameras [4]. But Dog Leg algorithm can also benefit from

sparse structure of Jacobian matrix in calculating descent direction and

Hessian matrix. Thus when performing bundle adjustment in multiple view

geometry, Dog Leg tends to be the best algorithm [6,7].

The interesting example of using sparse Levenberg-Marquardt

method is presented in [9]. The reconstruction scheme of 3D NURBS

curves is performed directly from its stereo images. The reconstruction of

3D curve is converted into control points and weights of NURBS repre-

sentation of the curve, accordingly bypassing point-to-point correspon-

dence matching. The Jacobian matrix has a sparse and simple form that

allows efficient and stable  Levenberg-Marquardt iteration.

5. Combined methods – new optimisation techniques

Some of more advanced algorithms tend to be hybrid algorithms,

although  this relation is not straightfoward. One example of hybrid

method is algorithm presented by Madsen, and described in more detail in

[8]. It combines Levenberg-Marquardt method with Quasi-Netown’s

method, starting with Levenberg–Marquardt method,  and switching to

Quasi–Newton, if algorithm detects that cost function is significantly non-

zero. Research is performed also on methods that use other techniques.

One example of such research is work of Heyden, Würtz and Peters [5].

Simple evolutionary algorithm used to back Levenberg-Marquardt optimi-

sation gave improvement in the quality of reconstruction. Evolutionary

algorithm may be used to perform optimisation data before or after optimi-

sation by Levenberg-Marquardt algorithm.

Interesting result of research are published in [3], where evolution-

ary algorithm, which normally uses Gauss-Newton step, or gradient-

descent step, was implemented to use both methods and choose better re-

sult. Test results show that this led not only to improvement in conver-

gence time, but also in quality of optimisation result.

Tests performed by authors show, that approach used in [3] for select-

ing step length, applied to  Dog Leg algorithm, don’t give any significant

improvement compared to Levenberg-Marquardt, or standard Dog Leg, in

problems, where these algorithms should be used. For small scale prob-

lems enhanced Dog Leg algorithms gave better results then standard Dog

Leg, but worse than Levenberg-Marquardt. For large scale problems (as

BA) results were worse than obtained using standard Dog Leg algorithm.
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6. Conclusion

 An overview of available algorithms, with knowledge of each algo-

rithm pros and cons, is required in order to choose the best optimisation

algorithm for the given problem. For example, when performing bundle

adjustment, Dog Leg tends to be the best algorithm, as it can too benefit

from sparse structure of Jacobian matrix. For small scale problems, like

stereovision based reconstruction, Levenberg–Marquardt seems to be  the

best algorithm. Supplementing optimisation algorithms with evolutionary

algorithms may result in more precise or robust reconstruction.
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Abstract  

Grinding is very complex process depending on large number of correlated 
factors. In precise grinding it is very important to select optimal conditions 
and to preserve stable conditions during the process. The model of grind-
ing process comprise usually a few elementary models: model of a grain, 
model of a grinding wheel topography, model of surface roughness, model 
of the process kinematics, model of a chip formation, forces and energy, 
thermal and vibration. The author of this paper undertook a study on de-
veloping algorithms and programs for complex simulation of grinding 
process. This paper presents assumptions, schemes, examples of models, 
and results of the advanced kinematic-geometrical model of grinding proc-
esses.  

1. Introduction 

The efficiency and quality of abrasive machining processes has a decisive 
influence on the costs and quality of elements produced as well as whole 
products. The machining potential of abrasive tools is used insufficiently. 
One of more important reasons for an insufficient use of the machining 
potential is a slow development of new abrasive tools – development work 
focuses more on the improvement of the known technologies and not so 
much on the creation of new abrasive tools. Also, due to high costs of re-
search into tools from ultra-hard materials concerning new tools, such re-
search has not made a sufficient progress. As a solution to the problem of 
second group of parameters a modeling and computer simulation of grind-
ing process is one of the possible answer [1, 2, 3].  



2. Fundamentals of the modeling and simulation  

Models of the process geometry where developed based on the experimen-
tal results of microcutting process carried out with a single grain. The aim 
of the experiments was to obtain the conditions for chip formation accord-
ing to grain shape, depth of cut and value of cutting speed for different 
type of the grains and machined material.  To achieve that objectives the 
experimental stand has been developed, based on plane grinding machine 
equipped with grinding tool with a grip for mounting a single grain (cp. 
figure 1a), material sample mounted on dynamometer (cp. figure 1b), what 
enables the measurement of grinding forces during cutting. The results of 
each experiment where gathered in databases for father analysis. 

Fig. 1. Experimental stand for microcutting process: a) grinding tool with single 
grain, b) material specimen 

Each material sample after cutting experiment was measured with pro-
filometer in order to obtain the data on depth of cut, size of pile-ups and 
deviation of that on the length of the cut. A microscopic pictures of a 
grains and the scratches made by a cutting edges identified on the grains 
were also obtained with the use of scanning electron microscope (cp. fig-
ure 2).  

Fig. 2 SEM-pictures of the grain and scratches made by single grain during micro-
cutting  

274 B. Bałasz, T. Królikowski



3. Modular simulation system 

The objective of the research was to developed a modular system capable 
of providing simulation of machining processes with ability of flexible 
adaptation of different grinding process types regarding different grains 
type and size, models of grinding wheels (grain concentration, grains ar-
rangement on surface), kinematics of processes. To achieve its flexibility 
simulation system was divided into four subsystems responsible for com-
pletion tasks connected with modeling, simulation computation, data man-
agement and simulation data analyzes. The diagram of simulation system 
module was presented on figure 3. 

Fig. 3. Modules of the grinding simulation system  

3.1. Modeling subsystem  

The model of grinding process comprise usually a few elementary models: 
model of a grain, model of a grinding wheel topography, model of surface 
roughness, model of the process kinematics, model of a chip formation, 
forces and energy. Grains are generated with application of a two-
dimensional elastic neuron network for the generation of the surfaces of 
abrasive grains with macro-geometric parameters set. In the neuron model 
developed,  the output parameters are the number of the grain vertices, the 
apex angle and the vertex radius [4]. As a result of the work of the system, 
a random model of a grain with set parameters is obtained. The neuron 
model developed is used as a generator of the surface of the model of abra-
sive grains in the system of modeling and simulation of grinding proc-
esses. With every generated grain there is associated vector of grain pa-
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rameters, describing temporal states of the grain during the whole process 
(e.g. number of contacts with workpiece material, volume of removed ma-
terial, normal and tangential forces etc.). After grain generation, the work-
ing surface of the grinding wheel is generated by positioning a single 
grains with distribution of chosen model for grinding wheel type surface 
Thanks to that, the characteristic of behavior of contact during the process 
could be thoroughly discovered. On generated surface the model of the 
bond is placed on. As a completion to this task, models of grain displace-
ment and removal and the dressing process are also elaborated.  

3.2. Simulation subsystem  

The structure of that subsystem is based on discrete time simulation. Dur-
ing the simulation grains moves over grinding zone with step of one mi-
crometer and on the basis of grinding wheel velocity vs and workpiece ve-
locity vft time step is determined. In each time step the calculation of indi-
vidual grains contact causing material profile modification take place and 
results are saved in the database. In order to reduce demand for computer 
memory, only grains and material profiles moving through grinding zone 
are read from databases and beyond the zone are released to databases.  

3.3. Data management subsystem  

The role of this subsystem is the manage the data created during the mod-
eling, simulation and analyzes. The four databases were created for stor-
ing: objects of the grains, objects of the grinding tools, objects of material 
profiles before processing and simulation data, materials profile after proc-
essing and results of analyzes. A large number of data for simulation 
comes form outer sources, also the simulated data must be available out-
side simulation system , therefore a large number of procedure for import-
ing and exporting data to different data formats (e.g. txt, csv, xml, sur) 
have been written as well.  

3.4 Data analyzes subsystem 

Data obtained during simulations are being analyzed with functions cre-
ated in data analyzes subsystem. The most significant analyzes concern: 
the grain activity and its load, the average cut layers, flotation of single 
grain depth of cut along the grinding zone, and the influence of grains 
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shape, size and arrangement on afore mentioned phenomena. Various data 
analysis methods have been implemented, range from dynamic sql-queries, 
statistical inference to data mining (eg. decision trees, clustering, time se-
ries, logistic regression).  

4. Conclusion  

The developed models of grinding processes reveals features which en-
ables designing a new models of grinding tools with optimal grains shape 
and size, and its orientation on the grinding tool surface. The optimization 
process is feasible due to possibility of the models to carry out the simula-
tion within a vast range of process parameters variability and exact gather-
ing data concerning individual contact of grains. The innovation solution 
of presented models depends on isolation of individual grains during the 
simulation process and analyzing the phenomena in the grinding zone in 
relation to single grain. The most significant analyzes concern: the grain 
activity and its load, the average cut layers, flotation of single grain depth 
of cut along the grinding zone, and the influence of grains shape, size and 
arrangement on afore mentioned phenomena.  
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Abstract  

It is generally difficult to carry out and measure breaking moments pre-
cisely in the mNm range. Instead of traditional methods using brake and 
additional mechanical elements to determine torque vs. angular velocity 
characteristics of micro-motors this paper suggest a new procedure based 
on purely electrical measurements. Theoretical background of the measur-
ing procedure is discussed detailed. The suggested method is shown in the 
case of a RF300E DC micro-motor. 

1. Introduction 

The design process of a control system requires some knowledge about all 
parts of the system, including actuators. Small size DC motors are still of-
ten used in mechatronic systems as actuators. Their parameters must be 
determined experimentally. This process usually needs a brake to load the 
motor. Testing of even regular size motors can cause problems, because  
application of a brake needs additional mechanical parts (clutch, disc) to 
be fixed to the motor shaft. Fitting accuracy, additional weight and damp-
ing may all influence both the static and the dynamic behaviour of the mo-
tor. Measuring the braking moment with sufficient accuracy-especially at 
extremally low-power motors-can cause the core of the problem.  
An ingenious idea can be found in [1], where eddy-current clutch and a 
DC motor with known characteristics, as a brake has been applied. 

uuuu



The aim of this paper is to present a parameter identification 
method without application of additional mechanical parts. 

2. Modeling a DC motor 

The dynamic model of DC motors is known well in literature [2] (Fig.1). 
The electrical part models the resistance R and inductance L of the arma-
ture winding. Motor constant k serves to calculate the back electromotive 
force owing to the motion of the coil in electromagnetic field. 
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Fig. 1. Dynamic model of a DC motor 

The free-body diagram of the mechanical part involves the mass- moment 
of inertia J, combined damping moment consisting of velocity-
proportional bω and constant Coulomb-type MF friction parts, driving 
torque Tm=k⋅i and the external load ML. On the basis of the model two 
equations can be written: 

3. The effect of Coulomb-friction 

Damping law is the weakest point of the model, so the effect of the Cou-
lomb-type friction on the dynamic behaviour must be analyzed theoreti-
cally. Let us consider a free run-out of the rotor without excitation and ex-
ternal load, assuming the initial condition ω(0)=ω0. In this case electrical 
part has no effect to the motion of the rotor, so (2) becomes simple:  
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Ignoring the details of the solution the following result occurs: 
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Fig. 2. depicts the shape of the theoretical run-out curve with Coulomb, 
velocity-proportional as well as combined friction moment. 
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Fig. 2. Free run-out of rotor applying different type of damping 

3. Parameter identification 

The model describing the operation of a DC motor has the following un-
known parameters: R, L, k, b, MF and J. Some of the parameters, such as R
and L can be determined by standard methods (R=11,52 ). Determination 
of the other parameters needs due considerations.  

3.1. Motor constant 

At stationary condition ω=constant the steady-state armature constant iSS 

does not change, consequently the inductivity has no effect. Expressing 
motor constant from (1) we get 
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Measuring steady-state angular velocity ωS-S happened by a commercial 
optical revolution-meter constructed originally to ball bearings. Motor con-
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stant has been calculated at various angular velocities and it really proved 
to be constant (k≈0,00785 Vs/rad).   

3.2. Friction moment 

Determination of the Coulomb-type friction moment occurs at starting 
phase of the unloaded motor. Motor current is increased from zero until the 
motor just begins to rotate (i0≈0,0135 A). At this instance  the driving 
moment is equal to the friction moment (MF≈0,000106 Nm):  

)6(Mki F0 =

3.3. Viscous damping coefficient 

This measurement happens at stationary condition, when there is no inertia 
effect. Velocity proportional damping coefficient can be expressed from 
(2): 
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Viscous damping coefficient has been calculated at various angular veloci-
ties and proved to be constant (b≈7,2·10-8 Nms/rad).   

3.4. Mass-moment of inertia 

This is the most sophisticated task of the parameter identification process, 
to which dynamic measurement is necessary.We investigated the free run-
out of the unloaded motor from ω=ω0 to ω=0. Close to the stopping the 
viscous damping is negligible, so (2) can be written as    

)8(M
dt
dJ F−=ω

Instead of measuring the ω=ω(t) time-history we apply the following pro-
cedure. The motor runs with stationary angular velocity ω0 when we cut 
the input voltage. The motor starts operating as a generator and the oscillo-
scope with high input impedance measures the back emf which is propor-
tional to the angular velocity. The run-out diagram of the investigated 
RF300E DC micro-motor can be seen in Fig.3. Even though the curve is 
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noisy due to the commutation, fortunately near stopping the tangent of the 
curve dω/dt can be drawn precisely (tSTOP≈1,03 s). Applying (8) the mass-
moment of inertia can be calculated (J≈1,9·10-7 kgm2). 

Fig. 3. Run-out curve for measuring mass-moment inertia 

4. Conclusions 

This paper presented a new method to identify parameters of DC micro-
motors without applying additional mechanical parts. Results of the inves-
tigation showed (Fig. 3), that Coulomb-type friction is significant com-
pared to velocity proportional damping, so it must be taken into considera-
tion. The method outlined above can be applied at regular size DC motors 
too. By means of parameters determined above, static or dynamic charac-
teristics of DC motors can be drown by known methods. 
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Abstract  

The main advantages of the electromagnetic linear actuators are the simple 
design structure, the fast response for input signal, a possibility to achieve 
a high linear acceleration and a low cost of maintenance [4][5]. Moreover, 
a linear motion is a natural output, so there is no need of any mechanical 
transmission. 
On the other hand, the main drawbacks are: low energy efficiency and a 
need of the great current impulse source. 
In the present paper an optimization of the actuator design is considered. 
The overall criteria are the maximal energy efficiency ratio and the mini-
mal mass and volume of the actuator for the required kinetic energy of the 
core. These criteria may be transformed into design variables; in the pre-
sent work we adapt two specific criteria: 
- coil inductance (to be minimal);  
- electromagnetic force (to be maximal). 
A mathematical model for the two-criteria optimization is elaborated, and 
a poly-optimization is completed. 
The final result is a set of Pareto optimal solutions [1], which makes possi-
ble to draw out some more general conclusions on a design of the actuator. 

1. Introduction 

Electromagnetic actuators are commonly used for various purposes [3], 
however the main drawback is the low energetic efficiency. The efficiency 
is here understood as a ratio of the kinetic energy of the core at the outlet 
to the electric supply energy  delivered to the coil.  
In the case of gun actuator, there is a set of coils, displayed by series. 
However, in this paper for a preliminary analysis there is only one coil sys-
tem under consideration . 



2. Object of poly-optimization 

The system consists of one cylindrical coil and a ferromagnetic moving 
coaxial core (see Fig. 1), under normal atmospheric pressure. The coil is 
supplied by a constant voltage impulse of finite time. The goal of the sys-
tem is to accelerate the core to a maximal kinetic energy.  

3. Optimization criteria 

The main functional criterion is a power efficiency η, what implies that for 
a demanded kinetic energy of the core, a system may be light and of  lim-
ited dimensions, what concerns also an electric supply.  
What more, an important parameter is the outlet velocity of the core: if one 
demands a high speed, also the current in the coil must quickly increase. 
To achieve it by a constant voltage, a small inductance is necessary 
(see Eqn. 1-3). Thus we decide to adopt the coil inductance L as another 
optimality criterion.  

x(10)

y(10)

x(1)

y(10) x(10)

y(1)

coil

ferromagnetic moving core

a) b) c)

Fig. 1 Object of poly-optimization: the core and the coil; three exemplary 
design versions: a) x=1, y=10, b) x=10, y=10, c) x=10, y=1  

4. Mathematical Model  

Symbols 

z - windings number [-]; u(t) - supply voltage of the coil [V];  
i(t) - current in the coil [A]; d - core displacement [mm] 
R - Ohm resistance of the coil [Ω];  R - Coil winding radius [mm]; 

rµµ0  - relative permeability [H/m];  ρ  - electrical conductivity [Ωm]; 
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t – time [s]; v - velocity of the iron core [m/s];  m – mass [kg] 
A - average area of the cross – sectional magnetic flux [mm2]; 

Power effectiveness: 
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where F is electromagnetic force, d and z are functions of  x and y.
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Decision variables 
Arbitrarily was decided that dimensions of the coil x and y are to be the 
decision variables (see Fig. 1); remaining arguments of formulas are taken 
to be constant. 

Constraints 
Current density in a coil: 

6max
2 2

i A3,66 10    
d m

4

ρ ≤ = ⋅
π⋅

;   (12) 

maxx y 0,7 i z⋅ ⋅ρ ⋅ = ⋅ ;    (13) 
Supply power SUPPLY NOME E≤ , where: NOME  is a nominal (catalogue) 
power of the supply unit. 

5. Solution of the poly-optimization problem 

The main computation problem is, that the inductance L is a function of 
the coil parameters and of the current position of the core s and its pa-
rameters, as well. This relation is strongly nonlinear, and changing in time. 
An analytical form could be found as a rough approximation. So we have 
decided to use a MES method [6], and realize computations step by step, 
for discrete points of time and the core position s.  
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Fig. 2 All discrete solutions, the Pareto optimal solutions (left-upper edge) 
and recommended Pareto solutions (in the ellipse) 

To find the optimal solution(s) we adopt a full decision space survey tech-
nique [2]. The length x(i) and the outer radius y(j) of the coil was varied in 
the range [5,…, 50 mm], with 5 mm step. 
Results are shown in Fig. 2.  

6. Conclusions and final remarks 

Although the Pareto – poly-optimal solutions comprise larger set, a practi-
cal meaning have the solutions in the ellipse (Fig. 3), with the high value 
of the force. 
As a continuation of the poly-optimization efforts, we include the voltage 
control signal as an important decision function. 
The poly-optimal approach has been a powerful tool to examine the prob-
lem in a broad context. 
Various optimization techniques should be tested, for example the Genetic 
Algorithms. 
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Abstract  

The high accuracy, high resolution and freedom in choice of shapes make 
the etched silicon wafers an interesting alternative to study the effect of 
surface material and texture. 
Well-defined surface textures were produced by UV photolithography and 
anisotropic etching of silicon wafers. The patterns included squares placed 
in a rectangular grid and parallel grooves of different sizes. The characteri-
zation of textured surfaces was also performed. The microstructure geome-
try errors were identified and statistically quantified. 

1. Introduction 

It is well known that the tribological performance of materials is highly 
dependent on the surface topography [1,2]. 
The monocrystalline silicon micromachining allows the obtaining of vari-
ous shape cavities, using for this purpose the wet chemical erosion, selec-
tive, anisotropic and with shape influence by controlled doping of the 
processed material [3]. 
Silicon crystallizes in keeping with cubic system and it has the diamond 
structure. Its elementary cell is an octahedron limited by the family of 
planes {111}, explaining the angles formed by the tapered walls of the 
cavities with the planes (100)/(110)/(111) on which the wafers are cut. 
Consequently, the anisotropic chemical erosion creates on a wafer surface 
cut on the plane (100) cavities having the contour of a square or rectangle 



whose sidewalls form angles of 54,74° with the plane (100). The depth of 
these cavities is limited by intersection of the planes (111) which stop the 
action of the attack substance; that is why the width “l” and the depth “h” 
of a pyramidal cavity are dependent between them by the relation-
ship 2/ =hl . 

2. Textures performing 

p – (100) silicon wafers of 3 inch diameter and 375 µm thickness were 
thermally oxidized in wet oxygen atmosphere to obtain a silicon dioxide 
(SiO2) layer of about 1 µm thickness, used as a protective layer (mask) dur-
ing etching process. The oxide layer was patterned with arrays of quadratic 
openings and microgrooves aligned along the principal flat (<110> direc-
tions) of the wafers, using a standard photolithographic technique. 
The silicon was then anisotropically etched in potassium hydroxide (KOH) 
(40 g/100 ml) at 80° C (etch rate of about 1.4 µm/min) to a depth varying 
with the time: 5 µm (t etch 1 = 4 min.), 20-22 µm (t etch 2 = 15 min.) and 50-80 
µm (t etch 3 = 40 min.). The remaining oxide was removed in an HF – solu-
tion: first in “Buffered HF” solution (NH4F - HF) (6:1) at 32 °C (etch rate 
of about 0.1 µm/min.) and, finally, in DIP solution (HF:H2ODI) (1:10) at 
25 ºC. 
The patterns include squares placed in a rectangular grid and parallel 
grooves, as shown in figure 1. 
The squares were manufactured to a width of 1.55 mm being disposed at a 
pitch of 3.1 mm. The grooves have a width of 30 µm and are placed at a 
pitch of 60 µm. In both cases the placing pitch is twice larger than the 
structure width. 

3. Experimental results and conclusions 

The measurements have shown that the size and lateral distribution of the 
structures at the wafer surface were defined with micrometer precision by 
the lithographic and etching processes. 
The surface roughness measured on wafers was Rz=0.07..0.1 µm between 
the structures. In cavities Rz=0.3 µm (depth of 5 µm), Rz=0.2 µm (depth of 
20..22 µm) and Rz=0.1 µm (depth of 50..80 µm). 
Experimental results showed the presence of deviations from the ideal ge-
ometry due to processing errors. All the profile parameters were statisti-
cally quantified through histograms. Histograms of sample distribution 
were plotted for all the measured parameters. 
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a) b) c) d) 

e) f) g) h) 

Fig. 1. Images of the Si wafers protected by SiO2 mask, viewed at an optical mi-
croscope: a - quadratic openings, before the etching in KOH solution, b - quadratic 
openings, after the etching in KOH solution to a depth of 5 µm, c - quadratic open-

ings, after the etching in KOH solution to a depth of 20 µm, d - quadratic open-
ings, after the etching in KOH solution to a depth of 50 µm, e - microgrooves, 

before the etching in KOH, f - microgrooves, after the etching in KOH to a depth 
of 5 µm, g - microgrooves, after the etching in KOH to a depth of 20 µm,              

h - microgrooves, after the etching in KOH to a depth of 50 µm. 

Fig. 2a) presents the obtained histograms of pitch “p” and cavity width “l” 
in the case of the rectangular grid for an etching time of 15 min, corre-
sponding to a depth “h” of 20 µm. Fig. 2b) presents the obtained histo-
grams of pitch “p” and cavity width “l” in the case of parallel grooves for 
an etching time of 15 min, corresponding to a depth “h” of 20 µm. 
The histograms plotted for etching times of 4 min, corresponding to a cav-
ity depth of 5 µm, and 40 min, corresponding to a cavity depth of 50 µm, 
presented a similar, bell-shaped pattern. A normal (Gaussian) curve was 
superimposed over the histograms, giving the first information of the type 
of distribution in the population of the error parameters. 
In order to evaluate the normality of the distribution, the Anderson-Darling 
test for normality was used. The decision-making process was based on the 
probability value (p-value). Experimental results are presented in Table 1. 
The results showed that fabrication errors presented a normal distribution 
centered about 0% in both cases (rectangular grid and grooves). A very 
good value of the standard deviation - approximately 0.15% (pitch) and 
0.22% (width) - was obtained in the case of the rectangular grid. In the 
case of grooves, the fabrication errors distribute in a wider range of about 
4.49% for the pitch and 8.45% for the width, proving less manufacturing 
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precision that in the case of the rectangular grid. The interval [µ-3σ, 
µ+3σ], containing about 99.73% of the resulted values, was also estab-
lished. 

a) 

b) 

Fig. 2. Histograms obtained in the case of the rectangular grid (a) and of parallel 
grooves (b) for an etching time of 15 min. 

In other words, smaller dimensions result more imprecise than higher ones 
for the same grade of manufacturing accuracy. 
It can be proved that, if the same ratio of dimensions and tolerances is 
maintained, it is necessary to increase the grade of manufacturing accuracy 
for smaller dimensions. 

Table 1: Experimental results 

rectangular grid etched during 15 min; “p”- pitch; “l”- width 
µ σ σ/µ [%] µ - 3σ µ + 3σ p-value 

“p” 3.101 0.004522 0.15% 3.087434 3.114566 0.11 
“l” 1.556 0.003475 0.22% 1.545575 1.566425 0.069 

parallel grooves etched during 15 min; “p”- pitch; “l”- width 
µ σ σ/µ [%] µ - 3σ µ + 3σ p-value 

“p” 0.06062 0.002719 4.49% 0.052463 0.068777 0.074 

291Characterization of fabrication errors in structure geometry  for microtextured ...



“l” 0.02804 0.002368 8.45% 0.020936 0.035144 0.074 
The accuracy has to be increased with 5,7 grades in order to decrease tol-
erance interval as many times as nominal dimension (51,67 times), requir-
ing a more exigent technology. 
The width of a groove in photoresist layer (lr) can be computed as: 

( )







−−==−−=−=∆−= A

l
hlAhlellll
s

ssssr 121)1(22  (1) 

where: ls – dimension at the interface with the substrate; ∆l - overcorro-
sion; e – lateral attack; h – corrosion depth; A – anisotropy degree of proc-
essing: 

h
eA −=1     (2) 

The overcorrosion compensation has to be considered from the beginning 
of the mask design: the lines (distances between grooves) have to be wider 
and the gaps narrower in the photoresist layer. The dimension on the mask 
must besides be corrected with the dimensional deviation associated to the 
lithographic process. A supplementary correction of the dimension on the 
original drawing must consider the dimensional deviation associated to the 
mask manufacturing process. As integration density increases and the di-
mension ls tends to the resolution limit of the lithographic process 
( minrs ll → ), the anisotropy degree of the processing has to increase 
( 1→A ). 
A high sensitivity technique, such as atomic force microscopy, will be 
used for the measurement of the surface roughness, in order to establish 
more precisely its influence and the influence of the surface textures on 
friction and wear behavior. 
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Abstract  

After implementation of EU Directive RoHS one of the main goals in de-
velopment of electronics manufacturing technology, is the improvement of 
electronic interconnection systems reliability. Investigations of lead – free 
technology for small producers of electronic equipment (SME’s) were per-
formed in Warsaw University of Technology (WUT) in frame of EU 
GreenRoSE Project.  
The methods and achieved results of accelerated thermal and mechanical 
cycling fatigue tests of PbSn and lead-free SMT solder joints are pre-
sented. Two PCB finishes: immersion tin and lead-free HASL made by 
ELDOS were tested. The samples were assembled and soldered by SEMI-
CON on GreenRoSE pilot line. Thermal cycling tests were performed by 
WUT in two zone thermal shock chamber. For mechanical tests was used 
new laboratory stand developed by WUT. The failures occurred during the 
test were detected by resistance measurements and visual inspection.. 

1. Introduction 

The main accelerating factors by investigation of life time are applications 
of appropriate range of test temperature and mechanical load of soldered 
components and PCB in following tests: 



- temperature cycling 
- thermal shocks  
- mechanical cycling 
- mechanical vibration test 
- drop test 
- electrical power cycling  
- thermo - mechanical charges 

The specimens for reliability testing were  soldered with SnAg3Cu0,5  
(SAC) alloy. For determining a reference level the specimens soldered 
with SnPb63 alloy were also tested. 

For accelerated comparative reliability investigations of SMT soldered 
joints, performed in WUT, were applied thermal cycling, and mechanical 
fatigue tests. Achieved results are presented on Weibull plots. 

2. Test methodology 

In PW were designed simple and transparent test specimens enabling 
easy failures detection and obtaining the data for statistical analysis. 

On the test PC board are soldered 35 jumpers type 1206 or 42 jumpers 
type 0805. For statistical analysis one jumper with two joints is considered 
as one sample. During the tests was verified the joints resistance stability. 
Resistance measurement circuit on the test board is shown on Fig.1. 

                                                   Fig 1 Four-point resistance measurement 
scheme 

 The resistance of two joints and one jumper, measured during the test, 
is very reproducible during succeeding measurements. The only resistance 
changes were detected only when the soldered joints were damaged.  





repair field
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For resistance measurements of all components in series after breaks in 
certain joints is provided the shortening of damaged component by hand 
soldering of supplementary jumpers. 

Fig.2. Temperature cycling chamber Fig.3. Mechanical fatigue test stand

      Thermal cycling test was performed according to IPC 9701A and EN 
62137, in dual zone test chamber shown on Fig.2. By appropriate samples 
configuration and temperature programming of the cold and heat zones can 
be achieved compatible temperature gradient. Mechanical cycling test was 
realized on the laboratory stand shown on Fig. 3. The PC controlled stand, 
developed in WUT, consists of bending system, two servomotors and mo-
tor controller. 

   
                                                                    Fig. 4. Scheme of mechanical bend 
                                                                                      ing test 

The scheme of bending system is shown on Fig.4. Because of constant 
moment M and bending radius r over the length of tested board the charge 
conditions are uniform for all components soldered on the PC board. 

Tha main mechanical characteristics are expressed by following equations: 

Bending angle: 

      where: E – Young module, J- Inertia  
       moment of PCB  

Bending moment: 

EJ
Ml

2
=α

r
EJM =

295Accelerated fatigue tests of lead – free soldered SMT Joints



T

0 0C

125 0C

-40 0C

time

1 h

T

0 0C

125 0C

-40 0C

time

1 h

tr 

Cmax 

Cmin 

td t

Curvature: 

where: l – PCB bending length 

Strain: 

where: h – PCB thickness.  

During the tests was applied curvature cmax = 4,2 m-1. 

The plot of applied temperature cycle is shown on Fig. 5.  

Mechanical test schedule by two-side bending is shown on Fig. 6. The pa-
rameters: tr, td, αmax, αmin  and number of cycles N are programmed by PC 

Fig.5. Temperature plot in cycling test Fig.6. Mechanical tests schedule

Test results 

During 4000 thermal cycles, in periods of 200 - 500 hours, was measured 
and registered the joints resistance value. The resistance changes more 
than 20mΩ from initial value and visible cracks were registered as failures.  
The failure probability for fatigue test can be described as Weibull distri-
bution with reliability function R(t): 

β

η
γ )(

)(
−−

=
T

etR
where:β, η, γ parameters of Weibull distribution 
On the beginning of mechanical cycling the joints resistance was constant, 
but after certain number of cycles were observed the resistance changes 
during the bending cycle. The PC bending can be also applied for early 
failures detection.  
Selected measured characteristics of joints resistance R as function of 
board curvature c are shown of Fig. 7.  

lr
c α21 ==

l
hαε =
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The cracks after thermal and mechanical cycling are shown on Fig. 8 

   

                 

Fig. 7. Selected characteristics R(c) Fig8. Selected cracks after thermal 
(top) and mechanical (bottom) cycling 

Selected results of thermal and mechanical cycling test are shown as 
Weibull plots on Fig.9 and 10. It can be seen that general results of thermal 
and mechanical; tests are comparable. 

Fig.9 Weibull plots  
for thermal cycling 

Fig. 10 Weibull plots 
for mechanical cycling 
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Abstract  

The latest results of lead-free BGA solder joints investigations, performed 
in frame of GreenRoSE Project financed by EC, are presented. In our in-
vestigations were used test specimens BGA256r, developed in Warsaw 
University of Technology (WUT), and TopLine dummy components. Lead 
- free and lead - containing components were compared. Mechanical tests 
were performed by cyclic bending on mechanical stand developed in 
WUT. Thermal shocks are performed according to standards IPC 9701A 
and EN 62137. 
In this paper are presented the results of mechanical tests.  

1. Introduction 

Resistance stability is one of parameters, deciding about reliability of sol-
der joints. For early failure detection were used standard dummy compo-
nents with modified daisy chain circuits for obtaining more measurement 
areas. This allows detection of areas where occur the first damages. 
For more precise resistance measurements we apply the four point method. 
For this method were designed in WUT special BGA256r package and test 
board. All test boards and substrates for BGA256r were manufactured by 
ELDOS Company. 



The assembly process was realized in WUT, Telecommunications Re-
search Institute and in SEMICON Company on the GreenRoSE Pilot Line. 
For soldering was used SnAg3Cu0.5 alloy (SAC) and SnPb63 alloy to ob-
tain reference level for lead-free components. 

2. Resistance of Daisy Chain Circuits 

For investigations were used TopLine BGA dummy packages, type CSP84 
(pitch 0.5 mm), BGA100 (pitch 0.8 mm), BGA144 and BGA676 (pitch 1.0 
mm), BGA272 (pitch 1.27 mm).  
For obtaining more measurements points, original daisy chain were modi-
fied (Fig. 1). 

Fig.1. Modified daisy chain (left) and assembled test board with BGA272. 

On each test board were assembled 4 components rotated 90° in relation to 
each other. This allows detection damage dependent on component posi-
tion on the PCB. 

3. Resistance of BGA Contacts 

For precise reliability assessment and earlier failure detection was devel-
oped BGA256r package and PCB test board. For resistance measurement 
in this specimen the four-point method was applied. This method allows 
precise resistance measurements of single BGA contacts (Fig.3) 
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Fig. 3. Four-point scheme (left) and assembled specimen (right). 

4. Mechanical Tests 

4.1. Test stand 

Mechanical tests by bending were performed on test stand developed in 
WUT (Fig. 4). The PC controlled stand consists of bending system, two 
servomotors and motor controller. The test specimen is fixed in special 
jaws and bent in two directions.  

Fig. 4. Test stand scheme (left) and realized test stand (right). 

4.2. Results of BGA256r 

During mechanical tests each sample was bent by 200 cycles. One cycle 
time is 30 second. For BGA256r was applied the board curvature ampli-
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tude c=3.2 m-1  . After each 20 cycles the resistances of BGA solder joints 
were measured. Resistance distribution before the test is shown on Fig. 5. 
Weibull plot of failure probability are shown on Fig. 6. 

Fig. 5. Joint resistance (��) before the tests. 

Fig. 6. Weibull plot of failure probability for BGA256r mechanical test. 

4.3. Results of Daisy Chain Packages 

During the tests the bending curvature   3.5 m-1 was applied. Other parame-
ters were the same as by BGA256r.  
Mechanical test for daisy chain test boards showed, that reliability of lead-
free solder joints is slightly lower than lead-containing (Fig. 7). 
 The damage mechanism for both, lead-free and lead-containing solder 
joints are similar. First failures occur in solder joints on the components 
edge perpendicular to bending direction.   
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Fig. 7. Weibull plot of failure probability for daisy chain packages (left) and edges 
where failures occurs first (marked). 

5. Thermal tests 

Thermal cycling test is performed according to IPC 9701A and EN 62137, 
in dual zone test chamber (thermal shocks air to air). By appropriate sam-
ples configuration and temperature programming of the cold and heat 
zones can be achieved compatible temperature gradient. 

6. Conclusion 

BGA contact resistance may be good parameter for early failures detec-
tion, however further studies are necessary.  
Reliability of lead-free solder joints is slightly lower than of lead-
containing solder joints. Obtained results are satisfactory for consumer 
goods, but further investigations for reliable products are necessary. 
In the future are planned mechanical deflection tests by twisting of the 
test specimens. 
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Abstract  

Microcutting is one of the leading technologies for machining of precise 
components or patterned surfaces. For the execution of different microcut-
ting techniques various tools are necessary. They are miniaturized versions 
of the tools used in a conventional range of dimensions or specially devel-
oped tools for the cutting in the micro scale. A design, materials and fabri-
cation processes of such tools are diverse, but some common and specific 
problems become noticeable.  

1. Introduction 

Precise microstructures or patterned surfaces are key functional compo-
nents of many micro-devices and micro-systems. Because the structures 
get more complex and smaller at the same time, a continuous progress in 
their machining is indispensable. One of the most versatile and effective 
processes is microcutting, consists of a mechanical material removal from 
a workpart, using tools with determined edge geometry. The microcutting 
means a very small (<10 µm) depth and thickness of cut (small value of 
feed) and therefore, minimal volume of removing material [1]. The realiza-
tion of different microcutting operations needs a diversity of smallest tools. 
Design and fabrication of these tools is very important issue for the appli-
cation of microcutting processes. The specific problems of technology of 
microcutting tools are a high requirements concerning the quality of cut-
ting edges and next assurance of indispensable strength and wear resis-
tance of the tool cutting part.  



2. Microcutting techniques 

In general, the microcutting techniques are similar to the typical cutting 
operations – Table. 1. Only a few of them are new technologies. They are 
fly-cutting, microgrooving and machining on atomic force microscopes 
(AFM machining) [2, 3]. The last technique is also denominated as nano-
machining. The main optional realizations of kinetics are placed in the ta-
ble in brackets. In some cases the rectilinear or X-Y motions are also used 
as the feed or infeed. 

Table 1. Basic kinetics of microcutting techniques 

Technique TURNING MILLING FLY-CUTTING DRILLING

Workpart 

Tool 

Technique REAMING TAPPING GROOVING AFM MACHI-
NING 

Workpart 

Tool 

   
Rotation Circulation Rectilinear motion X-Y motion 

The tools for the microcutting have different size of dimensions. The ge-
ometry of the tool cutting part and the motions determined a form of the 
machined surface. By combining of more motions, the shapes of almost 
unlimited complexity can be produced. Well known advantage of micro-
cutting technology is the possibility to machine 3D microstructures charac-
terized by high aspect ratio. During the microcutting processes, a cutting 
force is highly concentrated on the fragile tool or on the workpiece. The 
relatively large elastic deformations of the miniaturized cutting tool and of 
the whole machining system could be generated. Therefore, the machining 
forces influence machining accuracy and limit machinable size of surfaces. 
Moreover, a very careful process execution is necessary to protect the cut-
ting part of the tool against catastrophic destruction. Two main paths for 
design and fabrication of the tools for microcutting are possible. The first 
is downscaling of conventional tool forms and manufacturing processes. 
The next utilizes newly developed technologies. 

304 L. Kudła



3. Cutting tools technology 

The microtools (turning cutters, drills, mills, reamers, tapping tools, hob-
bing cutters, tips etc.) are manufactured of high speed steels (HSS, HSS-E) 
like Cr4W6Mo5V2 or Cr4W6Mo5Co5V2, of sintered micrograin tungsten 
carbides (HM) like K10 (~WC95%Co5%) or K20/K30. Predominant tool 
materials are sintered tungsten carbides and monocrystalline diamond, but 
all the time persist the researches of new materials and coatings. The tools 
for microcutting have various design and variety of machining methods are 
necessary for their fabrication. The basics are fine abrasive techniques like 
grinding, lapping and polishing. In some fabrication processes micro-
electrical-discharge machining (µEDM), laser beam machining (LBM) or 
focused ion beam machining (FIBM) have been investigated [4, 5]. Down-
scaling of conventional tools is not unlimited. Therefore, the microtools 
have often simplified shapes and geometry differences of smallest drills, 
end-mills or reamers become slighter [6]. On the other hand a progress in 
manufacturing technology enables also very fine geometry executions. An 
example may be the modifications of cutting part in microdrills – Fig. 1.  

d=0.24

a)

d=0.20

b) c)

d=0.40

Fig. 1. Modifications of microdrills geometry: a) twist drill with undercut chisel 
edge, b) twist drill with shell-like cavity on rake surface, c) D-shape drill with 
groove parallel to major cutting edge [5] 

For the cutting with a smallest thickness of cut, the radius of the tool edge 
and the waviness of the cutting wedge should be reduced to the values 
ranging of few microns or even considerably below. A maximal waviness 
Wmax of the cutting edge is expressed by the equation 

β
β αγαγ cos2

sin
1 22

max mmmm RRRRW ++= (1) 

where Rmγ and Rmα represent the maximal roughness on rake and clearance 
surfaces and β is tool wedge angle. Self-evident conclusion is that the rake 
and clearance surfaces should be extremely smooth. 

305Design and fabrication of tools for microcutting processes



4. Non-conventional microcutting tools 

The miniaturization of tools for microcutting creates an opportunity for the 
application of a very special design and fabrication processes. An example 
could be the fabrication of a particular micromilling (or micro-filing) tool 
[7]. The tool was made of Al disk with electroless Ni layer – Fig. 2. On the 
running track of the disk the microstructures have been shaped, using fly-
cutting technique and diamond cutter. The microstructures were linear or 
prismatic with height of 25 µm and spacing of 177 µm. They have follow-
ing geometry parameters: rake angle γ=−45o (negative), clearance angle 
α=10o, tilt angle λ=0o; 30o; 45o. After shaping, the microstructures were 
coated with a 1 µm diamond-like-carbon (DLC) layer. Another and very 
original solution for manufacturing of a thin milling cutter has been pro-
posed in the work [8]. The whole disk of the cutter was produced from a 
gaseous phase by a chemical vapor deposition (CVD) of the diamond-like-
carbon (DLC) layer, next separated from the template former and fixed by 
gluing with the shank – Fig. 3. The tool had 6 teeth with the clearance an-
gle of α=13o and the rake angle of γ=8o. The machining tests showed a 
very good wear resistance of such a micromill.  

1 1

3

2 2

3

50

13

2

2

30 µm

Fig. 2. Special disk tool for micromilling of 
flat surfaces: 1) Al-disk , 2) Ni-layer, 3) run-

ning track [7] 

Fig. 3. Disk mill made of DLC 
layer by CVD method: 1) DLC 
disc, 2) steel shank, 3) glue [8] 

Many tools for the microcutting are produced from the monocrystalline 
diamond. The geometry of the cutting part is formed by using of precise 
abrasive techniques. It is technology of relatively low effectiveness. An 
alternative may be the application of a single grain cutting tools, utilizing 
natural geometry of the diamond crystal habits. The diamond grains have 
very sharp corners and edges. Moreover, the grain tips have different val-
ues of the corner angle and may be individually chosen for a prospective 
application. The tool preparation procedure begins with a grain selection. 
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The grain having a shape of regular octahedral or cubic crystal (or its 
piece) is separated from the other grains and placed in a special instrument 
with grip. Next the grain is located in the holder, positioned and installed 
in the tool case – Fig. 4. The diamond tools with natural geometry grains 
have been successfully tested in microgrooving. 

1

2

1 2

3

4

5 5

Fig. 4. Diamond turning tool with cutting edge having natural geometry of the 
crystal – grain fixed in holder and design of tool set (1 - diamond crystal,  

2 - holder, 3 - adjustable arm, 4 - tool case, 5 - screws) 

Presented selected problems and examples shown only general trends in 
technology of the tools for the realization of microcutting processes. The 
continuous progress in manufacturing techniques opened a challenge as for 
development of new tools as for new applications of microcutting. 
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Abstract  

Ultra capacitors & Super capacitors are emerging technology that 
promises to play an important role in meeting the demands of electronic 
devices and systems. Some people view it as the next-generation battery. 
Others view it as an independent energy source capable of powering 
everything from power tools to power trains. In this article we want 
present internal structure those components, advantages compared with 
batteries and conventional capacitors and the most interesting applications 
ultra capacitors in  industry applications.  
  
1. Introduction 

Ultra Capacitors & Super Capacitors are emerging technology that 
promises to play an important role in meeting the demands of electronic 
devices and systems. Some people view it as the next-generation battery. 
Others view it as an independent energy source capable of powering 
everything from power tools to power trains. This kind of capacitors 
allowed to collect from few Farads to 2700 Farads in small volume 
(Fig.1.). Capacity  2700 F means that we can take 1A during 45 minutes, 
and voltage will fall down only 1 V. First association - this components 
work like a battery. However there are few meaningful differences. For 
example, we can charge these components during few seconds like 
standard capacitors.  

 Ultra capacitors offer a number of key advantages compared with 
batteries and conventional capacitors. Ultra capacitors deliver 100 times 
the energy of conventional capacitors and 10 times the power of traditional 



batteries. The duty cycles are up to one million recharge cycles, even in 
extreme environments. This technology reduces maintenance costs and 
adds value to other power sources. This is a non-toxic, environmental 
friendly solution and alternative to batteries.

Fig. 1 Ultra capacitors            
family from Maxwell 
[1]. 

2. Super capacitors technology. 

In terms of energy density and access time to the stored energy, 
double-layer capacitors are placed between large aluminum electrolytic 
capacitors and smaller rechargeable batteries. The diagram (Fig.2) shows 
the domain occupied by double-layer capacitors in the power and energy 
densities space. 

Figure 2. Ragone diagram, comparison of different energy storage and conversion 
devices [2]  

Super capacitors consist of two activated carbon electrodes, which 
are immersed into an electrolyte (Fig.3). The two electrodes are separated 
by a membrane which allows the mobility of the charged ions but forbids 
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the electronic contact. The organic electrolyte supplies and conducts the 
ions from an electrode to the other if an electrical charge is applied to the 
electrodes. In the charged state, anions and cations are located close to the 
electrodes so that they balance the excess charge in the activated carbon. 
Thus across the boundary between carbon and electrolyte two charged 
layers of opposed polarity are formed.  

Figure 3. Electrochemical   
double - layer capacitor 
[2]. 

3. Super capacitors parameters. 

The table present technical parameters one of the most popular 
model ultra capacitor – MC 2600 (2600F, 2,7V) from Maxwell. We can 
find the most important parameters like: capacity, voltage, short circuit 
current or internal resistance (Fig.4)  

Figure 4. Technical specifications. 

310 M. Miecielica, M. Demianiuk



4. Applications. 

Ultra capacitors are making a difference or better performance in a 
lot of areas, like automotive, industrial, traction and consumer electronic. 
Applications for ultra capacitors including technologies that require: 

- burst power that can be charged in seconds and then discharged 
over a few minutes, 

- short-term support for un-interruptible power systems,  
- load-levelling for power-poor energy source such as a solar array,  
- low-current, long duration power supply. 

Transportation engineering 
One of the main application of  ultra capacitors are  transportation 

area. The endless cycles of acceleration and braking of vehicles, buses, 
trains, cars and metro systems are ideal for this kind of technology. In 
those applications ultra capacitors are used for capturing regenerative 
breaking energy and reusable that energy to acceleration or supply  of 
supplemental electrical systems. This kind of systems can be install on-
vehicle or stationary designs (Fig 5a,5b).         

                        

   

Figure 5. Transportation systems: a) stationary, b)on-vehicle

In the automotive industry, due to the increasing power demand in 
future vehicles for comfort improvement, as well as ongoing public and 
governmental pressures for more environmentally friendly and fuel 
efficient means of transportation, automotive manufacturers are 
developing new vehicle subsystems and full hybrid systems. Super 
capacitors are ideal solution to supply additional energy for electric power 
steering, electromagnetic valve control, electromechanical braking, electric 
door opening or hybrid drive systems. The storage of braking energy can 
also be usefully applied for vehicles with internal combustion engines, 
especially for the improved alternators used as braking generators. 

Figure 4. Technical specifications. 
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Industrial engineering 
Ultra capacitor based energy storage and peak power solutions are 

key for countless industrial applications, where they store, bridge, deliver, 
ensure and smooth power and energy needs. They reliably bridge power in 
uninterruptible back up power and telecom network systems, assure 
around-the-clock power availability for wind turbine pitch systems, deliver 
peak power for drive systems and actuators, ensure peak shaving and 
graceful power-down of robotic systems, augment the primary energy 
source for portable devices such as power tools, smooth energy throughput 
from renewable energy storage sources like solar applications, and 
efficiently enable high power pulse forming in power generators. When 
appropriately applied, ultra capacitors represent an outstanding design 
option for advanced power systems design. Ultra capacitors are cost-
effective, perform well, are very reliable and are first choice in terms of 
energy storage technologies in many electrical and electronic systems in 
the industrial domain. 
Uninterruptible power supply (UPS ) 

Mission critical systems require high reliability and high 
availability bridge power backup for seconds to minutes. Ultra capacitors 
can provide high reliability, minimal to no maintenance, and highly 
available power backup to enable orderly shutdown or bridge to an 
alternative power source such as a generator, micro-turbine or fuel cell. 
Whether you are looking at portable wireless devices, low-earth orbiting 
communication satellites, cell towers or distributed, off-the-grid, high-
quality electric power for commercial and residential building 
applications; premium power sources is key as it offers important benefits 
to a companies bottom-line. 

5. Summary
In conclusion, ultra capacitors play a large part in revolutionizing 

transportation, automotive, UPS and also another domain industry. In this 
kid of industry which increasingly requires power technologies that 
respond to changing consumer demands for environmentally sensitive, 
high-performance and low-cost super capacitors are the best solution. 

References 

[1] Maxwell Technologies,  Inc. – www.maxwell.com
[2] A.Schneuwly, G. Sartorelli, J. Auer, B. Maher: Maxwell Technologies,  
Inc. -  Ultracapacitor Applications in the Power Electronic World 2006.

312 M. Miecielica, M. Demianiuk



Implementation of RoHS Technology in 

Electronic Industry 

R.Kisiel (a), K.Bukat (b), Z. Drozd (c), M.Szwech (c), P. Syryczyk (d) and 
A. Girulska (e) 

(a) Warsaw University of Technology, Institute of Microelectronics and 
Optoelectronics, ul. Koszykowa 75, 00-662 Warszawa/Poland,  
(b) Tele and Radio Institute, Warszawa/Poland 
(c) Warsaw University of Technology, Institute of Precision and Biomedi-
cal Engineering, Warszawa/Poland 
(d) Semicon Sp. Z o.o., Warszawa/Poland 
(e) ELDOS, Wroclaw/Poland 

Abstract  

The goal of RoHS directive is to restrict the use of lead, cadmium, mer-
cury, hexavalent chromium and two halide-containing flame retardants 
(PBB and PBDE). Engineers involved in design and manufacturing proc-
ess are obliged to implement only RoHS compatible components and as-
sembly process. There are two aims of the work. First, analyze of assembly 
process with applying halogen free laminate and RoHS compatible com-
ponents in multizone reflow oven. On the base of performed experiments 
the oven parameters which give the proper SMT joints were selected. Sec-
ond, the test samples for reliability investigation were done. The influence 
of RoHS compatible solders, component terminal finishes as well as PCB 
pads finishes on reliability of SMT joint were investigated and analyzed.  

1. Introduction 

On 2003, 13 February, European Commission had developed and imposed 
new regulations: WEEE(2002/96/EC and RoHS(2002/95/EC) to the elec-
tronics industry for the environmental protection. The main reasons for 
implementing new regulations were to reduce the excess hazardous mate-
rials which enter the landfill areas and reduce the influence of electronics 
waste to the environment as well as to increase the materials recycling ra-



tio. The Waste of Electrical and Electronic Equipment (WEEE) directive 
requires manufacturers to reduce the disposal waste of electrical and elec-
tronic products by reuse, recycling and other forms of recovery. The manu-
factures had to be responsible to recycling of electronic waste from August 
13, 2005. The Restriction of the Use of Certain Hazardous Substances in 
Electrical and Electronic Equipment  (RoHS) directive restricts the use of 
six substances specifically within all electrical and electronic equipment 
traded in the EU member states. These substances are listed in Table 1. 
According to the RoHS directive, companies that are not in compliance 
will be unable to trade their products in member states of EU. Recognoz-
ing this global economy and the impact on the environment, other coun-
tries ought to implement EU directives too. 

Tab.1 Restricted substances under the RoHS directive [1] 

Substances Symbol Limits [ppm] 
Lead 
Mercury 
Cadmium 
Hexavalent Chromium 
Polybrominated Biphenyls 
Polybrominated Diphenyl Ethers 

Pb 
Hg 
Cd 

Cr (VI) 
PBBs 

PBDEs 

1000 
1000 
100 

1000 
1000 
1000 

The implementation of lead-free technology to production status is still 
unsolved problem [2]. The assembly industry is still looking for answer  
which soldering materials, component termination metallurgies and printed 
circuit board finishes are optimal. The use of Pb-free materials and tech-
nology has prompted new reliability problems, as the result of different 
alloy metallurgies and higher assembly process temperatures relative to 
SnPb technology. The selection of RoHS compliant alternatives should be 
based on compatibility between materials used as component terminations, 
PCB pads finishes and flux-solder systems.  
Investigations of Pb-free technology for small producers of electronic 
equipment (SME’s) were made in Warsaw University of Technology 
(WUT) in frame of EU GreenRoSE Project. The results of performed ex-
periments are presented in this paper. 

2. Design and assembly with RoHS 

Engineers and designers have to take extra precautions when they are in-
volved either in manufacturing components or final systems. They are 
oblidged to implement only RoHS compatible components and assembly 
technology.  RoHS no compliant materials and parts should be replaced 
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with RoHS compliant alternatives that are selected based on availability, 
manufacturability, reliability, and cost consideration. System designers 
need to maintain proper documentation for four years after the product has 
been released to market to prove RoHS compliance all the way down to 
the subcomponent level. 

2.1 RoHS compliant components and material selections 

The main considerations for Pb-free component selection include terminal 
finish, moisture and thermal sensitivity and material and process compati-
bility. At present, pure Sn is the most widely adopted finish materials for 
leadframe, followed by Ni-Pd-Au plating. For array components SnAgCu 
solder ball metallurgy were widely adopted. For connectors, SnCu and 
SnAgCu finishes are employed as replacement of SnPb contact finishes. 
Considerations for Pb-free board design include PCB pad finish and lami-
nate material selection. The primary Pb-free alternatives to SnPb HASL 
are immersion Sn, immersion Ag, electroless Ni/immersion Au, SnCu 
HAL or organic solderability preservative (OSP). PCB finish selection 
must be based upon the finish wetting characteristics with lead-free sol-
ders, shelf life, pad planarity and cost. PCB laminate material must with-
stand multiple reflows and rework at the appropriate Pb-free processing 
temperature without thermo-mechanical damage. The laminate should be 
free from polybrominated  biphenols (PBB) and polybrominated diphenyl 
ethers (PBDE). These halide-containing flame retardants are prohibited by 
RoHS legislation. The research institutes from many countries recom-
mended Sn-Ag-Cu eutectic as the most promising Pb-free solder. Sn(3.0-
3.9)Ag(0.5-0.7)Cu appears to be the leading choice adopted by industry 
both for reflow and wave soldering. Sn0.7Cu or Sn0.7CuNi is the low cost 
alternatives for wave soldering recommended by some researches. 

2.2 RoHS compliant soldering process 
During Pb-free soldering process the components are exposed to higher 
temperatures compared to SnPb reflow. Thermal sensitivity of components 
and PCBs creates the need for precise control of reflow temperature pro-
file. Soldering process must be done in multizone convection reflow oven 
with temperature range 300-350°C in reflow zones. Such reflow zones are 
capable of heating the boards and components to the temperature range 
(245-255°C) required for lead-free soldering of most products. Finding the 
proper multizone reflow oven set up to perform proper soldering process is 
the big challenge for small companies. 
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3. RoHS compliant assembly of test boards 

The halogen free test boards with immersion Sn and SnCu HAL as well as 
0805 and 1206 components with Sn terminal finish were used for investi-
gations. The SAC305 Pb-free solder paste and Sn37Pb solder paste (as a 
reference) were used for reflow soldering. The reflow soldering was done 
using multizone convection oven ERSA HOTFLOW 2/14 (7 top and 7 
down heating zones and 2 top +2 down cooling zones). For selecting the 
optimum reflow temperature profile the Taguchi methodology was used 
[4]. During performed series of experiments the soldering temperatures 
were change in the range 235°C÷281°C and soldering time from 38 to 92s. 
The SMT joint resistance and shear force of components were measured 
after each test run. The methodology for SMT resistance and shear force 
measurements were described in [5].The results of experiments were 
shown in Fig.1. On the base of performed experiments the proper reflow 
oven set up for 0805 and 1206 components was establish (Tmax=255°C, 
t=47 s) and series of test boards for reliability tests were manufactured. 
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Fig.1 Influence of soldering tempetarure on shear force (left) and SMT joint resis-
tance (right) 

4. Reliability testing of SMT joints 

For reliability testing the thermal cycling and mechanical fatigue tests 
were applied. During performed reliability tests the solder joint resistance 
was measured after established time intervals. The resistance changes of 
soldered jumpers more than 20 m� from initial value or visible cracks were 
registered as failures. Thermal cycling test was performed in dual zone test 
chamber (-40°C and +125°C). The comparison of the Weilbull plots for 
solder joints created by SAC and SnPb alloys on test samples with Sn and 
SnCu HAL finishes are shown in Fig.2. There is significant difference in 
reliability of SAC and SnPb solder joints with Sn finish. The SAC alloy is 
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worse. For SnCu HAL finishes the SAC and SnPb alloys had comparable 
reliability.  
Mechanical cycling test was realized on the laboratory stand developed in 
WUT [4]. The comparison of the Weilbull plots for solder joints created by 
SAC and SnPb alloys on test samples with Sn and SnCu HAL finishes are 
shown in Fig.4. The SAC joints had slightly lower reliability than SnPb 
joints with Sn finish. 

Fig.2 Weibull plots for solder joints created by SAC and SnPb alloys: after 
thermal cycling test (left) and mechanical cycling test (right) 

5. Conclusions 

In the paper there were presented the problems of implementation the 
RoHS directive in SMEs. The Pb-free reflow soldering process was ap-
plied for assembly halogens free PCB with RoHS compliant components. 
The test samples were reliability tested in thermal cycling and mechanical 
fatigue tests. The obtained results showed that the component size as well 
as PCB pad finishes had the influence on solder joint reliability. It was 
found that in some applications the reliability of SnPb solder joints are bet-
ter than SAC solder joints. 
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Abstract  

This paper deals with implementation of simple unilateral constraint model 
in SimMechanics environment. The point – line segment contact is mod-
elled using linear viscous – elastic model, the tangential component is con-
sidered with Coulomb friction. The block has been successfully tested on 
the case of circuit breaker problem. 

1. Introduction 

Unilateral constraints are relatively difficult to be modelled, but in exist in 
reality and are important in many industrial applications, e.g. cam-valve 
models, circuit breakers and others.  
  SimMechanics has powerful capabilities for mechatronic: it allows to 
simulate mechanical system (MBS) together with other domain models 
(electrical, control) very easily. However, it is lacking for unilateral con-
straint modelling for understandable reasons [1]. Many researches are in-
terested in similar problem for different currently used MBS software [6]. 
This paper briefly describes the work related to: 

• design of simulation blocks for simple unilateral contacts in Sim-
Mechanics 

• with as fast as possible behaviour.  
Particularly, in this paper we demonstrate the point – line segment contact 
element. 
There are basically two classes of methods dealing with the unilateral con-
straints: the Newton impulses and Hertz continuous approach. We used the 
second one in our implementation, the linear viscous-elastic model is:  



  = =e vN N N k bδ δ+ +        (1) 
Contrary to Newton method, the continuous method provides the forces 
during the impact, which is very important for e.g. dimensioning of the 
parts.   

The contact modelling implementation 

Fig. 1 shows considered 
situation when the point E
penetrates into flexible sur-
face of edge (line segment) 
AB. The solution can be 
summarized in following 
steps: 1) obtain coordinates 
of points A, B and E, com-
pute relevant vectors, 2) test 
if point E is in contact; 3) if 
so, compute depth of contact 
δ  and relative speed in 

normal direction δ  and 
next; 4) compute normal 

force = e vN N N+  and the 
moment compensation; 5) 
and optionally compute tangential friction force T and finally; 6) apply 
resulting force to “point” body (point E) and apply force and compensatory 
moment to “line” body - particularly to point A.  
The global coordinates of points A, B and E can be read easily using Body 
Sensor block connected to relevant CS port of Body as shown in Fig. 2.  
The testing of possible contact (relative position of point and line) can be 
accomplished by the vector product. Obviously, the resulting vector of 
vector product is oriented in z direction; therefore just following scalar 
formulation can be used:  

  
=
= = ( , );z x y x y s

w u v
w u v v u f u v

×
−

  

   (2) 

 The tests can be written this way:  
  1 2 3 2= ( , ),   = ( , ),   = ( , )s s sf b e f u e f u eλ λ λ

     
 (3) 

 The complete test criterion is  

Fig. 1. Schema of point - line segment contact
task 
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  1 2 3= 0 0 0λ λ λ λ≤ ∧ ≤ ∧ ≥  (4) 

If = 1λ , then point E is in contact with edge AB and we compute contact 
force, otherwise contact force is zero. 
The deformation (depth) in contact δ  can be computed as the distance of 
point to line using  
  = ( ) ( )x E A y E Au x x u y yδ − + −  (5) 

Fig. 2. Simulation schema of point – line segment contact block in Sim-
Mechanics 

Further, we can obtain the elastic component of normal force Ne according 
to eq. 1. Viscous component of normal force requires the relative velocity 
between point E and point D, which is the projection of contact point on 
line AB. We assume, that AB is part of the rigid body, than the principles 
of absolute and relative velocities of points on body are valid and we can 
formulate:  

  

| |= ,   = , =
| |

=
1= ( )

| |

BA B A DA BA D A DA

E D

x x y y

ev v v v v v v v
b
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u
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δ δ δ

− +

−

+


       



  

  

 (6) 
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 After that, the viscous component of force and complete vector of normal 
force are:    

  
=

=
| |

v

e v

N b
N NN u

u

δ−
+



   (7) 

If required, we can also model the Coulomb (dry) friction using well 
known formulation:  

  =T Nf  (1) 
 where f is coefficient of Coulomb friction. Similarly can be modelled vis-
cous friction or other more advanced (and complicated) models. As 
a minimal practical improvement, it is useful to consider the dependence 
of f on the velocity (kinematic and static friction coefficient – sliding and 
sticking mode). 
Tangential friction force can be written in vector form thus way:  

  
( )= ( )

| |
e vN N fT sgn v b

b
+−


 (8) 

 Finaly, we add both vectors and obtain total contact force in vector form  
  =F N T+

  
 (9) 

Computed resulting force F acts on "point" body in E and in opposite di-
rection on "line" body in point D. In SimMechanics, one can apply any 
force and/or moment to fix defined point only, while the D is floating. 
Therefore, we apply the force to point A and to ensure the statically 
equivalent load, we add the compensating moment  
  =M e N×

 
 (10) 

Practically in SimMechanics, the force and moment can act on body using 
Body Actuator block. 
The computation described above is implemented in Simulink and m-
Function block. All relevant blocks are included into masked subsystem 
which provides user friendly interface. User connects the three points A, B, 
E and defines parameters k, b, f. Resulting schema of block is shown in 
Fig. 2. The solution with relatively slow Matlab-Function can be replaced 
by S-Function in the future.  

2. Conclusion 

In this paper, we described the implementation of simple type of unilateral 
constraint problem in MBS software SimMechanics. The continuous Hertz 
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approach has been used with linear viscous and elastic component. There 
are still open questions about the parameters of contact problem which 
should be carefully selected; the rather suitable explanation is in [2]. 
From the practical point of view, the used might be informed, that the stiff 
solver has to be used for this problem, the best results has been obtained by 
ode23. The developed simulation blocks have been successfully tested on 
the problem of circuit breaker contact making. 
In the future, the technique described here can be used for the building of 
more advanced constraint block such as point – curve or even curve – 
curve contact problem. The extension in spatial contact is also possible, 
but surely significantly more demanding. 
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Abstract  

In paper is outlined an application of PExSim - a package for simulation 
and research dynamic control systems, for investigation a solution of very 
fast, hydrostatic positioning of a form in high speed moulding machine 
(HSIM). This construction, based on new locking mechanism, shall attain 
a 1s dry cycle time for form mass of 3000 kg and 0.5m distance of posi-
tioning. Complex mechanism of highly nonlinear transmission ratio, is 
moved by a set of hydraulic plunger cylinders, that are supplied by a con-
stant stroke, small inertia pump, driven by very dynamic electric motor. 
Different limitations of final construction have induced many constraints at 
control. The design of locking mechanism and final control program was 
developed by many experiments performed by SimulationX and PExSim. 
Some expected transients of the mould control will be presented.  

1. Introduction  

Introduction of new types of electric AC-servo motors has induced small 
revolution in construction of different high power drive systems. In case of 
HSIM machines an electric direct drive in comparison of classic solution - 
hydraulic cylinder supplied by proportional, throttling valve and variable 
volume pump driven by electric cage motor, has increased power effi-
ciency and deleted unwanted leakages. However pure electric drive has 
shown some disadvantages in use – transmission mechanisms have shown 
wear effects. HSIM machine makes usually 10000 heavy strokes, (eg. 
3000 kg mass with acceleration of 2-4g) per day, hence construction has to 
be very endurable. A construction with intermediate hydraulic circuit, con-
taining hydraulic accumulators, can significantly reduce the stroke effects. 
Application of AC-servo (working only in time of movement) with low 
inertia, constant stroke pump, without throttle valve, will remarkable in-



crease power efficiency. Position control was very important – form has to 
be stopped at final position with velocity less 20 mm/s, when its maximum 
within movement was appr. 2m/s. Modelling of the entire drive system and 
development of proper control algorithm was quite complex problem.  

2. Fast prototyping of construction 

Fast prototyping approach was focused on two main aims: decrease of 
costs and time of project. To avoid unnecessary expenditure of building 
alternative prototypes (for choice of the best final machine), cooperating 
with different AC-servo drives, valves systems etc. all main mechanical 
components are modeled by simulation package SimulationX ™. This re-
sults were used for determination of extreme values of electric and me-
chanical components, that have determined power and dimensions of nec-
essary components: motors, pumps, accumulators, switching valves, 
mechanism, etc. Next cooperating partners: machine builder (1 team), 
drive and melting extruder suppliers (2 teams), control engineers (2 teams) 
have to investigate its capabilities and deliver proper components. Each 
team was working individual and parallel. Institute of Automatic Control 
and Robotics of Warsaw University of Technology was involved in design 
of fast control of moulding form. Results of simulated (in SimulationX™) 
[2] responses of drive components, in form of parametric model were next 
used for development of two control concepts: modified state space control 
and adaptive open loop control for positioning of form. A last phase – de-
sign and testing of position control was implemented on PExSim platform.  
  
3. PExSim package

Software simulation of dynamic systems is common used technique for 
investigation of system behavior in different operation conditions. All 
modern SCADA systems have some tools for modeling dynamic blocks, 
but they are adopted to a platform used by this system and are not stan-
dard. Other approach to simulation is based on special written tools pack-
ages, that can be used to modeling or simulation with demanded accuracy, 
when the models of process are known, e.g. SimulationX [2], designed for 
simulation of fluidic and electro-mechanical structures with built in large 
libraries of components of elaborated integration techniques. These tools 
are however limited in area of control design possibilities and are quite 
expensive. Other tools, like e.g. general purpose system - Matlab package 
[3] with Simulink, used in academic institutions are based on assumption, 

324 K. Janiszowski, P. Wnuk



that system dynamic is well known. This approach, creating all possible 
effects from basic components, based on blocks with very simple nature, 
yields an uncomfortable result: a simulation of more complex phenome-
non, e.g. nonlinear friction force or PID controller induces a quite complex 
block diagram with 30 - 40 or more basic blocks. User effort and time, 
necessary to creating, testing and verification of all used components, is 
high and in effect this tools is used for simulation rather simple systems.  
The package PExSim (Process Explorer 
and Simulator), baased on plugin archi-
tecture can be used for emulation of 
complex dynamic systems, composed of 
predefined dynamic blocks or multivari-
able models (estimated with own proce-
dures), can cooperate in real time with 
industrial environment and will be easy 
and flexible to extension by the user 
writing its own plugin objects, in C++. 
PExSim contains following operators 
and components, shown on Fig.1,  
Signal “sources” contains deterministic 
or stochastic time functions, imported 
signals from real time interface or data 
files. As sinks are short described out-
puts, that can be plotted, stored on file or 
transferred to real time process or pro-
ject subsystems. Components named as 
mathematic operators, discrete opera-
tions, crisp and fuzzy logic are used for 
signal processing. General purpose dy-
namic components – linear dynamic 
(transfer functions and state space repre-
sentation) together with “nonlinear dynamic” – a solver of nonlinear de-
fined equations show simulation abilities within deterministically desribed 
dynamic systems. MITforD models is a class of fuzzy MIMO models of 
TSK (Takagi, Sugeno, Kanga) form [1,4]. For construction of block dia-
gram for simulation the user has different options gathered in: execution 
control, signal routing and nonlinear elements. Option “Ports and subsys-
tems” enables construction of sub-pathes, representing dynamic subsys-
tems of simulated structure in form of one block with defined inputs and 
outputs nodes. PExSim contains sets of founded specialized libraries too, 

Fig.1.PExSim options 
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like: controllers, electric components, pneumatic elements, water steam 
dependencies. Own user procedures can be incorporated into package by 
C/C++ scripts option. For current investigation properties of supervised 
values can be used statistic operators and heuristic tests. Option called “pa-
rameter optimization” can be used for minimization of defined quality in-
dex, e.g. sum of squares errors of simulated structure in respect to variable 
parameters of this model.  

4. Modelling of HSIM machine  

A drive system was divided into blocks: electric AC servo motors with 
pumps, creating pressures in hydraulic cylinders, cylinders with moved 
mass, mechanism for creating clumping force, controllers and displays, 
Fig.2. 

Fig. 2. General structure of modeled system 
Existing in Fig.2 blocks, had to be either: deterministically defined, e.g. 
models of motors (DC Motor 1) with controllers (DC amplifier), Fig.3, 
PID controller or clumping mechanism, etc.  
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Fig. 3. Structure of motor “subpath” called Motor1 on Fig.2. 

or statistically estimated, using 
MITforD package, Fig. 4.  

Fig.4 Model of pumps for Fig.2 Fig. 5. Modeled and measured 
mould position 

A block called mechanics, in Fig.2, was expressing a strongly non-linear 
transmission of force, developed in special toggle system. This mechanism 
was invented for amplification a clumping force in ratio 1:300 for the lock-
ing phase of clumping movement. Its action was practically static, variable 
ratio force transmission, dependent on mould-form position. It was mod-
eled in form look-up table plugin, contained in non-linear elements option. 
Different algorithms for mould form movement control were tested using 
PExSim package. A demand of very short time of complete mould move-
ment: to the form and withdraw, has resulted in decision – drive as fast as 
possible, the whole movement time and control, with position measure-
ment, only at closing mould to the form. At open control of form, only 
limitations of machine were important: maximal pressures in hydraulic 
pipes, maximal current of motors, maximal velocity of pumps and maxi-
mal acceleration of drive. At final position control, the form velocity and 
positioning error were important. Then two approaches were used: a modi-
fied state space control with feedback of position, velocity and decelera-
tion of form and open loop adaptive control for minimal time of form stop. 
The proper instants of AC-servo time switching were determined adap-
tively within 4-6 first dry cycles of mould. This last approach was devel-
oped after investigations and experiments made in PExSim, with different 
adaptively estimated parameters. Finally a simple model of mould move-
ment was derived, that had only two tuned parameters. This approach was 
next tested in SimulationX too. The transients of SimulationX were a 
common platform for all cooperating teams, so the corresponding results 
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can be easy transferred and verified by co-partners of HSIM project. A 
sample of movements, for a 2000 kg form and displacement of 45 cm, 
plotted in SimulationX are presented on Fig. 6.  

Fig.6 Transients of adaptive control movement of form in HSIM machine 

6. Conclusions  
A fast prototyping is very efficient and time saving approach in design of 
complex, new constructions. It should be mentioned, that within this pro-
ject were tested three different configuration of hydraulic systems (with 
different number of motors, pumps and auxiliary valves), were investi-
gated 2 different construction of clumping force mechanisms, 3 algorithms 
for injection and 3 algorithms for clumping form movements and 4 differ-
ent versions of hydraulic supply, oil accumulator and cooling systems. Fi-
nally developed construction seems to be very economic, in component 
number, but of high quality and good parameters, has involves small en-
ergy loses and can be so fast as demanded, after getting together experi-
ence and knowledge of different cooperating teams. An elaboration of such 
effect by one team – machine constructor, will take much more time and 
will never resulted in so good final parameters of machine. 
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Abstract  

This paper describes a precise machine concept based on compensating for 
six-degree-of-freedom (6-DOF) motion errors between the tool and the 
workpiece. A hexapod-type parallel kinematics mechanism installed be-
tween the tool spindle and the surface plate measures the 6-DOF motions 
regardless with temperature fluctuation and external forces because the 
mechanism has a compensation system for the elastic and thermal errors of 
the joints and the links. Therefore, the tool position and orientation are 
compensated by using the measured 6-DOF errors. This paper describes 
the conception of the system. Moreover, a passively extensible strut with 
the compensation device for the joint's errors was tested. 

1. Introduction 

To realize an ultra-precise machine system with nanometer-order position-
ing resolution and positioning accuracy less than 100 nm, a mechanism, 
which generates highly accurate relative motions between its cutting 
tool/touch probe and the workpiece, is required as well as the accuracy 
improvements of each element of the machine. In an actual machine, how-
ever, internal and external disturbances noticeably cause positioning er-
rors. Thus, much improvement in guide element accuracy and structural 
stiffness has been achieved to decrease the motion error and the elastic 
deformation. However, increased mass along with such improvements has 



dynamically caused further motion error and elastic deformations. Further, 
no machine structure can be made infinitely stiff. On the other hand, to 
compensate for the thermal deformation, prediction methods have been 
investigated using temperature sensors and thermal deformation analysis. 
However, the thermal deformation is hard to predict precisely. This 
study[1] presents a machine system equipped with a feedback sensor sys-
tem for six-degree-of-freedom (6-DOF) motion errors between the tool and 
the workpiece. A hexapod-type parallel kinematics mechanism (PKM) 
measures the 6-DOF relative motions. This paper describes the conception 
of the system. Moreover, the strut with a compensation device was tested. 

2. Machine tool with PKM measurement device 

Figure 1 shows the principle of proposed machine system based on a 
measurement device for the 6-DOF motions between the tool and the 
workpiece. This system consists of a hexapod-type PKM, a conventional 
machine structure, and a controller. To measure the relative 6-DOF mo-
tions, the base platform and the moving platform of the PKM are mounted 
on the surface plate and the machine spindle, respectively. Both platforms 
are connected through six extensible struts with prismatic joints. Since 
each strut has no actuator, the moving platform of the PKM is passively 
moved in three-dimensional space by the conventional machine. Because 
change in the length of each strut is measured by a displacement measure-
ment unit, the 6-DOF motions can be calculated by the forward kinematics 
of the hexapod-type PKM. Consequently the controller compensates for 
the motion errors and accurately actuates the tool. In the coordinate meas-
uring machine, the coordinates of the probe tip are directly measured by 
the PKM. 
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Fig. 1. Fundamentals of proposed machine system using a hexapod-type meas-
urement device for 6-DOF motions between tool and workpiece 

3. Extensible Strut of PKM 

 Figure 2 shows an extensible strut of the PKM. Each strut has a 
mechanical compensation device for both joint errors and link deforma-
tions [2]. Two rods connect the scale and the scale head of the linear scale 
unit to the two spherical joints. The scale head and the scale are guided by 
some linear bearings so that they can move only in the longitudinal direc-
tion. Thus, the scale unit can measure not only the displacement change of 
the prismatic joint but also the spherical joint errors and the link deforma-
tion in the longitudinal direction because each rod end is in contact with 
the master ball of the spherical joint. Further, because the rods are made of 
Super-Invar (thermal expansivity: approximately 0.5 ppm/K), each dis-
tance between the scale unit and a spherical joint is not influenced by any 
temperature change. Additionally, the distances are not influenced by any 
external forces because no external force is applied to the rods and the 
scale unit. To put it briefly, even if the strut is thermally or elastically de-
formed, the scale unit can accurately measure the length change of the 
strut.  

Fig. 3. Experimental setup for testing strut with improved spherical joints 

Fig. 2. Extensible strut with compensation device for both joint errors and 
link’s elastic and thermal deformations
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 4. Experiments for strut 

Figure 3 shows the strut and its test bed. The test bed was made of low 
thermal expansion cast iron (expansivity: 0.8 ppm/K) and the Super-Invar. 
The strut is mounted on the bed by the spherical joints. A distance between 
both spherical joints is fixed, which is set to be approximately 530 mm. An 
electrical comparator (Mahr 1201IC+P2004M) measures the relative dis-
placement between a stationary link and a moving link of the strut. This 
displacement measured represents deformations of both links. However, 
since the distance between the spherical joints is constant, a displacement 
measured by the linear scale unit must be zero, ideally. 
 First, to investigate an effect of the gravity on measured displacement of 
the scale unit, an index table tilted the test bed. The elevation angle was 
changed between 30° and 60° to horizontal. Figure 4 depicts an influence 
of the elevation angle on measured displacements. The elastic deformation 
of the strut reached to 2.3 m when the strut tilted at a 30 to 60° angle. 
On the other hand, the displacement measured by the linear scale unit was 
less than 0.33 m then, 14% of that measured by the comparator. This 
proves that the linear scale unit with the compensation device accurately 
measures the distance change between both ball shanks of the spherical 
joints regardless of the elastic deformation of the links and the joints.  
Next, to investigate the influence of the temperature fluctuation, the strut 
was heated for 7 min until its surface temperature rose several degrees. 
Subsequently, the strut was allowed to cool. The strut was lengthened so 
that it might be strongly influenced by heat. Figure 5 shows the strut's 

Fig. 4. Influence of elevation angle of strut on displacements measured by two 
measurement systems 
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temperature change and the displacements. When the surface temperatures 
of both links rose 3.19° and 1.59°, respectively, the relative displacements 
reached 25.48 m. Provided the average temperature of the strut is 2.38 
degrees, calculated thermal expansion coefficient of the strut 530 mm long 
is 20.2 ppm/K, almost equal to a coefficient of aluminium.  
 On the other hand, the displacement measured by the linear scale unit was 
less than 1.53 m. Thus, the scale unit with the compensation device accu-
rately measures the distance change between both the spherical joints re-
gardless of the temperature change. Moreover, this implies that the struts 
expansion coefficient has improved from 20.2 to 1.21 ppm/K (6.0 %).  

5. Conclusion 

An ultra-precise machine system, which compensates 6-DOF relative mo-
tion errors between the tool and the workpiece, has been described. A pas-
sive hexapod-type PKM consisting of six extensible struts with linear scale 
units is installed between the tool spindle and the surface plate of conven-
tional Cartesian-coordinate-geometry mechanism. The passively extensible 
strut with the linear scale unit and the compensation device accurately 
measured the length change of the strut regardless of the strut's orientation 
change and temperature change. 
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Abstract  

This paper deals with the utilization possibility of kinematical couple 
screw-matrix in mechatronics concept of in-pipe minimachine which is 
assigned to move in the pipes with inner diameter less than 25 mm. We use 
the minimachine for inspection of inner surface defects. The motion prin-
ciple is based on the transformation from the rotary to the linear motion by 
the screw and nut which creates a change of the distance between front and 
rear line of bristles. The motion of the minimachine insures the difference 
friction between the bristles and the pipe surface in the working stroke of 
minimachine. 

1. Introduction 

Nowadays the mobile machines for motion in the thin pipes (less than 
25mm) represent a suitable area for research. Their utilization is oriented 
to the detection of defects on the inner pipe surface, the repair of localized 
defects, monitoring and maintenance of pipes and last but not least their 
utilization is oriented to the ability to draw new cables into the old and al-
ready unused pipe systems. 
The utilization of motion principles by means of classic wheel and crawl-
ing traction for design of in-pipe minimachine is dimensionally limited. In 
the view of this reason for positioning and motion the bristles in the form 



of flexible beams which are orientated under the precise angle towards the 
pipe surface are used and they use the difference friction. At the minima-
chines realization, the actuators that are designed and manufactured with 
different approach, are used. That is because of the efficiency of power 
fields which generating forces are need for the initiation of the minima-
chine in the motion decreasing with dimensions. [1], [2], [3] 
The in-pipe minimachine, that will be analyzed next, is designed to motion 
in the relative straight pipe with approximately 25mm inner diameter in the 
view of the possibility of another extension by the monitoring system in 
the form of CCD cameras or surface defects sensor. 

2. Concept of Minimachine 

The minimachine is used for moving in the pipe with inner diameter ap-
proximately 25 mm. It is made of three modules, besides the module in the 
front and at the back are made of the rotary electromagnetic actuator, 
screw, nut and bristles. The middle module, which uses the own move of 
the minimachine, is made of the rotary electromagnetic actuator, screw and 
nut. The principle of the movement works as the transformation of the 
moving of rotary actuator through the screw and nut to the straight motion. 
It makes change in the distance between the minimachine modules in the 
front and at the back. The direction of its movement in the pipe is deter-
mined by pressing of bristles of the module in the front or the one at the 
back. Pushing forward of the bristles and their press to the inner wall of the 
pipe is also ensured by the screw and nut. Control of the minimachine en-
sures the change in the direction of the linear movement and cyclic repeat-
ing.  

Fig.1 Block diagram of the in-pipe minimachine 
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Fig.2 3D model of the in-pipe minimachine 

3. Kinematics Analyse of the Minimachine 

Regarding to the requirements which are defined in the phase of the design 
kinematics analyze process of the in-pipe minimachine is made. Kinemat-
ics scheme (Fig.3) represents the middle module and includes an actuator 
(M) whose motion is defined by the angular velocity ωM through the clutch 
transmitted to the screw (PS). The movement of the ended component of 
the mechanism expressed by the parameter x is resulted by the nut (PM). 

Fig.3 The kinematics scheme of the middle block of the in-pipe minimachine pro-
totype 

After substitution and conversion it is possible to move the ended compo-
nent of the mechanism and express as follows: 
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ϕα ⋅=
2

dtgv                    (1) 

where φ is the angular rotation of the screw, α is the spiral angle of nut 
thread[4]. 

For expressing the velocity of ended component of the mechanism it holds: 

M
dtg

d
d

dt
dxv ωα

ϕ
ϕ

2
=⋅=                          (2) 

where ωM is the angular speed of the actuator. 

For expressing the acceleration of ended component of the mechanism it 
holds: 

M
dtg

dt
dvv αα

2
==                       (3) 

where αM is the angular acceleration of the actuator. 

Conclusion 

In this article the particular stages of the design mechatronics concept of 
the in-pipe minimachine developed on the authors` department were de-
scribed. The design is related to the elaborational requests and the parame-
terization, the stages of concept design and the prototype realization. 
The result is the realized prototype. In the next research we will begin with 
the experimental verification of the parameters for purposes of the mo-
tional optimization in the limited area, the study of analyses and synthesis 
of the deflection and the tolerances of precision mechanisms of the in-pipe 
minimachine and the active control for compressive force of smart bristles. 
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Abstract  

Continuous miniaturization of electronic products & components and par-
allel increase their functionality in modern applications together with the 
EU RoHS directive restrictions delivers everlasting technological difficul-
ties. 
The problems with materials, assembly and soldering equipments selec-
tion, printing solder paste both on very small and big PCB pads, optimiza-
tion of soldering processes for lead-free complex board were shown at the 
article.  

1. Introduction 

The 1st of July 2006 on the European Economic Area came into force the 
RoHS Directive [1]. According EU regulations lead-free materials have to 
be used in the manufacturing processes of electronic products. But not all 
electronic products are covered by the RoHS directive nowadays. Some 
electronic manufacturers, particularly those in the high performance and 
reliability sectors, are working to maintain Pb-base materials and proc-
esses. As the supply of Pb-base components is reduced, manufactur-
ers using Pb-based processes are faced with the decision of reprocessing 
Pb-free components. This is a reason that some companies have to use 
lead-free technology even they are not obligated for this. More over 



the continuous miniaturization of electronic products and compo-
nents delivers additional technological difficulties. Example, presence 
on the same PCB both CSP, BGA or other fine-pitch components together 
with very small passive components causes great challenge for assem-
bly technologists. 
The problems with materials, assembly and soldering equipments 
selection, printing solder paste both on very small and big pads, op-
timization of soldering processes for lead-free complex board were 
shown at the article. This work was the continuation of investigations 
connected with lead-free technology realized by authors as a part of the 
GreenRoSE-Collective Research Project – 2004-500225 funded by the EC 
under the 6FP. 

2. Materials and equipment for tests 

The double sided PCB tests with immersion tin or Ni/Au finishes contain 
SMD: passive, active, CSP and BGA components with different sizes and 
pitches and also THT passive and active components were used for inves-
tigations. The most of components had pure Sn coating on terminations 
except CSP and BGA components which had SnAgCu (SAC) balls and 
one THT integrated circuit with Ni-Pd coating on terminations. The lead-
free solder paste with SnAg3.0Cu0.5 (SAC305) solder powder and ROL0 
type flux inside was used for reflow soldering. The SAC305 was used for 
wave soldering also together with less and more active VOC-free fluxes. 

The whole manufacture process of the complex PCB was divided on three 
main parts. First was assembly process of different SMD components in-
cluding CSP and BGA parts and reflow soldering of the first side of the 
PCB. Next SMD active and passive components have picked and placed 
onto glue on the PCB second side and cured at reflow oven. The third 
stage was assembly process of THT components and wave soldering.  
The assembly processes were carried out using production equipment for 
SMT and wave soldering. Solder paste was printed via 127 or 100 �m steel 
stencils using automatic printing machine - PBT MOTOPRINT V. Com-
ponents were picked and placed using JUKI assembly system type 
KL2050L or FUJI AIM pick and place machine. The reflow soldering was 
done using convection oven ERSA HOTFLOW 2/14, which has 7 heating 
zones and 2 cooling zones or the VIP70A - 5 zones, convection, reflow 
oven, made by BTU.  
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3. Assembly and soldering difficulties 

The PCB test contains passive components sizes from 0805 to 0201 and 
BGA components with ball numbers from 676 to 84 with pitch from 1.27 
to 0.5 mm. Such differentiation of components is great challenge for as-
sembly technologists. 
The first technical assembly problem was observed during solder paste 
printing process. The complex PCB requires correct quantity of solder 
paste both on large pads as well as on very small pads [2]. It was observed 
wrong, conical shape of overprints made by the stencil 127 m thickness 
and too small quantity of solder paste on pads for CSP with pitch 0.5 and 
for resistors size 0201 or smaller (Fig.1).  

a) b) 
Fig. 1. Examples of the solder paste overprints: a) print defect for pads R01005; b) 

correct print result for SO16 1.27 pitch pad. 

The printing problems were resolved mainly by special design of a stencil. 
The area ratio (AR) of stencil windows for the smallest pads was changed 
from 0.45 to 0.7 (for CSP 0.5 pitch) and to 0.8 for RC0201 and smaller 
pads (AR = surface of stencil window divided by surface of stencil walls 
which create window). The thickness of stencil was reduced also from 127 
�m to 100 �m.  
The next observed technical problem was connected with pick and place 
very small components (R0201). The JUKI assembly system type 
KL2050L has not nozzle, as standard equipment, for such small compo-
nents. The purchase of dedicated nozzle for RC0201 resolved this problem 
for this machine. The assembly process was carried out without problems 
using the FUJI AIM pick and place machine which has possibility pick and 
place both large and small components. 

The presence on a PCB different component types (different size, pitch 
and materials) requires optimization of soldering profile, especially in 
lead-free soldering technology. The linear profile of soldering was used to 
experiments (Fig.2). The linear type of profile was used to minimize deg-
radation of coatings on PCBs at high temperature during reflow soldering 
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process because these boards had to pass though also via reflow oven dur-
ing glue curing and wave soldering.  

Fig. 2. Example of the soldering profile for Pb-free reflow soldering. 

The highest soldering problem was concerned with the CSP84 - 0.5 pitch 
and R0201 components (Fig.3) during reflow soldering. 

Fig. 3. Examples of soldering problems with the CSO84 and R0201 components. 

The reason of above situation was first of all solder paste printing prob-
lems. The next reason was high value of ∆T (~13°C) on a complex PCB 
which effected reduction of soldering window. The soldering defects were 
reduced by improving printing process as was described above. After such 
correction acceptable reflow soldering results for all components were ob-
tained using the 5-zones reflow oven. 
The second part of soldering problems was concerned with wave solder-
ing. The wave soldering process was carried out after pick and place proc-
ess of active and passive components and after glue hardening in convec-
tion oven at the 120°C. All thermal processes before wave soldering de-
creased wetability of the Sn PCBs coating (See SOT23 components Fig. 
4), the Ni/Au coating was not destroyed visible. The more active flux had 
to be used in air atmosphere to minimize soldering defects but they still 
were present at the QFP64 pitch 0.5 components (Fig.4).  
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Fig. 4. Examples of soldering problems: a) the SOT23 – Sn wetability problems, 
b) the QFP64 pitch 0.5 component – small pitch and pad design problems. 

Probably a nitrogen atmosphere and improve pads design near the QFP64 
components should improve wave soldering results in this situation. The 
further investigations are planning in this subject. 

Summary 

Printing process is the most critical during assembly of complex PCBs in 
lead-free technology.  

The dedicated nozzles for pick and place machine are essential for assem-
bly components sizes: 0201 or smaller as also BGA and CSP. 

The complex PCB in lead-free technology requires soldering profile with 
about 250°C peak temperature and precise convection oven with 5 or more 
heating zones. 

The minimalization of thermal processes previous a wave soldering, good 
quality of PCB finish, adequate PCB pads design and more active flux are 
recommend for lead-free wave soldering of complex boards.  
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Abstract  

A machine for manufacturing bulk metal forming parts (a cross rolling 
machine with flat jaws) will be used as an example to demonstrate the idea 
of retrofitting metal forming machines that is based on linking single 
mechatronic components to one overall mechatronic system. The purpose 
of retrofitting was boosting the machine's performance range while ex-
panding its functionality. Ideas for applications will be developed sup-
ported by simulation and based on an analysis of the machine's system to 
evaluate how they fit into the overall system. The foremost features of the 
machine under analysis are the cascade-shaped regulation of the main hy-
draulic machine and secondary axes using decoupled physical factors and 
the decentralized control structure distributed physically over several lev-
els. Selected experimental findings will demonstrate that this overall 
mechatronic system can be used in practical applications. 

1. Introduction 

As with all modern production machines, metal forming machines are 
constantly called upon to be increasingly productive, flexible and efficient. 
Furthermore, the wide variety of materials to be worked and geometries to 
be produced spells out increasing demands made upon the complexity of 
the metal forming process. All of these requirements made of metal for-
ming machines means they have to be considered overall mechatronic sys-
tems. This not only applies to coming up with new metal forming machi-



nes. It also figures prominently in renewing and upgrading existing metal 
forming machines (i.e., retrofitting).  
Retrofitting not only has the purposes of modernizing metal forming ma-
chines and boosting process and machine reliability, but also upgrading the 
range of the machine's applications. This can be done by using the machi-
ne's performance ranges to a greater extent or integrating new functionali-
ties. Meeting this target calls for including and efficiently taking advantage 
of the opportunities offered at the intersection of mechanical engineering, 
electrical engineering/electronics and information technology for the tech-
nological functioning of each metal forming machine system. Making ac-
tuator and sensor technology a part of the control and regulation design 
and implementing them are major factors in translating the targets of retro-
fitting the machine into reality. The foremost technological factors are the 
position and motion of the tool and work piece as well as the process 
forces. 

2. Problem Description 

Cross rolling is a continuous metal forming process for manufacturing 
graduated work pieces that are mostly symmetric to rotation with a high 
degree of dimensional, shape and mass accuracy. Components range from 
preform parts to finished shapes made of hollow or solid material. These 
iron and non-ferrous materials are cold-, semi-warm or warm-formed whi-
le cross rolling is done on cross rolling machines with round tools or, as in 
the case under consideration, cross rolling machines with flat jaws. Their 
characteristic feature is pressure forming the work piece by means of tools 
moving opposite one another that roll on the surface of the work piece and 
put it into rotational motion. In addition to the classical field of bulk metal 
forming technology (mass production with tools with a high degree of sha-
pe storage), cross rolling with flat jaws is a flexible forming technique for 
small and medium parts numbers with partially meshing and partially low-
shape storage tools. While the machine structure on existing cross rolling 
machines with flat jaws does not have any substantial means of enhancing 
the production outcome in terms of quality, productivity and economical 
efficiency, this can be brought about by using control engineering to im-
pact the complex interaction between the machine, tool and work piece as 
shown by the subsequent example of retrofitting a cross rolling machine 
with flat jaws. The reason for retrofitting this machine is not only to up-
grade the usable performance range (rolling force or sled speed) and im-
prove the control accuracy of the main axes (sled axes), but also to extend 
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machine functionality (pendulum sled stroke) and integrate modular func-
tion axes (mandrel axes) into the higher-level control system. The mandrel 
axes designed as modular function axes are used for rolling the hollow 
components on the mandrel. 

3. Strategy Development 

The point of departure for meeting the target of retrofitting cross rollers 
with flat jaws was an analysis and description of process factors relevant to 
the forming technique that can be impacted by this machine structure such 
as forming force, forming speed and forming path. They are used to calcu-
late the controller variables of speed, position and pressure applicable to 
the specific hydraulic linear actuators in conformity with the basic physical 
laws. The next step is upgrading hydraulic linear actuators to single hy-
draulic axes or single mechatronic components including or applying the 
necessary sensor technology (path sensor or pressure sensor) and basic 
regulation functionality (position and pressure). They were combined into 
functional groups (combined axes) as the overall mechatronic system of 
the cross roller with flat jaws in the way they interact in forming process 
factors and finally by including the entire machine structure. Even if the 
single hydraulic axes involved in the metal forming process have basic 
regulation functionalities, they are not sufficiently free of reactions among 
one another. This meant that it was necessary to study the effects that the 
various control circuits had on one another to draw conclusions on suitable 
higher-level control strategies and, in the final analysis, on control struc-
tures. 
Suitable scenarios for the control structures were studied and analyzed us-
ing the means and methods of dynamic simulation on a complex compo-
nent-oriented simulation model that can also replicate useful adapted con-
trol and process models. Matlab/Simulink was used as the simulation tool 
focusing on modeling the hydraulic drive system consisting of a total of 
four hydraulic cycles, although only two are of significance for implement-
ing process factors. Two synchronization cylinders are used as the hydrau-
lic linear actuators for the main function of the rolling sleds and two dif-
ferential cylinders are used for the added function of the mandrel axes. 
Each of these hydraulic axes is impacted via one control circuit with an 
orthogonal effect (sled axes) or two control circuits with an orthogonal 
effect (mandrel axes). They are then combined to functional groups for the 
higher-level control functions (such as synchronization) as required by the 
rolling process. This overall system model broken down into control sys-
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tem, drive and process was used to simulate and determine an enhance-
ment tool for the hydraulic drive system to come up with suitable control 
strategies for reliable process guidance. The basic regulating strategy 
shown in Figure 1 proved to be the one that best meets requirements under 
actual conditions. 

Fig.1. The basic regulating strategy 

4. Strategy Implementation 

Fig. 2. The control structure 

The control strategy for the cross rolling machine with flat jaws (including 
the visualization strategy needed) was developed and adapted to applica-
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tions based upon the overall developed drive strategy and its basic regulat-
ing strategy. This control strategy was premised upon a uniform control 
platform with decentralized structures linked via bus system that are also 
used for implementing control functions. Then a motion control system 
was used as the control platform due to the major requirements that the 
technological properties make of regulating the axis functions of the metal 
forming process and the necessity of building the control system of freely 
configurable, structurable and scalable units because of the machine struc-
ture. This would not only have the advantage of combining the benefits of 
NC and PLC technology. This option also offers the possibility of imple-
menting complex regulation functions in sufficient real-time with determi-
ned and reliable data communication even with control structures built de-
centrally such as the cross roller with flat jaws under consideration. Figure 
2 shows the control structure as it was developed and built. 

5. Results and Conclusions 

Analyzing and upgrading the system to an overall mechatronic system a-
ligned with the metal forming process meets the requirements of retrofit-
ting the cross roller with flat jaws because the control strategy is suffi-
ciently quick at regulating the complex structures of the hydraulic drive 
axes via decentralized bus structure at 0.5 ms of cycle time and at a maxi-
mum of 5 µs signal running time.  
The subject matter of subsequent studies will be expanding and upgrading 
the process of the existing control strategies and directly integrating the 
cross roller with flat jaws into further process chains of bulk metal forming 
as overall mechatronic systems.  
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Abstract  

This paper deals with the simulation of a vibration power generator that 
has been developed in scope of the European Project “WISE”. The vibra-
tion power generator generates electrical energy from an ambient me-
chanical vibration. The generator is a suitable source of electrical energy 
for wireless sensors which operate in vibration environment. When the 
generator is excited by mechanical vibration, its construction produces a 
relative movement of a magnetic circuit against a fixed coil. Thereby the 
movement induces voltage on the coil due to Faraday’s law. This paper 
describes the modelling of the vibration power generator in Mat-
lab/Simulink.  

1. Introduction 

The aim of our work is the development of a vibration power generator, 
which generates electrical energy from an ambient mechanical vibration. 



This generator shows an alternative for supplying wireless sensors with 
energy without the use of primary batteries. The parameters of the vibra-
tion generator are tuned up to the frequency and amplitude of the excited 
vibration. The design of the vibration power generator is tailored to the 
excited ambient vibration [2] and the appropriate designed vibration power 
generator can produce the required power. As the generator is excited by 
ambient vibration, the resonance mechanism produces a relative movement 
of the magnetic circuit against a fixed coil. This relative movement in-
duces a voltage in coil turns due to Faraday’s law.
The simulation modeling of this mechatronic system is very useful for op-
timization of the generator parameters. The generator model can be excited 
by sinusoidal, random or real vibration data and the expected generated 
output power and voltage are simulated in time domain.  

2. Electromagnetic Vibration Power Generator 

The model of electromagnetic vibration power generator consists of: 
• The Resonance Mechanism. It is tuned up to the frequency of excited 

vibration and it provides a relative movement of magnetic circuit in re-
lation to a fixed coil. 

• The Magnetic Circuit. It provides a magnetic flux through the coil. 
• The Coil. It is placed inside the moving magnetic circuit and it is fixed 

to the frame of the generator. 
• An Electrical Load. 
The individual parameters of mechanical and electromagnetic parts of this 
mechatronic system are in interaction. The design and parameters of reso-
nance mechanism must be set up with dependence on required output 
power [3]. The electromagnetic parameters of the generator affect the be-
haviour of the resonance mechanism due to the dissipation of electrical 
energy from the oscillating system. The simulation model of this device 
can be used for setting up the generator parameters in dependence on re-
quired output power, overall size, weight etc. 

3. Model of Vibration Power Generator 

Design and parameters of the vibration power generator model are pub-
lished in PhD. thesis [1] and the complex model of this generator is used 
for simulating modelling. The CAD model and real product of this genera-
tor is shown in Fig. 2. The resonance mechanics of the vibration power 
generator is tuned up to the stable resonance frequency 34 Hz of the vibra-
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tion. The generator is excited by vibration with amplitudes in the range of 
50 – 150 µm, i.e. the level of vibration 0.2 – 0.7 G. The generator is capa-
ble of generating electrical energy with an output power of around 5 mW 
and an output voltage of 2 Vrms for an average vibration level of 0.4 G. 
The generator dimensions are 50 x 32 x 28 mm and the generator uses a 
self-bonded air coil for harvesting of electrical power. 

Fig. 1. CAD model and real product of the vibration power generator 

4. Simulation of Vibration Power Generator 

The Simulink environment was used for modelling of the generator as 
mechatronic system. The model consists of the resonance mechanism with 
models of the mechanical damping force, the electromagnetic circuit (mag-
netic circuit and coil) and the electrical load. The model is excited by sinu-
soidal vibration and the response of system is analysed. 
The generated power depends on the quality of resonance mechanism. This 
parameter is represented by the mechanical damping force (primarily fric-
tion forces) represented by parameters F0 and F2. If the electromagnetic 
damping force in the generator, which generates useful electrical power, 
and the mechanical damping force in the resonance mechanism are equal, 
the generator harvests the maximal electrical power [3]. The electromag-
netic damping depends on the magnetic circuit (Bx), the coil parameters (l, 
N, Rc) and the resistance of electrical load Rz. The magnetic flux and active 
length of the coil depends on the generator design. Others parameters are 
chosen optimally for generating of required output power and voltage. The 
number of coil turns and resistance of connected electrical load affect elec-
tromagnetic damping force and the number of coil turns is optimized to the 
appointed electrical load or inversely. 
The complex model of the whole generator was created in SIMULINK and 
it is shown in Fig. 2. On the base of non-linear model [2] the friction coef-
ficients are estimated for the actual design of the generator. The results of 
the simulation modelling and the measurement of real vibration power 
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generator output are shown in Fig. 3. The electrical load 1 kΩ is used for 
both simulation and measurement. This model of vibration power genera-
tor corresponds with the real vibration power generator in the range from 
0.2 – 0.7 G. The vibration power generator was excited with a resonance 
frequency of 34 Hz. The model provides the generated output voltage and 
power for a given time series of vibration data. 

Fig. 2. Simulation Modelling of Vibration Power Generator 

Fig. 3. Simulation and Measurement of Output Voltage and Power 

The model of the vibration power generator shown in Fig. 2 can be excited 
by random vibration or real measured data of vibration. The model of the 
Grätz bridge (diode rectifier) and capacitor can be included in this simula-
tion model too. As follows this model can simulate excitation by random 
or real vibration and monitor amplitude of the relative movement, rectified 
output voltage and actual output power. This process is very useful for de-
sign of optimal generator parameters. 
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5. Conclusions 

The simulation of the vibration power generator is important for the de-
sign/tuning up of the generator parameters to its exciting vibration. This 
generator model is can be used for an optimization and minimization study 
too. The advantage of the simulation modeling of vibration power genera-
tor is the possibility to excite it with real vibration data and to monitor the 
expected output voltage and power during the excitation. It is very useful 
for designing the real product of vibration power generator in dependence 
of its vibration environment and output power and voltage requirements. 
The power management for stabilization of generated voltage to the re-
quired value can be included in the vibration power generator model. The 
waveform of output voltage and power depends on the level of the applied 
vibration and the variation of vibration amplitude in time. 
The development of the vibration power generator has a great potential as 
an inexhaustible source of the electrical energy. The vibration power gen-
erator can provide sufficient electrical energy for some wireless sensors in 
aeronautics applications. 
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Abstract  

An effort to optimise both mechanical and electronic/control components 
of ultra-precision devices is presented. The considered mechanics is 
compliant, which overcomes the non-linearities of conventional devices. 
Design guidelines for hinge optimisation are given and a preliminary 
consideration of the scaling effects is performed. The developed control 
system is based on a rapid controller prototyping platform consisting of a 
Compact-PCI system running under the Linux RTAI real-time extension. 

1. Introduction 

Mechatronics is seen as the combination of mechanics, electronics, 
computer science and control. The focus of a mechatronics approach lies 
on the overall system behaviour, while the different components are seen 
as instrumental for obtaining the desired performances. In practice, the fact 
that the whole system is as good as its components is often forgotten. 
When considering dynamic behaviour as the most important issue, the 
impression that the model obtained from the identification procedure is 
valid in absolute terms often tends to prevail over the fact that different 
working conditions may produce unexpected results. 
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This work follows an approach aimed at overcoming these limitations via 
the optimisation of all system components. The mechatronics device 
considered here and shown in Fig.1 is based on optimised compliant 
mechanical structures for ultra precision positioning (e.g. for handling and 
assembly of microcomponents or for STMs or AFMs). In fact, given the
absence of mechanical non-linearities [1], compliant mechanisms are 
advantageous in high precision applications, allowing simple control 
typologies to be applied. The architecture of a single degree-of-freedom 
(DOF) optimised integrated mechatronics device is hence described. 

                
Fig. 1. Compliant joint and mechatronics device optimised in this work 

2. Optimised mechanical structure 

Mechanical aspects considered in the design process were the optimisation 
of the flexural hinge shapes (Fig. 2) in terms of compliance, strength and 
parasitic motions, as well as the scaling effects on the mechanical 
properties. Several hinge shapes were considered: the prismatic beam (P 
shape), the conventional right circular (RC) hinge, the optimal shapes 
obtained in classical mechanics (based on the authors indicated as the 
Grodzinski (G), Baud (B) and Thum & Bautz (TB) shape [2]), the 
optimised shapes obtained by coupling non-linear parametric optimisation 
algorithms with automatic FEM meshing and spline function generators 
like the optimised circular shape (OC shape), the optimised pure elliptical 
shape (OPE), the elliptical shape with ry = hmin/π (OEB) or the freeform 
optimised shape (FFO). Compliances around the primary hinge rotation 
DOF ϕz, as well as the transversal flexural (ϕy) and axial (x) directions 
were taken into account. It was thus established that the FFO and TB 
shapes will be the preferred choice when the goal is compliance 
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maximisation along ϕz (Fig. 3a), while the G, B, OC and OEB shapes will 
be preferred when the parasitic shifts and the stress concentration in the 
axial and transversal directions are also important (Fig. 3b) [3]. 
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Fig. 2. Geometry of flexural hinge and parameterised shape for optimisation 
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Fig. 3. Hinge behaviour along ϕz (a) and normalized stresses along ϕy (b) 

When the considered applications are such that the dimensions of the 
mechanical structure must be minimised to nanometric levels, scaling 
effects on the entity of the mechanical characteristics must also be taken 
into account. In fact, it has been established that in the submicrometric 
domain the value of Young’s modulus E can vary up to 70% with respect 
to its conventional value [4]. It is also known that the value of the Poisson 
coefficient ν  is seldom known with an accuracy better than 20% [5], but 
its estimation at these dimensions has not yet been performed. An 
innovative methodology for determining ν is thus proposed here. The 
method is based on the calculation of the dynamic flexural response of 
Euler-Bernoulli-type cantilevers coupled with Von Kármán equations used 
to determine the variation of flexural stiffness of rectangular plates. In fact, 
the latter is a non-linear function of the deflection of the beam, varying 
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from the value of E for plane strain (small loads) up to E/(1-ν2) for plane 
stress (large load) conditions [6]. A seismic excitation of the cantilever 
with varying amplitudes will then result in an increment of the flexural 
stiffness, and thus of the frequency at which the response amplitude is 
maximal (Fig. 4). A suitable dimensioning of the cantilever of known E
allows then a straightforward accurate determination of ν. 

Fig. 4. Dynamic response of a micrometric silicon cantilever with ν = 0.22 

3. Actuators and sensors 

Various actuating (DC micromotors, stepper motors, voice-coils, PZTs, 
inchworms, ultrasonic and inertial actuators) and feedback systems have 
been considered for the foreseen applications. Given the needed 
resolutions, accuracies and precisions, as well as the needed travel ranges, 
power requirements, ease of bidirectional control and large dynamic 
ranges, voice-coil actuators have been chosen. On the other hand, high 
resolutions and accuracies, excellent dynamic performances, large travel 
ranges and an easy integration with the compliant structure made optical 
encoders preferential over capacitive sensors, LVDTs and interferometric-
based displacement measurement systems. 

4. Control system 

The control system is contained in a Compact-PCI rack with a power 
supply unit and a standard X86 processor computing board. The system 
exploits the results of the RTAI project (www.rtai.org), which offer real-
time extensions of the Linux OS and interfaces with various CACSD tools 
(Matlab/Simulink or Scilab/Scicos). Within the same environment a 
graphical model can be prepared to feed the process with excitation signals 
and to retrieve data for the identification; the real-time application can 
send data to a remote PC, where the data is stored, displayed and analyzed. 
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The heart of the control system consists of two specially developed boards: 
a sinusoidal encoder signal interpolation board and a driver board for 
voice-coil motors. The three channel sinusoidal encoder interpolation 
board is built around a commercially available IC and it processes 1 Vpp 
sinusoidal signals. It is able to sample the inputs at a frequency of 500 kHz 
and to resolve 13 bits within a signal period. The three channel driver 
board has an output of up to 3.5 A per channel with a 16 bit resolution. 
Other interface boards can be used as well: AD boards for various 
measurements or other Compact-PCI compatible boards. Their usage is 
immediate if the board is supported by the Comedi project 
(www.comedi.org); otherwise the drivers have to be written. 
The initial integration of the control system with compliant mechanical 
structures allowed excellent performances with high flexibility and 
reliability at a limited cost. In fact, nanometric positioning accuracies (less 
than 15 nm) have been achieved in millisecond range time spans after a 
long (1 mm) range positioning step. 

5. Outlook 

The improvement in the design of the hinge shapes will be assessed with 
experiments. The objective is to accurately determine the stiffness of the 
structure as a function of the angle. Intuitively one would measure 
statically the dependence between motor currents and the resulting 
displacements and obtain the stiffness. However, this dependence is 
affected by the position-varying current-to-force characteristics of the 
actuator or by deviations due to the sensors’ mounting inaccuracies. The 
tests on the structures will thus be based on the analysis of the resonance 
frequency at different positions. Precise estimates of the frequencies will 
be obtained using periodic excitation signals and the FFT analysis of the 
resulting data. 
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Abstract 

 Search of new, better materials for conductive paste for thick film 
compositions deposited by screen printing was the main aim of this work 
as well as influence investigations of carbon nanotubes addition to 
functional phase of thick film paste. Different types of carbon nanotubes 
such as single-walled nanotubes (SWCNT), multi-walled nanotubes 
(MWCNT) and non purified non segregated nanotube clusters were mixed 
with conductive silver pastes. Obtained mixtures were screen-printed and 
fired or cured. The measurements of resistivity were carried out and 
changes in resistivity of obtained CNT/silver thick films in comparison to 
common silver layer were shown. The influence of different conditions of 
firing process were also investigated especially to avoid high temperature 
degradation and oxidation of carbon nanotubes. Obtained mixtures with 
optimal conductivity will be used for further experiments. 

1. Introduction 

 Recently, carbon nanotubes (CNTs) have been demonstrated to 
possess remarkable mechanical and electronic properties, for example in 



field emission applications [1,2], chemical sensors [3] or as reinforcing 
material in composites [4,5]. CNTs can be synthesized by various methods 
such as arc discharge [6], laser vaporization [7] and chemical vapor 
deposition (CVD) [8,9]. In this case, purpose of carbon nanotubes addition 
is to create active centers in thick film layer, which can be used for 
instance as field emission source or adapted to very high frequency radio 
communication systems. However, there exists difficulty in fabricating 
high quality thick films with proper conductivity and containing 
reasonable amount of nanotubes. The paper presents first results of 
preparing thick film compositions containing carbon nanotubes. The 
authors encountered a lot of difficulties arise during the mixing process of 
the compositions Specially prepared thick film composition with selected 
nanotube material and silver nanopowder was screen printed and fired to 
obtain conductive layer. Direct measurement or conductivity parameter 
was carried out in reference to standard silver thick film conductive layer. 

2. Materials and preparation 

 Three types of carbon nanotubes material were taken under 
investigation: single-walled nanotubes, multi-walled nanotubes, and 
nonsegregated material from synthesis process. The authors found that 
SWCNT caused a lot of difficulties in mixing process, and no suitable 
thick film composition was obtained. So to minimize time and costs of 
experiment, MWCNT material from synthesis was selected for further 
experiments. The material was taken directly from synthesis process 
without any purification or segregation, so it contained other carbon 
nanostructures. However SEM observations of used material showed that 
investigated material mostly contained multi-walled carbon nanotubes with 
small amount of amourphous carbon and some ferrous grains. 

(a)     (b) 
Fig. 1. SEM images of carbon material: (a) Raw carbon nanotubes material. (b) 

The same  material after firing in 650oC in air, showing ferrous grains and 
incineration residues. 
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Estimated mean dimension of nanotoubes was approximately 50nm in 
diameter and 1000-2000nm in length. Ferrous grains were estimated to be 
in size under 1000nm and were only observed after additional firing 
process in 650oC after degradation of nanotubes and other carbon 
structures. 

Silver nanopowder used for Ag-CNT composition was obtained by 
chemical precipitation process by the authors and it was classified to be in 
range of 100-300nm dimensions with some addition of larger grains. 

(a)     (b) 
Fig. 2. SEM images of Ag nanopowder used for Ag-CNT composition (a) and Ag-

CNT mixture (b). 

As reference, standard silver thick film paste P-120 (ITME) was used, to 
prepare screen printed and fired conductive layer. 
 Compositions of nanomaterials were fabricated in specially 
adapted ultrasonic stirring process to obtain homogeneous mixture, which 
is essential to obtain well produced thick film layer with appropriate 
electric parameters. Two kinds of Ag-CNT compositions were prepared, 
regarding firing process. The compositions contained differend organic 
resins suitable for firing process conducted in air atmosphere 
(ethylcellulose resin) and for firing in protective nitrogen atmosphere 
(acrylate resin). Compositions were screen printed on alumina substrates in 
adequate pattern. Firing process for standard silver paste was conducted in 
650oC in air, and for Ag-CNT pastes in 470oC in air and 650oC in N2
respectively. 

3. Results and discussion 

 Obtained thick film layers were well sintered in both cases with 
better results form specimen fired with higher temperature in nitrogene. 
Tracks fabricated from Ag-CNT material were practically 
indistinguishable from each other, whats proofs good selection of materials 
conducted at early stage. Unfortunately, against assumptions there where 
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no nanotubes observed at surface of sintered layer. In spite of many 
observations it was impossible to detect them in any sample or region. It 
was caused by low amount of nanotubes in thick film composition. Only 
observations of scrapped away layer revealed that carbon nanotubes 
unmodified by the firring but hidden beneath main silver layer. 

Fig. 3. SEM images of fired Ag-CNT layer, top view (on left), bottom view 
“scrapped away” (on right) 

 Resistance measurement was conducted with Keithley multimeter 
2001 for both examined samples and for reference sample on the same 
length pattern, which allows to directly compare obtained parameters. 

Fig. 4. Pattern of measured samples (drawing and object picture) 

Obtained values of resistances for Ag-CNT compositions are varied from 
resistance for standard Ag thick film layer, but differences are not so 
significant. Main reason for that is that fabrication and firing processes are 
not yet optimal, and obtained layers are not ideal. But for instance taking 
under consideration very low temperature applied for air firing process, 
this layer have very fair conductivity and N2 fired layer is in the same 
order of magnitude. 

 Ag 650oC air Ag-CNT 470oC air Ag-CNT 650oC N2
R [ohms] 0,4 1,8 0,8 

Fig. 5. Comparison of measured resistances for examined samples 
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This results will be utilized in the further step of experiments where goal is 
to obtain thick film specimens with carbon nanotubes placed on surface of 
the layer. 

4. Conclusion  

 One of the key issues in the development of thick film materials 
containing nanomaterials such as carbon nanotubes is controlling 
agglomeration process and aim for homogeneous mixture. It is crucial for 
obtaining well sintered layer which allows to gain proper electric 
parameters. The results presented in this paper demonstrate that specific 
selection of materials and fabrication procedures allows to overcome many 
inconveniences both during process and in resulted properties. Examined 
samples represented them selfs as very promising materials. Both layers 
have very fair conductivity which can be improved by optimization stirring 
and firing processes. After some major improvements materials will be 
used for further studies. 
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Abstract  

The machining using laser energy stream concentrated within the water jet, 
having a length of several centimeters and the width comparable with the 
size of focus in traditional methods of machining, gives the ability of 
working on three dimensional, spatial elements. The cooling effect of wa-
ter and its participation in removing the debris material, allow for attaining 
significantly higher quality of the work-piece surface and minimizes the 
harmful impact on environment and work safety. The capabilities of this 
method open for it applications, in which the traditional method of laser 
machining does not prove itself valid. In the article given is the principle 
of the method and the examples of its implementation. Determined are at-
tained parameters of machining for various materials: silicon, gallium ar-
senide, ferrites, acid resistant steels, super hard materials. Given also are 
examples of application water jet guided laser machining in manufacturing 
technology of mechatronics. 

1.The idea of laser machining in water jet. 

General scheme of the laser beam concentrated in water jet is shown on the 
figure 6. Under pressure p the water flow out from the nozzle with velocity 
V. For small values of the diameter (d = 50…150 µm)  and pressure 
>1MPa the typical equations of fluid mechanics need some corrections, 
however the water velocity V can be expressed as: 

ρ
pV 2≈ ,     where ρ is the water density     (1)



       Fig. 1. a) Laser beam concentrated in water jet , where α is the angle of total 
             internal reflection, b) the line work segment of laminar flow . 

Water jet guided laser is a technique utilizing delivery of laser beam via 
total internal reflection of laser beam in water. This technique produces a 
water jet containing internally reflected and guided laser beam, which can 
be utilized for variety of purposes. The great advantages of water jet 
guided laser are: 

1. Ability to maintain uniform  beam width on a prolonged distance 
(approx 1000 times water-laser beam width) without divergence 

2. Lack or minimum of thermal damage to cut material due to effi-
cient cooling simultaneous with the laser ablation- “cold laser” – 
produces highly biocompatible cuts 

3. Lack or minimum of impurities generated in water-laser jet proc-
ess due to efficient material removal with water (efficient washing 
out of molten material) 

4. Ability to produce high quality cuts or trenches with parallel walls, 
and of any shape 

5. Minimum force exerted by water jet (approx 0.03-0.1 N) 
6. Ability to utilize variety of laser wavelengths – most popular 1064 

nm, (best results for green lasers such as Nd:YAG at 532 nm 
wavelength –where water absorption is minimum) 

7. Ability to stop the laser light sideways movement with respect to 
work material without continued ablation – no need to retract or 
withdraw the beam 

8. Small cutting radius (14 µm) and fine tolerance (1-3µm) 
9. No burrs in the cut zone, no charring or contamination 
10. No recrystallization, oxidation or micro cracks. Additionally the 

material is not distorting or warping. The tolerances of the final 
products are very small 

2α

d

a) b)
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11. Multi-layer, super-hard materials such as  CBN (cubic boron ni-
tride), PCD (polycrystalline diamond), PCBN (polycrystalline cu-
bic boron nitride), or silicon nitride and porous material can be cut 

The above advantages of water jet guided laser have caused it to be applied 
in medical device manufacturing  [1], [2], [3]. Blades, scalpels, micro-
tubes, stents and chips can be made using water jet guided laser machin-
ing.  
Blades or scalpels are mainly used in surgical operations; they are also 
used by dentists, veterinary surgeons as well as by  professionals in some 
other industries. A large amount of blades are produced for different appli-
cations. Blades are frequently made of steel, carbon steel, tungsten carbide, 
ceramics or silicon can be produced with a perfect cutting edge in spite of 
the complexity of the shapes and very economically . The main manufac-
turing tasks are: cutting out of slots, cutting of complex shapes, edging, 
drilling and grinding. 
Tubes include a large array of devices such as cannulae, needles, or endo-
scopes. They are usually used for intra vascular operations so they tend to 
be less traumatic and more minimally invasive. Tubes are normally made 
of steel, stainless steel, titanium, or nitinol (NiTi). The main manufacturing 
tasks are: cutting out of slots, complex cutting, micro drilling of holes, 
edging. Tube wall thickness usually varies from 30 µm to 600 µm and re-
quire and excellent surface finish. 
Microchips are integrated in sensors, transducers, pacemakers, auditory 
devices, or flex circuits. They use chips that have to be manufactured (e.g. 
wafer dicing, singulation). Wafers are typically made of silicon and their 
thickness vary from 20 to 1500 microns. The main manufacturing tasks 
are: wafer processing includes a large array of applications such as slicing, 
dicing, cutting edges, grinding, slotting and drilling. Multi-project wafers 
can be manufactrured. Complex shapes and grooves in PZT (piezoelectric 
ceramics) can be made using water jet guided laser for use in medical ul-
trasonics. Ferrite cores can be cut with uniform gap width (15µm wider 
than the width of water jet) for use in electronic circuits and advanced 
medical devices. 
Cutting of medical stents Stents are used in medicine to open up, and 
maintain patent, congested blood vessels. They support and dilate the ves-
sels’ tissue and allow unimpeded blood flow. Usually they are made out of 
stainless steel or nickel-titanium. The contours, which have to be cut in 
these thin tubes, are very small and complex. Up to recently mostly classi-
cal laser cutting or chemical etching have been used. Classical laser cutting 
of stents however requires important post treatment by mechanical and 
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chemical cleaning and polishing steps. The water jet guided laser inhibi-
material changes – an important property for this application as product 
failure may be harmful to patient. The Laser Microjet cut stent-tubes are 
already sufficiently clean that the post treatment steps can be considerably 
shortened (see Figure 2).  

Fig. 2. 200 µm thick and 120 µm width Nitinol stent cut with the Laser Microjet 
(no further process)  

The small radius of only 14 microns enables fine contours. Cutting speeds 
of more than 12 mm/s allow high throughput. The important advantages of 
the water jet guided laser in this application are: no heat influence, small 
beam radius, high speed, the smallest forces as well as the absence of con-
tamination. The water jet guided laser is well adapted to medical devices; 
it can cut, drill, groove, mark, scribe or dice with a high degree of preci-
sion, speed, cleanliness and reliability. The problems related to heat dam-
age, post-treatment, debris, deposition, or focal point, are totally removed. 
The future applications of water jet guided laser may include its wide use 
in biomedical engineering, as a surgical tool or technology for manufactur-
ing of medical device elements. 

                   Technical data of water jet process: 
Wavelength: 1064 or 532 nm (solid state) 
Pulse rep. rate: 25 kHz; 1000 Hz 
Pulse duration: 200 – 600 ns; 50 – 250 s 
Max. laser power: 120 W; 300 W 
Water jet pressure: 50 – 500 bar 
Water jet diameter 30 – 150 m 
Water quality: filtered to 0.2 m, de-ionized 
Water jet length: 50 mm 
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Water jet speed up to 300 m/s (at 500 bars) 
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Abstract  

 Tests results of filling micro-channels by synthetic polymers were 
displayed. Special test mould was applied, having ability of being heated 
or cooled. The material tested was polyethylene. Test results have been 
shown on Fig. 3 to 5. Filling tests were carried out depending on injected 
material temperature, injection pressure and mould temperature. The re-
search has shown that the principal parameter is temperature of the mould, 
whereas temperature of the injected material and injection pressure play 
secondary role. 

1. Introduction 

 Strong tendency for the development of microsystems technology 
(MTS)  in the last decade is followed by constant growth of demand for 
microelements, i. e. products of sizes below 1 mm [1-2].  
 The microelements are both metallic and non-metallic. An impor-
tant role among them play microelements made of synthetic thermoplastic 
materials, made in a way of moulding [3-6], which are usually of weight 
below 0.1 mg. Manufacturing of microelements is much more difficult 
than that of commonly produced macroelements. It is essential to change 
the injection parameters: pressure, temperatures of injected material and of 
the mould. Proper filling of a mould micro-chamber requires usually air 
evacuation at the moment preceding the material injection, due to difficul-
ties in injective replication of smallest structural details of microelement. 
Injection process problems need to be a subject of detailed research. The 
presented paper shows test results on micro-channels filling in injection 
moulding of a thermoplastic synthetic material – polyethylene.  



2. Research Procedure 

 Tests were conducted on the injection moulding machine C4/b 
made by ARBURG. Special injection mould was elaborated that has had a 
possibility of heating in a wide temperature range as well as of cooling.  
Table 1. Dimensions of micro-channels.  
Width D, mm 0.05 0.15 0.2 0.3 0.4 0.5 
Depth h, mm 0.025 0.13 0.17 0.27 0.35 0.4 
Cross-section S, mm2 0.001 0.018 0.033 0.077 0.13 0.18 

 Basic part of a mould is a moulding insert having shape of a plate 
provided with 8 micro-channels – Fig. 1. Micro-channels have shape simi-
lar to cross-section proportions (h/D≈0.8), but differ in respect of width 
and depth – Table 1.  
 Fig. 2 shows an example of an injection moulded test element. It 
replicates exactly the micro-channels existing in the moulding insert , also 
including the material supplying channel.  

Fig. 1 Moulding insert: 1- micro- 
channel, 2 – cup cavity, 3 – micro-
channel cross-section  

Fig. 2. Example of a test element   
injection moulded

   
The mould set-up enables to simultaneously obtain information on 

several features of the moulding material behavior during one injection 
cycle. As it can be noticed, penetration of the material into individual 
channels, defined as the way of flow L or inflow distance L, is different in 
the case of each channel.  

Following parameters of conducting tests were applied:  
• Material temperature of 130°C to 160°C . 
• Mould temperature of 20°C to 110°C.  
• Injection pressure of 80 MPa to 180 MPa.  
• Research material – polyethylene (PE).  
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3. Test Results 

 Tests determining following relations were carried out:  
• Material inflow distance L into the micro-channel depending on injec-

tion pressure at a constant temperature value of injected polymer and  
mould temperature;  

• Material inflow distance L into the micro-channel depending on 
mould temperature at a constant temperature of injected polymer and 
a constant injection pressure.  

 Test results are presented on the Fig. 3 to 5. The Fig. 3 is related to 
the length of polymer flow in the mould micro-channels depending on in-
jection pressure at a constant value of polymer temperature and injection 
temperature.  
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Fig. 3. Relation of micro-channels filling, depending on injection pressure p, 
for mould temperature Tf =20°C, 50°C and 80°C, as well as polymer tempera-
ture Tw 130°C and 160°C.  

 As it can be seen, impact of injection pressure is observed only in 
the range of higher mould temperature values and higher values of injected 
polymer temperature. For the values Tf = 20°C and 50°C (as well as Tw = 
130°C and 160°C) pressure impact on flow distance does not exist, so that 
injected polymer stretches have similar length.  
 Result of the tests carried out related to polymer inflow distance L 
into the micro-channel depending on mould temperature at constant poly-
mer temperature (130°C) and constant injection pressure (135 MPa) is 
shown on the Fig. 4. 
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Basing on the measurement results it can be stated, that the mould 

temperature has considerable influence on the micro-channels being filled 
with polymer. Way of flow L grows with the temperature rising, particu-
larly after certain border limit of temperature is exceeded. Then the way of 
flow becomes considerably longer. It was also noticed during the tests, that 
the higher is the mould temperature, the better and more tightly is the 
mould filled with polymer (even surface roughness irregularities are 
filled), which is not observed in the case of macro-channels.  
 It was also determined during the tests, what is the impact of chan-
nel cross-section change on thoroughness of the channel filling. The said 
relation is shown on the Fig. 5.  
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 It is visible on the Fig. 5, that the way of polymer flow grows very 
quickly for micro-channels of bigger cross-sections 10-1mm2, whereas mi-
cro-channels of very small cross-sections at the range of 10-3mm2 are al-
most not filled at all. It can also be seen from the Fig. 5, that filling a mi-
cro-channel of the smallest cross-section begins not sooner than at tem-
peratures close to that of polymer contained inside the injection machine 
cylinder. It is worth mentioning, that a hot mould enables performing in-
jection for producing tiny parts, but it additionally requires mould cavity to 
be of high precision in manufacture and finish.  

4. Summary  

On the basis of the test results achieved it can be concluded, that 
the proposed research method makes possible attaining a lot of valuable 
information concerning micro-moulding of elements made of thermoplas-
tic polymers. In order to produce micro-elements it is necessary to heat 
injection moulds to high temperature. It is due to quick cooling-down of 
polymer in the mould, following small material volume when taking into 
account size of contact surfaces of the injected polymer and the mould. It 
means, that in order to obtain good polymer injection results, the mould 
must be thoroughly heated to 90°C and higher, depending on size of the 
channel cross-section. It is additionally required to cool-down the mould 
under pressure, which results in a longer injection cycle than the traditional 
one, while process efficiency is reduced. 
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Abstract  

In precision processes, the little of cutting layer section causes that 
the flexible of grinding tools exerts of meaningful influence on efficiency 
and results of polishing process. The flexible grinding tools with porous 
flexible bond creates the distinct group of grinding tools from their specific 
flexible properties. This properties causes that the active surface of 
grinding tool fitted to shape of working surface in working processes as 
opposed in grinding grains which are fixed in stiffness bond of grinding 
wheel. The flexibility of grinding grains decrease the depth of caving 
grinding grains on working surface and in consequence this process 
enables small values of roughness parameters of working surface and 
suitable cutting ability properties of grinding tools. The elastic properties 
of flexible grinding tools can be modification by zone differentiation the 
macrogeometry active surface of grinding tool. This modification enables 
using the small values of roughness parameters as well as suitable optical 
effects in bright polish. This article presents the results of polishing with 
the application of the flexible grinding tools of zonal differetation 
flexibility which was used for the new method of polishing process. In this 
method direction of lengthwise workpiece feed creates with the plane of 
grinding wheel a certain angle as well as was perpendicular.  



1. Introduction 

In precision processes, the little section of cutting layers causes that 
the flexible of grinding tools exerts of meaningful influence on efficiency 
and results of polishing process. Nowadays, the flexible grinding tools 
with polyurethane bond, extends the range of applications in the method of 
precision processes [1]. The flexible grinding tools characterized the 
specific flexible properties. This properties causes that the active surface of 
grinding wheel undergone a deformation and it enables decrease the 
diversification of mechanical burdens (individual pressures) as well as the 
depth of caving grinding grains in workpiece. The flexibility of grinding 
grains decreases the depth of caving grinding grains in surface workpiece 
and in consequence this process enables receives the small vales of 
roughness parameters of working surface with retain the large of remove 
properties material workpiece.  

The elastic properties of flexible grinding tools with polyurethane 
bonds can be modification by zonal differentation the macrogeometry of 
active surface of the flexible grinding tool. This modification enables 
receives the advantageous exploational properties: the accuracy 
dimensional and shape of surface workpiece, the small vales of roughness 
and waviness of surface workpiece as well as decorative effects 
(composition of trace machining). 

In typical of polishing processes the plane of grinding wheel rotation 
is parallel to direction of lengthwise workpiece feed. It causes that the 
grinding grains creates in working zone the long and irregular grooves and 
this operation is not good for the quality of polishing process. 

2. Methodology of experimental research 

The experimental research of exploational properties of the flexible 
grinding tools with polyurethane bonds and the zonal differentation 
flexibility of active surface of the grinding wheel was realized on the 
universal grinding machine type 4AM which produced on Poland. In the 
experimental research was used the disk – type grinding wheel T1A of 
polyurethane elasticity bond BPE and geometrical characteristic of 
grinding wheels: 125x20x20. The flexible grinding tools type E (elastic) 
and P (half elastic) was used in experimental research. The grinding grains 
of alundum 99A in grinding wheels has granulation 500 (the size diameter 
of grinding grain 13 m). 
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The zone differentation flexibility of grinding tool was creates by 
incision the grooves along generating line of grinding wheel on half –
width of grinding wheel surface. Lately on the grinding wheel surfaces 
was incision the helical grooves and on the grinding wheel surface was 
creates the cross grooves (the grooves along generating line of grinding 
wheel and helical grooves). The grinding wheels with continuous surface 
and discontinuous surface was defined the symbol C and NC. The grinding 
wheel with the cross grooves was defined the symbol K. 

In the analysis and experimental research was used the four 
technological systems: 
1 – The direction of lengthwise workpiece feed was parallel to axis of 

grinding wheel rotation and the continuous surface of grinding wheel, 
this technological system was defined the symbol C,

2 –The direction of lengthwise workpiece feed was parallel to axis of 
grinding wheel rotation and the discontinuous surface of grinding 
wheel, this technological system was defined the symbol NC, 

3 – The flat surface rotation of grinding wheel creates with the direction of 
lengthwise workpiece feed the angle 45 degrees and the discontinuous 
surface of grinding wheel with the cross grooves, this technological 
system was defined the symbol K45, 

4 – The flat surface rotation of grinding wheel creates with the direction of 
lengthwise workpiece feed the angle 90 degrees and the discontinuous 
surface of grinding wheel with the cross grooves, this technological 
system was defined the symbol K90. 

The material of workpiece was steel 45. The samples before 
polishing process was grinding. The grinding wheel was dressing in order 
to improvement the accuracy of dimensional and shape grinding tool. In 
experimental research the peripheral speed of grinding wheel was constant 
(vs = 14,5 m/s) as well as the workpiece speed was constant too (vp =10 
m/min). 

After the polishing process the workpiece surface steel 45 was 
achieve the measurement of surface roughness parameters on the profile 
machine HOMMELTESTER T8000. From the estimation of the efficiency 
of polishing process was used the indicator of relative decrease surface 
roughness which compared the value of Ra parameter after polishing 
process to value of Ra parameter before smoothing surfaces as well as the 
mean value reflexivity of polishing surface which was measured in 
lengthwise direction and crosswise direction. This parameters as well as 
the frequency analysis of the profile of polish surfaces enables the 
comparison the new method of polishing process which was defined the 
symbol K90 with other methods which was defined the symbol C, NC, 
K45. 
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3. Conclusion 

This article presents the estimation of technological effects the new 
method of polishing process which the flat surface rotation of grinding 
wheel creates with direction of lengthwise workpiece feed the angle 90°. 
On the frequency analysis was found that the best effectively of profile 
harmonic components about from 0,8 to 4 millimetres have the grinding 
wheel which the flat surface of rotation creates the considerable angle (in 
experimental research 45°) or is perpendicular to direction of lengthwise 
workpiece feed. The positive effects this technological system are the 
results of the envelope very much numbers of densely packing profiles of 
the grinding tool surface deflection. 

The analysis of figures 1 and 2 shows that the grinding wheel 500P 
in technological system K90 enables decease of profile harmonic 
components to 65% in comparison to grinding wheel 500P in 
technological systems C and NC. For the grinding wheel 500E in 
technological system K90 the profile harmonic components decreased to 
40% in comparison to grinding wheel 500E in technological systems C and 
NC. Moreover, on the figures 1 and 2 it notice decreases the amplitude of 
harmonic components about wavelength from 0,02 to 0,8 millimetres but 
the value of decrease is not so large as the value of harmonic components 
for wavelength from 0,8 to 4 millimetres. 

The analysis of figures 3 and 4 shows, that setting of the flat surface 
rotation of grinding wheel under considerable angle decreases ability to 
creation the long and irregular scratch in working zone of grinding tool 
and enables get the workpiece surface of low roughness. When the flat 
surface rotation of grinding wheel creates with direction of lengthwise 
workpiece feed the angle 90° it enables get the workpiece surface which 
characterized large luster in polishing process of the grinding wheels of 
polyurethane bond. 

This conclusions shows that in polishing process necessary is 
applied the new method which the flat surface rotation of grinding wheel is 
perpendicular to direction of lengthwise workpiece feed. 
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Abstract  

Recent advances in microelectronics have brought about the possibility to 
integrate powerful digital electronic, radio communication and sensors in 
one small package or simple and fast integration ready-to-use elements 
like controllers, radio modems and sensors in one advanced product. The 
new Digital Signal Controllers (DSC) make it possible to design the small 
smart sensors achieving computational power equal to Digital Signal Proc-
essors (DSP) but with lower requirements concerning peripheral devices 
like ADC, DAC, PWM, IO pins and memory. Wireless data transfer and 
DSC enhanced features enables to build advanced wireless sensors for 
many applications.  
Application of wireless sensor networks and distributed computing results 
in leads to  new advances in measurement and monitoring applications of 
large scale structures like buildings and bridges. Small dimensions, low 
power consumption and digital signal processing functions are especially 
advantages in design of applications, where smart wireless sensors are dis-
tributed over the large civil engineering structures for monitoring and 
damage detection purposes.  
In the paper fast prototyping of the advanced smart wireless sensor based 
on DSC is presented. 

1. Introduction 

Currently available advanced microcontrollers provide to its user with 
great potential for development of smart applications. Many domestic ap-
pliances are equipped with microcontrollers which rise up its functional 



properties. Modern cars are equipped with tens of microcontrollers work-
ing in engine controls, brake systems and safety circuits.  
There are many other applications like communication, web services and 
multimedia which require fast and specialized chips like ARM based mi-
crocontrollers [1]. 
In many applications of microcontrollers processing of digital signals,  
acquisition and processing of analogue signals are required. Computational 
procedures are based on fixed point arithmetic and are performed with 
high computational effort. This is the critical point of those applications 
and a very important limitation in design of smart sensors, where many 
operations like: signal filtering, data decimation, spectral analysis, model 
parameter estimation, should be performed. To overcome this problem 
microelectronics manufactures deliver new hardware solutions like: Digital 
Signal Controllers (DSC), which combines powerful I/O capabilities of 
standard microcontrollers and computational power of Digital Signal Proc-
essors (DSP) [2]. 
The second advanced technique which is nowadays widely used is wireless 
data transfer. Advances in microelectronics and strong demand for cable 
reduction give rise to market of ready-to-use RF solutions based on: Blue-
tooth, ZigBee or 802.15.4 standards [3]. Most of commercially available 
radio modems are characterized by: possibilities to implement different 
networking strategies, long range operation, low power consumption dur-
ing idle stage and simple connection with existing systems with aid of se-
rial interfacing. Cost of radio modems is decreasing rapidly in due to vast 
amount of available solutions and  RF components manufacturers. 
Authors of the paper are currently working on implementation of smart 
wireless sensors networks (SWSN) [4] for monitoring and diagnostics of 
structures like buildings, bridges, towers, ships and aircrafts. Data from 
SWSN can be used for development of modal models or as an input to 
structural health monitoring (SHM) systems [5]. The technology of the 
online SHM and damage assessment are complex and sill under develop-
ment. SWSN are the best solution for monitoring applications and SHM, 
since they make it possible to increase the number  of  measurement points 
and systems simplification due to cable reduction. The currently available 
wireless sensors solutions are collecting data from the object and perform 
data transfer to the central base station for further processing [6]. In the 
paper there is presented development of active wireless sensor for SHM 
purposes. At the development stage the commonly available software for 
fast prototyping and the advanced radio modem based on 802.15.4 stan-
dard were applied. 
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2. Wireless smart sensor architecture 

The block diagram of the designed wireless smart sensor (WSS) is pre-
sented in the figure 1. 

Fig. 1. Block diagram of designed wireless smart sensor 

The designed WSS is built on the basis of the Freescale ultra low cost 
MC56F8025E DSC [7]. This new device gives microcontroller functions 
like: extended bit manipulations, flash programming and JTAG debugging 
functionalities, combined with advanced DSP processor possibilities like: 
fixed point extended set of arithmetic functions including 16x32 bit frac-
tional multiplication, up to four parallel data move instructions in one cy-
cle clock. The device has built in 12 bit – 8 channel analogue to digital 
converter and offers a lot of configurable hardware resources (timers, 
counters, PWM, serial communication). The possible applications of this 
DSC include: automotive applications, motor control, smart sensors and 
power supply units. The PB3AXN from Oceana Sensors Inc. was chosen 
for acceleration sensing. This piezoelectric based accelerometer is 
equipped with integrated voltage output amplifier. Finally, as a wireless 
data link to the sensor, the XBeeTM module from the MaxStream was cho-
sen [8]. This newly developed low cost wireless module works with 
2.4MHz and gives great configurational capabilities allowing free configu-
ration for 802.15.4 protocol or low power ZigBee standard. The module 
has low power requirements equal to 50 mA in receiving and 10µA in 
standby mode. The working range of the XBeeTM lies between 30 and 1600 
m depending on surrounding conditions and version. This module works 
with protocol 802.15.4 and gives of direct RS232 replacement of hard 
wired serial communication to wireless standard. 
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Based on standard DSC and XBeeTM development boards the complete 
initial circuit of the wireless smart sensor was assembled and tested.  

3. Fast software prototyping and testing 

The software development was based on the CodeWarior (CW) inter-
graded environment, delivered with MC56E8025 DSC development board. 
The integrated CW IDE is well suitable  for project management, code 
edition, code compilation and debugging with minimal effort of program-
mer. Additional fast software prototyping technology based on the Proces-
sor Expert (PE) [9] allows  fast configuration of the DSC resources and 
makes it easy to develop the target code. The PE technology is based on 
ready-to-use hardware (bit handling, memory management, serial configu-
ration, ADC converter operations) and software beans (advanced DSC 
based functions like filtering, PID controllers, and spectral analysis). The 
selected bean, after placement in the project, must be configured with the 
appropriate hardware resources. After initialization, bean deliver ready-to-
use methods related to connected hardware. All the necessary code for in-
terrupts used by the bean is automatically generated.  Programmer can eas-
ily use all bean resources by the mouse click operations. 
During development stage it is very important to have direct access to the 
processed signals and possibilities to adjust or monitor program variables. 
By means of the FreeMaster tool,  delivered with CW, it is easy to visual-
ize and adjust program variables. This software enables the users to moni-
tor and adjust up to eight variables. During development of the wireless 
sensor this software was used with described in the previous chapter  wire-
less XBeeTM modules. The measured data was send-out using the radio 
module connected directly to RS232 output of the development board. The 
maximum data transfer achieved during tests was 57600 bps. 
The first developed program is dedicated  to calculations of the Discrete 
Fast Furrier Transformation (DFFT) from acquired acceleration data, its 
schematic block diagram is presented in the figure 2. This was done using 
internal PTO1 DSC timer and proper handling of the ADC end-of conver-
sion interrupt. The sampled data was written to internal buffer. The size of 
the buffer was defined by the further applied DFFT procedure. In the next 
step the DC offset form the data stored in the buffer was eliminated, buffer 
was filtered by the Hanning window and the DFFT procedure was exe-
cuted. In the beginning the 16 samples data buffer was used for the DFFT 
calculation. The execution time of the complete procedure was measured. 
The measured time was equal to 52µs, which gives great possibilities to the 
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real time calculations of the DFFT with higher resolutions. The limitation 
of the buffer length is to the size of internal RAM memory of DSC, which 
must handle application data and measurement data. Initial trials proved 
that it is possible to implement 256 data buffer, which gives 1Hz resolution 
sufficient for most of SHM applications. In the figure 2 the schematic 
block diagram of developed software is presented. 

Fig. 2. Schematic block diagram of developed software  

4. Conclusions 
Advances in modern microelectronics and development of software tools 
simplify design of smart sensors. In the paper there was presented fast de-
velopment procedure as well as brief description of the used hardware and 
software for development of the wireless smart sensor for SHM purposes. 
The applied software allow to fast design and test DCS procedures, which 
are necessary for advanced monitoring and damage detection sensors. 
This research was financed from the research project 4T07B01029 (2005-
2007). 
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Abstract  

During polymerization of monomers into polymer chains a reduction in 
volume is observed. Shrinkage may cause internal stresses and strains of a 
final product. It makes some difficulties in technical applications of poly-
mers, especially in dentistry and stereolithography. In the presented paper, 
two ways of modelling and descriptions of the polymerization shrinkage 
will be described: the molecular approach based on chemical analysis, and 
the phenomenological approach based on investigation of density changes 
in polymer-monomer system. Because the polymerization is time depend-
ent process, the rate of reaction and the course of reaction are important 
issues. The influence of viscosity and vitrification on the rate of polymeri-
zation and finally on the polymerization shrinkage will be described. 

1. Introduction 

Cross-linked materials formed by the polymerization are used in a number 
of commercially important applications, e.g. coatings, dental restorative 
materials, microoptics, UV-NIL processes (UV – nanoimprint lithogra-
phy), stereolithography. During polymerization a liquid monomer is con-
verted into a solid polymer. Inseparable phenomenon of the process is a 
volumetric shrinkage of the polymer-monomer system. The polymeriza-
tion shrinkage is especially important in dentistry (results in gaps between 
tooth and filling), and in stereolithography (results in shape distortion of a 
model). In general, shrinkage results in internal stresses in a cured system. 
Shrinkage can vary for different materials: about 20% for PMMA (poly-
methyl-methacrylate) and 3-6% for stereolithography resins. It can be cal-
culated from data based on chemical construction of polymer or from 



measured densities of polymer and monomer. Evolution of the shrinkage 
during curing process is an important issue. Prediction of a course of po-
lymerization shrinkage as a function of time may give an information 
about evolution of internal stresses during curing process. 

2. Molecular approach 

Shrinkage is due to the replacement of relatively weak long distance in-
termolecular Van der Waals bond by strong, shorter, covalent bonds be-
tween the carbon atoms of different monomer units. It results in density 
changes during proceeding process from monomer to polymer. 
Simple molecular approach for polymerization shrinkage for polymeriza-
ton of MMA (methyl methacrylate) is described in the paper [1]. The per-
centage relative change in volume (volumetric shrinkage-strain) is given 
by the rule: 

1005,22[%] ⋅⋅⋅⋅=
m

m

M
V

fpS
ρ

,    (1) 

where: p – degree of double bond conversion, f – functionality of mono-
mer, ρm – density of monomer, V – system volume, Mm – molecular weight 
of monomer. 
According to experiments, the volume change per mole of methacrylate 
groups (C=C) in MMA takes the value VC=C = 22,5 cm3/mol [1]. 
The above semi-empirical equation assumes a linear relationship between 
shrinkage S and the degree of conversion p. The assumption is not always 
correct. For most resins this relationship is linear for low degrees of con-
version. For high degree of conversion (about 60%), the relationship is no 
longer linear due to vitrification. The polymer chains lose their ability of 
displacement when system vitrifies. Conversion is continued, but shrink-
age remains relatively constant [2]. This phenomenon is mainly observed 
for highly functionalised monomers (f ≥ 3), which can produce cross-
linked structures. High functionalised monomers may provide us with high 
reactivity without too large shrinkage. On the other hand, a high escalation 
of internal stresses occurs after vitrification of a system. For low degrees 
of conversion (<50%), relatively low internal stresses are observed [3]. 

3. Phenomenological approach 

Polymerization volume shrinkage can be defined as follows: 
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1

⋅
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≡
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tV
S ,    (2) 

where: V1 – the initial volume of a cured system, V(t) – an increase in 
volume during polymerization in the time period t = t2 – t1, for t1 – the 
beginning of polymerization process and t2 – the end of the process. 
During polymerization the total mass of the monomer-polymer system re-
mains constant. Change in polymer and monomer fraction in the system 
results in a volume decrease. Total mass of a cured resin at the moment t
is: 

( ) ( ) ( ) consttmtmtm m =+= ∆∆1 ,  (3) 
where: 21 ttt ≤≤ . 
Increment of the total mass is a sum of the mass increments of monomer 
and polymer. According to the mass conservation law the total mass in-
crement is equal to zero: 

( ) ( ) ( ) 0=∆∆+∆∆=∆∆ tmtmtm pm .       (4) 

Equation (4) expressed by density of monomer ρm and density of polymer 
ρp is the following: 

( ) ( ) 0=∆∆+∆∆ tVtV mmpp ρρ  ,  (5) 

where: Vp(t) is the increase of the polymer volume, and Vm(t) – the 
increase of the monomer volume. 
Total increase of the volume of the system is as follows: 

( ) ( ) ( )tVtVtV mp ∆∆+∆∆=∆∆ .  (6) 

From equations (5) and (6) we gain the following relationship: 
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∆∆
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The above result may be presented in the form:  
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The equation (8) is a main relationship for the total polymerization shrink-
age and it is widely used for experimental determination of shrinkage 
[2][4]. 
Now, let us consider polymerization shrinkage at arbitrary moment ta of 
the polymerization process, Denote by ρ(ta) − a density of polymer-
monomer system at the moment ta. The total mass of the system at that 
time is: 

( ) ( ) ( ) ( ) ( )( ) VtVVttVttm maaaa ρρρ =∆∆−⋅== 1 ,           (9) 

where: 1ttt a −=∆ . 
Similarly to the relation (8), one can obtain from the above, the shrinkage 
of the monomer-polymer system at an arbitrary time ta: 

( ) ( ) ( )
( ) ( )a

m

a

ma
a tt

t
V

tVtS
ρ
ρ

ρ
ρρ −=−=∆∆= 1

1

.  (10) 

Equation (10) describes a temporal shrinkage of the system, which is not 
fully cured. Moreover, it can be used for prediction of thermal strain by 
modification of densities.  
Other approach to determine shrinkage is to use function of shrinkage 
changes gained by experiments [5]. Such approach is applied for predic-
tion shrinkage of photocured resins (Fig. 1). 

Fig. 1. Polymerization shrinkage S vs. exposure E 

In that case, the shrinkage is proportional to the light exposure dosed dur-
ing curing process 

E 

St 

Ec 

S[%]

0
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( ) ( )( )cS EEK
t eSES −−−= 1 ,   (11) 

where: St – total shrinkage of fully cured resin, KS – constant value, Ec – 
critical exposure (exposure which start polymerization). Similar equation 
is given in paper [6]. 

4. Conclusion 

Two ways of description of polymerization shrinkage are presented: mi-
croscopic (molecular) approach and macroscopic (phenomenological) one. 
Molecular approach describes essential principles of polymer behaviour, 
but it demands more information about monomers. Phenomenological ap-
proach is based on the macroscopic quantities those can be easy obtained 
by measurements. Moreover simple time dependent equations of the 
shrinkage are shown in the paper. These relations may be helpful for de-
termination of stresses evolution. Phenomenological approach may be ex-
panded to thermal effects, which can affect the shrinkage. Reaction of po-
lymerization is always exothermal. Then the thermal expansion and the 
polymerization shrinkage result in final strain and internal stresses of foto-
cured resins. 
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Abstract  

This is a part of a study concerning influence of surface material and to-
pography on tribological behaviour. The determinations were developed 
using an experimental setup, which mainly consists in a safety clutch. 
The clutch, basically, consists of a steel disk and a special frictional disk 
manufactured from a ferodo disk. The steel disk was changed with another 
friction material manufactured as silicon wafers. Friction coefficient de-
termining tests for the textured silicon/ferodo disk interface were per-
formed. There are given, also, results of modeling of the constructive ele-
ments in contact, for the motion transmission, by using the finite element 
method in order to evaluate the contact pressures. 

1. Introduction 

From the group of intermittent clutches, there can consider being also a 
part of them, the safety clutches, which permit the automatic disengage of 
the link between two shafts, when their load or speed exceeds one admitted 
limit. 



Fig. 1. The principle of a safety clutch 

The most practically ones are the slipping clutches that permit the relative 
slipping of the surfaces making the link, at overcharge, when the transmit-
ted torque is greater than the friction torque. 
In fig. l is represented the usual safety clutch, which can be a slipping 
clutch. The clutch, basically, consists of a steel disk and a special frictional 
disk manufactured from a ferodo disk [1]. 

2. Experimental setup and results 

In fig. 2 is shown the experimental setup, for which were made the nota-
tions: 1 - rotational electric motor; 2 - belt transmission; 3 - safety clutch 
with 2 steel disks and  a  friction material (ferodo); 4 - brake with blocks;  
5, 5’ - speedometers block; 6 - electric command panel; 7 - brake actuated 
with a screw; 8 - brake spring; 9 - clutch spring; 10 - brake graduated ruler; 
11 - clutch graduated ruler. 
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Fig. 2. The experimental setup 

The driver shaft was marked with I and the driven shaft was marked with 
II. Both shafts are connected to the rotational transducers T. The limit 
situation is considered when the torque from the clutch equals the torque 
given by the brake crank. 
The steel disk is changed each time with another friction material manu-
factured as silicon wafers. The wafers were stuck on steel disks having a 
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channelled surface by means of an uniform and thin layer (only a few mi-
crometers) made from a mixture of colophony, bitumen and bee’s wax. 
Each time, for each wafer, there were measured several spring tension de-
formations. For each determination there were computed the friction coef-
ficients µ between ferodo and wafers [2]. 
The silicon was anisotropically etched to a depth varying with the time: 5 
µm (t etch 1 = 4 min.), 20-22 µm (t etch 2 = 15 min.) and 50-80 µm (t etch 3 = 40 
min.). 
The obtained values of the friction coefficient are the followings: 
- µ = 0.08…0.27 for the silicon wafers texturized with microgrooves 
(sample no. 1, 2 and 3); 
- µ = 0.32…0.55 for the silicon wafers texturized with quadratic open-
ings(sample no. 4, 5 and 6). 
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Fig. 3. Centralization and comparison of the results 

The friction coefficient of all experiments on microtextured wafers is ini-
tially relatively low and then it increases and stabilizes. All the results are 
centralized in the diagram from the fig. 3. 

3. Contact pressures computation by using the finite 
element method 

There was considered 1/8 from the structures consisting of the ferodo ring 
and the silicon wafer stuck on a steel disk. The structure meshing was 
made in three-dimensional solid elements and contact elements were intro-
duced on the ferodo/silicon wafer interface. The friction coefficient ex-
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perimentally determined was considered on the contact of the steel disk 
with the wafer surface. The displacement along the symmetry axis (x) was 
blocked, while the ferodo was completely blocked and back charged by a 
pressure at the interface with the wafer: 

( )22
mM

ax rr
Qp

−
=

π
     (1) 

where Q - axial force of the clutch spring. 

Resistant 
torque 

Time 

Fig. 4 The variation by time of the resistant torque for textured wafer model 
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b) Textured wafer with quadratic openings (tetch3 – sample no. 6) 

Fig. 5. The contact pressure distribution 

A rotation by an angle ϕ = 0.5° was imposed to the steel disk with the wa-
fer and the evolution in time of the resistant torque was watched, according 
to the fig. 4. For time = 0 to time = 1, charging is applied only by pressure 
and, beginning with time = 1, a rotation is applied too, the resistant torque 
reaching a maximum value for time = 2. The contact pressure distribution 
of the non-textured (a) and textured (b) wafer model, for time = 1 and  
time = 2, respectively, is shown in fig. 5. 
The contact pressures have maximum values higher on the textured surface 
(as was expected: 0.159 N/mm2 (time = 1) and 0.409 N/mm2 (time = 2) for 
textured wafer; 0.073 N/mm2 (time = 1) and 0.255 N/mm2 (time = 2) for 
non-textured wafer), but their distribution is more uniform compared to the 
smooth (non-textured) surface. 
The authors will continue the research regarding the contact modeling in 
order to study the structure behaviour and evaluate the surface wear. 

4. Conclusions 

The authors have already considered some improvements of the setup for 
friction study. The first one is referred to the control of the brake force and 
of the axial force in the clutch, both of them being obtained by means of 
two compression helical springs. The values of the forces in these elastic 
elements were only theoretically evaluated. In the future, an experimental 
determination of these forces will be made. The second improvement aims 
to a kinematic and dynamic study of the clutch, regarding strictly the mo-
ment of relative slip beginning between the clutch disks. This supposes the 
determination of the real position, speed and acceleration of the two semi-
clutches. The authors will develop a new study based on the friction be-
havior, for different materials and geometry of microtextured surfaces. 
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1. Abstract 

A design concept of an active magnetic suspension for the linear motor is 
presented. The mathematical model and the control system is proposed. 
Synthesis of PID parameters, are completed. Special laboratory set-up is 
made for verification the idea. Results of simulations and laboratory tests 
are quoted which have proved the adequacy of the mathematical model 
and, what more the correctness of the design idea. 

2. Introduction 

A magnetic levitation is one of the most effective ways to remove the fric-
tion force, which is an obstacle for ground vehicles to achieve high speeds. 
Magnetic suspensions are quite reliable systems, and because they are fric-
tion-free, they do not require any costly lubrication system, making them 
simpler and less expensive to operate [4]. 

3. Configuration of the active magnetic suspension 

A magnetic suspension (Fig.1) includes an automatic control system, 
which consists of the elements: object of the control, proximity sensors 
with associated electronics, a controller, an electromagnets and a set of 
power amplifiers which supply current to the electromagnets. The electro-
magnetic force Fw depends on the current in the coil (i) and distance (x) 
between the suspended mass and the poles of the electromagnets. 

( ) ikxkxiF ixw 22, +=                                  (1) 

where:
3

0

2
0

2 x

iKk x = ,
2

0

0

2 x

iKk i =  is displacement  and   current stiffness.  



Fig.1. General design of an active suspension system 

4. Mathematical model of the object 

Linear equations of the mathematical model are valid if the assumptions 
and simplifications are acceptable: small displacements of the suspended 
mass, small air gaps, uniform magnetic field in the gaps, an own dampen-
ing in the electric circuit may be neglected. The equations are as follows: 

zxi Fxkikxm ++= 22                                    (2) 
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where: m – suspended mass; x – displacement; Fz – external force; R – re-
sistance; Lo=K/2xo – inductance in the point of the work xo; Ls – induc-
tance of the leakance; i – control current.

5. Control system of the magnetic suspension 

The magnetic suspension is an unsteady system, so it must be connected 
with a negative feedback loop comprising a controller. A controller of the 
PID type is applied in this design. After linearization, the Laplace trans-
form of the displacement X(s) for the system with the PID controller is: 

[ ] [ ] )s(F
m/)kk2(sm/)k2kk2(sm/)kk2(s

s)m/1()s(X z
Iixpi

2
di

3 +−++
=        (4) 

The denominator of the transmittance is of the third order, so the system 
has three poles. Two poles being in the dominating area determine the dy-
namic properties [4]. Now it is possible to investigate dynamic properties 
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of the closed system. On the Evans complex variable plane (Fig. 2), domi-
nating poles as the functions of the natural oscillation frequency and the 
non-dimensional damping coefficient ζ for an equivalent second order sys-
tem may be defined [3]: 

2
2,1 1 ζζω −±−= op                                     (5) 

where: ωo– the natural frequency of oscillation
ζ

ω
r

o t
2.3=  , tr – control time. 
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Fig.2.Poles and parameters on the complex plane 

A method of moving location of poles was chosen to design the control 
system. PID settings are: 
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6. Simulation model of the magnetic suspension 

Simulation experiments have been performed by means of the Matlab 6.1 
program pack, using Simulink Toolbox (Fig. 3).  
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Fig.3. Simulation model of the suspension 

Simulation tests: a)                                                      b)
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Fig.4. Displacement: a) after a step signal, b) with external force Fz=10 [N] 

7. Laboratory model and experiments 

The laboratory model (Fig. 5) consists of two boards of the diamagnetic 
material connected with the steel trusses frame.  
                     a)   the side view                                    b) the front view 
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płyta statorawspornik

Fig.5. Schematic diagrams and the laboratory model of the levitation system 

The stator is kept in the levitation state by the system of the magnetic sus-
pension, which is built of four electromechanical suspensions, of two driv-
ing tracks and of a trusses system assuring the mechanical and magnetic 
symmetry. Experiment tests were carried out on the laboratory model for 
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different values sets of the controller, what makes possible to determine 
the influence of the controller settings for the operation of the suspension. 

Tests: a) kp=1,4; kd=0,035; ki=0,0003, b) kp=1; kd=0,035; ki=0,0004 

Fig.6. Displacements response of the mass for a step signal of the force 

8. Conclusions 

The design concept and the proposed control system has been successfully 
verified by simulations and on the laboratory model. It assures sufficient 
stability, fast enough response for external perturbation, and the steady 
state accuracy against the long-lasting disturbances, due to the integral ac-
tion of the controller. During the tests on the laboratory model some vibra-
tions of the object were observed, probably caused by a not symmetrical 
distribution of mass and not sufficient rigidity of the frame. Reasons of 
various oscillations and noise of signals are coupling of magnetic fields, 
not good enough calibration of sensors and some signals interferences. 
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Abstract  

This paper describes factors influencing quality of digital printing, how 
each parameter changes quality.  

Introduction 

In recent years there is a rapid growth of ink jet printers appliance. It is a 
result of widespread introduction of digital printing, development of pro-
duction engineering of ink jest printing, modern inks and photo-quality 
papers for printing. 
As a result, a role of ink jet printouts quality rating is increasing, especially 
objective printout quality estimation and normalization of its control me-
thods. 
Development of ink jet color printing techniques requires analysis of influ-
ence on printouts quality of new print technology, properties of newly in-
troduced printing materials(ink, papers), construction of ink jet mechan-
isms, control systems of printing and color management. 
Leading producers are constantly developing their printing improving sys-
tems. Analysis of ink jet printouts would allow to estimate the efficiency 
of introduced improvements and would show directions of further quality 
estimation development of printouts. 

Factors influencing the quality of the ink jet printouts  
The quality of color printouts is influenced by many factors which are 
linked between each other. The main goal is to reduce volume of ink 
drops. While printing in thermal ink jet printing technology color points 



consist of many small ink drops (each different volume). Using piezo Ink 
jet printing technology, volume of ink drops is also differentiated and 
grouping into 2 or 3 in a set to achieve better saturated images.  
Reducing the volume of ink drop and simultaneously increasing its number 
has also negative consequences, because it increase time of input data 
computing and positioning a ink drop on the paper, the result: printing 
process lasts longer.  
Another important quality parameter of ink jet printing is increasing the 
number of compound colors. Adding light grey (LG), light light grey 
(LLG), light cyan (LC), light magenta (LM) colors to basic color set 
CMYK, extends color gamut of printed images. 
Such printed photos require appropriate color pigments and photo papers, 
complicates printer control process and color management system. 
Quick development of supplies materials (inks and papers) is observed. 
Commonly used solvent and pigment inks are gradually modified and im-
proved by producers. Except colorants, inks include additional components 
improving ink jet process and color stability. Moreover, key meaning for 
enhancing printing quality is developing form of printer input file (RIP) 
and color management systems. . 
Researches on colorant and paper attributes, color analysis, interactions 
between colorant and paper have significant influence on quality printouts 
improvement. Great contribution to that process have international norma-
lization procedures.  
New colorants are developed such as modified pigments with additional 
protective layers giving uniform distribution of colorant particles, and as a 
result better quality of printout. 
Paper with a rough surface may serve as an example because ink soaks 
into the paper easier. While ink thinner vaporizes, pores close so colorant 
stays in paper protected against light and vapor. A significant problem is 
mutual fitting of paper and ink to each other. Very important part in high 
quality printing, especially color, is preparing file for printing, creating 
most appropriate mixture d component color on  paper (RIP), color correc-
tion and calibration between different devices - scanner, monitor, printer 
(CMS), management of printing process [2].  
Many construction improvements is observed, especially shape of printing 
heads, number of ink nozzles, placement of piezoelectric converters in 
printing head etc.  
Worth mentioning is that each factor influences not only printing quality 
but also other factors. Changing one of the makes necessary other to be 
changed. That is the reason why improvement of printing quality is com-
plex process and is realized by producers systematically. 
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Examining of quality ink jet printing  

There were quality studies lead using six different ink jet printers There 
were used printers using 4 base colors (CMYK) and 6 base color – photo 
printers. Test page of each control printout consisted of regions of diffe-
rentiated saturation of colors: C, M, Y, K, C+M+Y, 100% saturation of R, 
G, B. Printouts were carried out on a plane and glossy paper. On printed 
test samples a line and surface parameters were measured (described in 
ISO/IEC 13660): darkness, blurriness, raggedness, mottle, line width, 
moreover there were proposed testing parameters of color printing: color 
difference ∆E and mean color saturation ∆S. 
Raggedness is defined as width R (Fig. 1). 

   Fig.1 Definition of raggedness 

Parameters described in ISO/IEC 13660 were using calculation program 
PRINJ TEST after previous scanning of selected area (line or field) on 
AGFA ARTIC SCAN in 1200 lpi. 
Comparison of quality parameters of thermal ink jet printers and piezo 
printers did not prove definitive advantage of any printing technology. Pie-
zo printers reproduce most accurately Cyan color, thermo printers repro-
duce black color- K and C+M+K. Both types have difficulties with Yellow 
color reproducing, especially of low saturation. Raggedness of printed test 
lines were most precisely reproduced by printer II (Fig 2).  

0,0

1,0

2,0

3,0

4,0

5,0

Raggedness Line width

Oryginal Line Printer I - CMYK Printer I - PHOTO cartridge

Printer II - glossy paper Printer II - matt paper Printer III - professional

Fig. 2 Example values of raggedness for different printing conditions [3] 

Influence of paper type on printing quality is big (Fig. 3). Glossy paper 
gives much better color reproduction. Using glossy paper results in better 
color reproduction. 

[mm] 
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Fig. 3 . Quality of color reproduction for glossy and matt paper [3]

color reproduction quality - cyan
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delta E
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Fig. 3 Influence of number of base colors on color reproduction quality.  
PHOTO – 6 compound colors, CMYK – 4 compound colors[3] 

Besides measurements a subjective visual research was made. Quality of 
standard line (ISO/IEC 13660) and color on base fields was analyzed [1]. 
An observation was made that even field of 100% saturation of base color 
consists drops of other component colors. Its number depends on printer 
and printing technology – thermal or piezo. Areas of smaller saturation 
have worse color reproduction. Results of observation agree with mea-
surements of mean color saturation ∆S. 
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Conclusions 

Measurement of printing quality parameters is complicated and results de-
pend on many cross linked factors. 
Pigment colorants give more saturated colors. 
Higher printing quality is achieved on glossy paper. 
More base colors reproduces colors better and more subtle tonal gradients. 
Further researches of print quality defining influence of each parameters 
seems necessary.  
Introduction of subjective visual observation and linking it with changes in 
of ISO/IEC 13660 standard seems also to be relevant. 
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Abstract  

This paper describes course and results of works on the development of 
new hardware aiding blind people and use new technologies in well known 
hardware. The result of this work are three patents of parts of braille print-
ers. 

1. Introduction 

The convex printouts (Braille texts and convex graphics) are very impor-
tant in intellectual progress of blind and weak-sighted people. This print-
outs are very important in education, developing their perception. It allows 
recording the information in a way, that is understandable for every blind 
person. Hardware which  prints convex copies is expensive, speed limited, 
and mostly allows only for text printing, without graphics. 
There are  three ways of development recently introduced technologies of 
convex printing. 

• the quick single-line printing 
• embossing with using elastic roller   
• thermal copying on a microcapsule paper 

There is also the newest introduced technology (nowadays in the experi-
mental  phase) of ink-jet convex printing. Economy is the reason that it is 
not popular. 



The newest software allows for optimal control of Braille printers. Integra-
tion the natural language – Braille translation software with popular office 
software makes possible printing directly from text editor.  

2. Present state 

For the weak-sighted people besides convex printing additionally a colour 
plain printing is used. The good example of such appliance, is making of 
colour maps with embossed contours of country borders, rivers, etc. There 
is also used different height of embossing for different colours. 

Currently available braille printers are divided in three groups: 
• portable printers, 
• office printers, 
• high-volume printers. 

Usually in each group is used traditional technology of Braille point em-
bossing by metal stamps hitting the die.  

a) b) 

Fig. 1. Braille points embossing scheme [1] 
a) cross-section of electromagnet 

b) view of electromagnets with “positive” (1) and “negative” (2) stamps   

The electromagnets (Fig.1) which propel stamps need a lot of energy and 
are working loudly. The traditional printers achieve speed about 45 signs 
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per second and noise level up to 76dB (for office printers) and 90dB (for 
high-volume printers).  

Technology, that is commonly used for text and graphics printing, is copy-
ing on a microcapsule paper. The first step of such copying is preparing 
the plain copy on a special paper (laser-jet printing). Then, in the special 
device the light is emitted on the paper surface, what causes embossing in 
dark places.  

3. Achievement of authors 

Authors actively take part in research work connected with improvement 
and development of new braille printers.  

Our research team invited single-line printing module (Fig.2). Printing one 
line in the same moment increases speed of printing. This solution was 
patented [Polish patents PL 191544 B1 and PL 191545 B1, 2005] 

a) b) 

Fig. 2. Functioning scheme of single-line printing module for high-volume printer 
a) non emboss action 

b)  emboss action 

Appliance of elliptic mirror (Fig.3) is a next step in modernization of de-
vice for copying on a microcapsule paper. A source of light is in a one fo-
cus of an elliptic mirror. The emitted rays of light are reflected and focused 
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in line of paper transport. This solution allows to increase the efficiency of 
device and decrease power of lamp. As result of this an active cooling 
module is not necessary.  

This solution was also patented Polish patent PL 191543 B1,2005. 

Fig. 3. The elliptic mirror used in the device (A – source of light is in one focus, 
and B – paper’s surface is in second focus of elliptic mirror) 

4. Results  

Research work in the Institute of Micromechanics and Photonics is not 
only connected with improvement of devices, as well with quality of made 
convex copies. Main principle in optimization of construction of devices is 
quality of copy. The research [2] proves, that quality of samples differ sig-
nificantly. The samples were made with different methods, devices and 
papers. Roughness of convex surface is factor in which the biggest 
changes are observed.  

Example results of measurement of quality parameters are presented below 
(Fig.4.). The presented diagram of roughness was made for the ink-jet 
printing, where surface of convex line had roughness about 0.7 �m. 
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Fig. 4. Results of measuring convex samples 
(h – height of point, d – diameter of point,  

D – diameter of sphere, R – roughness of surface) 

5. Conclusions 

The quality of convex copies is very important for the blind people. Possi-
bility of tactile reading depends on quality. The readable printouts with 
low quality are read reluctantly because it causes hardening of fingertips. 
The quality of made convex copy strongly depends  on printer construc-
tion. The research regarding improvement of braille printers is helpful, so 
is needed.  
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Abstract  

The paper is focused on the simulation identification of nonlinear damping 
characteristics of the shock absorber using genetic algorithm (GA). 2 DOF 
quarter car model is used with nonlinear characteristics of damping force 
defined as piecewise functions. The characteristics are found using time 
courses of position, velocity and acceleration of both masses under kine-
matic excitation. The influence of initial boundaries determining the limits 
within the parameter values are searched is shown in the paper. 

1. Introduction 

The identification of shock absorber nonlinear characteristics can be pro-
vided through the genetic algorithm (GA) [1]. In this paper we use kine-
matically excited quarter car model with two degrees of freedom with li-
near stiffness of the tyre and main spring and nonlinear course of damping 
factor. The excitation corresponds to the overrun of defined bump. The 
nonlinear characteristics of shock absorber are found by GA, using the 
time course of kinematic variables of both masses during the overrun. As it 
is not practical to measure all the variables in real experiment, the reduced 
cost function (CF) can be introduced, using only the relative position and 
acceleration of suspended mass. Such reduction effects the results and the 
identification, however the GA is still capable of successful identification 
[2]. Another factor which plays the role is the setting of initial boundaries 
determining the limits within the parameter values are searched. One can 
expect that broader limits will prolong the search and reduce the precision 



of found results. Narrower limits set with the advantage of information 
about the expected course of nonlinearity represent less general approach, 
however, at least some idea about the expected results is usually available 
and faster search with more precise results can be expected. 

2. Model 

A quarter car model is used. Motion equations are as follows: 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

2 2 2 2 2 2 2 1 2 1

1 1 2 1 2 1 1 1 2 1 2 2 1

b k k b

b k k b

m x f x f x f x f x

m x f x f x k x f x f x k Hk t

+ + = +

+ + + = + +

  

  
 (1) 

where 1m  is suspension mass, 2m  is suspended mass (mass of portion of 
the vehicle supported by given wheel), 1k  is radial stiffness of the tyre, 

2bf  is the function of damping force course, 2kf  is the function of main 

spring stiffness force course and ( )Hk t  is kinematic excitation of the 

model. For the simplification purposes the 2kf  function was selected li-
near for the fitness function reduction experiments. Kinematic excitation 
was evoked by bump overrun with speed of 20 km/h. 
Function of damping force 2bf  is defined as piecewise function defined 
with independent slope on 6 intervals. Limit points of the intervals and 
slope in each interval are defined independently thus giving 12 free para-
meters for the function. 
The total of 6 parameters 1 1 1 2 2 2, , , , ,x x x x x x     are observed in each time 
step during the bump overrun. Those parameters courses are used by the 
CF to generate a measure of success/failure for given set of parameters. 

3. Identification 

The identification task is formulated as finding the 2bf  parameters using 
the time courses of observed variables, or its combination. The CF uses 
simple Euclidian distance metric: 

( ) ( ) ( ) ( ) ( ) ( )2 2 2 22 2
1, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2,i i i i i i i i i i i i

i
C x x x x x x x x x x x x= − + − + − + − + − + −∑             

where ( )1 1 1 2 2 2, , , , ,X x x x x x x=      denotes the given observed (measured) va-

riables values and ( )1 1 1 2 2 2, , , , ,X x x x x x x=           denotes the values of corres-
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ponding variables calculated by the model for certain parameters of  2bf
and i  denotes i th−  time step of the course, with expected data acquisi-
tion frequency of 100 Hz.  
Above defined CF will be further denoted as full definition. As only the 
acceleration 2x  and the relative position 1 2x x−  are measured in the real 
experiment CF is reduced and calculated as: 

( ) ( ) ( )2 2

1, 2, 1, 2, 2, 2,i i i i i i
i

C x x x x x x = − − − + − ∑    

Classical version of genetic algorithm was used as identification method. 
Solution representation consists of limit intervals and corresponding slopes 
of 2bf . Population size was set to 30 individuals and initialized randomly. 
Two sets of initial population limits were used, forming the wide and nar-
row limits, corresponding to general case when expected values of the data 
to be found is unknown (wide) and the case when at least certain know-
ledge of the values is available (narrow). The limits used are shown in Tab. 
1., where # denotes the number of the parameter, LIN denotes limits – in-
tervals – narrow, LIW denotes limits – intervals – wide, LVN denotes lim-
its – values – narrow and LVW denotes limits – values – wide. 

Tab.1. Limits of randomly generated values of initial population 

# LIN LIW # LVN LVW 
1 0.1,1.0 0.01,1.0 7 100,1000 10,1000

2 0.1, 0.5 0.01,1.0 8 50, 500 10,1000

3 0.001, 0.1 0.001,1.0 9 10,100 10,1000

4 0.1, 0.001− − 1.0, 0.001− − 10 100, 10− − 1000, 10− −

5 0.5, 0.1− − 1.0, 0.01− − 11 500, 50− − 1000, 10− −

6 1.0, 0.1− − 1.0, 0.01− − 12 1000, 100− − 1000, 10− −

4. Simulation results 

Matlab environment was used to create the model of the shock-absorber. 
GAOT toolbox extension was used as genetic algorithm implementation. 
Damping force 2bf  characteristics were generated and course of observed 
variables was calculated and used for calculation of the fitness of individu-
als in GA for both full and reduced CF definitions. The search lasted 200 
generations and was repeated fifty times for all four combinations groups 
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(full and reduced cost function definition and wide and narrow initial pop-
ulation boundary limits). 
During the search the actual fitness value and best individuals found were 
saved, later used for reconstruction of the search error development during 
the GA evolution. As each group experiment was repeated fifty times, both 
the means and variations of the results were obtained to give the idea on 
random initial population seeding influence. 
Results are shown on Fig. 1 and 2. Fig. 1a shows the fitness development 
comparison for the wide and narrow range for the full CF definition. Simi-
larly Fig. 1b shows the same data for reduced CF definition. As the fitness 
is calculated differently, the absolute values of the fitness are not directly 
comparable between 1a and 1b. However the shape of the curves is impor-
tant rather than the absolute values of fitness. From the graphs we can see 
that the shapes are very similar, for both definitions wide initial range 
shows slightly higher values at the beginning of the search, however after 
60 generations the difference is negligible.  

Figure 1. Fitness development comparison - means 

Figure 2 shows the error development mean during the search. To get the 
idea of how the actual identification error evolves, the best individuals 
from each population were indirectly compared with the data to be identi-
fied. Indirect comparison was used due to the irregular scaling of the pa-
rameters to be found. The values found by GA were used for generating 
the damping force course and identification error was calculated as the 
percent difference between damping force found and damping force to be 
identified. On the contrary to the fitness curves, those data are directly 
comparable. We can see that in both definitions the wide range cases exhi-
bit higher error during the search, and the difference slightly increases. 
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Figure 2. Error development comparison - means 

Final values are about the same for both definitions, with reduced cost 
function being slower during the search. This is an interesting observation 
indicating the indirect relation between CF actual values and the resulting 
identification error.  

5. Conclusion 

The paper shows the influence of initial boundaries determining the limits 
within the parameter values are searched for two different definitions of 
cost function – full taking into account all observable variables and re-
duced taking into account only those practically measurable. Genetic algo-
rithm was capable of finding correct parameters of damping force function 
in all the cases in reasonable 200 generations. 
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Abstract  

Modern engines are complex mechatronic systems and require periodic 
maintenances during whole lifecycle. In present time mobile diagnostic 
methods are very effective tools applicable for all combustion engines. 
This paper deals with an out of montage diagnostic of internal combustion 
engines. Principles of the diagnostic method are based on sound evaluation  
of a running engine. This method can control dysfunctions in mechanical 
and thermodynamic side of the engine 

1. Introduction 

 At present diagnostics mechatronic systems are necessary fast and 
with very short time for preparation of diagnostic operation. Combustion 
engine belongs to complicated and very expanded mechatronic system. As 
general purpose availability method for petrol and diesel engine is to ana-
lyse emmited noise when the engine is running. The principle identity of 
piston combustion engines makes it possible to below describe method in 
all piston combustion engine with different setup  and numbers of cylind-
ers. 

Faults in internal combustion engines can be classified into two 
groups, namely combustion and mechanical faults. Examples of these 
faults are misfiring, knocking, valve leakage, (intake and exhaust), fuel 
leakage or shorting, cylinder ring gumming, cylinder ringing, bearing 
wear, gear damage, worn timing belt, etc. Since all faults are related to 
excitation events, faults would alter the force-time profile of the excitation 



associated with that moving element or event. As such, faults are expected 
to manifest themselves in the engine vibration and sound signatures. How-
ever, detecting small faults is limited by the signal to noise ratio, signal 
path attenuation factor, and the discrimination ability of the selected diag-
nostic technique [1]. 
This paper deals with a diagnostic of the thermodynamic cycle in combus-
tion engines relating to the cylinder, which, due to a mechanical fault (fault 
of injector, valve leakage, etc.) is not working correctly. 

2 Characterization principle of diagnostic  

This diagnostics method of combustion engine is based on reading and 
evaluating the sound of a running engine. This signal in time range is 
process synchronic filtration according to the revolutions of the crank-
shaft. 
Concerning four-stroke engines, it is necessary to monitor mechanical and 
thermodynamical events during two revolutions of the crank-shaft. The 
other way is to monitor the signal from the cam-shaft. For reasons of speed 
oscillation during one revolution of the crank-shaft, and many other factors 
generating noise, synchronic filtration is a good method for getting and 
evaluating the signal. 

3 Description of measuring chain  

Fig. 1 shows a diagram of a measuring chain. Measuring micro-
phone 8, which is directed to the combustion engine, because we monitor 
only thermodynamic events, the microphone is directed at the cylinder 
head at a distance of 1.5 meter. Next neccesary signal for make synchronic 
filtration is the so-called synchronic signal, which is from revolutin sonde 
10. This is directed to the cam-shaft 6. Both of these signals are evaluated 
in PULSE,  Brüel & Kjærs platform for noise and vibration analysis [2]. 
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Fig. 1. Schematic diagram of an engine diagnostic system [1] 

4 Measurement and evaluation signal 

Measuring data is evaluatied by synchronic filtration.  This method re-
quires, along with the main signal, a monitor synchronic signal. According 
to synchronic signal is execute the average of the main signal (noise of 
combustion engine in time range). 
For marking out the first cylinder in filtered signal in the time range Fig. 3, 
it is necessary to locate the synchronizing mark accurately before com-
pression stroke of the no.1 cylinder. 
Preview evaluated signal – recorded noise of a 6 cylinder engine Fig. 2. 
Every local peak Fig. 3 matching one working stroke of one cylinder. 
Comparate all local peak, we can value quality combustion process. 

Fig. 2. Acoustics signal of 6 cylinder engine in the time range 
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Fig. 3.Filtered signal in the time range 

  

Experimental measuring on car Alfa Romeo 1,7  Fig. 5, four cylinder en-
gine with symmetrical crank-shaft (uniform working stroke after 180°) 
engine rpm 980. Fig. 6 shows evaluated acoustics signal in the time range, 
which is composed of 100 average wokring cycles (200 revolutions of the 
crank-shaft.) 

Fig.5 Measuring station 4 cylinder engine Alfa Romeo 
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Fig. 6. Filtered acoustics signal of 4 cylinder engine in the time range 

5 Conclusion 
This method is suitable for finding combustion process failures in engine, 
because of its universal usage. Next step is diagnostics of each mechanical 
parts in out of montage diagnostics combustion engine. Mostly is going 
about diagnostics  of valve operation mechanism and cranktrain. 

Published results were acquired using the subsidization of the Ministry of 
Education, Youth and Sports of the Czech Republic, research plan MSM 
0021630518 "Simulation modelling of mechatronic systems". 
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Abstract 

Ratio of exploitation of magnesium based materials very rapidly increases 
at present. This is given not by its service properties, but also by its very 
low mass and also certain possibility of its use as replacement of Al based 
materials. Production of final products made of Mg alloys is, however, 
accompanied by many factors, which must be mastered for its successful 
implementation into practice. 

2.  Experimental methods 
Forming of Mg-Al-Zn alloys mentioned above (namely AZ91 after 

T4) was realised by conventional way, i.e. by rolling. There were, never-
theless, used tow different ways of rolling in order to enable determination 
of differences of different approach at deformations as such. These rolled 
products were in the next stage subjected to the technology of Equal 
Channel Angular Pressing (ECAP) [1-3]. Materials processed in this man-
ner were subjected to a hot tensile test for determination of the obtained 
mechanical values.  

 Another SPD method that was used was the ARB technology, 
which was applied on alloys AZ91+T4, AZ61+T4. Table 1 gives their 
chemical composition.  
Table 1. Chemical composition of AZ61 

Chemical composition % Alloy Al Zn Mn Si Cu Fe Mg 
AZ91 8.95 0.76 0.21 0.04 0.002 0.008 Bal. 
AZ61 5,92 0,49 0,15 0,04 0,003 0,007 Bal. 

2.1  Conventional rolling  and ECAP 
Materials made of the alloy AZ 91 (Fig.1) and AZ 91+T4 ( Fig. 2), which 
were first rolled by:  



2

     a) single pass 
     b) 3 passes with intermediate heating to rolling  temperature,  Fig. 3. 

and then pressed, were subjected to hot tensile test in order to determinate 
a possibility of super-plastic behaviour. Equal channel angular pressing 
was made in two stages.  

    Fig.1 AZ91 alloy without T4          Fig.2 AZ91 alloy after T4 

The first stage consisted of 4 passes at the temperature 250°C. It was fol-
lowed by the second stage consisting of 1 pass ECAP at the temperature 
180°C (Fig. 4).  

  Fig.3 AZ91+T4 after rolling           Fig. 4 AZ91 + T4 after rolling  
         (3rd pass)                                            and ECAP 
The samples were similarly as in the previous cases re-heated to the cho-
sen forming temperature in a muffle furnace with connected inert atmos-
phere Ar2. After obtaining of the required temperature and a 5-minute 
dwell at this temperature the material was charged into thermally insulated 
matrix with resistance heating, the temperature of which was identical to 
that of the chosen forming temperature. 

2.2 Hot Tensile test
Temperature used at the tensile test was 250 °C and strain rate was 

÷ = 2x10-4. The samples obtained after processing by ECAP technology 
were adjusted to the required shape and then subjected to the tensile test, 
during which the set temperature was controlled by PID regulator, which 
used a thermo-couple situated directly on the tested sample.  

Material rolled first by single pass (I, II, III) and then pressed, 
achieved elongation of approx. 200 %, while materials first rolled by sev-
eral passes and then pressed, achieved elongation of up to 413 %. Before 
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the tensile test microstructures of both groups did not differ significantly 
from each other.  

Table 2 gives obtained values of elongation in individual samples 
after hot tensile test, where there are apparent the differences mentioned 
above between various methods of rolling applied prior to application of 
the ECAP technology, which has important influence on final plastic prop-
erties of obtained materials. An increase of plasticity with growing applied 
deformation can be observed at rolling by both methods, i.e. at rolling by 
single pass and rolling by several passes. In the latter case the obtained 
ductility was higher, which was probably caused by more homogenous 
structure  obtained byre-crystallisation processes, which at this type of roll-
ing could have developed more than at single-pass rolling.  

Table 2. Values of strength and elongation of AZ 91 alloy after ECAP 
AZ 91 + T4 Marking of sample 

Elongation [%] UTS [MPa] 
I 294 15 
II 286 19 
III - - 
K1 418 28 
K2 384 32 
K4 358 58.7 

Sample taken from the alloy AZ 91 elongated at the temperature of 250°C 
under constantly applied strain around the value of 15 MPa to rupture. 

2.3 ARB 
For experimental verification of the ARB process there were pro-

duced two strips from the alloys AZ91+T4, AZ61+T4, which served as 
initial material. Initial dimensions of each strip were the following: thick-
ness 4 mm, width 50 mm and length 200 mm. Experiment was made at the 
temperature of 380°C. The heat distortion temperature for this technology 
was chosen also with respect to the results of previous experiment, at 
which gradual samples were rolled. The samples were rolled at the first 
pass by deformation of 62.5% in direction of height. In all other passes by 
50% height deformation. Strain rate varied in the interval from 16.83 to 
17.78 s-1.  
At several places marked by an arrow there are visible traces of original 
boundaries of individual rolled layers, which have mostly disappeared. 
This was observed both for the alloy AZ91 and the alloy AZ61. Number of 
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visible places of original boundaries decreased with increasing number of 
accomplished cycles.  
As it is demonstrated by the enclosed photos, there can be seen evident 
traces of crystallisation (Fig. 5), which refined the structure already after 3 
cycles almost 20x, if we take into consideration the original structure with 
average size of 120 m (Fig. 1).  

Fig.5 Final microstructure  of  of AZ61 after 3rd pass at ARB process                 

Micro-structure of rolled materials indicates formation of new grains in-
side the original grains, elongated in direction of rolling. Central parts of 
the rolled product are represented by fine-grain structure more than surface 
parts. The original boundaries disappeared at many places and new grains 
began to form at their place. High efficiency of this process is demon-
strated also in the Fig. 6, which shows growth of strength of the alloy 
AZ91 in dependence on number of realised cycles in relation to the origi-
nal non-deformed state. The values of strength increased more than 2.5 
times after five accomplished cycles [4]. 

Fig.6 Mechanical properties of AZ91 at the temperature 360°C  

Interposed deformation at the ARB process sufficed already after the 3rd

cycle for decreasing of the grain size from the original size down under 10 
m in both types of alloys. Comparison of obtained strength in individual 
types of alloys after application of various forming technologies. It is evi-
dent, that the best method for obtaining the highest values of strength is the 
ARB process, however, this is achieved at the expense of plastic proper-
ties. Contrary to that the ECAP technology is an optimum compromise. 
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3. Conclusion 

It is evident from micro-structures and mechanical tests that at high tem-
peratures big elongation and lower strength are achieved after ECAP in 
comparison with conventional methods of forming, which is caused 
probably by the following factors :  

1) There occurred disintegration of original precipitates to 
  small particles, which facilitated movement of dislocations (e.g. by 
transversal slip), resulting in recovery of microstructure. 

      2) Comparatively small grain size, which enables slip 
           deformation mechanism at the grain boundaries.  
It means that during plastic deformation realised by the ECAP technology 
there occurred disintegration of staminate precipitates. There is also 
obvious occurrence of precipitates in the form of formations, the size of 
which exceeded 10 µm, but only in materials that were rolled by single 
pass. In materials rolled by several passes the distribution of precipitates is 
comparatively homogenous, with decreasing magnitude of deformation 
there is visible a growing proportion of longer staminate formations, which 
did not disintegrate into these smaller particles, which indicates also 
influence of magnitude of previous deformation at rolling. It was therefore 
proved that the used ARB technology is a perspective tool for obtaining of 
highly fine-grain structures in Mg-Al alloys. It contributes at the same time 
to homogenisation of micro-structure and to substantial limitation of 
negative consequences of dendritic segregation on mechanical properties 
of these alloys. 
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Abstract  

The common reality at processing with deformation of non-continuous 
materials is a zone of deformation, as a cubic formation determined by a 
system of shear curves and streamlines. No continuum-physical equations 
and characteristics can be used for a mathematical-physical description of 
these deformation processes.  The zone of deformation of non-continuous 
materials can be identified by border conditions state of stress (tactile 
transducers and strain gauge sensors) and by image identifications of shear 
curves and streamlines. These identifications respect the relevant 
discontinuity of reshaped areas at the technological processes. 

1. Introduction 

When processing the non-continuous materials (powdery materials, 
dispersions, suspensions, liquids with high viscosity) the materials are 
being deformed by mechanical effects - mixing, compacting, transport, 
storage. As a result of these deformation processes, the formed stress state 
determines the stress of machine parts (mixer-blades, compact-machine 
jaws, sides of bunkers) being in contact with the deformed material. 
Identifications of boundary conditions of state of stress by tactile 
transducers and strain gauge sensors together with image identifications of 
deformed materials are very important information about the relevant 
processes. The main problems are many variable physical properties of 
non-continuous materials and complicated mathematical descriptions. 



2. State of stress determination – theoretical possibility 

Instead of traditional physical variables the important examined entity can 
be an image of the reshaped volumes of the non-continuous materials with 
its mathematical processing together with the boundary stress state 
conditions of at least in a section of the image. [1] 
Stress state relations at a selected point of shear curve are displayed in an 
osculating plain of a shear curve in Fig. 1 and displayed in the respective 
Mohr´s plane in Fig. 2. 

Fig. 1. Osculating plane of selected point of shear curve  

 Fig. 2. Respective Mohr´s plane  
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The state of stress distribution can be described for example by Cauchy´s 
differential equilibrium equations - (1),(2) together with the mathematical 
description of analytical relations - (3),(4),(5) between the osculating plane 
of shear curve and of the respective Mohr´s plane.[2] 
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Equations (3),(4),(5) shall be substituted in equations (1),(2). It is possible 
and difficult enough to solve these equations by numerical methods. It is 
possible to solve these equations by parametric interpolated spline on the 

basis of more measured values. The values 
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measurements and calculations using equations (3),(4),(5). If  y-axis in 
Fig. 1 is identical with the line of acceleration of gravity g (or of the 
resultant acceleration), it is possible validity of the next equation (6)  

for continuous materials only:             
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3. State of stress determination and measurement 

The special transducers consist of these parts – miniaturized pressure 
sensors in matrix arrangement and a special strain–gauge bridge. 
Distribution of normal stress is measured by the matrix tactile sensors on 
the measuring surface in contact with processed materials. [3] The total 
normal force together with the total shear forces in two axes are measured 
by the special strain-gauge bridge. The appropriate software is involved. 
Identification of deformation consists of digital interface – camera and the 
appropriate software. 
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 Fig. 3. Design of the transducer 

Fig. 4. Evaluation of state of stress boundary conditions  

Fig. 5. Identification of shear curves and streamlines 
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4. Conclusion 

Discontinuity of boundary conditions of state of stress and discontinuity 
with flexions and torsions of shear curves define the non-continuous 
characteristics of processed materials.  Mathematical modeling of these 
processes is complicated and usually involve - describe the typical process 
only.  
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Abstract  

Nowadays, fully automated and flexible systems are more and more frequently used in 
grinding of advanced materials, such as for example ceramics. However, mainly due to 
elements dimensions, and moreover, due to their extremely high brittleness and hardness 
(as for instance ground and finally lapped tiny ceramic gaskets, used in high-pressured 
hydraulic circuits), the influence of unknown input elements must be minimized. Among 
these factors are those, which are closely correlated to cutting properties of grinding wheel 
(GW) active surface, used in the machining. Therefore, there is substantial need for such 
methods of estimation of cutting properties of GW, and for monitoring of tool wearing, as 
to enable to introduce necessary adjustment of the machining process parameters, simulta-
neously without altering of the initial geometry of the elements in the whole machining 
system. In this paper some innovative method for in-situ data colleting and processing has 
been proposed, based on computer vision techniques.

1. Introduction

Used in the past, standard 2D/3D profilometric measurement methods are mostly tedious in 
handling, biased with time- and labour-consuming proceedings, thus lowering the produc-
tivity. What is more, they usually need of temporary realized dismantling of GW out from 
grinding machine, unavoidable leading to altering in the initial geometrical orientations of 
GW, accordingly to the ground surface of small ceramic elements. Consequently, the 
ground elements might be cracked. Regarding output data set of the 2D/3D profilometric 
measurements, one comes to conclusion, that though that data are of high measurements 
accuracy, simultaneously they are redundant and irrelevant in their contents, accordingly to 
aimed task of estimation of cutting properties of GW. 
Resuming and taking all the arguments presented above, in this paper some alternative 
approach to the problem considered has been presented, based on computer vision methods, 
used in in-situ data collection and processing, in main tasks of reliable, fast and effective 



estimation of cutting properties of GW, within short time (of few minutes) of grinding ma-
chine shutdown. 

2. Methodology 

In application of computer vision methods, a modified PS method [4] had been previously 
introduced. Surface of abrasive tools are characterized by locally-depended reflectance 
properties, and moreover are of complex densely spaced topographic features, such as 
grains summits of steep slopes, randomly spaced and occurring cutting edges, ravines and 
hinges. Moreover, reflectance borne (depended) properties are characterized by complex 
co-occurrence of both desired (diffuse or another words matte reflections) and undesired 
phenomena. Among undesired phenomena, there are occurrence of specular reflections of 
locally dominant character, self-shadowing (attached shadows) and self-masking (cast 
shadows).Therefore it was decided, that the monoscopic and multi-2D-image-based ap-
proach would be adapted, in presence of the mentioned phenomena, to face hard initial 
conditions of data acquisition, regarding surfaces of abrasive tools visually inspected. 
For this aim, both classical and adapted PS methods, at lest theoretically, allow for disjoint 
(i.e. separately) extraction of reflectance borne (i.e. of albedo map) features in form of re-
flectance coefficients, and topographic borne features in form of 3D surface reconstructed. 
However, the adapted PS method, previously introduced [4], allows for pixel-wise classifi-
cation and filtering of data of 2D images intensities, at any (x, y) locations on the images, 
stacked column-wise, excluding those areas, which are related to undesired phenomena of 
locally dominant specular reflections and shadowings. 
Thus, considering data individually, for each of the pixels points (i.e. pixel-wise), a variable 
number of 2D images intensities, stacked column-wise, due to initial step of data classifica-
tion and filtering, will be further processed. Consequently, the whole process of 3D surface 
reconstruction will be based on exclusively matte (i.e. diffuse) reflections. 
As to commonly assumed conformity of diffuse reflections phenomena with basic Lam-
bert’s reflectance law, it is said, that its application to real surfaces, even of metallic or 
glossy reflectance characters, is quite reasonable [2-3]. For the process of determination of 
reflectance properties with use of basic linear algebra (a) or SVD decomposition (b) [7], it 
is implicitly assumed, that Lambert’s reflectance law is valid. Stage of reflectance determi-
nation is crucial in proper and valid further data processing, which consequently leads to 
accurate 3D reconstruction process.  
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[ ] [ ] 1,),( 13 =⋅= + NatILyx nxxnρ  (1b) 
In relations (1a) and (1b) original [L] matrix is a matrix of incidence light sources direc-
tions taken row-wise (each row of each of the light sources). Moreover [I] is column of 2D 
images intensities for considered currently pixel point, at any (x, y) image location, [N] is 
vector normal to the surface regarded, assumed as normalized in stage of ρ(x,y) determina-
tion (reflectance coefficient). In 1st equation some kind of pseudo-inversion of [L] matrix, 
implicitly assumed as rectangular, has been applied, while in 2nd equation a pseudo-
inversion of [L] matrix, based on Singular Value Decomposition (SVD), has been applied, 
thus giving in the result pseudo-inverted [L+] matrix.  
Accordingly to (1a) and (1b), a stage of N vector determination, (giving up complex opti-
mization techniques used in previous works [4-5]), is of the following form, respectively: 
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In the above equations (2a) and (2b), an i is current index of the light source within use set 
of light sources,, which is being activated, and additionally, it does not provoke occurrence 
of one of the undesired phenomena, such as specularites, self-masking, or self-shadowing, 
respectively. 
Resuming consideration in this section, not taking into consideration basic Lambert’s re-
flectance law as valid, forces the need (in cases of important deviations from this law for 
diffused real surfaces) of introducing more evolved methods of 3D surface reconstruction, 
in context of a priori known Bidirectional Reflectance Distribution Function (BRDF) or 
with simultaneously derivated BRDF. However, these aspects are rather out of scope for 
this paper, and should be considered elsewhere. 

3. Auxiliary problems and algorithm implementations

For data acquisitions, well initially tested, and previously already presented [6], some light 
sets of directional incidence light will be here used, in currently related works. The geomet-
rical assumptions for this, due to too much concise contents, and the correlated topic con-
siderations, are presented elsewhere [5]. However, some important solutions, related to 
performing of auxiliary conditions and settings for 2D image data acquisition process, will 
be here considered in brief. 
With careful analysis of photometric equations, authors came to conclusion, that incidence 
light directions, can be known in advance only partially, giving, to some degree, softening 
in restrictions, accordingly to light sources settings. Introducing, some important additional 
definitions, one can actually simultaneously perform two task. First task is of derivation of 
unknown in advance elevation angle of the light sources, while mutual azimuthal orienta-
tions for each of the light sources, within fixed light set geometry are known a priori. Sec-
ond main task is of 3D surface reconstruction process, with already acquired and fully 
known incidence light sources directions.  
Taking into account a set of critical points, one can assume, that there exists some highly 
correlated set of N vectors, normal to the surface regarded, at occurrencies of locally maxi-
mal intensities, within 2D image, (accordingly to a reference light source), which on the 
whole in their directions are in compliance with direction of incidence light, consequently 
indicating and fully determining direction of actually used light sources. 
During trials and experiments, initially carried out, it occurred, that  conventionally used in 
the past, the definition of critical points, actually must be reshaped, accordingly to the 
needs, of data interpretation, on inhomogeneous real surfaces visually inspected. 
Thus, a set of critical points are called a set of real critical points, if and only if it’s a set of 
unique points (i.e. set of points, which are not mutually overlapping) taking as a reference , 
singly and subsequently activated all light sources within set of light sources, used in visual 
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inspection of the real surface, regardless of mutual similarity or dissimilarity of the inci-
dence light directions, for all light sources. 
Therefore, a reflectance borne quasi-critical points, will be excluded, at least theoretically, 
from further data processing, leaving within analysed set of points, real critical points, 
strictly correlated with topographic features of the real surface visually inspected. 

a)  b)
Fig.1 A) big light sources set (halogen bulbs), B) set of SMD LED light sources, 

For big light sources set with halogen bulbs, as well as, for some compact light set of SMD 
LED light sources, the directions known in advance are the following: 
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In equation (3), LZ implicitly represents unknown elevation angles, while azimuth angles 
are known and determined by distinct change from source to sources on closed ring of 60 
degrees for 1st big light set, while for cross-like compact light set of 4 sources (B), change 
of azimuth angles from source to source is of 90 degrees. 
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In equation (4), [I] matrix represents itself, intensities stacked column-wise, accordingly to 
light sources activated, and combined row-wise, accordingly to the subsequent detected and 
ordered critical points. Moreover there is some [ρ] matrix of p mutually idempotent col-
umns, of l reflectance coefficients, which are to be determined. Additionally, an [N] matrix 
of p mutually idempotent (in assumption) vectors normal to the surface regarded, has been 
here placed, combined column-wise, side by side (i.e. vertically in p columns). 
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4. Output data results in derivation of illuminant direction 

Trials and experiments with the method of illuminant direction determination, prior to the 
main 3D surface reconstruction, will be carried out on some 3D depth map of very textured 
surface, obtained in 3D profilometric measurements, for the abrasive tools surface samples, 
as well as, on sets of real 2D intensity images, taken in some acquisition systems, with 
advanced zooming facilities. Thus, the whole acquisition system, with digital camera, al-
lows for taking of 2D images, starting from 10 millimeters, giving in results dimensional 
correspondence of one pixel on the 2D images, of a few tenths of micrometers. 
Firstly, some metallic surface, of recurrent rhomboidal shapes on it, has been measured 
with 3D optical profilometer (wit use of Taylor Hobson 150) and within selected patch of 
2x2[mm]).The resulted depth map has been exported in form of color depth map. Next, in 
Matlab environment, some indexing of data has been carried out, in order to extract depth 
information. Tthe obtained 3D map has been used in careful rendering process, giving in 
the results, some set of 2D images at various elevation angles, and with azimuth angles for 
each of 6 virtual light sources, accordingly to contents of A matrix from equation (3). The 
strictly diffuse character of modeled reflectance properties and in addition homogenous 
reflectance coefficient, have been used in initial experiments.  

a) b) 

Fig.2 A) 3D depth map b) Six 2D images in virtual rendering,  elevation: 30 deg., 

It occurs, that extended definition of set of real critical points, gives important improvement 
in derivation of unknown elevation, accordingly to originally defined set of critical points, 
only in cases of low values (from 20 to 40 degrees). 

Fig.3 Histogram of elevations, left: all critical points, right: unique cps. 

On fig.3 in the middle of 2nd histogram there are valid counts of elevation angle in direction 
derivation process. Secondly, set of real 2D intensity images, taken for Al203 sample,, as a 
1st sample of abrasive tool (sig.99A120MV8), next, Black SiC, as a 2nd sample (sig. 
37C120JVK8), and finally green SiC sample, cut from lapping stone, as a 3rd sample (sig. 
99C120N), have been all taken into consideration. Data acquisition has been realized with 
1st light set (on fig. 1A), at 40 deg of elevation (following histograms), and 46 deg (exam-
ples on fig.4). 
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Fig.4 2D images sets for A, B, C samples respectively, at 46 deg..  

Fig.5 Histograms with marked valid counts of elevation for A &B surface sam-
ples, stacked in cascade, from top to bottom, odd histograms: all critical points, 

even histograms: only unique critical points 

5. Concluding remarks of the methods 

The intention of the authors was to basically present both some robust solutions applied 
prior to 2D image data acquisition stage, and algorithms used in further data processing 
steps. The aim of the paper was to initiate the discussion, introducing realization of the 
some auxiliary proceedings, such as determination of partially unknown illuminant direc-
tions, prior to main task of 3D reconstruction and acquisition of properties of the real sur-
face of abrasive tools.  
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Abstract  

Current mechatronic and mechanical devices are designed to maximize 
performance. They are thus driven near to stability limits. Aerostatic gas 
bearings are often used to support high speed rotors with higher loads. 
Their stability is thus one of major issues. To determine the rotor stability 
limits, precise gas film stiffness and damping values are necessary to be 
determined. There are already algorithms for calculation of aerostatic jour-
nal bearings stiffness and damping available, but up to now they were not 
experimentally verified and experimental results published.  

1. Introduction 

Gas bearings of similar size to oil lubricated bearings carry smaller loads 
and smaller clearances. Due to the lower viscosity of the medium the lu-
bricant shear stresses are lower and hence the operational speed can be 
very high without excessive power being needed and less heat generated. 
The bearing can operate in environments of high temperatures, as this does 
not affect the lubricant properties. 
There are generally two types of fluid bearings, dynamic (fluid is sucked 
into the bearing by shaft rotation forming lubricating wedge around the 
shaft) and aerostatic (fluid is pumped under the pressure into space of the 
bearing). Aerostatic journal bearing is subject of this paper.  



Aerostatic bearings can achieve high precision of operation and low noise. 
In specific cases (e.g. polluted environment, required higher bearing stiff-
ness) they are used to support high speed rotors. Successful high speed 
application examples are dental drills with maximum speed up to 750.000 
rpm or grinding spindles (100.000 rpm). 
The most important issues at high speed rotor design is their stability. The 
stability limit must be determined with sufficient precision before putting 
the machine into operation, because rotor instability leads immediately to 
heavy failure of the machine.  
So fluid bearings are known and studied for many years ([1]). Up to now, 
there is lack of published experimental data about fluid layer characteris-
tics available to designers. Thus experimental stand for fluid bearings 
measurement was build. It will serve to measure data which will be used 
for aerostatic bearing model coefficients identification.  
Reliable experimental measurement procedure requires solid experimental 
stand, whose dynamic properties will not interfere with measured phenom-
ena. Planned stand properties must be experimentally verified.  

2. Model for the bearing identification 

The considered universal dynamic model ([2]) is outlined on the Fig. 1. 
The stand for measurement is basically formed by stiff shaft (M1) sup-
ported by two  rolling ball bearings. The aerostatic bearing head (M2) is 
placed between them and can float within clearances between aerostatic 
bearing and the shaft. The motion of the bearing head with respect to the 
shaft is measured. 

Fig. 1. Universal dynamic model of the test stand 

Considered bearing dynamic properties are stiffness and damping in the 
form of second order matrices. They are calculated from the system re-
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sponse data to harmonic excitation by force acting in two different direc-
tions relatively to static load. 
The model considers flexibility of supporting sliding bearings and test 
stand foundation. Basic equations of motion are as follows:   
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after substitution into (1), (2) and (3) we obtain 
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To determine the test bearing stiffness and damping coefficients it is suffi-
cient to solve equation (1) for vectors of complex amplitudes [χ2], [χr]
measured at two different directions of excitation force Fd1, Fd2. 
The dynamic model can be further simplified, because stiffness of the 
frame and supporting rolling bearings will be much higher than expected 
stiffness of aerostatic journal bearings. The movement of the foundation 
and of the shaft in support bearings will be very small in comparison to 
with the excursions of test bearing relative to shaft and could be therefore 
probably neglected. This assumption must be however confirmed by 
measurement. 

2. Experimental stand design 

Aerostatic bearings test stand is built on the top of Rotor Kit, experimental 
workplace for rotor dynamics investigation and measurement (Fig. 2). 
The test shaft is supported by two rolling bearings, which are inserted into 
bearing bodies fastened to the frame. The test head with aerostatic bearing 
is located between rolling bearings. The rolling bearing outer diameter is 
smaller than test bearing diameter, so that the change of the bearing would 
be as simple as possible. Piezo-electric actuator for excitation of the bear-
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ing by harmonic or arbitrary force is connected to the test head by means 
of butt hinge (joint) to ensure axial loading of piezoelement. 

F
s

F
d

F
d

Fig. 2  Stand structure for identification of aerostatic bearings dynamic properties 

Gas bearing can be loaded in two radial directions by static, harmonic or 
stochastic force by means of piezo-actuators, which is measured by force 
sensor. Redundant measurement of gas film thickness on several points of 
the gas bearing is provided. Assumptions in mathematical model are 
checked by measurement of acceleration on several points of the stand. 
Measurements are synchronized with rotor phase. 

4. Conclusions 

Aerostatic bearings identification approach was proposed. Experimental 
mechatronic stand based on Rotor Kit Nevada was designed, manufactured 
and tested. Further, its dynamic properties were evaluated to ensure they 
do not affect measured bearings.  
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Abstract  

The paper deals with the problems of material and processing parameters 
influence on axial compression values in the samples made from compo-
sites designated for producing dielectromagnets. Shapes were manufac-
tured by injection moulding. The composite matrix constituted high- or 
low impact resistant polystyrene. As filler hard magnetic powders from 
Nd-Fe-B alloy were applied, having flake- or sphere-shaped grains. Tests 
were carried out on samples made from composites of various filler com-
pactness values and grain sizes. Shapes were performed with application of 
varying composite injection pressure values and temperatures of injected 
plastic compound.  
Samples made as described above were subject of axial compression test 
for laying down their strength value.  
The experiment results have shown that the most substantial influence on 
the deformation sequence and on the samples compression strength has the 
kind of composite matrix. 

1. Introduction 

For performing of magnets alloys are used which are hard and bristle ma-
terials. These features pose considerable difficulties in the manufacturing 
process of moulding the magnetic samples.  
Injected moulded dielectromagnets are made from composites, where the 
magnetic material is hard magnetic powder uniformly distributed in the 
matrix of thermoplast. Magnetic parameters of the dielectromagnets of this 



kind are determined by the quantity of magnetic powder contained in the 
sample volume. This relationship is directly proportional. However, fol-
lowing the manufacturing method applied, it is necessary to obtain a com-
pound that is injection-mouldable. Excess quantity of the powder filler 
used causes that the composite loses the above mentioned quality. Hence 
there is a limit quantity of magnetic powder, which can be added to the 
polymer without affecting the composite ability of being injection-
mouldable.  
Dielectromagnets are not structural components of which high mechanical 
strength is demanded. They are often subject to action of different forces, 
so it is necessary to know they response to these factors [1, 2]. 

2. Composition of Dielectromagnets 

Material of excellent magnetic properties is Nd-Fe-B alloy [3]. In the re-
search presented, the magnetic powders supplied by the Magnequentch 
International were applied, and namely of both; flake- (MQP-B) and spher-
ical- (MQP-B) shaped grains [4].  
Composite matrix was constituted by polystyrene supplied by the 
DWORY Co. [5]. For the experiments high impact polystyrene Owispol 
825 and low impact strength one Owispol SX 25 were used. 

3. Preparation of Granulated Products 

Composite granulated material for injection moulding was prepared by a 
solvent method with use of toluene, which is a proper solvent for polysty-
rene [6].  
Granulated material for the tests was prepared from powder of flake- and 
spherical grains, using the composite filling volumes as follows:  
• For powder of flake-shaped grains: Vp = 40; 44; 48 and 54 vol. % 

(82,7; 84,9; 86,9 and 89,4 weight %),  
• For powder of spherical grains Vp = 40; 48; 54; 60 and 64 vol. %, 

(82,5; 86,7; 89,2; 91,4 and 92,6 weight %).  
Highest values of magnetic powder composite filling constitute filling lim-
it values for both powder kinds. Exceeding the limit values results in the 
granulated material becoming nonplastic and injection-unmouldable. 
When filling is kept below 40 %, it results in dielactromagnets having too 
low magnetic values to justify their production being reasonable.  
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4. Preparation of Samples and Test Methodology  

For conducting tests shapes were prepared in the form of short cylinders of 
10 mm diameter and 4 mm height. Injection moulding was performed ap-
plying varying process parameters, in accordance with the manufacturers’ 
recommendations. Temperatures of heating the granulated material in the 
injection machine cylinder amounted to 160, 200 and 240oC respectively. 
Injection pressure was set at 80, 110 and 140 MPa respectively.  
Compression strength was determined on a modernized tester INSTRON 
model 1115. Velocity of the tester cross-bar travel was constant in the en-
tire measurement process and amounted to 1 mm/min. 

5. Testing of Compression Strength 

Tests carried out enabled to determine influence of composites structure 
and their processing parameters on the samples behavior upon axial com-
pression forces acting on them.  
Fig. 1 shows co-relation between magnitudes of sample deformation and 
compression forces. Samples were prepared from composites having ma-
trix composed of high- or low impact resistant polystyrene. The filling 
magnetic material constituted both kinds of commercially available powd-
ers. Constant magnitude of composite filling, amounting to 54%, was ap-
plied. 
Analysis of the test results allows for conclusion that the nature of relation 
changes is close one to the other. In the beginning phase of compression 
force growth, deformation of samples takes place. As soon as certain spe-
cific value of compression force was reached, all samples were becoming 
destroyed. In the first instance tiny vertical crack lines were appearing on 
circumference of the shapes compressed. With growing compression stress 
cracks had been growing bigger and bigger, until small fragments of the 
samples were chipped away, leaving only the cylinder core intact. The 
tests allowed concluding that magnitude of compressive stresses which 
were destructing the samples differed depending on the composite analy-
sis. Shapes which were subject to the soonest destruction were made from 
composites with matrix of low impact-resistant polystyrene, filled with 
powder of flake-shaped grains. Highest, in this case, deformation of sam-
ples which didn’t cause their destruction, haven’t exceeded 5 %. On the 
other hand, the highest vulnerability to deformations not causing destruc-
tion yet was demonstrated by shapes from composites of matrix made of 
high impact-resistant polystyrene containing spherical kind of powder. In 
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the latter case deformation even exceeding 20 % was possible, without 
cracks appearing.  
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Fig. 1. Relation between deformation magnitude and compression stress in the 
shapes made from composites of polystyrene matrix Owispol SX 25 and Owispol 
825, containing flake-shaped (MQP-B) and spherical (MQP-S) kinds of powder. 

76

77

78

79

80

81

82

35 40 45 50 55 60 65 70

Composite Filling Vp, %

   
C

om
pr

es
si

on
 R

es
is

ta
nc

e 
σσ σσ

 , 
M

P
a

MQP-B
MQP-S

Fig. 2. Influence of filling degree of the composite with magnetic powder of flake- 
and spherical kind on 

On the Fig. 2 influence of filling degree of the composite with magnetic 
powder is shown on the resulting compression resistance of the samples. 
As it can be seen, influence of composite filling magnitude on compres-
sion resistance of the samples is not considerable for both kinds of powder. 
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What is important, it is the shape of filling particles. Higher values of 
compression resistance were reached in the case of shapes made from 
composites containing spherical kind of the powder.
As it can be seen, the former case, pressure resistance of the samples is 
primarily determined by the shape of filler particles. 

6. Summary 

The tests carried out allow for drawing a conclusion that major influence 
on the shapes compression resistance has the composite structure, whereas 
its manufacturing process parameters are of lesser importance. Distinctly 
higher compression resistance values were attained for shapes produced on 
the basis of spherical powder. At the same time, samples made of compo-
sites with their matrix based on low-impact resistant polystyrene are sub-
ject of quicker destruction at less deformation, although destructive stress 
reaches higher values when compared with shapes with matrix from high-
impact resistant polystyrene. Shape of the filler metal particles exerts also 
influence on easiness of shapes to become destroyed. Higher deformation 
values which do not entail destruction of samples, can be applied in the 
case of spherical kind of the powder. 
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Abstract  

On Faculty of Mechanical Engineering, Brno University of Technology it 
was state to life a new methodic for check quality of suspension wheel 
damping of means of transport so-called over-crossing test. The target 
group cars are categories, for those are unsuitable existing known routes. 
This paper is describing principle of methodology incumbent on evaluation 
behavior of suspension wheel after crossing of defined obstacle. This me-
thod was conquest experimental testing on real, experimental and virtual 
vehicle. This method is suitable for on-car test of shocks absorber on mo-
torcycle, delivery and truck car. 

1. Excitation methods and selection of diagnostic variable 

The project called “Technical diagnostic of wheel suspension, promoted 
by Czech Science Foundation, was successfully finished in last year. A 
new method of on-car diagnostic of suspension of heavy vehicles was in-
troduced as one of the outputs. From the angle of both costs and testing 
method the optimum solution is when the excitation of free oscillation of 
the followed up masses sets in due to crossing over the defined ramp at a 
chosen speed. The selection of the diagnostic value and the diagnostic 
model for analysis of the criteria of damping quality is very important. 
With well-damped axles, the movement of the sprung mass is rather insig-
nificant and the analysis would be encumbered with considerable error. As 
to the movement of the non-sprung mass, even the measurement of the 
relative deviation from the sprung mass was tested, however, this proce-
dure was abandoned because of the higher complexity of the system on-
vehicle installation.  



1.1 Over crossing test 

The selection of diagnostic model came from the real estimation, that, be-
cause of huge diversity of vehicles, it is not possible to identify or estimate 
the parameters of model during the test. For analysis only the evaluation of 
recorded trajectory of tail of unsprung mass comes into question. There-
fore, an extremely simplified linear model of suspension in so-called “re-
sonant” configuration has been chosen, which assumes, that in the area of 
natural oscillation of unsprung mass the movement of sprung mass is mi-
nor and this is replaced by fixed imbedded car spring (Fig.1.).  

          
Fig. 1: Diagnostic model   Fig. 2: Simulation model of over 

crossing test  

On unsprung mass of suspension wheel is fixed only sensor of vertical ac-
celeration. The communication of the accelerometer with the measuring 
computers is wireless [4, 5]. On the test track, the driver sets the vehicle in 
movement at a speed of 5 to 10 km/h and crosses over the defined ramp 
laid on the carriageway. The algorithm for evaluating the damping charac-
teristic must be as simple as possible, in order to be, applicable even to 8-
bit microprocessors. In principle the aim is the evolution of exponential 
curve of tail curve and estimation of natural oscillation of oscillating sub-
system. During the analysis of monitoring movement of the wheel the first 
step is a determination of the beginning of free tail of the system. Motion 
equation of model at tail has simple notation: 
      0)( 211 =+++ xkkxbxm   or:   02 2

00 =++ xxbx r ωω  , (1) 
where k1 and k2 are tyre stiffness and vehicle spring, b is damper force per 
velocity 1m/s, ω0 = ((k1+k2)/m1)½ is natural radian frequency and br = 
b/(2m1ω0) is ratio damping of system. To identify the parameters of this 
model is not big problem.  
Fig. 3 shows the individual phased stages of motion analysis of unsprung 
mass m1. Thin curve is the logging of acceleration of tail mass. The natural 
radian frequency ω0 is estimated from time of the first two periods free tail.  
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Fig. 3: Individual phases of process during the diagnosis of suspension damping 

Local extremes from the first two periods are identified from the tail curve 
of the filtered signal. The envelope exponential curves are estimated by the 
following regression analysis of the curve local extremes. If it is possible 
to note the equation of envelope curve of particular solution in time in the 
form: 

tbrCex 0ω−= ,   (2) 
it is then simple to estimate a value of ratio damping br, which is an aim 
criterion of damping quality. However, the linearization of the whole prob-
lem requires the test to be used as comparative, i.e. only for comparison of 
vehicles of the same type under identical testing conditions. The assessed 
frequency of the suspension is important just for judging the identity of 
test conditions. It reveals quickly even a small deviation of pressure in the 
tyres or another change in the adjustment of the chassis. 

2. Simulation testing of the method 

For assessing the influence of a wide spectrum of parameters on the test 
result, we have used the interaction of the simulation model and the diag-
nostic model. In contrast to high simplified diagnostics model was model 
for simulation of suspension behavior drawn as optimum between compli-
cations of mathematical interpretation and faith response. The request was 
nonlinear interpretation of sprung and damping joins of system (Fig. 2) [6]. 
In this model mass m1 is reduced unsprung mass of suspension, m2 is ratio 
of sprung mass respective on wheel. Function Fb(x’) describes force action 
of shock absorber, Fk1(x) force action of tyre and Fk2 (x) force action of 
vehicle spring. The dynamic behavior of this kinematical excited system is 
described by next equations: 

0)())(()()(
0)()()(

212112111

1221222

=−+−+−++
=−+−++

xxFthxFxxFgxm
xxFxxFgxm

kkb

kb




  (3) 
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The usage of the damper with non-linear characteristics is the result of 
compromise between quality handling properties and sufficient durability 
of wheel suspension. Then it is not possible to model this characteristic 
with trivial parameter b. The parameters of stiffness and damping are 
therefore expressed as parametric sub-models (characteristics) in equations 
of simulation model (3). We decided to calculate the non-linear response 
of the system to the drive pulse by direct numerical integration of the equa-
tions of the motion. Hundreds of „measurements“ were made on the virtual 
level with various chassis parameters, under various test conditions, etc. A 
simple procedure was chosen at appraisal of the departure of the test con-
ditions. Then the monitored parameter was modified in large ranges; the 
new echoes were generated and the new values bri were evaluated. Relative 
error Errrel, caused by the change of parameter, is described by next equa-
tion: 

Errrel = 100(bri-br0)/br0     (4) 

The results give an idea of the influence of the breach of the test condition 
on the resulting diagnoses. The following three diagrams show the influ-
ence of the non-observance of the basic settings of the tested suspension 
on the error of diagnose in repeated measurement (weight of suspension 
Fig. 4a, stiffness of suspension Fig. 4b and quality of crossing Fig. 4c). On 
the x-axis is the relative deviation of the given parameter from the basic 
setting and the relative error of the diagnosis Errrel is on the y-axis.  

Fig. 4: Illustration of the influence of the relative deviation of the suspension pa-
rameters on the error in the diagnose in % 

It is evident that the systematic error of the measurement can be kept in the 
value to 10%. In addition, the deviation of the sprung mass or of the tyre 
stiffness is unambiguously indicated by the changed proper frequency. The 
application of the methodology is exclusively defined as comparative for 
vehicles of the same technical configuration. Also the useful load should 
be, if possible, always the same (load, taken up quantity of fuel, etc.). A 
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merit seems to be that the method is not too sensitive to the over crossing 
speed.  

3. Conclusion 

In the framework of the project was developed the method of the so called 
over crossing test for testing the technical condition of the wheel suspen-
sion. First off had to be selected the degree of simplification of the me-
chanical and mathematical models of the tester – tested vehicle system. 
Then had to be defined the measured variable and the suitable type of sen-
sor. The following step consisted in wireless transmission and analysis of 
the obtained data and evaluation of the criterion selected as a measure of 
quality of the tested suspension damping. In the sense of detailed analysis 
of the shock absorber technical condition, this on-car diagnostic method is 
intended merely as an initial phase of conclusive diagnostics of a removed 
shock absorber. Even so, the economic benefit of this method, the sorting 
out of all cases of limiting technical conditions, is evident. 

This work was developed with the support of the grant project GA ČR 
No.: 101/03/0304 
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Abstract 

In the paper the introduction studies and first results of the active vibration 
isolation of the driver seat are presented. The actuator under examination 
is the air spring. The laboratory results of designed active vibration isolation 
system are very promising. Results of the use of the active and the passive 
vibration isolation systems are compared. 

1. Introduction 

We present the nonlinear mathematical model with concentrated parameters 
of the driver seat with an air spring. The linearization of this model is main 
idea of state space linear controller design. The active vibration isolation is 
based on feedback principle. 

2. Model and theory 

Simple mechanical scheme of the considered laboratory driver seat is shown 
in Fig. 1. Hydraulic damper is not used. 

Fig. 1. Scheme of vibration 
isolation system with scissor 
mechanism 



Equation of dynamic forces equilibrium on the system is 
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where M is a driver reduced mass, p2 the absolute pressure inside the spring, 
pa the absolute atmosphere pressure, g the gravity acceleration constant, kd

the coefficient of viscous friction, Sef = h1(z2 – z1) the effective area of the 
air spring and h1 the function of distance z2 – z1. 

Air mass flow filling the air spring  
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where u1 is the voltage input of electro-magnetic valve (controller output), 
kv1 the coefficient, p1 the absolute high air pressure inside the accumulator. 
Air mass flow leaving the air spring into the atmosphere 
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The time derivative of pressure p2 inside the air spring  
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where κ is an adiabatic air constant, m the air mass inside the spring, V is 
the spring’s inside volume, h3 and h4 are the functions of distance z2 – z1. 

mQ
t
m =

d
d  . (5) 

It is possible to use inside the controller the function, which makes 
linearization of nonlinear air mass flow (2), (3). 

In the Fig. 2 are the used variables renamed. With renamed variables the 
equations (5), (4) are 
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Fig. 2. Nonlinear simulation model (linearization of air mass flow is considered) 
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Next equation arises from Fig. 2 
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Equation (1) with renamed variables is 
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Last equation of nonlinear model is 

2
5

d
d u

t
x =  . (6e) 

In equations (6) are xi, i = 1, …, 5, state variables, u1 is controller output, u2

is disturbance, u2 = dz1 / dt. The discussed five equations are state equations 
of the system. The vector form of them is 

),( uxfx =  . (7) 

The state equations (7) can be linearized about the operating point (x0, u0). 
The linearization of ith state equation is 
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The linearized state equations are 
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The linearized state space equations (10) in equilibrium state x = f(x0, u0) = 0
were used for linear state space controller design. The modification of this 
controller was used for control of laboratory driver seat. The results of 
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laboratory verification with disturbances measured on truck TATRA 815, 
during the drive on off-road track, are in Fig. 3. 

For comparison are in Fig. 4 presented the measurements with industry 
produced driver seat with passive vibration isolation system. The used 
disturbances are in both figures the same. 
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Fig. 3.  Laboratory measurement with use of active vibration isolation system 
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Fig. 4. Laboratory measurement with industry produced driver seat 

3. Conclusion 

The different penalty functions for controller design and structures of the 
estimators, which are the parts of state space controller, are tested at 
present. The linearization of system state space equations will be used for 
nonlinear state space controller design in future. 
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Abstract  

This paper deals with the investigation of different variants of mechatronic 
vibration suppression of machine tools. The structures of machine tools 
suffer from the conflict between resulting stiffness and dynamics of the 
machine tool. The consequence is limited accuracy and/or limited produc-
tivity of manufacturing. This problem can be solved by mechatronic modi-
fication of the machine tool instead of usual pure parametric optimization. 
There are several variants of such mechatronic modification for active vi-
bration suppression of machine tools. They are the vibroabsorption by add-
ing the auxiliary mass of vibration absorber, the vibrocompensation by 
adding a new parallel force connection of vibrating point to the frame, the 
control damping by adding a new link with damping force inside the con-
struction and the mechatronic stiffness by adding a parallel structure to the 
existing one with collocated force connections between them. These vari-
ants were investigated on several examples of machine tools. 

1. Introduction 

The structures of machine tools suffer from the conflict between resulting 
stiffness and dynamics of the machine tool. The consequence is limited 
accuracy and/or limited productivity of manufacturing. The sufficient stiff-



ness requires increase of used material that results into increase of machine 
tool mass. The increased mass of machine tool leads to the decrease of dy-
namics and machine tool productivity. The result of compromise is vibra-
tion of machine tools and decreased accuracy. This problem can be solved 
by mechatronic modification of the machine tool instead of usual pure pa-
rametric optimization. There are several variants of such mechatronic 
modification for active vibration suppression of machine tools. The paper 
deals with an investigation of different variants of mechatronic vibration 
suppression of machine tools. These variants were investigated for several 
examples of machine tools. 

2. Approaches towards active vibration suppression 

The mechatronic variants of active vibration suppression can be divided 
into traditional ones (also general purpose ones) and non-traditional ones 
(specific for machine tools). The traditional variants (e.g.[1-2]) are the vi-
broabsorption by adding the auxiliary mass of vibration absorber, the vi-
brocompensation by adding a new parallel force connection of vibrating 
point to the frame and the control damping by adding a new link with 
damping force inside the construction. The non-traditional ones are the 
active mounting of machine tool feed drives with the connection of the 
drive with the frame by another drive [3] and the mechatronic stiffness [4] 
by adding a parallel structure to the existing one with collocated force 
connections between them. 

Fig. 1. Experimental milling centre LM-2 

These mechatronic variants were investigated on the example of a new 
experimental milling centre LM-2 in the Research Center of Manufactur-
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ing Technology of CTU in Prague (Fig. 1). This machine has 3-highly dy-
namical axes equipped with linear motors and they excite the machine tool 
frame more than desired.  

     

         

Fig. 2. Original machine tool           Fig. 3. Controlled dynamic absorber    

     

          

Fig. 4. Controlled vibrocompensation       Fig. 5. Controlled active damping    

  

     
    
Fig. 6. Active drive mounting             Fig. 7. Mechatronic stiffness
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The possible approaches towards active vibration suppression can be ap-
plied to the machine tool LM-2 as follows. The schematic structure of the 
original machine is in Fig. 2.  On each of the following figures there is al-
ways the schematic structure of the machine tool and its equivalent me-
chanical model used for the control synthesis. The dynamic absorber with 
additional mass is in Fig. 3. The vibrocompensation with additional direct 
force link to the frame is in Fig. 4. The controlled active damping with ad-
ditional force link inside the structure is in Fig. 5. The new solution by ac-
tive drive mounting by additional actuator is in Fig. 6 and the new solution 
by mechatronic stiffness, where the auxiliary structure provides flexible 
support for exerting additional force, is in Fig. 7. 

3. Simulation results 

The control methods of particular proposed variants of mechatronic solu-
tion for controlled vibration suppression have been synthetized and simu-
lated.  The results of frequency response are in Fig. 8-11 for variants in Fig. 3-6.  

Fig. 8 Controlled dynamic absorber from      Fig. 9 Controlled vibrocompensation 
            Fig. 3                                                              from Fig. 4 

Controlled Controlled

Without Without
Passive Passive
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Fig. 10 Controlled active damping from        Fig. 11 Active drive mounting 
                       Fig. 5                                                              from Fig. 6

Fig. 12 Dynamic stiffness of mechatronic stiffness solution from Fig. 7 

The mechatronic stiffness solution from Fig. 7 is characterized by fre-
quency dependence of dynamic stiffness in Fig. 12. The comparison is 
done between cases without modification, with passive modification of the 
structure and with controlled modifications. All results have demonstrated 
the large potential of mechatronic solutions of controlled vibration sup-
pression.  

4. Conclusions 

The various variants of mechatronic solutions for vibration suppression of 
machine tools have been described. They demonstrate the large potential 

Controlled Controlled

Without
Without

Passive
Passive
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of these controlled approaches. Nevertheless, the basis of all mechatronic 
solutions is a suitable modification of the original structure of machine tool 
in order to efficiently exert the additional controlled force.  
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Abstract  

The paper presents dynamic analysis of a rotor with elastic shaft and the 
dynamic force that generates its vibration. To balance the rotor, free elements 
(balls or rollers) are placed in one or two drums. The balls can compensate the 
rotor’s unbalance or increase it depends on the parameters of the system. The 
balls and the rotor are in different planes and it is not obvious if the system can 
be balanced. The vibrational forces that act on the balls push them to new 
positions in which the balls can compensate the rotor unbalance, entirely or 
partially. Computer simulation shows what part of the rotor’s unbalance can be 
compensated by the balls and what the final positions the balls occupy. 

1. Introduction 

E. L.Thearle proposed a method of automatic balancing of the rotors [1]. In 
earlier author’s papers [3-5] and other publications [6-8] the rotor was taken as 
rigid one. Depends on its lengths the balls were placed in one or two planes. 
For the balls in one plane they should be very close to the rotor unbalance and 
therefore this method is affective for the short rotor. For longer rotor the balls 
can be placed on its end. In many situations the rotor cannot be taken as a rigid 
one. When the deformations of the shaft are too large then they change the 
behavior of the rotor and the balls. The dynamic forces generated by the rotor 



unbalance and the balls are in different planes. It is not clear in what way they 
will be transformed between these planes and in what way they effect on the 
behavior of the balls. The deformation of the shaft plays greatly impacts the 
behavior of the balls. The relations that define the relations between forces in 
two planes and there deformations should be given. The rotor on the elastic 
shaft and a drum with two balls is shown in Fig.1. The rotor mass center is at 
C which is in the distance e from the axis of rotation. The distance between the 
rotor and the drum is L2 and later during the analysis of the system its 
influence on the possibility of the system balancing will be verified. The force 
generating by the rotor unbalance is in the plane E and the centrifugal force of 
the balls are in the plane D.  

    

                                                                      

         

The position of ith ball in the drum is defined by an angle αi that is measured 
with respect to the position of the rotor center C – Fig.2. The displacement of 
the rotor is defined by the linear x4, y4 and angular Φ4, Θ4 coordinates. The 
vibration of the drum are described by x3, y3, Φ3, Θ3 . The relation between the 
displacements x3, θ3, x4, θ4 and the forces in the plane XZ is defined by the 
relation (1) - Fig.3. 

             

1 

Y
L1 L2 L3

C2 3 4 6 
5 

Z

X1 23

D E

Fig.2. Position of the ball with 
respect to the rotor  

Fig.1. Rotor and two balls    
1– disk, 2 – drum, 3 - balls 

Me

Fig.3. Deformation of one element of the shaft Fig.4. Balanced system
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Deformation of the shaft in the plane YZ is defined by a similar matrix with 
some change with sign of the matrix elements. For elastic elements 1-2 and 5-
6 the relations are similar with another length of the shaft. At the points 1 and 
6 the moments are zero M1=M6=0.  
If there are two balls in the drum and they really compensate the rotor 
unbalance then they should occupied the positions opposed to the rotor 
unbalanced [4]– Fig.4. The theoretical final positions of the balls are defined 
by (2) 

             )
2

arccos(1 mR
Me

t −=α ,                 tt 11 2 απα −= .                          (2) 

2. Mathematical Model 

The disk has four degrees of freedom. The positions of the disk are defined by 
4444  , , , θφyx  with respect to the fixed coordinates system XYZ. If the rotor 

is equipped with two balls then there are two degrees more with coordinates 
α1, α2. The equations of motion can be obtained from Lagrange’a equation. 
The forces acting on the rotor and the balls are presented in Fig.2. The 
equation of the motion of the disk are defined by 

   )( 211144444 xxxxxxxx PPkQkcxkxcxM ++=++++ θθ θθ  ,       (3) 

   )( 2121444444 xxxxxx PPkxkxcJkcI +=++−++ θθθθ φωθθθ  ,       (4) 

     )( 211144444 yyyyyyyy PPkQkcykycyM ++=++++ φφ φφ  ,        (5) 

   )( 2121444444 yyyyyy PPkykycJkcI +=+++++ φφφφ θωφφφ  .        (6) 

Qx, Qy  - components of the forces from the static unbalance in the plane X-Z 
and Y-Z. Px, Py  - components of the force generated by the ball, 
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yxyx kkkk 222111 ,,,  - coefficients of the influence of the balls on the disk 

behavior. 
If the balls are in the plane of the disk then the coefficients yx kk 11  ,  are equal 

to one and the coefficients yx kk 2221  ,  are zero. The first coefficients 
decreases and the second one increases when the distance L2  between the disk 
and the drum increases. The motion of the balls with respect to the rotor are 
governed by the following equations   
          
         [ ] 11331 )cos()sin( ααωαωα  RntytxmmR ii −+−+= ,                    (7)  
         [ ] 2223232 )cos()sin( ααωαωα  RntytxmmR −+−+= .                 (8) 

It is seen from (9, 10) that the motion of the balls depends on the inertial 
forces generated by the rotor vibration x3(t), y3(t). The vibration force for one 
ball 
                ))cos()sin(( 33 iii tytxmLF αωαω +−+=  ,                           (9)
and this force define the motion of the ball and its equilibrium position. The 
displacement of the drum depends on the displacement of the disk and the 
forces produced by the balls. The relations between the displacement of the 
disk and the drum, with the balls inside it, are defined by 
        xPdcxbx 141413 ++= θ ,             yPdcyby 242423 ++= φ ,             (10) 

where b, c, d  are the coefficients that present the relations between the 
displacements of the rotor and the drum. The symbol 1 is for the plane XZ and 
2 for the planeYZ. The coefficients k11x, k11y, k21x, k21y, and  b1, c1, d1, b2, c2, d2

are calculated from the relation (1). From (10) the acceleration 33  , yx   can be 
calculated as a function of the vibration of the disk and then the vibrational 
force Fi. The final positions of the balls depend on these forces and at the 
positions of equilibrium these forces are equal to zero. From the previous 
author works it is know that the motion depends on the average force  

                                      ∫ ⋅=
T

0
ii dt)t(F

T
1F .                                          (11)

At the final position of the balls these forces are zero  

              0),( 211 =ffF αα ,            0),( 212 =ffF αα .                        (12) 
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3.   Results of Simulation 

The analysis was done for different parameters of the system. Some of the results are 
presented in the diagrams Fig.5 and 6. It can be seen that the balls move to a new 
positions and the vibrations of the disk decreases in time. It means that the system 
goes to the balanced state. The Fig. 5 presents the vibration of the disk in the plane XZ 
when the balls are inside the disk and the disk is in the middle of the shaft 
(L1=L3=0.55m and L2=0). There is no angular vibration of the disk because all 
dynamic forces are in the same plane. Other parameters; mass of the rotor M=35 kg, 
anular velocity ω= 100 rad/s, R=0.15 m, Me= 2.25 kgcm, ET= 1650 Nm2. 

Fig.5. Vibration of the disk and behavior of the balls in time when L1=L3 and L2=0 

When the disk and the balls are in the same plane (L2=0) then the balls 
compensate the rotor unbalance in 100%. The linear vibration vanishes as a 
result of balancing of the system. The diagram in Fig. 6, presents the vibration 
of the disk when the drum with the balls is close to the disk (L1=300 mm, L2

=100 mm). The balls go to the positions of equilibrium that are very close to 
the theoretical one. The system is not completely balanced because there are 
small vibrations and dynamic reactions of the bearing. 

Fig.6. Linear and angular vibration of the rotor and the positions of the balls in time 
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If the distance between the rotor and the drum increases then the residual 
unbalance also increases. The balls try to compensate the static unbalance of 
the disk but at the same time the disk and the balls generate a dynamic 
unbalance and therefore the diagram present much greater angular vibration.  
When there is only one drum and L2≠0 then the balls cannot compensate the 
rotor unbalance in 100%. The rotor can be equipped with two drums, each 
containing two balls. The balls in two different planes can produce a force that 
can compensate the disk unbalance and also a moment which can decreases 
the dynamic unbalance.  

4.  Conclusions 
When some of the coefficients of the influence in eqs. 3-8 take a magnitude 
zero or one then the system can be balanced in 100%. But for any position of 
the drum with respect to disk the system cannot be completely balanced. The 
computer simulation presents in what way the balls change their positions and 
in what way the rotor’s vibrations vanish. The examples given in this paper 
were obtained for the rotor speed greater than its natural frequency.  
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Abstract  

Subject of the paper is manufacturing technique of porous structures made 
of stainless steel fibers. Preparatory operations on fibers of various diame-
ters and lengths, compacting and sintering the structures were discussed. 
Samples 30 mm in diameter and 4 mm high were investigated.   
Filters permeability was evaluated on the basis of so called viscosity type 
permeability coefficient α. Influence of permeability as well as that of di-
ameter and length of fibers contained in the samples, on coefficient α was 
determined. 

1. Introduction 

Sintered materials of high porosity are applied in technology widely and 
for various applications. As an example one can mention [1] applications 
in manufacture of machines and measuring equipment, in aircraft-, chemi-
cal, foodstuff, pharmaceutical and nuclear energy industries, in metallurgy, 
etc. An important group of the a. m. semi-products is constituted by filtra-
tion materials for purifying liquids and gases [2]. Metallic filters have a 
number of beneficial properties compared with filters made of organic ma-
terials (like paper, textile, plastic), or inorganic ones (ceramics, glass and 
mineral fibers). Their principal advantage is a possibility to attain a wide 
range of porosity and permeability, while maintaining relatively good 
strength values. 
Basic stuff for fabrication of sintered filtration materials are powders and 
metal fibers [3 - 6].  



When applying powders, it is possible to reach maximum porosity as much 
as 45%. Use of metal fibers enables reaching maximum porosity value up 
to 90%.  
The presented paper pertains to manufacture of compacted compo-
nents made from acid resistant steel fibres and to investigate their 
permeability. Fibres applied were of differentiated diameter and 
length. The permeability coefficient α was applied for evaluation of 
permeability. 

2. Preparation of the Samples 

The initial stock for preparing fibers was an stainless steel wire 0H18N9 in 
softened state (Rm=750 MPa) of diameter as follows: 0.08, 0.2 and 0.32 
mm. The wire was cut into predetermined pieces, 4, 8 and 12 mm long. 
Cutting was done on a special device of own design [7].  
The precut wire pieces were used for forming investigation samples of 30 
mm diameter and 4 mm high, which were made by means of die compact-
ing on a hydraulic press. Compacting pressure between 12.5 and 700 MPa 
was applied that enabled to achieve widely differentiated density range 
(2.3 to 6.7 Mg/m3).  
Fibers were characterized by good compactibility, particularly the thinnest 
ones, i. e. those of 0.08 mm diameter. At pressure as low as 12.5 MPa, 
compacts obtained were of structural integrity and free from chippings.  

            
Fig. 1. SEM wives of the samples compacted from fiber: 

a) Φ 0,20x8 mm at pressure of 500 MPa, 
b) Φ 0,08x8 mm at pressure of 100 MPa 

Surface images of samples made from fibers were shown on the Fig. 1. It 
can be seen that the fibers are tangled and undergo deformation when be-
ing compacted, particularly on the crossing spots. Pores between the fibers 
are of relatively big sizes compared with those in samples compacted from 

ba
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powders and sintered. It must be mentioned, that a few small, strange par-
ticles seen on fibers surfaces constitute remainders of impurities originat-
ing from air, left after permeability tests. 
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Fig. 2. Porosity of the samples made of the fiber 0.08, 0.20 and 0.32 mm in diame-
ter and constant length of 12 mm as a function of compaction pressure 

On Fig. 2 relation of porosity to compaction pressure is shown, for the 
samples made of fibers of constant length l = 12 mm.  
The highest curve pertains to the samples made of fibers of 0.8 mm in di-
ameter. It can be seen that attaining the highest porosity values, exceeding 
70% is possible for the lowest compacting pressure, i.e. 12.5 MPa.  
In the case of higher fiber diameters, a 4 to 7 % reduction of samples po-
rosity took place at the determined compaction pressure value. 

3. Investigation of the Samples Permeability 

Permeability of the samples prepared was investigated in a way described 
in PN-92/H-04945 [8] with application of air. Core of the investigation 
lays in carrying out a series of measurements on volumetric rate of flow 
and air pressure drop while penetrating a sample under conditions of non-
laminar flow. Values of viscosity type (α) and inertial (β) permeability 
coefficients were also determined in the course of the investigation. 
On the Fig. 3 to 6 selected results of viscosity type permeability coeffi-
cients α are shown as a function of the samples porosity. 
Porosity of the samples has an essential influence on the coefficient α val-
ue. As expected, the coefficient value grows with increase of porosity. Fig. 
3 pertains to the samples made from fibers of 0.2 mm diameter and diffe-
rentiated length of 4, 8 and 12 mm. 
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Fig. 3. Permeability coefficient α for the samples made of fiber with 0.2 mm 
in diameter and different length as a function of porosity 

The lowest permeability is shown by samples made of the shortest fibers, 
for which relatively highest compacting density was attained. As much as 
the fiber length increases, the coefficient α takes higher values. 
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Fig. 4. Influence of fiber diameter with constant length of 12 mm 
on permeability coefficient α of samples. 

Similar dependence was attained for samples made from fibers of the 
smallest diameter [7]. In this case influence of fiber length on the samples 
permeability is much lower than for fibers of bigger diameter.  
Much higher influence than that of fibers length on the coefficient α has 
their diameter, what is substantiated by the data shown on the Fig. 4.  
At determined fibers length (12 mm) permeability is growing considerably 
with increase of fiber diameter. At comparable porosity in the samples 
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made of thicker fibers bigger pores are formed, hence better conditions for 
air flow are attained. 

4. Summary 

The investigations carried out in respect of performing porous samples 
from metallic fibers as well as permeability tests of the samples allow to 
formulate following conclusions: 

1. Preparation of samples from metallic fibers is more difficult than per-
forming porous samples from powders. The thinner and longer are the 
fibers, the easier is to obtain compact structures free from chippings. 

2. Permeability of samples from metallic fibers determined by so called 
viscosity type of permeability coefficient α depends first of all on the 
compacting pressure applied and, ultimately, from the samples porosi-
ty achieved. 

The actual value of coefficient α is also influenced by fiber sizes, i. e. its 
diameter and length. With growing fiber length the coefficient attains 
higher values. Changing the fibers diameter results in higher permeability 
changes than that of their length. At comparable porosity in the samples 
made of thicker fibers bigger pores are formed, which results in better 
conditions for air flow being attained.
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Abstract

In the paper consecutive steps of fast prototyping with pneumatic position-
ing drive were outlined. The model of asymmetrical pneumatic cylinder, 
fed with compressed air buffer was presented. This model was determined 
using an IDCAD software package, developed in IAiR of WTU. The fast 
prototyping was carried out using PExSim (Process Explorer and Simula-
tion) software package developed recently in IAiR of WTU too. Results 
received during the tests and simulation were compared and presented. 

1. Introduction 

Fast prototyping is the methodology of carrying out research and devel-
opment activities being more and more widely applied in designing of 
modern mechatronics systems. This idea assumes eliminating the real ob-
ject from the process of working out the control policy and replacing it by 
its model. Simulation of the behaviour of the object and controller in nor-
mal operation and extreme conditions reflects the phenomena that usually 
can be observed only in a laboratory or real industrial conditions after long 
preparation of a proper stand and measurement equipment.

Positioning pneumatic drives, controlled using proportional valves 
are quite well examined. The usage of cheap, two-position valves (alterna-
tively working) with PWM-like control technique in low-cost control sys-
tems has led to significant consumption of the compressed air [1]. A con-
cidered drive, based on the bang-bang principle control, is to achieve fast 
positioning with moderate final position accuracy, significantly reduced 
positioning time and consumption of the compressed air.  The idea of time-
optimal control of a pneumatic drive relies on usage of fast switching 



valves, that are controlled directly and final position is reached with ac-
ceptable overshoot. 

2. The model of the pneumatic actuator 

Having a complex set of information about the pneuamtic drive allows to
formulate equations, which describe the relations in pneumatic cylinder
[2], [3]. As far as geometrical parameters of the actuator, masses of the
moving elements, supply conditions can be easily measured and recog-
nised as constant, the measurements of the friction force parameters are
difficult to carry out and are dependent on stoppages, conditions of lubri-
cation, etc. To sum up, in formulated equations there is a number of un-
known coefficients which determination is problematic. 

Another approach to developing the model of the pneumatic actua-
tor is a statistical identification, based on measured input-output data. The 
main advantage is the fact, that it is not necessary to declare many techni-
cal parameters of the pneumatic drive. Relying on discrete time data, re-
corded with a sampling time interval, it is also possible to estimate the pa-
rameters of the linearised model which are velocity gain, eigenfrequency,
damping factor and to write down the linear transfer function between the 
piston velocity and control input [2].

The investigated system consisted of pneumatic actuator FESTO 
DSNU-25-400 PPV-A, four fast switching valves FESTO MHE4-MS1H-
3/2G-QS8 and 10 liter air reservoir. The measurements of the piston posi-
tion, supply pressure and pressures in cylinder chambers were realised us-
ing respectively linear encoder and piezorezistive pressure sensors. The
control of the identification experiment and data acquisition were carried
out using PC computer equipped with dSPACE 1102 board.

The following conditions of the identification experiment were as-
sumed: experiment carried out without feedback loop, sampling time in-
terval 1ms, binary signals u1, u3 control inlet valves of the respectively left 
and right chabmer and binary signals u2, u4 control outlet valves of the
respectively left and right chabmer, between control signals there is a rela-
tionship 4321 , uuuu , groups of valves of the left and right chamber 
excitited by two pseudo random binary signals (PRBS) with constant am-
plitude, based on the 4-bit register, and generation periods 10ms and 16ms. 

Linear ARMA (Auto Regression Moving Average) model which takes
into account the control signal u and n previous values of its output was 
searched. Its difference equation can be written as 
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Fig. 1a shows the structure of the model being identified firstly. 

Fig. 1. Structures of  identified models

In order to simplify the structure of the model, two modified input
signals u12, u34 were used. They were determined on the basis of input sig-
nals gains of the model presented in Fig 1a and  defined as follows 
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where  is the gain of the input signal uik i. Fig. 1b shows the structure of
the model with two modified input signals. This approach allows to reduce 
the number of inputs, takes into account the fact that the gain of each input
signal is different and preserves the quality of the model. The model was 
verified by parallel simulation [5] of the model output . The results of
the verification of the model were presented in Fig. 2. 

)(ˆ ky

Although during the identification experiments 20% drop of the 
supply pressure were observed, introduction of additional input signal as 
supply pressure caused only 0,3% reduction of the model error.

3 Simulation software 

The usage of simulation software in combination with data recorded dur-
ing identification experiment allows to tune the parameters of the function

477Fast prototyping approach in developing low air consumption pneumatic system 



blocks which were used to model the pneumatic system. This approach can
be particulary useful while determining unknown parameters of the fric-
tion, nominal pressure drops, air flows, etc. 

The function blocks model of the pneumatic system was prepared
using PExSim simulation software package. Masses of the moving ele-
ments, initial conditions and all the parameters of used function blocks
were known except the parameters of the Stribeck friction model, which
were constant friction 0, linear friction coefficient 1, expotential friction
coefficient 2, friction values for zero velocity while accelerating FRC1
and braking FRC2. In order to identify them the Quality index block de-
fined as an absolute difference between recorded and modeled piston ve-
locity was added to the model structure. The optimization task was carried
out using PExSim Optimizer software. Fig. 3 shows an exemplary plot of
recorded and modeled velocity. 

Fig. 2. Results of the verification  Fig. 3. Plot of modeled velocity

4 Simulation and fast prototyping 

Identified model of the pneumatic drive was implemented in PExSim 
simulation software package as a C++ script. In order to verify the idea of
fast prototyping, preliminary, simplified control policy was developed. The 
displacement was divided into acceleration and braking phases. During 
acceleration one chamber is fed and other is evacuated. While braking 
phase previously evacuated chamber is fed also. It was assumed that dur-
ing braking phase of the movement the kinetic energy EK of the mass is
converted into the work of the friction force WF and work to compress gas
WC from volume corresponding to braking phase beginning position to 
volume corresponding to set position.  It was also assumed that air is being
compressed from atmospheric pressure to supply pressure during adiabatic
process. This policy was implemented as a condition W KFC EW ,
written in C++ and checked every sampling period during simulation after 
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the start ot the movement. Fig. 4 shows exemplary results obtaind during
the simulation. 

Fig. 4. Simulated course of positioning

The initial position during simulation tests was 150mm. Displacements
from 250 to 350 were simulated. The average positioning error was 5%.

5 Summary

The usfulness of any simulation software is limited by the degree of com-
plexity of the utilized equations. As far as they can cope with modelling
traditional pneumatic servosystems, where cylinder chambers are fed and
evacuated alternatingly, the results of simulations performed for independ-
ent control of each chamber, just like during the identification experiment,
are not satisfactory.

Presented in the paper control policy was simplified as much as
possible and was only a contribution to presentation the idea of fast proto-
typing approach in developing low air consumption pneumatic systems.

Obtained results lead to the conclusion that the usage of statisti-
cally identified dynamic models assures the fastest and most adequate way
of simulating pneumatic drives. Moreover such models can be used to de-
velop and test control laws. This approach allows to implement, test and
modify the control algorithm much easier, faster and cost efficient. 
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Abstract  

To communicate with the telephone line chip-cards  (IC cards) require 
terminals or other special apparatus, equipped with a card reader for re-
trieving the information on a card. 
Also in the case of disabled or sick people problem exists of dialing of a 
phone number in distress. To solve these problems a special chip-card was 
designed, equipped with an electro-acoustical transducer and a  DTMF 
(Dual Tone Multi Frequency) tone generator, for acoustic communication 
with a telephone line through the microphone of  a regular telephone appa-
ratus 

Introduction 

Problem: 
To communicate with the telephone line chip-cards  (IC cards) require 
terminals or other special apparatus, equipped with a card reader for re-
trieving the information on a card. 
Also in the case of disabled or sick people problem exists of dialing of a 
phone number in distress. 

Solution: 
Design of a chip-card equipped with an electro-acoustical transducer and a  
DTMF (Dual Tone Multi Frequency) tone generator, for acoustic commu-



nication with a telephone line through the microphone of  a regular tele-
phone apparatus. 

DTMF (Dual Tone Multi Frequency) tones:  
Is a system of tone pairs of pre-determined frequency combinations, when  
re-played in pairs are received by the telephone line as numbers or sym-
bols to be dialed. DTMF tones correspond to so called „tone dialing” of a 
telephone number, (as opposed to older - „pulse dialing” method). 

Keypad  The DTMF keypad [2] is laid out in a 4×4 matrix, with each row 
representing a low frequency, and each column representing a high
frequency (Fig. 1) . Pressing a single key such as '1' will send a sinusoidal 
tone of the two frequencies 697 and 1209 hertz (Hz) (Fig. 2). The original 
keypads had levers inside, so each button activated two contacts. The 
multiple tones are the reason for calling the system multifrequency. These 
tones are then decoded by the switching center to determine which key 
was pressed.

DTMF keypad frequencies 

1209 Hz 1336 Hz1477 Hz 1633 Hz

697 Hz 1 2 3 A

770 Hz 4 5 6 B

852 Hz 7 8 9 C

941 Hz * 0 # D
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Figure 1.   DTMF tones keypad symbols and frequencies 

Figure 2. Combination of DTMF tones for digit 1 

Requirements There are certain requirements [5] on the receiver for per-
forming several checks on the incoming signal before accepting the incom-
ing signal as a DTMF digit: 

1. Energy from a low-group frequency and a high-group frequency 
must be detected 

2. Energy from all other low-group and all other high-group frequen-
cies must be absent or less than -55dBm.  

3. The energy from the single low-group and single high-group fre-
quency must persist for at least 40msec*.  

4. There must have been an inter-digit interval of at least 40msec* in 
which there is no energy detected at any of the DTMF frequencies. 
The minimum duty cycle (tone interval and inter-digit interval) is 
85msec*.  

5. The receiver should receive the DTMF digits with a signal 
strength of at least -25 dBm and no more than 0 dBm.  

6. The energy strength of the high-group frequency must be -8 dB to 
+4 dB relative to the energy strength of the low-group frequency 
as measured at the receiver. This uneven transmission level is 
known as the "twist", and some receiving equipment may not cor-
rectly receive signals where the "twist" is not implemented cor-
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rectly. Nearly all modern DTMF decoders receive DTMF digits 
correctly despite twist errors.  

7. The receiver must correctly detect and decode DTMF despite the 
presence of dial-tone, including the extreme case of dial-tone be-
ing sent by the central office at 0 dBm (which may occur in ex-
tremely long loops). Above 600Hz, any other signals detected by 
the receiver must be at least -6 dB below the low-group frequency 
signal strength for correct digit detection.  

* The values shown are those stated by AT&T in Compatibility Bulletin 
105 [3]. For compatibility with ANSI T1.401-1988 [4], the minimum inter-
digit interval shall be 45msec, the minimum pulse duration shall be 
50msec, and the minimum duty cycle for ANSI-compliance shall be 
100msec. 

The proposed chip-card is an „active chip-card” – it has: 
A) own source (or coupling) of energy, (for instance „paper thin ” 
 lithium battery made by Panasonic- type CS1634 or CS2329 
thickness 0,5 mm), 
B) own telephone number(s)  memory chip, with a DTMF tone 
generator (such as KS5820 made by Samsung Electronics), 
C) thin electro-acoustic transducer; electrodynamic (such as for 
instance MSD 791701 manufactured by  TDK ), or a piezoelectric 
made of material such as piezoelectric plastic PVDF (trade name 
Kynar, made by Atochem), 
D) a switch means for re-playing, to the microphone of the tele-
phone apparatus, the sequence of DTMF tones programmed in the 
card – at the demand of the user. 

Application: 
Electronic business cards, self-dialing of the telephone number, or access 
cards for telephone and telecommunication services, allowing simple, ef-
fortless and quick access to certain telephone numbers. Also phone dialing 
cards for people who need to dial a number in distress.  

US patent 4,995,077 was granted to the author of this article for the „Chip-
card for communicating with the telephone line by means of DTMF 
tones”. The invention of the above chip-card was awarded Bronze Award 
at 6th International Exhibition of Inventions in Gdańsk, 2005, and Gold 
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Medal at Brussels Eureka 2006, 55 World Exhibition of Inventions, Brus-
sels, Belgium. 
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Abstract  

A successful realization of Stirling engines is conditioned by its correct 
conceptual design and optimal constructional and technological mode 
of all parts. Initial information should provide computation of real cycles 
of the engines. Present calculation models of thermodynamic cycles of the 
external heat supply engines, e.g. Stirling or Ericsson engine, arise from 
ideal theoretical cycles which are known from basics of thermodynamics 
that are, for this purpose, modified by various methods [1, 2, 3, 4, 5]. 
High-level CFD (Computational Fluid Dynamics) models, arising from 
the description of real processes which run in external heat supply engine 
are used for virtual prototype of Stirling engine. 

1. Introduction 

Requirements of computational modeling of different physical phenomena 
rise in the present time. Dynamics of Stirling engine parts and dynamics 
of fluid processes in the respective characteristic areas (or volumes) 
of external heat supply engines are specific which is given by the fact that 
the course of observed values (force, temperature, pressure, heat transfer, 
etc.) is periodical.  
Modern computational models deliver relative accurate results but only 
if correct inputs are included. This represents a fundamental drawback 
of modern computational methods. The correct inputs can be greatly 
obtained from measurements and therefore the measurements are 
continuously a fundamental part of the Stirling engine development.  



2. Computational Models of Stirling Engine 

The development of a computational models starts with CAD model of the 
Stirling engine (Figure 1). Stirling engine geometry is set to an initial 
cranktrain position. A volume of a working medium is created by 
a subtraction of a Stirling engine CAD model from a properly chosen 
volume (Figure 1). A geometrical symmetry of an inner working medium 
volume can be used. Consequently a high quality hexa mesh is generated. 

Fig. 1. Stirling engine development cycle using CAD, MBS and CFD tools and 
measurements 

2.1. Multibody Dynamics 

Multi-body systems (MBS) can be applied as effective tools for solving 
Stirling engine dynamics. Multi-body systems enable solving different 
dynamic issues of complex systems combining rigid and flexible bodies. 
In the case of Stirling engine mechanisms, they can be used to find 
the optimum alternative for balancing the driving mechanism [6]. When 
the mechanism moves, inertial forces of different moving parts take effect. 
These cause vibrations and must be "captured" by means of the machine 
seating. A virtual mechanism prototype has been created in the multi-body 
system and the Stirling engine driving mechanism has been optimised 
to produce low vibrations. 

2.2. CFD 

The application of known computational models derived for stationary 
states is therefore not possible. In the recent years computational fluid 
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dynamics (CFD) has been enormously developed and therefore is applied 
to the development of Stirling engine thermodynamic cycle.  
The aim of the project is to develop calculation models of real 
thermodynamic cycles of external heat supply engines, which will enable 
us to calculate the thermodynamic cycle parameters necessary 
for structural design of engines with higher order accuracy precision. 
In the second phase, a virtual prototype of external heat supply engine will 
be made as a complex calculation model. This complex calculation model 
enables to find optimal parameters of the engine, for example, design and 
materials of a regenerator, proper design of a combustor modulus 
or Stirling engine working medium. 

3 Stirling Engine Thermodynamic Cycle Results 

The computational model of a Stirling engine thermodynamic cycle can be 
used in many ways. Generally, the first question can be what sort 
of a working medium should be used. The CFD model can give relatively 
precise answer. 

Fig. 2. Computed velocity distributions on symmetry plane vs. crank angle (air) 
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A fundamental request for a Stirling engine construction is a fluent flow 
without any pressure losses. Figure 2 presents computed velocity 
distribution on a symmetry plane of the engine vs. a crank angle if air 
is used as a working medium. Initial static pressure in an engine volume 
is set to value of 1 MPa. 
The complex computational model enables to solve the �-type Stirling 
engine combustor modulus in detail. A heat source distribution is 
optimized to uniform heating of the combustor modulus. Various types 
of design and materials of a regenerator are also discussed to ensure 
maximal thermal efficiency of the Stirling engine. 
A computed temperature distribution on a symmetry plane of the engine 
vs. a crank angle is shown in Figure 3. 

Fig. 3. Computed temperature distributions on symmetry plane  
vs. crank angle (air) 

4. Conclusion 

Computational models of thermodynamic cycles of the Stirling engine are 
being created as higher-level computational models based on CFD models 

488 V. Pistek, P. Novotny



of physical processes occurring in real units, using only the minimum 
simplifying assumptions. New computational models will be created after 
the necessary number of technical experiments is made. They will speed 
up the development of Stirling engines with better technical and economic 
parameters. 
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Abstract  

The paper presents a model of the technological process in the vibro-energy 
machines. The abrasive medium has viscous-elastic properties. As a result of 
container’s vibration the medium with finishing elements translate with os-
cillation and it results in machining the elements that are in the container. 
The forces between the medium and the elements are result of friction. The 
mathematical model is defined and the properties of the system are deter-
mined through a numerical simulation. Trajectory of the elements, their ve-
locities and the forces between them are determined as a function of the con-
tainer’s vibrations. 

1. Introduction 

Efficiency of mass production process of small elements in vibratory ma-
chines depends on the forces acting on the element’s surface. The motion of 
loose abrasive medium with the finishing elements inside it is a result of vi-
bration of the container and the properties of abrasive medium (stiffness and 
friction). The elements move with vibrations and there are also impacts be-
tween the elements. Technological liquid in the container helps the process 
of finishing and control the properties of abrasive medium. Vibratory finish-
ing is used for deburring, rounding, cleaning, and brightening of small 
elements in mass production. 



2. Modelling the vibratory machining 

The motion of the medium filling the container and the machining elements 
inside it comes from the container’s vibration. The lower part wall of the 
container has a circular shape. The vibration of the container is generated by 
an unbalanced rotor. The amplitude and frequency of container’s vibration 
can be controlled by changing the unbalance and the speed of the rotor. The 
trajectory of a point B on the container’s wall is an ellipse. The vibrations of 
the centre point O of the container are harmonic 

  tsinAx xo Ω= ,   )tsin(Ay 1yo ψΩ += , )tsin(A 2oo ψΩϕ +=    (1) 

where A, , ψ are the amplitude, frequency, and shift angle of the compo-
nents of vibration [2]. 
The tangential and normal components of vibration of the point B of the 
wall – in the natural coordinates XBY-Fig.1 

  Rsinycosx)t(x ooo ϕαα ++= ,    αα cosysinx)t(y oo +−=       (2) 

The processing elements are taken as a rigid objects and the abrasive me-
dium as a viscous-elastic material – Fig.3. The motion of the elements is de-
fined in coordinate frame XBY fixed to the container and therefore the iner-
tia forces Jx, Jy have to be introduced. The components of vibration x(t), y(t) 
are harmonic so the inertial forces are determined by the following relations; 
              )t(xmJ 2

x Ω=         )t(ymJ 2
y Ω=     (3) 

Fig.2. Trajectories of the select   
points on the container’s wall. Fig.1. Model of the vibratory machine

y
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The first layer of elements contacts with the rough wall. The friction be-
tween the wall and the elements forces them to move. The friction between 
the first layer and the next one pushes the last one and so on with the next 
layers.  

Fig. 3. Interaction between the elements 

The layers moves with different velocity and in this way the elements are 
finished. The motion of one element depends on the forces acting on it; iner-
tial forces Jx, Jy, normal reaction N, friction T, gravity mg, viscous F, and 
elastic forces S between the elements and abrasive medium. They should be 
projected on tangential and normal direction. The forces that act on the ele-
ments are shown in Fig.4. Position of the elements in the container is de-
fined by the angle αi or the coordinate zi. The relation between them is 

jiji )/Rx(zα += .
The motion of the element is defined by the following equations  
   
    ii3x2x1x2xx121xxiii xgmFFFSSTTJPxm −−−+−+−+== ,   (4) 
    iiji3yi2yi1y2i1iyiyiii cosgmzFFFNNJPym α−+−+−+==         (5) 

where S1i, S2i, F1i, F2i are the elastic and damping interactions in x and y direc-
tions from the adjacent elements, N1, F3 are the reactions of the wall on the 
ith element, T2, N2, Fy3 are the reactions from the next layer, zj is the number 
of layers. 
Each element has two degrees of freedom. So the number of degrees of 
freedom of the system depends on the number of elements in the layer and 
the number of layers. 

layer No 2

layer No 1

Ni (t)

αi

y

x

Rj 

O

Ti (t) ith element
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3. Results of computer simulation 

Calculations were executed using software MATLAB 6.5. The results of 
computer simulations are shown in Figures 4, 5.  
The following parameters were taken for the calculation: the radius of the 
first and second layers container R1 = 0.5 m, R2 = 0.45 m the difference be-
tween layers 0.05 m, the mass of the element mi = 0.1 kg, the coefficient of 
friction = 0.2, the amplitude of vibrations Ax = Ay = 0,5÷  1.5 mm, the fre-
quency of vibrations  ω = 100 rad/s, the stiffness of medium kx = ky = 300 
N/m, coefficient of damping cx = cy = 10 kg/s. 

Fig.4. Behaviour of the elements in the first layer (zi=1) when Ax=Ay=0.5 mm 

The diagrams in Fig.4 present displacements x of three elements in the first 
layer with respect to the initial position, normal reaction of the wall, fric-
tion force and the interaction between the adjacent elements. Each element 
has two components of displacement x(t) and y(t). The normal displace-
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ment is periodical with variable amplitude. In the direction tangential to 
containers wall the element moves with variable velocity. It means that 
there is an interaction between the elements what gives the finishing of the 
elements. An average velocity depends on the parameters of the container’s 
vibration. 

       Fig.5. Behavior of the two elements in adjacent layers; a) displacements x(t)              
b) velocities vx(t) for the elements in the first and second layer. 

4. Conclusions 

The discrete model of vibratory finishing was applied. Computer analysis of 
the motion and interactions between the elements was done. The model is 
non-linear as a result of interaction between the wall and the elements that 
are in contact with it. The motion of the elements in tangential direction to 
the container is a translation with oscillation. The average velocity of the 
layer increases with the amplitude of vibration of the container. Direction of 
the motion of the elements depends on shift angle between the vibrations 
xo(t) and yo(t). Using computer simulation allows establishing the behaviour 
of the individual layers of processing medium for different amplitudes and 
frequency of the machine’s vibrations, and the interaction between ele-
ments. The distances between the layers and also between the elements in 
one layer change. It has an effect on the density of abrasive medium and 
parameters of finishing. 
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Abstract  

Precision drive systems are expected to fulfil still higher and higher per-
formance requirements regarding their speed of operation, accuracy etc. 
This is being achieved on various ways e.g. by changing construction of 
mechanical parts or modifying electronic circuits. The other approach is to 
modify control algorithms using additional data from the system, which 
was previously not considered. In the paper there are examples of such 
solutions presented. One of them, electrical linear actuator controlled using 
signal of loading force, has reached an experimental stage. It demonstrated 
its ability to operate efficiently under changing load with synchronous mo-
tion of driving stepping motor kept. Results of those experiments are 
added.  

1. Introduction  

There are numerous solutions developed to make traditional electrical 
drives more efficient. One of them is to measure current temperature of 
selected parts of a drive to protect it from overheating. Another idea uses 
signal of loading torque to stop a spindle motor before a drill is broken due 
to its wear during technological operation. In case of a drive with stepping 
motor there is a risk of loosing its synchronicity when load exceeds the 
value defined by characteristic for a given stepping rate. An idea to prevent 
such events is presented below.  



2. New idea of control of stepping linear actuator 

Users of linear actuators usually expect them to position driven objects 
with a given accuracy, sometimes – to develop high forces, and almost 
always – to move with high speed. When mechanism converting rotational 
to linear movement is powered by stepping motor (Fig. 1) then increase of 
pusher velocity v can be obtained by increasing stepping rate f.  

f
2
sPv
π

=   (1)  

where: P – pitch of screw gear, s – nominal step of motor.  

Rotor 

Stator  

Bearings  
Nut  

Controller 

Screw  
(pusher)  

A driven  
object  

Antirotational 
system  

Fig. 1. Linear actuator with screw gear driven directly by motor’s rotor  

Depending upon mode of operation of stepping motor adopted for the 
drive the maximal stepping rate is limited either by its pull-in or pull-out 
characteristic (Fig. 2).  

F 

fmax

1 

2 A B 

f 

Fc

Fig. 2.  Mechanical characteristics of stepping actuator: A – pull-in characteristic, 
B – pull-out characteristic; f – stepping rate, F – load force  
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When loading force acting on pusher varies, stepping rate is set at the level 
assuring synchronism of motion for the highest expected force. It means 
that for smaller loads the actuator operates at speeds lower from those pos-
sible to be achieved. In order to eliminate such restrictions it is proposed to 
continually adjust stepping rate to current load force using characteristic of 
motor. Thus during the positioning cycle control algorithm shall repeat the 
following functions (Fig.3):  

• acquisition of instantaneous force value Fi,  
• determination of pull-out frequency fgi for this force,  
• adjustment of stepping rate to the admissible level fmaxi with the 

constant, previously fixed acceleration af.  
F 

fg(i-1) f 

Fi  

Fi-1

fg(i) fmax(i) 

Fig. 3.  The new idea of control  

Realization of the specified tasks by the system requires:  
a) mechanical characteristics of the actuator to be recorded in the 

control unit memory,  
b) admissible acceleration of the actuator to be fixed,  
c) constant measurement of load force.  

In Fig. 4 block diagram of modified actuator with force sensor located on 
the pusher is presented.  

Motor
stator

Rotor
(nut)

Pusher
(screw)

Motor
control
channel

Force
measuring

channel

A driven
object

f

Algorithm
of computing

control frequency

F

Fig. 4.  Block diagram of modified actuator F – measured force, f – stepping rate
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In order to verify the above idea simulation experiments were performed. 
Mathematical model of modified actuator was developed. The so called 
“idealised” model of stepping motor as well as classical relations for screw 
gear were used in the model [1]. Numerical data of actuator built with FA 
34 [3] hybrid stepping motor equipped with M8 x 1,25 thread in movement 
converting mechanism were applied in the simulation model. A set of ex-
periments was performed to determine pull-in characteristic of the actua-
tor, which was subsequently approximated with polynomial function of the 
4th order. Force measurement channel was modelled as the 1st order inertial 
element. Stepping rate f was computed as a subtraction of pull-in fre-
quency fmax determined from approximating function and two correcting 
components: fmax for approximation and fg as a safety margin.  

gmaxmaxgg ffffff ∆∆∆ −−=−= . (2)  
Responses of actuator to stimuli input as the step of force were computed 
(Fig. 5).  
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Fig. 5.  Exemplary responses of actuator to step of load force  

A chance to verify the idea in a laboratory arouse when a special stand for 
testing linear actuators was designed and built [2]. A series of experiments 
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were carried out with approximately linear increase and decrease of load 
force (Fig. 6 a). In these conditions proper operation of the actuator was 
obtained (Fig. 6 b).  

    

 
 

Fig. 6. Input signal of load force during tests (a)  
and right responses of the actuator (b) [2]  

3. Summary and conclusions  

The new idea of control of stepping linear actuator was confirmed by both 
simulation and laboratory experiments. The following conclusions can be 
formulated upon the results of tests.  

1. Experiments proved that under certain conditions the actuator driven 
by a stepping motor with load force feedback loop can operate with possi-
bly high stepping rates having synchronicity of motion guaranteed.  

2. The modified actuator has a valuable property – ability to stop under 
overload, wait for better conditions and next start to continue synchronous 
motion.  

3. Applying additional feedback loops to well known, reliable drive 
systems can be a good way for improving their performance.  
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Abstract  

Recently, we are entering a new stage of electronics, in which time-
controlled transport of individual electrons can be achieved by using nan-
odevices, so-called single-electron tunneling devices. Also, it is recognized 
that single-electron transport is highly sensitive to ultimately small envi-
ronmental charges such as a photogenerated electron and a doped ion, 
leading to a new paradigm in electronic devices working with a few ele-
mental particles, i.e., electrons, phonons and ions. 

1. Introduction 

Since almost two decades ago, single-electron-tunneling (SET) devices 
have been intensively studied[1]. The SET devices basically consist of ul-
timately small capacitors with the order of 10-19Farad, in which even only 
one electron stored results in a huge potential difference of ~1 volt be-
tween the parallel electrodes of the capacitor. This is simply derived from 
the equation 

δV=δq / C.                     (1) 
When δq is corresponding to an elemental charge, 1.6x10-19Coulomb, the 
order of 10-19 for δq and C is cancelled out. Such a small capacitance can 
be attained by nm-scale fabrication, because the capacitor area size is pro-



portional to the capacitance value. Under this condition, if the capacitor is 
thin enough to allow electrons to tunnel through, electron transport is 
dominated not by tunnel resistance but by Coulomb charging energy. This 
mechanism, so-called Coulomb blockade mechanism, is completely differ-
ent from the conventional devices. When a quantum dot inserted between 
tunnel capacitors are biased by a gate, a stable number of electrons in the 
dot is controlled and electron transport can take place only when the stable 
number of electrons in the dot has double values, i.e., when (n)-electrons 
and (n+1) electrons have the same charging energy. The SET transistor, 
which is the most popular SET device, is based on this mechanism, and the 
dot potential is controlled by the gate. 

In the ordinary SET transistors, however, timing of electron tunneling is 
not controlled. More than fifteen years ago, single-electron turnstile [2] 
and single-electron pump [3] devices, consisting of precisely designed 
multiple-capacitors, were proposed as those that can achieve time-
controlled tunneling of individual electrons by means of ac-gate voltages. 
Each cycle of the ac-gate conveys exactly one electron from the source to 
the drain, leading to the resultant current of the circuit, I=ef. Most recently, 
we have discovered that even random multiple-tunnel capacitors have a 
capability to transfer electrons one by one [4, 5].

In this work, we present this result of single-electron transfer in the ran-
dom system, as well as other important results on interplay of the SET de-
vices with photons and dopant ions. These results, we believe, will open up 
new and wide possibilities for electronics applications. 

Fig.1 Recent exciting research topics based on Si single-electron-
tunneling devices; single-electron transfer, single-photon detection 
and single-ion detection. 
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2. Manipulation of single-electrons 

Recently, we have found by collaboration with Ono (NTT) that a P-doped 
Si-nanowire transistor can transfer electrons one by one by means of ac-
gate bias [5]. This is quite surprising because multiple-tunnel-capacitors 
(or -junctions) are naturally formed by randomly distributed P-ions and it 
was not evidenced from the conventional theory that such random junc-
tions have a capability of single-electron turnstile operation. We have ana-
lyzed these phenomena by theoretical simulations and found that most of 
non-homogeneous capacitance arrays statistically lead to the successful 
turnstile operation with unexpectedly high probabilities. Figure 2 shows a 
schematic view of the P-doped Si nanowire field effect transistor (FET). 
Figure 3 shows measured dc and ac characteristics of SET current vs gate 
voltages. Plateaus at I=ef  is indicating that each ac-cycle of gate bias 
conveyed one electron. 

Fig. 2 A schematic view of a Si nanowire field effect tran-
sistor, which works as a SET multiple-junctions device. 
Phosphorous ions work as quantum dots and generate natu-
rally formed multiple-tunnel junctions. A top metallic gate 
is covering the channel entirely (not shown for clarity). 
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Fig. 3 (a) and (b) Id-Vd characteristics measured at T=5.5 K under dc op-
eration (dashed curves) and ac operation (solid curves) for different gate 
voltage offsets. For ac operation, frequency was set at f=1 MHz. Current 
plateaus appear aligned around ±ef (±0.16 pA) levels indicated by the 
horizontal lines as guides for the eyes. 

Figure 4 shows our two-dimensional (2D) multiple-dots (multiple-tunnel 
junctions) FET, working as an SET device [6]. We have demonstrated [7, 
8] that this device can detect a single-photon through random-telegraph-
signal in the SET characteristics, i.e., each current revel switching in the 
random-telegraph-signal is ascribed to a photo-generated charge effect. 
(See Fig. 5) 

Fig. 4 A schematic view of our multiple-dots FET. The 
channel part consists of randomly distributed Si dots, as 
indicated by the AFM image. 
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Fig. 5 Random-telegraph-signal observed for the dark and 
light-illuminated conditions. The frequency of the RTS in-
creases with decreasing wavelength. This current switching 
in RTS is ascribed to individual photon absorption.

In order to improve the quantum efficiency, we have tried to detect photons 
absorbed in the underlying Si substrate by changing the substrate structure 
from n+-Si to p on p+ layered one. As a preliminary result, we succeeded in 
detecting individual boron ions by monitoring the single-hole-tunneling 
current [9]. 

References 

[1] D. V. Averin and K. K. Likharev, Single charge tunneling, edited by H. 
Grabert and M Devoret (Plenum, New York, 1992). 

[2] L. J. Geerligs, V. F. Anderegg, P. A. M. Holweg, J. E. Mooij, H. Poth-
ier, D. Esteve, C. Urbina, and M. H. Devoret, Phys. Rev. Lett. 64, 2691 
(1990). 

[3] H. Pothier, P. Lafarge, C. Urbina, D. Esteve, and M. H. Devoret, Euro-
phys. Lett. 17, 249 (1992). 

[4] H. Ikeda and M. Tabe, J. Appl. Phys. 99, 073705 (2006). 
[5] D.Moraru, Y.Ono, H.Inokawa, and M.Tabe, unpublished. 
[6] R.Nuryadi, H.Ikeda, Y.Ishikawa, and M.Tabe, IEEE Trans. Nanotech-

nol. 2, 231 (2003). 
[7] R. Nuryadi, H. Ikeda, Y. Ishikawa, and M. Tabe, Appl. Phys. Lett. 86, 

133106 (2005). 
[8] R. Nuryadi, Y. Ishikawa, and M. Tabe, Phys. Rev. B 73, 045310 

(2005). 
[9] Z. A. Burhanudin, R.Nuryadi, and M. Tabe, unpublished. 

504 M. Tabe, R. Nuryadi, Z. A. Burhanudin, D. Moraru, K. Yokoi, H. Ikeda 



Calibration of normal force in atomic force 

microscope 

M. Ekwińska, G. Ekwiński , Z. Rymuza       

Warsaw University of Technology,                                                               
Institute of Micromechanics and Photonics,                                                         
Św. A. Boboli 8,  
Warsaw, 02-525, Poland. 

Abstract  

Investigation with the use of  the atomic force microscope enables to estimate ma-
terial properties in micro/nanometer scale. During such investigation load applied 
by the sensor (in this case cantilever) on the investigated surface is a crucial pa-
rameter. Under that circumstances there were elaborated several methods of nor-
mal force calibration. In this work a new calibration method with calibration grat-
ings is proposed as well as advantages of this method are discussed. On the basis 
of this method also method for stiffness measurements of MEMS structures was 
proposed.  

1. Introduction 

Atomic force microscope (AFM) is one of the most commonly used de-
vices for investigation of the tribological properties of the material in mi-
cro and nanoscale. This information is essential especially when construc-
tion of the MEMS (Micro Electro Mechanical Systems) is taken into ac-
count. Unfortunately load applied during tests performed on the AFM 
(such as: force – distance – curve measurement, wear and friction tests) is 
given in arbitrary units. In order to change qualitative information about 
applied load into quantitative information a calibration of the normal force 
has to be done.  



2. Theoretical approach 

In order to determine real values of the load applied during test performed 
on the AFM the calibration of the normal force has to be done. There are 
many different calibration methods which are described elsewhere [1 – 
11]. In some of those methods only geometrical parameters of cantilever 
are needed. In other methods the way of laser beam is analyzed and out of 
these information the stiffness of cantilever is established. Using already 
established stiffness of cantilever, normal force applied to the system is 
established.  
In all cases the biggest problem is connected with high inaccuracy of the 
method and with considering machine stiffness. Under these circumstances 
there still was a need to make a new approach to the normal force calibra-
tion in the AFM. In this paper a new easy- to – operate approach to the 
problem of normal force calibration was proposed and a new method of 
normal force was created. The method is called Black Box Method. In this 
method a whole measuring path of normal force is treated as a black box to 
which a known parameter is introduced. Then a reaction of the AFM on 
the introduced parameter is being observed. In other words the idea of the 
calibration is to cause the change of the normal force signal in arbitrary 
units by introducing to the system a known parameter (force). The intro-
duced parameter is known value of force, which is applied at the very end 
of the cantilever’s tip. This causes displacement of the cantilever’s surface 
from which laser beam is reflecting. The change of the reflection angle 
causes the change of the normal force signal in arbitrary units [a.u.]. 

Fig.1:   System for calibration of  normal force in  AFM, 1 – area where AFM’s 
tip stands during calibration, 2 – plane which is elastically deformed during cali-

bration, 3 – holder of  device. 

In order to calibrate normal force, a system with elastic element was elabo-
rated [12, 13] (Fig.1.) There are three main parts of the elastic element: 
surface on which cantilever’s tip is located (1), flat surface with known 

2
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stiffness (2), surface to which AFM table is mounted (3). During calibra-
tion of the AFM with this calibration device it is placed on the AFM table 
and cantilever’s tip is approached to the surface (1). After obtaining con-
tact a force distance curve can be performed. During the experiment the 
surface (1) is pushed by the cantilever what causes the deformation of the 
surface (2). The deformation is registered. Bending of the cantilever as 
well as bending of the calibration device can be established. Then the nor-
mal force can be counted out of the deformation of the calibration device 
and stiffness of the surface (2). The ratio of the normal force estimated 
after calibration and the normal force in arbitrary units is the factor be-
tween arbitrary units and real units.  
On the basis of this calibrating method a method for investigation of stiff-
ness on MEMS structures, such as beams and bridges was created. The test 
is performed in the same scheme as the calibration procedure. The only 
differences are: the use of  a  cantilever without tip (in order not to damage 
investigated structures) and the fact that cantilever has earlier established 
stiffness.  During this investigation the tip is approached to the investi-
gated structure. After reaching the structure’s surface the tip is pushed in 
order to achieve elastic deformation of the investigated structure. Then the 
tip is withdrawn. The result of the measurement is a force distance curve 
with additional bending on the approaching part.. 

3. Experimental details 

The investigations were divided into two sections. First section was de-
voted for checking a normal force calibration method. The second one was 
usage of a new measuring technique for investigation of stiffness of 
MEMS structures. 
Both investigations were carried out under laboratory conditions: tempera-
ture 22  0.5 °C, humidity 40 ± 2 %, atmospheric pressure, air atmosphere. 
In first step the calibration gratings were elaborated (Fig.2). Then a cali-
bration device for calibration of these gratings was built. Using this cali-
bration device the stiffness of the calibrating gratings was established.  

Fig.2. Different geometries of calibration gratings
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After that set of cantilevers, which parameters are presented in Table 1 was 
calibrated. 
In the second step already calibrated cantilevers were used for the calibra-
tion of stiffness of MEMS structures (microbridges and microcantilevers).. 
During these measurements MikroMasch cantilever NSC12 type tip B was 
used. It’s parameters are presented in Table.1.  

Table.1. Information about investigated  AFM cantilevers according to producer ; 
“+” cantilever with  tip, “-” cantilever without  tip 

4. Results and conclusions 

The stiffness of calibration gratings was established using Black Box 
Method. The results of the calibration of MicroMasch cantilevers are pre-
sented in  Table 2. 

Table 2. Comparison of  established stiffness for investigated cantilevers; k – typi-
cal stiffness given by producer, ∆k – interval between the biggest and the smallest 

value of the stiffness (given by manufacturer),  kE –stiffness established using 
calibration gratings, ∆ kE – inaccuracy of the estimation of stiffness using calibra-

tion gratings. 

AFM cantilever type NSC12 CSC37 CSC37 NSC12 NSC12 
Tip - - - + + 
Cantilever E B B F B 
Length [µm] 350 ± 5 350 ± 5 350± 5 250 ± 5 90 ± 5 
Width  [µm] 35 ± 3 35 ± 3 35 ± 3 35 ± 3 35 ± 3 
Thickness [µm]  2 ± 0.3 2 ± 0.3 2 ± 0.3 2 ± 0.3 2 ± 0.3 
Typical stiffness [N/m] 0.3 0.3 0.3 0.65 14.0 
Minimum  stiffness [N/m] 0.1 0.1 0.1 0.35 6.5 
Maximum stiffness [N/m] 0.4 0.4 0.4 1.2 27.5

Denotation of cantilever k [N/m] ∆k [N/m] kE [N/m] ∆kE [N/m] 
NSC12 cantilever E 0.3 0.1 – 0.4 0.33 ±0.03 
CSC37 cantilever B 0.3 0.1 – 0.4 0.34 ±0.03 
CSC37 cantilever B 0.3 0.1 – 0.4 0.15 ±0.02 
NSC12 cantilever F 0.65 0.35 – 1.2 0.42 ±0.04
NSC12 cantilever B 14.0 6,5 – 27.5 13.4 ±1.35
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Stiffness of MEMS structures established using calibration gratings  is pre-
sented in Table 3. 

 Table 3.  Comparison of  established stiffness for investigated MEMS structures; 
k –stiffness established, ∆ k – inaccuracy of the estimation of stiffness ; C – canti-

lever like structure, materials out of which structures were made: first batch of 
devices are surface micromachined from 1.0µm thick cold-sputtered aluminium;  
polyimide film is used as a sacrificial layer; this gives an airgap of approximately 
1.5-2µm, bottom metallisation layer is 0.5µm thick aluminium/1%silicon, covered 

by a 100nm thick layer of PECVD silicon oxide. 

Results of the investigations proved that presented method is easy to oper-
ate. Investigations were held on two different AFM microscopes and 
nearly the same results were achieved. The method enables also to esti-
mate stiffness of cantilever, which  is more precise than information given 
by manufacturer of the cantilevers. In this case also stiffness measurement 
of the same cantilever were done on two different AFM microscope and 
results of the establishment were close to each other. Under these circum-
stances it can be said that proposed method of calibration of normal force 
is correct.  
This method is also good for establishing stiffness of other MEMS struc-
tures (e.g. .microbridges , microcantilevers). Especially when it is hard to 
establish stiffness because of structure is multiplayer one and the thickness 
of it is not known preciselly.  
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Abstract 

An advanced algorithm for tilt measurements to be realized by means of 
standard MEMS accelerometers is presented. It ensures to determine the 
pitch and the roll over 360° with accuracy of ca. 0.2°, and regards such 
problems as: calibration of MEMS accelerometers, checking correctness of 
their indications, increasing the accuracy of determining the tilt.  

1. Introduction 

The problem of determining tilt by means of a miniature sensor built of 
accelerometers belonging to Micro Electromechanical Systems (MEMS), 
characterized by miniature dimensions, satisfactory metrological parame-
ters, and low cost, has been presented in detail in [1], while a way of in-
creasing accuracy of the related measurements has been described in [2]. 
As far as mechatronics is concerned, the most typical applications of the 
considered sensor are control systems of mobile microrobots [3]. 

2. Calculating the tilt 

An arbitrary tilt angle ϕ can be defined as two component angles α1 and
β1 [1] (called pitch and roll), determined according to [2]: 
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where: g – gravitational acceleration; gx, gy, gz – component accelerations. 

3. Calibration of the tilt sensor  

In order to apply a MEMS accelerometer it is often required to have it 
calibrated beforehand, as in the case of sensors presented e.g. in [4].  
While building a dual-axis tilt sensor one must use either one tri-axial or 
multi-axial (such as e.g. in [5]) accelerometer, two two-axial, or three uni-
axial accelerometers. Each accelerometer must be calibrated, preferably 
while embedded into the structure of the tilt sensor. Then, it is possible to 
determine two essential parameters of the analog output signal generated 
by the calibrated accelerometer: the offset and the gain (amplitude). Using 
the simplest way of calibrating tilt sensors it is possible to obtain their op-
erational characteristics represented by the following formulas [6,7]: 

1sinαxxx baU +=  (3) 

1sin βyyy baU +=  (4) 

11 coscos βα zzyzz babaU +=+=  (5) 

where: Ux...z – voltage signal related to axis x...z; ax...z and bx...z – offset and 
amplitude of the respective signal Ux...z. 
The calibration process makes it also possible to evaluate uncertainties of 
determining the tilt angles by the way of defining appropriate prediction 
intervals assigned to the variables Ux...z in equations (3)–(5) [6], whose 
maximal values ∆Ux...z are used in the considered algorithm. 

4. Algorithm for determining tilt angles 

Values of the parameters ax...z and bx...z obtained in the calibration process 
are indispensable during a standard operation of the tilt sensor. In order to 
determine the tilt angles it is advantageous to use equations derived from: 
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After a readout of the output voltages Ux...z of the sensor it is possible to 
verify correctness of its indications, i.e. to check whether it is affected by 
any external constant acceleration. If that is the case, it is impossible to 
determine the tilt properly [1], as the gravitational acceleration geometri-
cally sums up with the mentioned acceleration (variable accelerations can 
be eliminated by appropriate filtering the output voltage of the accelerome-
ter). Then, the geometric sum of the Cartesian component accelerations 
has a value other than 1g. When the gravitational acceleration affects the 
sensor exclusively, the following idealized relation is true: 

gggg zyx =++ 222  (7) 

However, it is highly probable that the occurrence of random errors will 
result in a situation where the formula (7) is not satisfied [8]. So, one 
should take into account the mentioned above errors ∆Ux...z determined 
while calibrating the sensor. Under a rational assumption that their values 
will be approximately the same for each sensitive axis, and equal to ∆U, 
the correct indications of the sensor can be found within the following in-
terval (assuming a statistical character of the regarded errors): 

UmmmU zyx ∆+<++<∆− 11 222  (8) 
If the above inequality is not satisfied, some constant external acceleration 
affects the sensor, and thus its indications are false. However, it should be 
noted that in a contrary case, it is not obvious that the sensor operates un-
der the necessary quasi-static conditions, for there is an infinite number of 
acceleration vectors (having the sense opposite with respect to the gravity 
vector), whose geometric sum with the gravity vector is described by (8). 
For instance, an acceleration with the absolute value of 2g, acting upwards 
vertically, yields a resultant acceleration, indicated by the tilt sensor, that 
satisfies the inequality (8), yet has the sense opposite with respect to the 
gravity vector (the respective indication error reaches then the possibly 
highest value of 180°).  
If one has no additional knowledge about the accelerations affecting the 
sensor, or about the real position of the sensor with respect to gravity, it is 
impossible, in a general case, to state whether its indications are correct. 
However, if we are sure that no constant accelerations act, the inequality 
(8) may be disregarded. 
Yet, there is one more case to be considered. Values of the parameters mx...z

determined according to formulas resulting from (6) should be contained 
within the range of sine function, i.e. 〈-1; 1〉. However, some random er-
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rors may cause them to slightly exceed this interval, so in the further steps 
one should use new variables nx...z defined by relations derived from: 
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Having verified correctness of the sensor indications and eliminated the 
case defined by (9), it is possible to determine values of the tilt angles on 
the basis of formulas derived form the initial equations (1) and (2): 

222

zy

x

nn

n
arctan

+
=α  (10) 

222

zx

y

nn

n
arctan

+
=β  (11) 

While using such formulas (arc tangent type), the related accuracy is con-
stant at any value of the determined tilt angle, what means that measure-
ments of the tilt are realized by a constant value of the respective sensitiv-
ity [2]. 
Since the range of the employed arc functions is 〈-90°; 90°〉, and the meas-
uring range of the sensor equals 〈-180°; 180°〉, the last step is to find val-
ues of the measured tilt angles over the full angular range by the way of 
checking the sign of the component acceleration gz, represented by the 
variable mz. Both for the pitch and the roll, three cases are possible: 
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5. Summary 

An algorithm for determining the tilt on the basis of measuring Cartesian 
components of the gravitational acceleration has been presented. Since it 
employs an arc tangent relation between the components and the tilt, a 
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constant value of the related sensitivity is ensured over the whole meas-
urement range [2]. The algorithm can be realized in the following steps: 

1. Input of the calibration data: ax, ay, az, bx, by, bz, ∆U. 
2. Readout of the indications of the sensor: Ux, Uy, Uz. 
3. Determination of the variables mx..z in accordance with (6). 
4. Verification of the condition (8). 
5. Determining the variables nx..z in accordance with (9). 
6. Initial calculation of the pitch and the roll according to (10) – (11). 
7. Determination of the pitch and the roll according to (12) – (13). 

Experimental studies, performed on a tilt sensor built of two dual-axis ac-
celerometers ADXL 202E by Analog Devices, have proven correctness of 
the algorithm and yielded a relatively high accuracy of the sensor, as far as 
MEMS devices are concerned. Assuming that it may be evaluated by the 
maximal value of the difference between the value of the roll angle applied 
by means of the used test station and the value determined with respect to 
the average of respective indications of the sensor, the accuracy was found 
out to be of 0.18° (0.05 % as referred to the measuring range). 
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Abstract 

StereoPhotoLithography (SPL) by laser allows three-dimensional objects 
obtaining.  
The paper presents some aspects related to a device consisting of a stage 
performing displacements on x and y directions, controlled with PC, by 
means of a controller and a motion interface. This device is designed to be 
a subassembly of a µSPL installation. 
There are given different geometric patterns, as preliminary test, generated 
by using a program in LabView to command the servomotors that act the 
x-y stage. There are given, also, the results of the authors as regards the     
2 ½ D configured parts by using the standard photoresist technology, start-
ing from the idea to combine SPL with thick resist UV lithography. 

1. Introduction 

Stereophotolithography utilizes the principle of successive superposition of 
plane-profiled layers, obtained by selective polymerization of a synthetic 
resin under the action of a laser emitting ultraviolet or ultraviolet-near-
visible radiations. 
Applying of this technology in the microfabrication field requires a note-
worthy improvement of the spatial resolution. In the same time, this ap-
proach proves itself very attractive, presenting a number of advantages 
over other micromanufacturing processes [1, 2]: 



• direct obtaining of three-dimension objects; 
• possibility to obtain complex shaped objects in a versatile manner, 

without using of masks, starting from the numerical coordinates of 
the objects, generated by a compatible CAD system; 

• obtaining of micro-moulds for forming by micro-galvanizing (if a 
conducting support/substrate is used). 

2. Description of the experimental setup and obtained 
results 

For the time being, the research team has performed the designing, simula-
tion and execution of a device – stage with displacements on x and y direc-
tions, controlled by PC, by means of a controller and a versatile interface 
for the motion controlling. The device is designed to be a subassembly of a 
µSPL installation [3], being placed on the supporting plate of a UV laser. 
In fig. 1 and 2, there are presented the kinematic scheme and the 3D 
model, in Solid Works, of this device. The experimental setup building is 
shown in fig. 3. 

Fig. 1. Kinematic scheme of the x-y table:1 - PC; 2 - controller; 3 - motion control 
interface; 4 - d.c. servo-amplifier; 5 - servomotor with incorporated planetary 

gearing and encoder; 6 - coupler; 7 - screw and nut mechanism; 8 - course limit-
ers; 9, 9’ - x, y tables; 10, 10’ - springs; 11 - laser; 12 - beam splitter; 13 - mirrors; 

14 - objective; 15 - laser beam 
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Fig. 2. 3D model, in Solid Works, of 
the x-y stage 

Fig. 3. Measurement of the position errors 
on y direction 

A laser emitting in the visible field will be used for the UV laser lining-up, 
as well as for the resin thickness control. 
The maximum course on x-y directions is 25 mm, with a displacement in-
crement (the resolution, R) of 74 nm, as results from the relationship given 
below: 

ϕ
π

∆⋅⋅=
g

s

i
pR 1
2

   (1) 

where: ps - the pitch of micrometer screw (0.5 mm), ig – the transmission 
ratio of planetary gearing (3375/64), ∆ϕ - the encoder increment (2π/128 
rad). 

a. x direction                                            b. y direction                                         
Fig. 4. Normal (Gaussian) distributions for 50 measurements, representing the 

displacement errors on x and y directions 
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By initiating of commands of the stage in different positions on x-y direc-
tions with return in a reference position and, then, by displacing the two 
(x-y) tables successively, with a same number of steps, the positioning er-
ror and the repeatability error were determined. Thus, the influence of the 
errors of elements from the kinematic chains of motion transmission was 
established. An inductive transducer connected by an electronic interface 
to PC was used for measurements. More measurements (50 determina-
tions) were performed and the Gauss distribution curves were drawn,     
fig. 4. Based on the experimental results (table 1), a positioning error of    
± 5 µm and a repeatability error of 10 µm can be estimated.  

Table 1: Experimental results 

Measurement 
direction 

µ σ µ - 3σ µ + 3σ

x 0.001420 0.010540 -0.030199 0.033039 
y 0.007460 0.008925 -0.019315 0.034235 

In fig. 5 there are given different geometric patterns generated by using a 
program in LabView to command the servomotors that act the x-y stage. 

Fig. 5. Patterns generated and drawn based on the program in LabView 

In the following fig. 6 and 7 are shown examples of 2 ½ D parts obtained 
by using standard photolithography (UV) processes for configuration. The 
covered technological stages are: base preparing, photoresist layer deposi-
tion (solid photoresist applied by lamination, for the parts shown in fig. 6 
and, respectively, liquid photoresist deposited by spinning for the struc-
tures presented in fig. 7), UV-rays exposure, selective galvanic deposition 
(in the gaps of the photoresist mask), photoresist removing and releasing 
of the parts from the deposition support. 
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Fig. 6. Armature core disk and relay lamella: 
permalloy (thick. 0.13 mm); copper (thick. 

0.16 mm), nickel (thick. 0.04 mm) 

Fig. 7. Copper mechanical micro-
structures galvanically grown (thick. 
27 µm) on a silicon wafer (SEM pho-

tography, x43) 

3. Conclusions 

In conventional microfabrication techniques, multiple deposition, etching 
and lithographic steps are required in order to produce miniature parts or 
microstructures. These techniques are applicable for two-dimensional 
processing, the third dimension (perpendicular to the surface) being fixed 
at one value, for example the uniform thickness of the deposited (grown) 
layer, as is in our applications. This paper introduces an experimental 
setup, which consists, for the time being, of a x-y stage controlled by PC, 
with nanometer resolution, and that is designed to be a subassembly of a 
µSPL installation. The information offered by the structure 3D model will 
be transposed by means of a post processor in a standard programming 
language that commands the displacement on the x-y-z coordinate axes by 
a controller and a motion interface. These are the research development 
directions of the working team, in the future. 
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Abstract  

This paper shows a comparative study of differences between monolithic 
microsystems and hybrid microsystems.  The manufacturing technologies, 
the performance, and financial aspects are the main criteria which were 
taken into consideration in this study. The establishment of the manufac-
turing cost of monolithic versus hybrid microsystems was carried out, re-
spectively. In this way collaborations with over 50 manufacturing compa-
nies had been performed for estimation of manufacturing cost of mono-
lithic microsystems versus hybrid microsystems. 

1. Introduction 

A microsystem is defined as an intelligent miniaturized system comprising 
sensing, processing and/or actuating functions. These would normally 
combine two or more of the following: electrical, mechanical, optical, 
chemical, biological magnetic or other properties integrated onto a single 
chip or a multichip hybrid.  

The microsystem can carry out four basic functions: (a) perception of 
the environment with a sensor; (b) signal processing, data analysis and de-
cision-making, with a microelectronic circuit; (c) reaction upon environ-
mental input according to data received, with an actuator; (d) communica-
tion with the outside world, with signal receivers or generators. 

Microsystems meet the growing demand of the market for systems that 
are increasingly reliable, multifunctional, miniaturized, cheap, possibly 
self-managed and/ or programmable. As previously indicated, two main 
requirements account for the evolution towards system miniaturization: 



• Manufacturing at very low unit cost for mass application; 
• Reducing the size of devices for applications aimed at very narrow 

spaces or requiring minimal weight. 

2. Monolithic and hybrid microsystem 

The two constructional technologies of microengineering are microelec-
tronics and micromachining. Microelectronics, producing electronic cir-
cuitry on silicon chips, is a very well development technology. Comple-
mentary metal-oxide-semiconductor (CMOS) technology is a major class 
of electronic circuit. Micromachining is the name for the techniques used 
to produce the structures and moving parts of microengineered devices. 

Fig. 1. Classification of micromachining for monolithic and hybrid microsystems 

The various microsystems technologies (MST) can be classified as shown 
in the Figure 1. The diversity of microsystem technologies is a result of the 
wide range of materials that can be used and the number of different form-
ing or machining techniques. Materials used are silicon, quartz, ceramics, 
metals, plastics, glass, piezoelectric layers, etc.

The passive microcomponents cannot realize signal transforma-
tion, information processing or system control. This category includes fil-
ters, resistors, capacitors, inductors, transformers and diodes. The active 
microcomponents can detect, process, transform and evaluate external sig-
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nals, can make decision based on the obtained information and finally can 
convert the decision into corresponding actuator commands.  
 In many cases, mechanical structures are combined with active 
electronic circuitry. There are two major techniques employed, monolithic 
and hybrid. Microsystems may be constructed from parts produced using 
different technologies on different substrates, connected together, i.e. a 
hybrid microsystem (Fig.2a). Alternatively, all components of a system 
could be constructed on single substrate, i.e. a monolithic microsystem 
(Fig.2b).  

(a)          (b) 

Fig.2. Hybrid approach (a) versus monolithic integration (b) of MEMS and CMOS 

The decision to merge CMOS and Microelectromechanical Systems 
(MEMS) devices to realize a given product is mainly driven by perform-
ance and cost. On the performance side, co-fabrication of MEMS struc-
tures with drive/sense capabilities with control electronics is advantageous 
to reduce parasitic, device power consumption, noise levels as well as 
packaging complexities, yielding to improved system performance [1-3]. 
With MEMS and electronic circuits on separate chips (Fig.3) the parasitic 
capacitance and resistance of interconnects, bond pads, and bond wires can 
attenuate the signal and contribute significant noise.  

Fig. 3. Accelerometer showing control IC on the left and sensing cell on 
the right (Freescale Semiconductor, Inc.) 

On the economic side, an improvement in system performance of the inte-
grated MEMS device would result in an increase in device yield and den-
sity, which ultimately translates into a reduction of the chip’s cost. More-
over, eliminating wire bonds to interconnect MEMS and integrated circuits 
(IC) could potentially result in reduced packaging complexities which will 
eventually lead to more reliable systems, and to lower manufacturing cost. 
Modular integration will allow the separation of development and optimi-
zation of electronics and MEMS processes. There are three main integra-

CMOS MEMS CMOS 
MEMS 
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tion strategies (Fig.4): “Pre-CMOS”, “Post-CMOS”, and the “Interleaved 
approach”. 

(a)    (b)   (c) 

Fig. 4. Schematic description of the MEMS – CMOS monolithic integration       
(a) Pre-CMOS; (b) Post-CMOS; (c) Interleaved approach 

 The first integration approach is the “Pre-CMOS” scheme (Fig.4a) that 
was first demonstrated by Sandia National Laboratory through their 
IMEMS foundry process [4]. The second integration approach is the “Post-
CMOS” scheme (Fig.4b) which was successfully demonstrated by Texas 
Instruments Inc through the Digital Micro- Mirror Device (DMD), which 
uses an electrostatically controlled mirror to modulate light digitally, thus 
producing a stable high quality image on a screen [5]. The third integration 
approach is the interleaved approach (Fig.4c). This approach has been suc-
cessfully demonstrated by Analog Devices Inc in their 50G accelerometer 
(ADLX 50) technology which was the first commercially proven MEMS-
CMOS integrated process [6].  

3. Manufacturing cost of monolithic and hybrid 
microsystems 

A complete cost analysis of monolithic versus hybrid microsystem had 
been made together with over 50 (received answers from 90 companies to 
which the question was sent) manufacturing MEMS companies from 
Europe, USA and Asia. The problem which was discussed is as follow: 
which of monolithic or hybrid MEMS integration solutions are more ex-
pensive. Of course, the answers were different for each of company and 
some companies could not give us a definite answer. Figure 5 shows a 
graphically repartition of the answers which were gave by MEMS compa-
nies. Most of them estimated that the monolithic integration is a cheaper 
solution for MEMS. 

MEMS process inser-
tion before the elec-

tronics process 

MEMS process inser-
tion after the electron-

ics process 

MEMS process inser-
tion during the elec-

tronics process 
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53%
27%

20%

1 2 3

Fig. 5. Distribution of company answers on MEMS manufacturing cost                    
(1)Hybrid; (2) Monolithic; (3) Depend by manufacturing volume. 

4. Conclusion 

In general, monolithic systems are only considered were the production 
volumes are expected to be very high (several 10’s or 100’s of millions of 
parts per annum). Main conclusions of monolithic versus hybrid microsys-
tem are: the hybrid MEMS solution represents a bigger unit cost that an 
alternative, monolithic solution; the assembly and packaging cost is higher 
compared to the monolithic approach; for monolithic approach the MEMS 
above CMOS (Post-CMOS) is more cost competitive than MEMS below 
CMOS (Pre-CMOS); the package of MEMS is very expensive - packaging 
currently represents more than 80 percent of the cost of some systems and 
is often the leading cause of system failure. 
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Abstract  

A design of a new thermally actuated microscanner is proposed. The de-
vice is capable of two-dimensional scans for optical raster imaging. It con-
sists of a micromirror and four thermal actuators. A special location of the 
mirror with respect to the cantilever beams assures the high precision of 
scanning action. The distance of the centre of the mirror from the light 
source is the same during the whole scanning process. It allows projecting 
an image with fewer distortions. The rest position of the mirror and reso-
nant frequency for raster scanning action are investigated. 

1. Introduction 

Scanning micromirrors are used in devices for imaging, bar-code reading, 
laser surgery, laser machining, etc. Modern MEMS and MOEMS tech-
nologies [1] enable to produce the microscanners smaller and smaller. One 
can classified microscanners with respect to its actuation principle. The 
most common are: electrostatic, piezoelectric, electromagnetic and ther-
mally activated devices. 
Micromirrors activated thermally, used in the proposed project, have some 
interesting properties. Thermal actuators, formed as thermo-bimorph 
beams, provide large scan angle, nearly linear deflection versus power re-
lationship and moderate power consumption. Moreover, fabrication of 
such microscanners is based on very cheap technology. Thermal actuators 
do not operate with as high frequency as electrostatic or piezoelectric ones, 
but high enough for some optical applications.  



2. Micromirror design 

Proposed microscanner is composed of a round micromirror and four 
thermal-bimorph beams, Fig. 1 [2]. The beams play a role of actuators de-
flecting the mirror in two orthogonal planes. One pair of parallel actuators 
(moving with a high speed − for raster scanning) is fixed directly to the 
mirror, and to a rigid movable frame. Second pair of the bimorph beams 
(moving with a low speed − for frame scanning), are situated perpendicu-
larly to the first one and joins the frame with a stationary silicon substrate.  
The actuators are composed of two layers with different coefficients of 
thermal expansions (CTE) and a thin insulator layer between them, Fig. 2c.  

a)                                                 

b)

A A

mirror

actuator

movable frame
(without aluminum)

actuator

contact pad

movable frame
(covered aluminum)

c)

Figure 1: a) General view (mirror diameter – 400 µm). b) Planar projection. c) 
Cross-section A−A (frame and scanning actuators). Materials and layers thickness: 

Si (frame and mirror) – 15 µm; doped Si (passive layer) – 1 µm; silicon nitride 
(insulator) – 0.15µm; Al (active layer) – 0.7 µm 

Al
Si doped Si
Si3N4 
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The bottom layer (the passive one) has lower CTE, whereas the top layer 
(the active one) has higher CTE. In our project, the bottom layer has prop-
erties of an electric heater resistor connected with an electric supply. Due 
to mismatch between the CTE of the materials the bimorphs after the 
forming process curl out-of-plane and make the whole device a 3D struc-
ture. When electric current is passed through the heater resistor, the tem-
perature of the actuators increases and the structure, initially deflected out-
of-plane, deflects downward to the substrate plane. Actuators directly con-
nected to the mirror are short and move together with a high, resonant fre-
quency, whilst the two others are longer and move together with low, non-
resonant frequency. It enables the laser beam reflected by the mirror draws 
a 2D raster image on a screen. The raster scanning system creates a light 
beam that produces a single bright pixel. The last one is scanned in two 
dimensions to create an image. The light beam moves with a high speed 
along a horizontal line, and next, with a lover speed, come back to the be-
ginning of the second line situated below the first line. The movement of 
the light beam along the horizontal line (with a high speed) is called the 
raster scanning, whereas the movement of the light beam in vertical direc-
tion (with a low speed) is called the frame scanning. 
In the proposed design the high precision of scanning action is achieved 
due to a special position of the mirror centre with respect to its rotation 
axes. Namely, the mirror centre lies on the line going through the centres 
of two attached cantilevers, Figure 1b. The above position assures, that the 
distance of the mirror from the light source is the same during the whole 
scanning process. Additional advantage is the fact that the inertial mo-
ments of movable parts, as well as, the influence of air damping are mini-
mized. It allows achieving a higher frequency for the frame scanning and a 
higher resonant frequency for the raster scanning. Higher frequencies re-
sult more accurate projecting image because of greater image refreshing. 
On the other hand, more precise motion of the mirror causes less image 
distortion. The kinematical behaviour of the scanner was presented in [2] 
in details. It was proved that for the angles of mirror rotations from the 
interval 0 ≤ ϕ ≤ 450 , the distance of the mirror centre from the light source 
may be taken as equal to L/2 with sufficient accuracy.

3. Micromirror behaviour 

The initial flexure of actuators appears during the forming process. When 
flat bimorph beams are cooled from the temperature 3000C to the room 
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temperature 200C, its take a shape of arc with the bend angle ϕ0. The rest 
position of the mirror is described by the initial bend angles of actuators.  
During the exploitation process, when a driving voltage is applied to the 
device, the free ends of the actuators oscillates, bending back from its ini-
tial positions determined by the angles ϕ0 to smaller angles ϕ =ϕ0 − ∆ϕ. 
Using the procedure described in [3], one can find quantities ∆ϕ.  

T [°C] 50 100 150 200 250 
φ [°] 1.070 2.010 3.060 4.110 5.160 

Table 1: Changes of bending angle for the raster scanning actuators versus 
changes of temperature 

Presented in Table 1 values of mechanical angles ∆ϕ create the optical an-
gles ∆α, those are twice of ∆ϕ and are large enough to use the device for 
image display. 

4. Thermal analysis 

The highest frequency exciting the non-resonance vibrations of the scanner 
is called thermal cut-off frequency. In order to state it, we assumed simple 
1D model of clamped beam with heat transport from free end to the fixed 
one, Fig.2. Next, the thermal cut-off frequency of cantilever was obtained 
from the heat transport equation [3]. For the case of short actuators, we 
have obtain: fcut−off = 3250 Hz. 

Fig. 2. Considered model. 

5. Resonance frequency calculations 

To find the fundamental resonance frequency analytically, we consider 
model of the system shorter actuators + micromirror shown at Fig.3. 
When the mirror oscillates with rotating motion around its centre C0, the 
force F and the moment M act at the end of the cantilever. Because The 
point C0 is practically motionless [2], one can assume that the force F is 

heat transport direction 

x0

L
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equal to zero. For the considered system the fundamental natural frequency 
took the value:ω0 = 9266 rad/s was obtained from. It correspond to the fre-
quency of short actuators f = 1475 Hz. 

Figure 3: Cantilever loaded by mirror attached at point B

To obtain more realistic estimation, it was necessary to perform numerical 
simulations using 3D model with deformable mirror element. The obtained 
five succeeding resonance modes with associated frequencies are: I mode: 
1052 Hz, II mode: 13688 Hz, III mode: 31056 Hz. 

Figure 5: First mode of the resonance frequency of the mirror 

Notice that the obtained frequency Hzf 10520 = , described by I mode, is 
large enough for scanning process. 
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Abstract  

Aluminum nitride (AlN) films have piezoelectric properties that are al-
ready used for acoustic wave propagation in miniature high frequency by-
pass filters in wireless communication [1,2]. This is a promising material 
also for MEMS applications and sensors using surface acoustic waves, 
what have already been proposed. For actuation purposes, even if PZT 
films are frequently used for their better piezoelectric properties, AlN ma-
terial still represents an alternative that have to be explored [3]. 
The subject of the study is the investigation of the high quality cantilevers 
with AlN layer operating as reliable actuation elements in more complex 
MEMS systems. It makes necessary to study the mechanical and fatigue 
behaviors of such components allowing to understand and analyze their 
failure mechanisms. This paper focuses on device characterization and de-
termination of thermal effect on the cantilever parameter evolution as one 
of the reliability study aspects. In this process the precise measurements 
play a key role therefore the interferometric platform has been proposed as 
an appropriate method of testing.  
  



1. Introduction 

During the last tens years a large progress in microelectronics fabrication 
technology has taken place. Nowadays the MEMS/MOEMS systems find a 
lot of applications in many fields of industry like in telecommunication or 
automotive market. Further development of microsystems taking into ac-
count their advantages will bring for the MEMS/MOEMS technology wide 
range of potential applications also in biomedical, pharmaceutical and 
military domain. Therefore, it is crucial to be able to determine the reliabil-
ity of silicon devices defined as the probability that these structures will 
perform a certain function within a set of pre-defined specifications for a 
given period in a required time. Manufacturers have to guarantee the cor-
rect operation of their products for a certain time. Therefore, it is essential 
to know the reliability of these devices since it has a fundamental influence 
on the competitiveness, on the acceptance and on the commercialization of 
this new technology. Nevertheless, the researchers are still more interested 
in developing the new fabrication technology then in studying the reliabil-
ity and the failure mechanisms of the new structures. Till now there is no 
sufficient knowledge concerning the behavior of the material in micro 
scale what makes necessary to study ‘the micro world’ allowing to deter-
mine the microdevice reliability. Such investigation requires to develop the 
special methodology and the accurate measurement system playing a key 
role in the reliability study. In this paper we focus on the accelerated aging 
through thermal cycling and its influence on the micromechanical and the 
physical parameters of the AlN driven cantilevers applying interferometry 
as a measurement method.              

2. Measurement set-up 

2.1 Device presentation 

From the reliability study point of view it is essentially to investigate the 
microelements operating as the actuators since they are the most often run 
a risk of damaging because of the friction or the material fatigue. There-
fore, for the object under test it was chosen the silicon microcantilever 
driven by AlN piezoelectric layer placed between two metal electrodes 
(the bottom electrode from Al and the top one from CrNi). Aluminum ni-
tride is a material which represents the alternative for PZT but till now is 
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rarely used in the MEMS/MOEMS systems. The studied elements have 
been fabricated in the Institute FEMTO-ST Université de Franche-Comté 
in Besançon in France. They have had a width of 50m, a length of 
200 ÷ 800m and an AlN thickness of 400mn. Detailed description of the 
tested devices and their process fabrication has been presented in the litera-
ture [4].  

2.2 Measurement system 

For the characterization of such fragile elements in a micro scale it is es-
sential to chose the appropriate measurement system allowing to investi-
gate the microdevices in the non-destructive way with nanometric accu-
racy of out-of-plane displacement. It was chosen a non-contact optical 
technique applied in a multifunctional interferometric platform dedicated 
for the MEMS/MOEMS structures [5]. Combining the capabilities of dif-
ferent interferometric methods (e.g. conventional interferometry, time-
average interferometry and stroboscopic interferometry) the interferomet-
ric system performs the measurement of an out-of-plane displacement in 
both static and dynamic regimes what allows to find such parameters like 
an initial shape, a resonance frequency and an amplitude distribution in the 
vibration modes, being the most demanding features for determining the 
mechanical proprieties of microelements . The architecture of the meas-
urement set-up presented in Fig.1 is based on the Twyman-Green interfer-
ometer integrated with optical microscope. It has been used a temporal 
phase shift algorithm (TPS) with 5 interferograms (Fig.2) acquired and 
visualized by 768x576 CCD array, coupled with a frame grabber. A basic 
sensitivity of this system is λ/2 per fringe (345 nm) and an accuracy after 
AFPA  ± 20 nm.   

Fig.1. Scheme of the interferometric 
platform 

Fig.2. Interferogram from the meas-
urement of  the 700m long cantile-

ver’s initial deflection 
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3. Results 

The initially straight Si cantilevers after a deposition of metal electrodes 
and piezoelectric layer on them show bending caused by introducing an 
internal stress into thin films (Fig.3). The evaluation of the initial deflec-
tion from performed measurements can be used to estimate the magnitude 
of stresses and certain material properties and micromechanical features 
like an AlN piezoelectric coefficient d31. Therefore, after the initial charac-
terization of AlN microelements they have been thermally exposed for 87 
hours at 130°C in the thermal chamber under vacuum, in order to avoid 
possible deterioration of the samples (metal oxidation). Then the charac-
terization of the devices was carried out for the second time and the 
changes of their behavior were studied. The results of measurement for 
different length of cantilevers (200, 500, 700, and 800 m) are presented in 
Table 1. In all cases of tested cantilevers the decreasing of initial deflection 
values has been observed. For proving the repeatability of this phenomena 
the exemplary results for cantilevers of 200m length have been presented 
in Fig.4.  
The vibration amplitudes of cantilevers were estimated by use of the inter-
ferometric platform with stroboscopic technique. The structures were 
brought to the vibration by applying an excitation sinusoidal signal with an 
amplitude of 130V and an offset of 140V. The results of this measurement 
for different length of cantilevers have been presented in Table 2. 

       Fig.3 3D view of the initial de-
flection of 700�m long cantilevers 
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Initial deflection [�m] Length 
[µm] before after T=130°
200 -1.13 -0.94 
500 -3.66 -3.49 
700 -13.48 -13.01 
800 -11.93 -11.65 

Fig.4 Results of deflection measurement 
for 200m long cantilevers 

Tab.1 Initial deflection measurement 
before and after thermal exposure
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Tab.2 Results of vibration measurement 

4. Conclusions 

The applicability of the proposed measurement interferometric platform 
for the microelements characterisation, for the determination of operational 
behaviour of the MEMS/MOEMS systems and for the reliability study has 
been proved. Results of the thermal ageing investigation presented in this 
paper seem to show that temperature decreases the initial deflection of can-
tilevers releasing their internal stresses. In the future we will focus on en-
suring more stable measurement conditions by using the thermal control 
module based on Peltier device for improving accuracy of measurement. 
Presented studies are the beginning of developing methodology which will 
bring in the future the evaluation of the AlN cantilevers lifetime depending 
on the environmental conditions what allow to improve their reliability by 
feedback to the design and to the fabrication process of these microele-
ments.     

Acknowledgments 
This research was supported by European Network of Excellence in 
Microoptics (NEMO) and grant no N505 004 31/0670 of the Polish Minis-
try of Science and Higher Education. 

References 
[1] M. Clement, L. Vergara, J. Sangrador, E. Iborra, and A. Sanz-Hervas,  
Ultrasonics 42 (2004) 403-407. 
[2] Ju-Hyung Kim, Si-Hyung Lee, Jin-Ho Ahn and Jeon-Kook Lee, Jour-
nal of Ceramic Processing Research, 3 (l) (2002) 25-28. 
[3] M. A. Dubois, P. Muralt, Appl. Phys.  Lett. 74 (20) (1999) 3032-3034. 
[4] A. Andrei, K. Krupa, M. Jozwik, L. Nieradko, C. Gorecki, L. Hirsinger and 
P.Delobelle, Proc. of  SPIE, vol. 6188 (2006). 
[5] C. Gorecki, M. Jozwik, and L. Salbut. Journal of Microlithography, 
Microfabrication, and Microsystems, 4(4), (2005) 

Length 
[�m]

Initial deflection 
[�m]

Resonance frequency 
[kHz]

Amplitude of vibration 
[�m] 

200 -0.94 563.56 0.34 
500 -3.49 94.8 33.15 
700 -13.01 41.48 19.45 
800 -11.65 31.52 15.21 
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Abstract  

Nanoindentation studies of SiNx layers deposited on  silicon substrate with 
PECVD, PECVD LF and PECVD LF + HF methods were performed. Dur-
ing investigation Young`s modulus, hardness and energy needed to make 
plastic deformation of the material were established.  

1. Introduction 

When construction of the MEMS (Micro Electro Mechanical Systems) is 
taken into account the information about mechanical properties of the ma-
terial is crucial for a designer. In micro and nanoscale this is a nanoinden-
tation test, which is commonly used to investigate these features [1-6]. 
What is very important about this test is the fact that all information form 
the singular investigation of the material might be achieved within a min-
ute. Because of that this test might be used in manufacturing of the MEMS 
as a check test. In this paper the comparison of results achieved during 
nanoindentation test on the SiNx films deposited using different modifica-
tions of PECVD (tutaj trzeba wyjasnic te skroty: Plasma Enhanced Chemi-
cal Vapor Deposition, LF – low frequency, HF- high frequency,  method 
of film deposition on the silicon substrate will be presented. 



2. Experimental details 

The investigations were carried out in clean room under laboratory condi-
tions: temperature 22  0.5 °C, humidity 40 ± 2 %, atmospheric pressure, 
air atmosphere. 
The nanoindentation test was carried out with the use of nanoindenter  Tri-
boScope made by Hysitron Inc. (USA). For the measurements diamond 
Berkovich indenter (Fig.4, rysunki musza byc numerowane kolejno.) was 
used with the tip radius 50 nm.  Measurements were made for the estab-
lished  depth of indentation: 50 nm.  
During a test sharp tip (called later on indenter) is pushed with applied 
load into the sample surface. That causes plastic deformation of the mate-
rial. As a result of the investigation the deformation mark (indent) on the 
sample surface can be observed and a force displacement curve is 
achieved.  
From the unloading part of this curve (Fig.1.) mechanical properties of the 
material such as Young modulus and hardness of investigated material are 
established by  Oliver and Pharr  formula[6].   

Fig. 1. Typical force –distance curves achieved during nanoindentation test.  

From the same curve an information about energy needed to deform mate-
rial plastically might be also achieved.  
The energy Eii introduced to the system in order to perform a test (Fig.2.b.) 
is the area under loading curve. The energy Eio which was refund by the 
system during the unloading process, in other words the elastic recovery of 
the material, is the area underneath unloading curve (Fig.2.c.). In order to 
estimate the energy Eid needed to plastically deform material on nano-scale 
during nanoindentation process (Fig.2.d.) the formula (1) was used, [6 ]. 
 In this paper the comparison of results achieved during nanoindentation 
test on SiNx films deposited on the silicon substrate will be presented. 





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                                             −=                                            (1) 

Fig. 2. The estimation of energy needed to realize a plastic deformation of the 
material, a) nanoindentation curve, b) energy introduced to the system, c) energy 
which was given back by the system during withdrowing process, d) energy 
needed to make a plastic deformation of the material 

The samples under investigation were samples with  SiNx layer deposited 
on silicon substrate by PECVD method. Information about thickness of the 
films is presented in  Table 1. 

Table.1. Information about investigated samples 



Sample de-
notation Material Thickness 

[nm] 
Method of deposition 

RRB_2B SiNX 230 PECVD LF 
RRB_2C SiNX 660 PECVD LF 
RRB_3B SiNX 230 PECVD LF + HF 
RRB_3C SiNX 660 PECVD 

3. Results and discussion 

The results of the studies are presented in Tables 2 and 3 and in Fig. 4. 

a) b)

c) d)
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Table 2. Comparison of  mechanical properties for all investigated samples,                               
E – reduced Young modulus, ∆E – inaccuracy of  estimation of reduced Young`s 
modulus, H – hardness of  material, ∆H – inaccuracy of  estimation of hardness of  
material, h– depth of  indentation, ∆h – inaccuracy of  estimation of depth of in-

dentation. 

Sample 
denotation 

Method of 
deposition 

Er

[GPa] 
   ∆Er

[GPa] 
H 
[GPa] 

   ∆H 
[GPa] 

h 
[nm] 

∆h 
[nm] 

RRB_2B PECVD LF 102.33 3.29 13.08 1.00 48.7 0.4 
RRB_2C PECVD LF 91.46 6.10 11.39 1.01 49.4 0.9 

RRB_3B PECVD LF 
+ HF 56,62 3.4 8,5 0.7 47.7 0.5 

RRB_3C PECVD 87,76 5.2 9,8 0.8 47.1 0.7 

Table 3. Energy needed to make plastic deformation during nanoindentation test,                     
Ew – energy introduced into system in order to make indentation process, ∆Ew – 

inaccuracy of estimation of  energy which was introduced to  system, E – energy 
needed to make plastic deformation in material, ∆E – inaccuracy of  estimation of  
energy needed to make plastic deformation in material, Fp – normal force during 

indentation process, ∆Fp – inaccuracy of  estimation of normal force during inden-
tation process. 

Sample 
denotation 

Method of 
deposition Ew[µJ] ∆Ew 

[µJ] 
E 
[µJ]

∆E 
[µJ]

Fp 

[µN] ∆Fp

RRB_2B PECVD LF 13.67  2.13 3.39 0.51 690.4 13.8 
RRB_2C PECVD LF 13.09 1.94 3.84 0.58 640.1 16.0 

RRB_3B PECVD LF 
+ HF 8.12 1.12 2.25 0.35 381.0 11.4 

RRB_3C PECVD 10.40 1.56 2.99 0.44 533.9 11.2 

SiNx film deposited using simple PECVD method   has similar mechanical 
properties such as reduced Young modulus and hardness only slightly 
smaller than for film with the same thickness but deposited using PECVD 
LF method (Table.2., Fig.4.). Because of that less energy is needed to de-
form layer made with PECVD (Table.3). In this case however the differ-
ence is significant.  
As far as comparison of the properties of the films produced by  PECVD 
LF and PECVD LF +HF methods is concerned differences in achieved 
mechanical parameters are more significant. The films with the same 
thickness deposited using PECVD LF + HF method have smaller hardness 
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and Young modulus than these which were produced using PECVD LF 
method (Table.2., Table.3.). Also the energy needed to deform plastically 
film deposited using PECVD LF + HF method is smaller.  
What is important the energy needed to deform material plastically is 
nearly the same for the films with different thicknesses but all deposited  
by PECVD LF method 

4. Conclusions 

Even though mechanical properties for films deposited by PECVD method 
are just slightly poorer than for the films deposited  using PECVD LF big 
difference can be seen in energy which is needed to deform material plas-
tically. As far as PECVD LF and PECVD LF + HF films are concerned 
Young`s modulus, hardness and energy needed to deform material plasti-
cally are smaller for films deposited using PECVD LF + HF method. For 
the same method of layer creation thickness of the layer do not affect re-
sults strongly. Achieved results showed that there is a need to investigate 
materials with different thicknesses of the film and with layer made from 
different materials. The method for establishing energy needed to deform 
material plastically may also give qualitative information about elastic 
properties of the material (energy of elastic recovery).  
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Abstract  

The new techniques of micro- and nanotribometry, oscillation and rotation 
tribometry are discussed. These techniques are used to simulate real 
process in MEMS devices. The complete description of the methods and 
test device are included. The results of studies of  the combinations of 
materials identical to those used in MEMS are discussed.  

1. Introduction 

One of the problems in designing micro- and nanomachines is the analysis 
of micromechanical and frictional properties of surfaces [1]. Difficulties in 
a development of methods of the analysis are stipulated by necessity of 
realization of movement on micro- and nanoscale, as well as of application 
and monitoring of small forces by the decrease in the probe influence scale 
to nanoscales.  
The most common principle of realization of micro- and nanomovement  is 
scanning by means of piezoelectric motors. Such type of movement is the 
basic in Scanning Probe Microscopy (SPM). Based on the given principle, 
sliding of the probe over a sample surface is achived in lateral force 
microscopy (LFM) [2]. The LFM techniques can be referred to the field of 
nanotribometry. The very small influence area (up to several nanometers) 
is caused by SPM probe with nanoscale radius of its tip.  



The basic problems of LFM use for MEMS frictional properties 
characterization are slow speed of movement of the probe (which do not 
correspond to the actual one) and nanolocalization of the probe influence 
on the sample, which enables one to estimate the process of friction only 
within the limits of individual asperity.  
For more adequate modeling of the MEMS surfaces sliding the new 
approaches in study of friction are presented: oscillation and rotation 
tribometry. 

2. Methods of micro- and nanotribometry 

Scanning lateral force tribometry consists in measurement of cantilever 
torsion during sliding of a tip at direct and inverse sliding over a sample 
surface. On the basis of these data, the frictional force is calculated as
Ffr=0.5kt (dX1+dX2), where kt  is the spring constant of the cantilever 
subjected to torsion. Fig. 1 a gives the results of frictional force 
examination for polymeric coatings at sample heating which are obtained 
by the method of lateral force tribometry. Besides, the scanning lateral 
force tribometry can be used for modeling of the abrasion process (Fig. 1b). 
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Fig. 1. Scanning lateral force tribometry: the scheme of measurement data 

interpretation (a); an example of measurement of the friction force on heating of a 
polymeric coating (b); an example of examination of abrasion of a hard surface by 
a diamond probe, when the probe load is increased for friction areas in direction 

A-B-C-D (c). 
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Oscillation microtribometry consists in oscillations at the resonance 
frequency of the probe paralell to the sample surface (Fig. 2a). The energy 
dissipation as a result of the friction leads to the change in the detected 
dynamic characteristics of a system. The frictional force can be calculated 
as Ffr = πk (Ao-A) / (4Q) [3], where k is the spring constant of the 
oscillating cantilever, Q is the parameter of a quality-factor, Ao is the initial 
oscillation amplitude, A is the working oscillation amplitude. The results 
of using this method for characterization of different engineering surfaces 
are given in Fig. 2 b. 
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Fig. 2. Oscillation microtribometry: the scheme of measurement sensor (a); an 
example of measurement of the friction coefficient for engineering surfaces (b).   

Experimental studies of the dependences of adhesion and friction forces 
were carried out by nanooscillations of the friction surface. It is shown that 
control of oscillation frequency and amplitude enables us to diminish 
severalfold the forces mentioned (Fig. 3). 
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Rotation tribometry consists in rotational movement of a micro- or 
nanoindentor. The movement radius can be adjusted and decreased down 
to tens of nanometers. Here, the area of the contact area–friction area 
overlapping on the sample approaches 100%. The analysis of the friction 
area is carried out by the SPM method, The method enables one to study 
the phenomena of local change in a material as a result of tribochemical 
reactions on the contact spots. 
Friction of the silicon tip with a radius of 40 nm over the silicon surface 
was studied, when the latter is protected by a monomolecular polymeric 
layer of thickness of 2 nm. A 100 cycles of tip sliding were performed with 
an external load, whose value changes to several micronewtons. The 
rotation radius R of the tip relative to the chosen point on the sample was 
changed from several micrometers to 20 nm. The analysis of the friction 
zone by the SPM method showed substantial differences in the changes in 
the friction zone depending on the rotation radius of the indentor. For a 
greater rotation radius, the abrasive wear of protective coating to a depth 
equal to the coating thickness is revealed. For small rotation radius, 
beginning from 50 nm, where the contact and friction areas are 
comparable, a negative wear is seen (Fig. 4), i.e., an additional material 
arises on the friction area. An image of lateral forces shows high contrast 
(Fig. 4d) in the limits of the areas with a rotation radius of 50 nm, which is 
indicative of a chemical change in the material. The thickness of the layer 
changed is about 4 nm (Fig. 4b). These changes can be explained by the 
mechanochemical reaction of silicon oxidation that is due to high 
temperatures and shearing reactions in the friction zone. 

(a) 

 (b) 
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   (c) (d) 

Fig. 4. Rotation tribometry: 3D image of the friction zone, the left and right zones 
correspond to R = 200 nm and 50 nm (a); 2D image of topography (b); image of 

the lateral forces (c); topography profile along the trajectory shown in b) (d). 

3. Conclusions 

A set of nanotribometry techniques and examples of their use for studies of 
the MEMS surfaces is presented. It is shown that a combined application 
of lateral force, oscillation, and rotation tribometry techniques can 
characterize the friction surfaces on micro- and nanoscale most fully. 
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Abstract 

A new testing method to estimate mechanical properties of e.g. metallic 
thin films supported by a MEMS structure as a lever mechanism is devel-
oped. The MEMS support structure is chosen for coupling microspecimen 
with measuring macro-devices. The thin films microspecimens were de-
signed in two shapes. The first one provides information about the 
Young’s modulus from the tensile test, whereas the second used to the 
buckling test gives a value of the Kirchoff’s modulus. Poisson’s ratio can 
be estimated analytically. A FEM model was prepared to confirm the ob-
tained analytical results. 

Introduction 

The analysis of existing test methods follows that values of the mechanical 
parameters are dependent from a particular measuring device. Moreover, 
there is not possibility to carry the microspecimens between different mea-
suring devices. 
The distinguishing feature of the proposed solution is possibility to stan-
dardize the measuring method; to realize the tests with the specimen it is 
possible to combine of the designed MEMS structure with many existing 
measuring systems (especially nanoindentation devices). The results of 
tests will provide an objective estimation of mechanical properties: 
Young’s modulus, Kirchoff’s modulus, Poisson’s ratio, and fracture strain. 



1. Structure configuration 

A silicon chip has been designed utilizing the knowledge of MEMS de-
vices microfabrication process (Fig.1). 

Fig. 1. Overview of chip etched in silicon substrate 

The chip was designed to fulfil two fundamental functions: the silicon chip 
is a supporting frame preventing specimens against destroy and realizes an 
executive mechanism (a lever mechanism) to perform tensile test uniaxi-
ally on the specimen; the substrate with the chips is convenient to manipu-
late into a working area. 
Typical lever mechanism described by Parszewski [1] consists of four 
links connected by joins (Fig.2). 

Fig. 2. Executive mechanism and cross section of silicon chip 

Element 6 connected with link 3 and support 1 is the microspecimen. In 
this example the mechanism of driving link 2 (a winch) is extended by 
rigid link 5. Link 5 is a loading lever. It transfers an external vertical force 
P to the elements of mechanism to move them. The driving link is con-
nected flexible to connecting link 3 and sway beam 4. Rotary movement of 
the driving link is changed to linear movement of the connecting link. The 
equal lengths of the winch and the sway beam assure a parallel displace-
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ment of the connecting link in relation to support 1. The tensile force RH
acting on the microspecimen 6 is quasi axial. 

2. Testing method 

The elaborated test algorithm bases on an energy balance of the mecha-
nism. The energy accumulated in the lever mechanism is shared between 
joins and tensile element. The energy of the joins deformation can be 
measured experimentally after the lever mechanism will be released; the 
test element 6 will rupture. Fig. 4 represents relationship between the ex-
ternal force P and its displacement for two variants of scheme: first, origi-
nal, when specimen 6 is present and second - without specimen. Hence, 
one is able to estimate participation of the spring energy accumulated in 
the specimen 6 as  

WOPEB EEE −=  (1) 
where: EEB is the work of external force P equivalent to a spring energy of 
the deformed element 6, EP - work of external force P at original configu-
ration, EWO - work of external force P at the second configuration.  

Fig. 4. Energy balance of the lever mechanism 

The right side values of the equation (1) will be found experimentally. 
Knowledge of the articulated quadrangle mechanical characteristic gives a 
possibility to prepare the final graph of the accumulated energy in the test 
element (Fig. 5). Since, the simple calculation can be made to estimate the 
tensile forces RH and the strain of the specimen. The strain is proportional 
to displacement of the connecting link. 
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Fig. 5. Graphical representation of tensile force RH versus displacement of con-
necting link  

The presented procedure is typical for estimation of the Young’s modulus 
of the elongated elements. Fig. 6 shows the specimens of two different 
shapes that will be used to perform the tests. The first one (a) is a typical 
uniaxial test specimen, whereas the second (b) serves to make a buckling 
tests according to theorem described by Timoshenko and Gere [2]. 

Fig. 6. Shape of specimens will have used for (a) tensile and (b) buckling tests 

Verification of the analytical model of the microstructure was carried out 
with FEM model (ANSYS). The results of theoretical and FEM models 
were converged. It confirms the correctness of the received solution. 

3. Fabrication process 

The fabrication process has some advantages: it is possible to change kind 
of the evaporated metals, the evaporated metals are protected by the oxide 
masks against the etching processes (except HF oxide mask remover), and 
the specimens are released at the end of the fabrication process. 
The assumed dimensions of uniaxial test specimen are: ~2 µm wide, <1 
µm thick, and ~50 µm long. The silicon substrate is 400 µm thick and 
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loading lever is 3 mm in length. A single silicon wafer can be used to pre-
pare 180-300 structures showed in Fig. 1. They will be united in one sili-
con wafer. Hence, the statistic analysis will be possible. The structures can 
be tested using different measuring systems. 

Conclusions 

The first mechanical and simulation results confirmed the effective-
ness of the designed structure. The structure has some advantages: there 
exists possibility to use the silicon wafers with chips at different measuring 
systems having vertical or horizontal movement of the measuring tip. The 
chip configuration eliminates the need for troublesome manipulation of the 
fragile specimen. Since, the adhesive force problem does not exist. More-
over, the specimen is not preloaded by forces before the tensile test; the 
test structure is a freestanding component and the microspecimen won’t be 
preloaded. 

The loading mechanism has a proportional translation of the loading 
force and displacement. Therefore, the uncertainty of translation depends 
upon the precision of the structure preparing process. If the length errors of 
the articulated quadrangle elements are less than 1% the mechanism 
transmission error is less than 3%. The loading mechanism stiffness and 
mechanical properties of the substrate material does not influence on val-
ues of the Young’s and Kirchoff’s modulus. 

Owing to a difficult organisation of thin films torsion tests the 
Kirchoff’s modulus is determined from the buckling test. Value of Pois-
son’s ratio is out of reach in the physical experiment. It is estimated ana-
lytically. 

By changing the shape of specimens the lever mechanism can be used 
to perform other mechanical tests like creep, fracture strain, fatigue endur-
ance, and cracks propagation studies. 
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Abstract  

Mathematical modelling of dynamic force spectroscopy is carried out and 
a character of dependences of AFM probe vibration parameters on surface 
properties is revealed. Simulation of scanning process in tapping mode is 
performed. 

1. Introduction 

Interest in dynamic mode of atomic force microscope (AFM) as a very 
promising method has not become relaxed. At the same time, AFM 
operators know about complexity of setting of this mode and about the 
dependence of quality of derivable AFM pictures on choice of the 
scanning parameters. The AFM probe behavior directly depends on the 
properties of a surface investigated with the use of the probe. Here 
mathematical modelling is very effective. 
The work with computer models allows us to analyse and to understand 
the process of interaction of the probe with the sample surface. The 
possibility exists to give concerning the probes for researches, to justify 
selection of optimal conditions for scanning process and to give 
interpretation of phase contrast images [1]. We can use the simulation data 
for development of existent methods and creation of new ones for 
detection of material properties on micro- and nanolevels.  



2. Simulation of dynamic force spectroscopy  

In dynamic spectroscopy of materials, the vibration amplitude and phase 
shift of probe are recorded by AFM during approach of the probe to the 
sample surface and subsequent retraction. Changes in these parameters 
depend on the properties of sample material (elastic and adhesion 
properties). 
The following mathematical model for describing interaction of the AFM 
probe with the sample surface is accepted for computations. Contact of  the 
probe tip with the material sample is described by the Hertz model [2] and 
out-of-contact interaction implies the presence of attractive forces of the 
Van der Waals and short-range repulsive forces, which is represented by 
the Lennard–Jones potential [3]. The equation of motion of the AFM probe 
tip in the field of sample surface forces is written as 

( ) )).((sin))(()()(
bim

0
2

2
tzFtkaztzk

dt
tdz
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tzdm pos +ω=−+

ω
+      (1) 

Here z(t) is the vertical displacement of the tip; m is the microprobe mass; 
ω0 is the intrinsic angular frequency of the probe; Q is the quality factor of 
the probe cantilever; k is the spring constant of the cantilever; zpos is the 
position of the cantilever attaching point above the sample surface; abim is 
the oscillator amplitude; ω is the angular frequency of harmonic force; 
F(z(t)) is the force interaction of probe with the sample surface; the term 

( )tka ωsinbim  represents the driving force. 
Simulation of dynamic indentation is performed with two packages: 
Mathematica [4] and Simulink pack of Matlab environment. In the Fig. 1 
are given the results of simulation of force spectroscopy. The following 
parameters of the tip-sample system were chosen for obtaining estimation 
dependencies: k = 1 N/m, f =  f0 = ω/(2 π) = 100 kHz, radius of tip 
curvature R = 10 nm, the Young modulus of tip material E2 = 179 GPa, the 
Poisson's ratios of tip and sample materials ν1 = ν2 = 0.3, abim = 0.8 nm, Q 
= 100. The Hamaker constant for modelling of dependencies for different 
sample materials (Fig. 1, a, c) is assumed to be equal to 0.1·10-18 J. The 
Young modulus of sample material during variation of adhesion forces 
(Fig. 1, b, d) is equal to 0.1 GPa.  
During varying sample material elastic properties (Fig. 1, a), significant 
influence of the material Young modulus on oscillation amplitude is 
observed. When the Hamaker constant was changed (Fig. 1, b, d), the 
amplitude curves are in close agreement in the region, where a prevalent 
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force is one of elastic reaction of material. In the case of significant 
influence of adhesion forces in Fig. 1, a, b we can reveal transition 
between prevalence of adhesion forces and elastic reaction one. Amplitude 
curves in this case, as the phase shift curves, show stick-slip nature at the 
corresponding values zpos. Sensitivity of phase shift to material properties 
is present. Not only quantitative changes of phase shift occur but a change 
in of interaction mechanism (repulsive and attractive interactions) as well. 
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Fig. 1. Amplitude (a, b) and phase shift (c, d) of AFM probe as a functions 
oscillations distance between probe cantilever and sample surface: 1 – H = 10·10-18

J; 2 – H = 3·10-18 J; 3 – H = 1·10-18 J; 4 – H = 0,1·10-18 J; 5 – E = 1 GPa; 6 – 
E = 0,1 GPa; 7 – E = 0,01 GPa; 8 – E = 0,001 GPa 

3. Simulation of AFM scanning process in intermittent 
mode 

Simulation of scanning process is more complicated in comparison with 
modelling of indentation, since it assumes additional displacement of 
probe above sample surface. With horizontal shift of the sample under the 
probe (or the probe above the sample depending on a model of a specific 
microscope; this aspect in calculations is not of fundamental importance), 
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the probe position above the surface level is changed as a result of real 
surface relief. Then adjustment of probe–sample distance is carried out 
according to information transfered from a feedback channel. In the 
intermittent (tapping) mode, operating amplitude of the probe oscillation 
as a feedback parameter is used, which is held constant by variation of tip–
sample separation [5]. Analisys of scanning process further becomes 
complicated by the fact that feedback system responds not only to the 
relief changes but to the surface sample properties during movement from 
point to point of the sample also. One of the most significant material 
properties of the sample is the Young modulus of the material. At the same 
time, the need for a change in the probe level above the sample is caused 
by the fact that the probe oscillation amplitude in the tapping mode of 
interaction is related directly to the Young modulus of the sample material. 
The calculation results confirm this regularity (Fig. 2). Then, first of all, 
situation was modeled, when both the relief and the Young modulus of a 
surface are changed. Such situation is close to reality, this is the case of 
AFM researches of heterogeneous samples like polymeric composite 
materials.  

(a) 

(b) 

Fig. 2. Simulation of scanning process: (a) – 1 and 2 correspond to a surface relief 
and a profile of “scanned” topography image; (b) – profile of “scanned” phase 

shift image 

Equation (1) is used to simulate scanning process with the package Matlab 
(Simulink) for describing AFM probe oscillations above investigated 
sample surface. The following model for probe–sample interaction is 
introduced: tip–sample contact takes place according to the Johnson–
Kendall–Roberts theory [2]; Van der Waals and short-range repulsive 
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interactions are present, when a gap between the probe and the material 
surface [2]. 
Surface modelling is as follows: geometric relief shape of the surface is 
graded by analogy with real calibrating grate on the TGZ type. Line 1 in 
the Fig. 2, a is a simulated “profile” of such surface. Virtual sample 
properties are also chosen as varying: the Young modulus takes the values 
0.1 and 20 GPa with a definite period. Velocity of displacement along the 
surface is 2 m/s. Other parameters are the same as for section 2.  
Line 2 in Fig. 2, a represents curve of tip–sample separation changes zpos. 
The curve shows so far as surface topography is  distorted during AFM 
scanning in dynamic mode at  incorrect settings. In this case the feedback 
velocity of scanning is too high for given settings, which leads to operation 
at transient oscillation regime, when oscillation at a point has not managed 
to be stable. 
Fig. 2, b demonstrates situation expected on the phase contrast image. 
Deviations on the phase shift curve made at points, where the Young 
modulus of the sample material changes but due to nonsteady oscillation 
regime there is a correlation of phase shift with a surface topography (line 
1 in Fig. 2, b). 

4. Conclusions 

Sensibility of such parameters of AFM probe oscillations as the amplitude 
and phase shift depending on the investigated sample material is revealed.  
Sample topography has a distortions of in the case of incorrect setting of 
dynamic mode even without taking account of the influence of probe shape 
are shown. It is necessary to take into consideration changes of the Young 
modulus, when phase contrast images are interpreted. 
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Abstract  

In this work, we investigate surface potential of the thin silicon-on-
insulator field-effect-transistor (SOI-FET) by Kelvin Probe Force Micro-
scope (KFM) at different temperatures. It will be shown that the surface 
potential changes in the range of temperatures from 15 K to 100 K, indi-
cating increasing number of ionized dopants. 

Introduction 

As continuous miniaturization of silicon nano-devices is still in progress, 
there is an effort focused on single atom investigation. In particular, single 
dopant ionization is being a subject of interest at present [1-2]. However, it 
is desirable to find a direct observation method. Therefore, surface poten-
tial mapping of the device channel with the KFM in the range of low tem-
peratures is very attractive. With this method direct dopant freeze-out ob-
servation seems to be possible.  

KFM surface potential measurement 

For measurements, a thin SOI-FET without the top gate was fabricated 
(Fig. 1). The Si substrate, which was used as a gate, was doped with boron 
(1x1015 cm-3), and whole top Si region (including channel) was heavily 



doped with phosphorus (1x1018 cm-3). Channel width was 2 µm and chan-
nel height was around 20 nm. Buried SiO2 (BOX) layer thickness was 400 
nm. 

Fig. 1 Thin SOI-FET structure 

The channel surface was investigated by KFM at different temperatures. 
Both source and drain were grounded, while back gate voltage (Vg) was 
changed in the range of -8 V to 8 V for each temperature. The temperature 
was changed from 15K until around 120K since in that range of tempera-
tures the number of free carriers changes drastically [3]. 
In the resultant KFM images, we can observe a different potential distribu-
tion due to Vg changes. Furthermore potential distribution is different for 
different temperatures. Fig. 2 and Fig. 3 show examples of surface poten-
tial maps obtained by KFM at 117 K for Vg=-8 V and 8 V, respectively.  

Fig. 2 KFM surface electronic potential map, Vg= -8V, T=117 K 

SiO2 Si 
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Fig. 3 KFM surface electronic potential map for Vg=+8 V, T=117 K 

In Fig. 4, we can see the dependence of potential difference between BOX 
(SiO2) and channel (Si) surfaces in the range of applied Vg at three differ-
ent temperatures. It is noticeable that for negative Vg, with decreasing the 
temperature the difference in the potential between BOX and channel sur-
face is also decreasing. 
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-8 -4 0 4 8

15K
29K
52K

Fig. 4 Temperature dependence of potential difference between channel and BOX 
surface for SOI-FET with p--Si substrate and n+-Si channel 

Possible model 

The different potential distribution due to temperature changes can be as-
cribed to carrier freeze-out. In measured sample, both source and drain 
were grounded. As whole top Si layer was n+ heavily doped, it behaved as 
metal and it was conductive even at low temperatures. Therefore, potential 
detected at the channel surface was independent of the potential in the un-
derlying layers (BOX and substrate) in the whole range of measured tem-
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peratures and remained constant at the ground level. However, potential 
near the channel at the SiO2 surface was changing.  
At high temperatures, we consider the p-type Si substrate to be conductive. 
Therefore, the potential in the substrate is almost flat and most of the volt-
age drop is present in the insulating BOX layer (Fig. 5).  

Fig. 5 Band diagram through the channel for high temperature 

However, at low temperatures (Fig. 6), due to freeze-out effect, Si sub-
strate becomes an insulator and the voltage drop is present not only in the 
BOX layer, but mostly in the p- substrate.  

Fig. 6 Band diagram through the channel for low temperature 

Consequently, at high temperatures electric field in the BOX layer is 
stronger than at low temperatures. Potential measured at the BOX surface 
(in some distance from the grounded channel) will be higher if the electric 
field around the channel is stronger (Fig. 7). On the contrary in low tem-
perature, when the freeze-out effect occurs and the electric field is weaker, 
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the potential difference between channel and the BOX surface is 
smaller (Fig. 4). 

Fig. 7 Band diagram close to the channel for low and high temperature 

In order to confirm our model, we have investigated another thin SOI sam-
ple with heavily doped n+-Si substrate (1x1018cm-3) and p--Si channel 
(1x1015cm-3). During measurements, substrate was grounded and channel 
was kept floating. For this sample, surface potential did not change when 
the temperature was increased from 14 K to 140 K. Comparing those two 
samples, we can conclude that potential difference due to temperature 
changes, observed in Fig. 4 is caused by freeze-out effect. This result and 
interpretation are consistent with the previous freeze-out effect studies. 
However, direct observation of freeze-out effect hasn’t been reported yet. 
We believe this is a significant progress towards single dopant observation. 

Conclusions 

We have investigated potential on the SOI-FET channel surface by KFM 
at low temperatures. Surface potential difference has been observed due to 
temperature change, directly indicating dopant freeze-out release.  
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Abstract  

The paper presents the improvements of the mathematical model of liquid 
flow dynamics in long distance pipelines. The model was formulated on 
the basis of the real pipeline system as a result of research concerning the 
leak detection and localization algorithms. The model takes into account 
the liquid pressure and velocity in the pipeline, but also the impact of the 
others important system elements such as pumps, valves and a receiving 
tank. This allows more precise detection and localization of the pipe leaks. 

1. Introduction 

The aim of the research was to improve the pipeline system model devel-
oped for the purposes of leakage detection and localization. The modelling 
of liquid flow dynamics for long distance transfer pipelines is essential for 
the analysing of physical phenomena that occur in the pipeline, which are 
extremely difficult to be detected and examined without being supported 
with mathematical and computational methods. 
The mathematical model presented in the paper enables the simulation of 
various events related to liquid transportation, such as start up or shut 
down the pumping, switching inlet or outlet of the pipeline from one tank 
to another, liquid transport in steady state conditions, stand-by conditions 
and the situations when two or more media of diverse physical characteris-
tics are being transported subsequently through the same pipeline. 
The accurate mathematical model describing the real pipeline in all tech-
nological situations is of greatest importance for the analytical methods of 



the leak detection and localization. Existing models, however, rarely take 
into account other than the pipe elements of the system.  

2. Short description of a pipeline transport system

Figure 1 presents the simplified scheme of the pipeline transport system 
[1]. A liquid is drawn from the supply tank TA by the main pump 2 and the 
auxiliary pump 1, and pumped through a pipeline to the receiving tank TB. 
The tanks are filled to different levels, with products of various physical 
characteristics. Remotely controlled gate valve stations are installed along 
a pipeline every several kilometres.  

Fig. 1. Simplified scheme of a pipeline transport system

Each tank can be switched from one tank to another in the both supply A 
or receiving B tank set, which may result in a sudden disturbance of pres-
sure at the pipe input or output.  

3. The model of the pipeline 

For the modeling purposes the pipeline was arbitrarily divided into sec-
tions at points where measuring transmitters were installed and each sec-
tion between these points was divided into shorter, equal segments. 
Every segment fulfils a set of partial differential equations as a result of the 
law of mass and momentum conservation. In the case of a leak-proof pipe-
line these equations, according to [4] can be written as  
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where E is the elasticity coefficient of a liquid-pipeline system, λ(x) is the 
pipe friction factor and α - the angle of inclination of a pipeline segment. 
The mathematical model should however also reconstruct as accurately as 
possible the static and dynamic characteristics of all other elements of a 
pipeline system as well as interactions between these elements. 

4. The model of primary pump 

The static characteristics of the pump for petrol of the density 755 kg/m3, 
was approximated with reference to the pump catalogue data as  

( )   , q , -  q,q,qH 95340147570107323801064992 2336 +⋅+⋅−=∆ −−    (3) 

where ∆H(q) = HT  – HS  is the increment of a liquid column between pump 
suction and force sides (in m) and q is the value of the volumetric flow rate 
(in m3/h).  
In the pump nominal working conditions (200 m3/h < q < 300 m3/h) the 
relative error of the approximation (3) is less than 0.2%. The pressure di-
rectly behind the pump is given by  

( ) ( )qHgtptp S ∆+= ρ),0(               (4) 

where pS(t) is the pressure at the auxiliary pump outlet, ρ is the density of 
the pumped medium  and g is the acceleration due to the gravity. 
Considering the liquid delivery, the pump can be treated as a non inertial 
object. The pump reaches its nominal speed in 5-7 s while the volumetric 
flow rate q(0,t) achieves more than 80 % of its steady state value. Later 
variation of q(0,t) is implied by the pipeline dynamics and back coupling 
delay in flow influence on the pressure behind the pump. Disregarding the 
delay reason, the transmittance obtained experimentally in form  

G(s)=(Ts+1)-2                                (5) 

was included into the model to relate q(0,t) with ∆H(q) in the equation (3). 

5. The model of receiving tank 

The real pipe installation has been equipped with the outlet tank of diame-
ter DT = 56 m, height of 13 m with a floating roof causing small constant 
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overpressure above the liquid surface. The liquid flows to the tank or from 
the tank through manifolds installed in the bottom part of the tank. 
The change of the liquid level in any tank connected to a pipeline results in 
a change of the pressure at either the input or the output of a pipeline, in-
troducing in this way a disturbance to the transportation process. The 
change of the liquid level rate is given by 

),(3600
d

d
2

txw
D

D
t

H
T

T

T ⋅













=                    (6) 

and the pressure variation rate at the pipeline output is given by 

( ) ( )
t

H
gtx

dt
tdp T

T
T

d
d

,ρ=                 (7) 

where D is the pipe inner diameter (m), xT is the pipeline length (m) . 
The liquid velocity in a pipeline, w(t), is less than 1,1 m/s, then the maxi-
mum change rate of the liquid level in a tank is smaller than 0.12 m/h, so 
the maximum change rate of the pressure at the output is about 1000 Pa/h.  
However, switching the fully filled tank to the empty one causes strong 
disturbances, and it generates a sudden pressure jump at the output side of 
the system. This change can achieve even ∆pT = ρg∆HT  ≈ 0.11 MPa. 

6. The model of gate valve 

The pins of the real pipeline valves are moved by electrical drives with 
constant linear movement speed. The average time period of switching 
between one to another extreme position was about 150 s. 
The valve pressure loss coefficient z is defined as the ratio of the pressure 
drop across the valve and the total kinetic energy of a flowing medium: 

2

2
w

pz
ρ

∆=     (8) 

For numerical simulation the following relation was used 

ρ
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ρ
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z
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where z is the pressure loss coefficient, ∆p is the pressure drop across the 
valve (Pa), w is the flow velocity of the liquid (m/s). K(x) is the coefficient 
related to the valve’s aperture x=H/D, H is the linear shift of the valve pin 
and D is the pipeline inner diameter. It was also assumed that K(x) = 
KZ·ϕ(x), where ϕ(x) – is the ratio of a valve’s clearance surface to the cross 
section of the pipe given by the formula 

          ( ) ( ) 2212)21arccos(1 xxxxx −−−−=
ππ

ϕ                       (11) 

The value KZ =  0.45 was calculated from pressure balance along a pipe.  

7. Conclusions 

The inclusion of the pump, valves and tanks to the mathematical model 
enabled the increase of the performance of the leak detection system. It 
allows to detect the position of the leak with accuracy ±(100 – 200) m for 
steady flow and during transient process (pumping start up, switching the 
outlet tank, changing the medium being transported) with accuracy ±(200 
– 400) m. It must be underlined that for unsteady flow the existing systems 
[2, 3, 4] cannot detect the leak or they generate false alarms. 
Unfortunately some parameters were not measured: the density of the liq-
uid ρ, the pressure at the primary pump inlet ps and the pressure just before 
the recieving tank ph. There is no doubt that these measurements would 
increase the quality of the model even more.  

The paper is a result of research financed as a research project within 
the scope of the Multi-Year Programme PW-004 “Development of innova-
tiveness systems of manufacturing and maintenance 2004-2008”. 
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Abstract  

Development in modern combustion engines presents high challenges for 
designers and requires complex experimental and computational methods 
in development phase of new power train. This paper presents compact 
tools for computational and experimental thermodynamic analysis of in-
ternal combustion engines. A modern single zone heat release model is 
used for the computational thermodynamic analyses. This new methodol-
ogy  is applied for modernized subject Theory of internal combustion en-
gines at Brno University of Technology, Institute of Automotive Engineer-
ing 

1. Combustion analysis 

Cylinder pressure versus crank angle data offers the developer a crucial 
insight into the combustion phenomena occurring within internal combus-
tion engines.  The combustion analysis process is based on the simple 
analysis of pressure / volume data. Cylinder pressure changes varies with 
crank angle due to the following phenomena: 

• Cylinder volume change 
• Combustion 
• Heat transfer to chamber walls 



The figure Fig. 1 show ‘log cylinder pressure versus log cylinder volume’ 
graphs for a typical automotive SI engine. 

Log cylinder volume
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Fig. 1. Log cylinder pressure versus log cylinder volume and 

theoretical polytrophic pressure (thicken line)   

More extensive studies show that the compression and expansion proc-
esses are well fitted by a polytrophic relation: 

constantnp v =  (1) 

The exponent n for the compression and expansion processes is 1.3 (+/- 
0.05) for conventional fuels.  
Log p – Log V plots as shown above, approximately define the start and 
end of combustion, but do not provide a mass fraction burned profile.  One 
well-established technique for estimating the mass fraction burned profile 
from the pressure and volume data is that developed by Rassweiler and 
Withrow [3]. 
The method attempt to find out when the energy in the fuel is released. 
Between two samples, a crank angle interval, there is a pressure change 

p∆ . The pressure change originates in either volume changes, vp∆ , or 
energy release from the fuel, cp∆ . 

c vp p p∆ = ∆ + ∆  (2) 
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The pressures and volumes at the start and end of the interval, i and j, in 
the absence of combustion, are related by 

,n n
i i j jp V p V=  (3) 

which gives the corresponding pressure change, due to volume change: 

1 .
n

i
v j i i

j

Vp p p p
V
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Fig. 2. A cylinder pressure, theoretical pressure (dashed line),  

pressure from combustion (dash dot line) 

2. Combustion models 

For combustion description is used a single zone heat release model [1]. 
This means that during combustion the heat released is used to heat the 
whole of the combustion space. The main implication of this assumption is 
that the bulk gas temperature is generally lower than the core combusted 
gas temperature behind the flame front. This may have an effect on de-
tailed in-cylinder heat transfer, however since the semi-empirical heat 
transfer models make gross assumptions regarding heat transfer coefficient 
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and wall temperature the effects of this assumption are small. The Viebe 
function define the mass fraction burned as 

1

,1
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 
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+

−
= −  (5) 

where 
 A  is  coefficient in Vibe equation (unburned fuel fraction) 
 M is coefficient in Vibe equation (burn process) 

� is actual burn angle (after start of combustion) 
�b is total burn angle (0 – 100% burn duration). 
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Fig. 3. Viebe function of mass fraction burned (M = 2, A = 10), 
10% - 90% combustion duration 

3. Measurement technique 

It’s necessary to take very precision measurements to indicate engine and 
internal combustion parameters (air/fuel ratio, cylinder pressure, water 
temperature, intake and exhaust temperature). For this measurements is 
useful to use multifunctional wide bend oxygen sensor unit and precision 
multichannel analyzer.  
For analyzing is used Matrix analysis program where for combination en-
gine revolutions and manifold pressures obtain actual air/fuel ratios. After 
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configuration of fuel injectors we get input data for engine digital control 
unit. 

Fig. 4. Measurement data analyzer 

4. Conclusion 

The presented thermodynamic analysis is only small part of new modern-
ized subject Theory of internal combustion engines at Brno University of 
Technology, Institute of Automotive Engineering. This subject make pos-
sible the students to obtain the knowledge of theory of internal combustion 
engines. Provide knowledge for practical, theoretical, experimental and 
scientific activity in area of combustion engines. 
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Abstract  

The performances of a multisensorial system are given by the fundamental and 
technological characteristics of the sensors, as parts of the system, no matter if 
these are conventional sensors, matrix sensors or intelligent sensors. This paper 
tries to make possible the taking over a part of the signal conditioning modules or 
acquisition boards functions into a temperature measuring system which collect 
the signals from varia types of temperature sensors with nonlinear characteristic 
using intelligent software techniques based on certain mathematical and physical 
models. The implementation of these software techniques is made using the pro-
gramme package LabView of the company National Instruments. 

1. Introduction 

The technic-scientifical progress in microelectronic and informatics field 
has permitted to the industrial units to endow with modern systems, able to 
monitorize the function of the installations or industrial equipments, to 
carry out the evolution of a process by measuring in real time of the sig-
nificant parameters of the process, concomitantly with the taking of func-
tioning decisions. Sometimes certain interest parameters need to be the 
result of the measuring of a parameter in a lot of different points. For this 
reason, modern measuring and control systems are used and the multisen-
sorial systems, as primary components of a data acquisition intelligent sys-
tem from inside, have an important role. 
The used soft instruments are as important as the hard components of the 
measuring system. The intelligent acquisition systems made nowadays by 
the well-known companies means the existence of a well cooperation be-



tween the hardware and software parts as a system. A lot of functions of 
the hardware components will be taken over by the software components 
when need. This situation is useful especially when an intervention during 
the measuring process is obligatory, in order to make some corrections 
(on-line). Using some software algorithms, the functions necessary to be 
fulfilled by the signal conditioning modules from the measuring systems 
way can be reduced, these elements being responsible eventually only of 
the filtering and adaptation of the signal level the entrance in the acquisi-
tion boards. The results of these practice is the lower cost of the measuring 
system reported to the obtained quality, result which can be foreseen by a 
rigorous design of the system. 

2. Discrete temperature sensors 

The temperature sensors are generally devices with non-linear transffer 
characteristic. Depending on the nature of the phenomenon which define a 
process and its carrying out conditions, various sensors are used to 
determine the temperature. The most known types of discret sensors are 
thermoresistences, thermistors, themocuples, semiconductor sensors and 
variuos optic and acustic sensors.   

3. Mathematic modelling 

The polynomial model is a satisfactory solution. Depending on precision 
asked by us for the proposed measuring, we can choose polinoms of 2,3 or 
more orders. The most used mathematic models, which describe the 
above-mentioned sensorial structures, are: 

• model RTD: ( )2
0 1)( BTATRTR ++= , with Ω= 1000R , at 

CT o00 = ;       (1) 

• model KTY: ( )2
000 )()(1)( TTBTTARTR −+−+= , with 

Ω= k 10R , at CT o250 = ;     (2) 

• model thermocouple: (TC): 2
0)( BTATUTU ++= ;  (3) 

• model integrate (SI): ATUTU += 0)( ;   (4) 

• model thermistor (TM): )(ln)(ln1 3 TRCTRBA
T

⋅+⋅+= . (5) 

The general model is considered as:  
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   )()()( 0 TBTAYTY βα ++=    (6) 

From the above-mentioned formula it results that in measuring of a tem-
perature it is involved o variable T (parameter to be measured) and a func-
tion Y (T) named measured parameter. The coefficients A, B and C are 
determined experimentally, so to find out the temperature is enough to 
know the Y (T) and a mathematic model. 

It can be checked that the above first four models are easily according to 
the general model. To describe as exactly as possible a characteristic 

)(TYT →  it is necessary to know the parameters Y0, A and B. The mod-
els )(Tα  and )(Tβ are functions which reproduce an etalon model; the 
precision of the standard for our thermometers depends of characteristic of 
these. The three parameters are determined making three experimentals 
with the following results: 
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or [ ] [ ] [ ]PTY E ⋅=    (7) 

To solve this system means to determine the vector [ ]P  corresponding to 
the parameters, which describe the respective characteristic: 

    [ ] [ ] [ ]YTP E ⋅= −1    (8) 

Finally, to determine the temperature means to determine 1−= YT . The 
extraction of T it could be made for the first models by extracting firstly of 

)(Tα  and then by 1−= αT . 

The relations (7) describe the dependence of a measured parameter of the 
models )(Tα  and )(Tβ  from the matrix [TE] through the parameters Y0, 
A and B. This dependence can be found in the model of thermistor Stei-
hard (5) by the physical changing of the roles: Y (T) becomes etalon func-
tion and )(Tα  and )(Tβ  functions depends of the measuring process. 
The result is the same, means the determination of the coefficients of the 
chosen model for calibration - relation (8).  

The procedure can be extended for the calibration simultaneously of a mul-
tisensorial system discrete or integrate, composed of temperature sensors 
provided by the five above models. The sensors, components of the mul-

573Extraction and liniarization of information provided from the multi-sensorial ...



tisensorial system, can be part of the same model or can be from different 
models, the results of the experiences having the same form from the 
mathematic point of view. In this case the vectors [P] and [Y] are trans-
formed in matrix with a dimension given by the number of sensors of the 
multisensorial system, the relation (7) and (8) being adapted to the new 
situation. 

4. Hardware structure  

The hardware system for calibration and linearisation is shown in the fig-
ure no.1. The calibration and linearisation procedure of some temperature 
sensors or a multisensorial system means to read in the same time the in-
formation taken over from these and also the information given by the eta-
lon transducers. 

           Fig. 1   Calibration and liniarisation modern system of the sensors 

5. Software structure  

The measuring system from figure no.1 has in his structure a computer 
where the Labview programme pack from National Instruments company 
is loaded, this meaning an intelligent measuring system, the programme 
written in the graphic language G of this programme ensure the implemen-
tation of the developing organigram (figure no.2). The formulas developed 
to calculate some parameters are computered  by the programme using 
itself virtual instruments.  

  

   Fig. 2  Organigram of the calibration process 
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6. Results and conclusions 

The application was checked by simulation. The heating of a room be-
tween 0 and 100 0C represents the process. The measuring of the tempera-
ture is made using a multisensorial system, which uses temperature sensors 
described by the shown models. Each sensor gives through its model the 
parameter Y (T). The input data are parameters y0, A, B of each sensor and 
temperature T. Using the algorithm from figure no.2, the matrix of pa-
rameters is rebuilt. The calibration and linearisation are obtaining by ex-
tracting of the parameter T from Y(T) and for each sensor it depends on 
the chosen model. Un example of such linearization model is given by the 
relation: 

   ξ)
A
B(1 ξT −=     (9) 

Using LabView application, in the fig. 3 is presented the soft implementa-
tion for this model. 

Fig. 3  Soft linearization of a sensor  
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Abstract  

The information about interaction between robotic parts and surroundings 
is necessary for intelligent control of robot behavior. This research is con-
nected to research of contact force vector sensor principle which was per-
formed in last year. The paper presents working prototype of sensor and 
describes experimental verification of sensor functionality. The optimiza-
tion of sensor body in order to improve its axial sensitivity is also dis-
cussed as well as the design of electronics driving unit of suggested sensor. 

1. Introduction 

This paper deals with design and verification of functionality of contact 
force vector sensor. The sensor and its principle suitable for various kind 
of task was designed and described in previous research [1]. During simu-
lation and also by experimental verification of sensor functionality the 
small sensitivity of sensor in axial direction was observed. It is necessary 
to optimize the geometry and material of sensor in order to increase the 
sensitivity in critical direction. 
Based on previous research [1,2], working prototype of sensor (see fig. 1) 
was developed. Sensor is made from aluminium alloy (AlMgSi0.5). This 
sensor is containing three strain gauges (0,6/120LY13) produces by Hot-
tinger Baldwin Messtechnik (HBM). 
For experimental verification the commercial measuring unit SPIDER 8 is 
used for measuring real sensor body strain. This unit is also produced by 
HBM Company and is designed among other things for strain gauges mea-



surement. In order to use this sensor for real application, the concept of 
electronic measuring and control unit is described below. 

Fig. 1: Working prototype of contact force sensor 

2. Experimental verification of sensor functionality 

The sensor functionality was verified by experimental simulation in labo-
ratory of Mechatronics. During experiment the loads of sensor was applied 
in several positions of sensor head. Load was applied by materials testing 
machine Zwick Z 020-TND (see fig. 2) where the real load force was 
measured.  

Fig. 2. Testing machine Zwick Z 020-TND 
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The deformation of sensor body was measured by strain gauges through 
HBM Spider 8 unit which is among other things designed for measuring of 
deformation by strain gauges. Measured deformations are transferred to 
information about contact force position and magnitude by neural network 
implemented in Matlab software. 
The results of experimental verification are shown in tab. 1 for four posi-
tions of load force and shows really good accuracy of designed sensor. 

Tab. 1 Results of verification 

Contact force coordinates 
Case Direction

[mm] Position of force dur-
ing experiment Simulated by ANN 

Accuracy 
[%] 

x 0.8 0.81 98.8 
y -2.5 -2.75 91.0 1 
z 20.0 20.62 96.8 
x -1.0 -0.97 97.0 
y -1.9 -2.03 93.6 2 
z 22.0 24.1 90.9 
x -1.0 -1.02 98.0 
y 0.1 0.11 90.9 3 
z 22.0 22.91 96.0 
x 2.0 2.07 96.6 
y -5.0 -4.52 90.4 4 
z 16.0 16.38 97.7 

3. Design optimization of sensor body by topological 
optimization using ANSYS 

The ANSYS program can determine an optimum design, a design that 
meets all specified requirements yet demands a minimum in terms of ex-
penses such as weight, surface area, volume, stress, cost, and other factors. 
An optimum design is one that is as effective as possible. 
Topological optimization is a form of "shape" optimization, sometimes 
referred to as "layout" optimization. The purpose of topological optimiza-
tion is to find the best use of material for a body such that an objective cri-
terion takes on a maximum/minimum value subject to given constraints 
(such as volume reduction).  
Unlike traditional optimization, topological optimization does not require 
explicit definition of optimization parameters (that is, independent vari-
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ables to be optimized). In topological optimization, the material distribu-
tion function over a body serves as the optimization parameter. You define 
the structural problem (material properties, FE model, loads, etc.) and the 
objective function (the function to be minimized/maximized), then select 
the state variables (the constrained dependent variables) from among a set 
of predefined criteria. 
The goal of topological optimization-the objective function-is to mini-
mize/maximize the criteria selected (minimize the energy of structural 
compliance, maximize the fundamental natural frequency, etc.) while satis-
fying the constraints specified (volume reduction, etc.). This technique 
uses design variables (ηi) that are internal pseudo-densities assigned to 
each finite element. 
The standard formulation of topological optimization defines the problem 
as minimizing the structural compliance while satisfying a constraint on 
the volume (V) of the structure. Minimizing the compliance is equivalent 
to maximizing the global structural stiffness.  
FE model from previous research (see [1]) was used for sensor optimiza-
tion. The sensor body was the volume which was subjected to optimization 
process. Volumes located under supposed locations of strain gauges are 
excluded from optimization process. Load force of 20N was used during 
optimization process and was located in axial direction of sensor As we 
can see from results of optimization (see fig. 3 and fig.4 for more details), 
the volume of sensor body was reduced. The volume reduction of sensor 
body is closed to 60%. Volume reduction of sensor body leads to redistri-
bution of strain to area where strain gages are located. This means that we 
can measure large deformation of sensor body for same load force in com-
parison to non-optimized sensor. 

Fig. 3. Reduction of sensor body volume after 20 iterations (Topological optimiza-
tion Densities) 
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Fig. 4. Optimized shape of sensor body 

3. Conclusion 

Experimental verification of sensor functionality proofs sensor working 
principle and also shows really good accuracy of force vector identifica-
tion. The problem with low sensitivity of sensor in axial direction was 
solved by topological optimization in ANSYS software. The reduction of 
60% of sensor body volume was achieved and in this relation the sensitiv-
ity in axial direction increases.  
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Abstract  

A conception of utilizing the common existing cross-sensitivity of sensors 
to the additional quantities to measure both, the main and the additional 
one is presented. As an example a piezoresistive pressure sensor was in-
vestigated. An experimentally confirmed mathematical model of the sensor 
is given. An electric conditioning circuit and a method of two-variable 
measurand reconstruction are proposed too. 

1. Introduction 

The sensors are very often sensitive not only to the one (main) quantity but 
to some additional ones too. Many examples could be given: the gas sen-
sors, semiconductor (piezoresistive and piezoelectric) pressure or force 
sensors, magnetoelastic force or torque sensors, humidity sensors. By the 
proper method it may be (but not always is) possible to eliminate the influ-
ence of the additional ones in satisfactory level. In most systems, on the 
other hand, usually is necessary to measure more than one quantity, often 
the same that influence the sensor. The additional sensor and measuring 
chain is then usually applied. 

This observation lead to an idea to utilize the sensitivity of sensor 
to the additional quantities - in such way the sensor becomes a multivari-
able sensor. The proper conditioning circuit and the effective method of 
reconstruction of the measured values are essential, of course. 



In this paper the above presented idea is discussed for the piezore-
sistive pressure sensor. A mathematical model of the sensor based on re-
sult of investigation is given. An electric conditioning circuit and a method 
of two-variable measurand reconstruction are proposed too. 

2. Piezoresistive sensor 

Piezoresistive sensors are designed for force or pressure measurement. 
They are made of some kind of semiconductor in which the resistivity de-
pends on strain (force or pressure). The sensor resistance changes are 
rather small, but much higher than for metal strain gauges – that is very 
important advantage. Unfortunately there is a disadvantage too – the resis-
tance of sensor is highly depended on temperature. The undesirable sensi-
tivity for temperature is usually higher than sensitivity for strain (see Fig. 
2). To eliminate (considerably reduce) influence of temperature a Wheat-
stone bridge is generally used to detect the changes of resistance and si-
multaneously to convert them to voltage signal [1]. In commercial pressure 
sensors based on these principle (Motorola, Fujicura, Endevco, Kulite, 
Vigotor) four sensors are usually used. Typical construction of such sensor 
is presented on Fig. 1. 

glass base

a)

casing

silicon diaphragm with piezoresistors

b)

p0

p1p
inlet

p2

1 c)
 pipes

pin

R1

R4

R3R2

Fig. 1. Structures of silicon pressure sensors for absolute (a) and differential (b) 
measurement, typical layout of the four piezoresistors on the diaphragm 
(c). R1 and R3 are the sensitive ones; R2 and R4 are the reference ones.

3. Results of piezoresistive sensor investigations 

A typical piezoresistive pressure sensor (type PS-040 Vigotor) was inves-
tigated to determine the pressure and temperature influence on the resis-
tances of sensor. The results obtained for one pair of piezoresistors are 
shown in Fig. 2. On the assumption that given ranges1) of temperature and 
                                                     
1) the sensor is here proposed as two-parameter sensor - in traditional approach, 
when the sensor is applied as pressure sensor only, the range of the temperature 
changes is usually smaller 
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pressure determines the measuring ranges, it is visible in Fig. 1, that the 
influence of temperature on the sensor resistance is about ten times more 
than the influence of pressure. It may be conclude that the sensor designed 
as a pressure sensor is, in fact, an excellent temperature sensor too. In this 
way the piezoelectric pressure sensor becomes a two-parameter pressure 
and temperature sensor. The obtained plots for a pair piezoresistors in in-
vestigated sensor are shown in Fig. 3. 
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Fig. 2. The dependence of sensor resistances on temperature and pressure
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Fig. 3. Plot of resistance versus pressure and temperature for piezoresistor R1 (a) 
and R2 (b). 

The dependence of resistance on pressure and temperature are in both 
cases nearly linear and could be described by the following formulas: 

0222201111        and       RpBARRpBAR ++=++= ϑϑ  (1) 

where index 1 or 2 is number of piezoresistor, p is pressure, ϑ is tempera-
ture, A, B and R0 are constant coefficients. 
The values of coefficients A, B and R0 were determined with the aid of 
least mean squares (LMS) method for calibration points shown in Fig. 3. 
Following values was obtained: A1 = 1.292 × 10-2, B1 = -2.981 × 10-3 and 
R01 = 4.678 for the resistor R1 and A2 = 1.311 × 10-2, B2 = 0.867 × 10-3 and 
R02 = 4.716 for the resistor R2. 
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4. Two-parameter pressure and temperature measuring 
converter based on piezoresistive sensor 

The formulas (1) form a mathematical model of two-variable measuring 
converter of pressure and temperature to resistances R1 and R2 

({p,ϑ}→{R1, R2}). By inverting these formulas is possible to determine the 
values of pressure and temperature if values of resistances R1 and R2 are 
known. The inverted model has following form: 

  
38.31),(9.256),(7.260

8.361),(29.59),(24.17

21

21

++−=
−+=

pRpRp
pRpR

ϑϑ
ϑϑϑ

 (2) 

In this way a two-parameter (two-dimensional, 2D) converter of sensors 
resistances to pressure and temperature ({R1, R2}→{p,ϑ}) may be realized. 
It is evident, that a proper conditioning circuit and computation device are 
necessary, as it is shown in Fig. 4. 
A conditioning circuit, shown in Fig. 5, was applied.  

pressure snsor
measured
quantities Results

p*,ϑ*p,ϑ
conditioning

circuit
computation

device

R1

R2

pressure snsor
measured
quantities Results

p*,ϑ*p,ϑ
conditioning

circuit
computation

device

R1

R2

Fig. 4. Structure of measuring chain of two-variable pressure and temperature 
converter based on piezoresistive sensor 
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Fig. 5. Conditioning circuit based on NE555 oscillator (a), pulse output signal (b) 

584 H. Urzędniczok



The output signal is a pulse signal and both of the two time intervals T1
and T2 depends on resistances R1 and R2 and in consequence on measured 
values p and ϑ. 
As a computation device the ATmega8 microcontroller was applied to 
measure time intervals T1 and T2 and to calculate the measured values p*

and ϑ*. Equations (2) were used.

5. Conclusions 

The above described transducer was calibrated. In Fig. 6 the errors ob-
tained for whole ranges of pressure (0...40 kPa) and temperature (20...90 
°C) are plotted.  

Fig. 6. Errors of investigated two-parameter transducer 

As it is visible, maximum value of this errors not exceed 0.4 °C for tem-
perature and 1.4 kPa for pressure (0.6% and 3.5% in relation to the meas-
uring range respectively). This value was obtained with assumption of 
first-order (linear) model of the transducer (1). Applying second-order 
model allows errors decreasing, but makes calculation more complicated. 
Instead above proposed global models (1) and (2) other method, described 
for example in [2], may be considered to determine measured values. 
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Abstract  

This paper presents results of the modelling of the influence of temperature 
on the magnetic characteristics of Fe40Ni38Mo4B18 amorphous alloy in as 
quenched state. For modelling Jiles-Athertos-Sablik model was used. Evo-
lutionary strategies together with Hook-Jevies optimization were applied 
for calculation of model's parameters on the base of experimental results. 
To provide sufficient (from technical point of view) agreement between 
model and experimental data, the extension of  Jiles-Athertos-Sablik 
model was proposed. This extension connect model's parameter k, describ-
ing magnetic wall density, with magnetic state of the material. Good 
agreement between experimental data and modelling confirms, that ex-
tended Jiles-Atherton-Sablik model creates the possibility of modelling of 
thermo-magnetic characteristics of cores of magnetoelastic sensors. 

1. Introduction 

Soft magnetic materials such as amorphous alloys are commonly used as a 
cores of the mechatronic inductive components such as cores of magnetoe-
lastic sensors or transformers as well as inductive elements of switching 
mode power supplies [1]. It should be indicated, that magnetic characteris-
tics of amorphous alloys depends significantly on temperature. This phe-
nomenon has significant technical consequences. Functional properties of 
inductive component with soft magnetic material core may change during 
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its operation, especially if it is heated. It may cause malfunction or damage 
of mechatronic device.  
For this reason knowledge about the influence of temperature of magnetic 
characteristics of amorphous alloys is very important from practical point 
of view. On the other hand complete model describing of temperature de-
pendences of inductive components was still not presented.  
Among four main models of magnetization process [2] only Jiles-
Atherton-Sablik (J-A-S) model gives some possibility of modelling the 
temperature dependences of magnetic characteristics. Unfortunately, origi-
nal J-A-S  model do not create possibility of modelling the different mag-
netic hysteresis loops of the same material, with one set of model’s pa-
rameters [3]. This is significant barrier in practical application of the mod-
elling of the magnetic characteristics. Presented extension of the J-A-S 
model gives possibility of overcoming of this barrier. 

2. Extension of the model 

Total magnetization M of the soft magnetic material may be presented as 
the sum of reversible magnetization Mrev and irreversible magnetization 
Mirr [4]. In the J-A-S model the irreversible magnetization Mirr is given by 
the equation (1) [5]: 

k
MM

dH
dM irran

M
irr

⋅
−

=
δ

δ       (1) 

where parameter δ describes the sign of 
dt

dH
 and k quantifies average en-

ergy required to break pining site. Parameter δM guarantees the avoidance 
of  unphysical stages of the J-A-S model for minor loops, in which incre-
mental susceptibility becomes negative [6]. Other parameters of J-A-S 
model, such as a, c, α, Ms, t and Kan are closely connected with physical 
properties of the material [4].  As a result J-A-S model can be used for 
physical analyses of the magnetization process. 
It was indicated [4] that the J-A-S model parameter k changes during the 
magnetization process, due to change of the average energy required to 
break pining site [7]. On the other hand, previously presented extension of 
the J-A-S model [3], where the J-A-S model parameters change in the 
function of magnetizing field H, seems unjustified from the physical point 
of view. Parameter k should be connected with magnetic state of the mate-
rial (described by magnetization M), not with magnetizing field H [8]. 
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To overcome original J-A-S model limitation it should be extended by in-
corporation of connection between magnetic state of the material (de-
scribet by its magnetization M) and model’s parameter k. Parameter k can 
be described by the vector of 3 parameters k0, k1 and k2, and k is given as 
[8]: 

)(
1

1
01

Ms) / |M|(1-k

0 2

2

kk
e

ekk k −⋅
−

−+=
⋅

      (2) 

In the dependence given by equation (2), parameter k0 determines the mini-
mal value of k, parameter k1 determines maximal value of k and k2 is shape 
parameter.  

4. Results 

Experimental measurements were carried out on the ring-shaped sample 
made of Fe40Ni38Mo4B18 amorphous alloy in as-quenched state. Stable tem-
perature was achieved by criostat, whereas magnetic hysteresis loops were 
measured by hysteresisgraph HBPL. Parameters of J-A-S model were de-
termined during the optimization process. For optimization, the evolution-
ary strategies [9] together with Hook-Jevis gradient optimization were ap-
plied . 
In figure 1 the experimental results (marked as dots) together with results 
of the modelling (marked as solid lines) are presented. One set of J-A-S 
model’s parameters was determined for three different hysteresis loops 
measured in given temperature. Dependence of the J-A-S model parame-
ters on temperature is presented in Table 1.  
Results presented in figure 1 shows very good agreement between ex-
tended J-A-S model  and experimental results. To confirm this agreement 
r2 coefficient was calculated between model and experimental results. Due 
to the fact, that r2 is higher than 0.99, it was indicated that 99% of total 
variation of experimental results is described by the extended J-A-S model 
[10].  
It should be indicated, that one set of parameters enable modelling of dif-
ferent hysteresis loop at given temperature. If temperature changes, new 
set of parameters should be calculated. On the other hand, on the base of 
table 1, temperature dependence of J-A-S parameters can be interpolated 
for different temperatures from 20 oC up to 120 oC, as well as extrapolated 
for higher or lower temperatures. 
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Fig. 1. Results of the modelling the influence of temperature on the shape  
of hysteresis loop achieved for one set of parameters of extended J-A-S model for 

magnetizing field Hm (♦ experimental results,  results of the modelling):  
a) 5 A/m, b) 10 A/m, c)35 A/m
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Table 1. Results of the modelling temperature dependence of magnetic character-
istics according to extended Jiles-Atherton-Sablik model. 

 a   k0 k1 k2 c Ms ⋅⋅⋅⋅ 10-5
α α α α ⋅⋅⋅⋅    
104    Kan t 

Temp. (oC) A/m A/m A/m   A/m  J/m3

20 112.7 467.6 11.12 -8.26 0.466 2.97 2.39 547 0.80
40 97.3 387.5 11.46 -8.66 0.469 3.11 1.93 1 522 0.80
60 93.6 454.4 11.95 -8.97 0.494 3.20 1.83 1 769 0.80
80 92.1 830.6 11.63 -9.18 0.501 3.23 1.78 1 812 0.80
100 90.3 1238.5 11.35 -9.22 0.506 3.21 1.77 1 731 0.80
120 85.5 1905.4 9.69 -11.1 0.480 3.03 1.75 813 0.80

5. Conclusion 

One set of parameters of extended J-A-S model enables modelling of the 
hysteresis loops of amorphous alloys for different value of maximal mag-
netizing field. In such a case over 99% of total variation of experimental 
results is described by the extended J-A-S model. 
Presented temperature dependences of J-A-S model parameters enables 
modelling of magnetic hysteresis loops for temperatures from 20 oC up to 
120 oC. Such model may be very useful for determining the temperature 
dependence correction factors for magnetoelastic sensors or magnetic sen-
sors (e.g. such as fluxgates) . 

Calculations for the modelling were made in Interdisciplinary Centre for 
Mathematical and Computational Modelling of Warsaw University, within 
grant G31-3. 
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Abstract  

The paper presents consideration of light scattering on Kàrmàn vortex 
street phenomenon [1, 2]. The analytical approximation of the scattering is 
provided. It is based on a method using expansion into spatial spectrum 
Kotelnikov-Shannon sampling functions [3]. The final result is referred to 
the data acquired from gaseous flow installation.  
The method described herein is applied to count a number of vortices 
appearing behind a bluff body. The best signal to noise ratio (SNR) is 
searched at the angular scattering characteristic. 

1. Introduction 

There is no single and fruitful theory of scattering but plenty of different 
approaches, like Rayleigh or Mie theory, which solve partially some 
particular problems but do not explain physical mechanism entirely [4]. 
Existing methods of approximation solution like anomalous diffraction 
(AD, by van de Hulst), T-matrices, DDA are complex and time consuming 
[5]. However AD approximation is very popular since it gives very good 
estimation for medium size particles. 
In this paper the approach recently developed and described in [6] is put 
into practice to specific application. It allows separating process of 
intrinsic scattering from diffraction process (in its immediate sense). 
Accordingly, both processes are also considered independently and their 
analytical descriptions are conducted separately. It significantly reduces 
the complexity of final, numerical calculations but still preserves 
acceptable level of accuracy. 



The entire calculation is applied to coherent, linearly polarized light 
scattered on water droplets floating injected into air flow in a pipe. The 
droplets are distributed in space by Kàrmàn vortices generated by bluff 
body. The experimental verification of this theory proves the correctness 
of the applied analytical method. 

2. Analytical calculation 

The particle-light interaction is split in two processes. The scattering 
restrictively is considered as secondary radiation of the light from 
enlightened particle. It means the part of incident radiation hits the particle, 
then is absorbed and afterward re-radiated out from the particle. The 
remaining part of the incident radiation takes part in diffraction. In this 
sense the total scattering intensity (in its wider meaning) can be expressed 
as simple summation of scattered and diffracted light intensity. For 
simplicity only electric part of radiation is taken into account.  
The diffracted field is expressed by Kirchhoff integral in Fraunhofer zone. 
The scattered field can be expressed without complicated integration as 
follow: Escatt=∇×∇×Πe, under assumption of lack of Πm (magnetic Hertz 
vector) and electric and magnetic currents as well. Consequently, for 
monochromatic wave with linear polarization in frequency domain Escatt is 
linear function of Πe with a certain scaling factor adjusting them into same 
coordinates. And in Fraunhofer zone both vectors can be considered as 
parallel. Next, the Hertz vector can be derived from electric polarization p
of the particle. Referencing briefly to [3] it is easier to consider 
polarization p in its spatial spectrum expansion based on Kotelnikov-
Shannon sampling functions.  
Then, there is no complicated interference among infinite amount of field 
vectors (coming from point vectors of elementary volume of the particle) 
with promptly alternating phase. Hence there is no interaction of 
components and simple summation can be executed. 
Under assumption of dilute non-polar isotropic gases the linear and local 
relation between polarization p and incident electric field amplitude is 
simple:  p (r) = α · Ein (r), where α is a tensor of polarizability in general 
and r is spatial variable.  
After additional several transformations the final equation for the 
scattering component of intensity from a single, spherical particle and at 
unity input power is following: 
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where 

The parameter ρ=4·π·a/λ where a– characteristic size of the particle and λ
is incident light wavelength, θ is the angle of scattering, m denotes relative 
refraction index (=n1/n2) which for water drops in the air is approximately 
equal to 1.3. The final equation for the diffracted component of intensity 
from the single, spherical particle and at unity input power is as follow: 

(2) 

where T filters are expressed by the equations: 

The intensity calculation was done for population of particles with 
symmetrical Gaussian distribution (2.3, 1.0) assumed, where 2.3m is the 
average value of a droplet diameter and 1.0m is its variation (1·σ).  

3. Experimental result and data comparison 

The experimental setup is presented in Fig. 1 [1, 2]. The collimated laser 
beam from 650nm laser diode was forward scattered at water aerosol 
floating in an air discharge in a pipe.  
Two series of measurements are scaled along ordinate and compared with 
calculated value (Fig.2). The data depicted air1 and air2 are related to 
discharge in range Re=7000÷15000. The calculated value at each point is 
integrated over the aperture of the collecting optics.  
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Fig. 1. Scheme of experimental setup 

Each indicatrix is very asymmetric rather like in Mie theory. The widely-
known multi-lobes shape of the diffraction indicatrix has changed in case 
of Gaussian distribution of the particles into soft, one lobe plot. This is 
similar to an envelope of diffraction of medium size particles, which 
conforms to both: assumed distribution and the aerosol parameters. The 
existing local and mild humps remain sharp lobes of interference at single 
particle diffraction plot. All plots are parallel to line with the slope of -1/5. 

Fig. 2. Analytical and experimental indicatrices 

The impact of the diffracted field on the total field is negligible. It has 
share of less then 7% at angle θ =7° and goes below 1% at 18°. 
Fig. 3 shows the indicatrix and SNR plot for the same data. SNR is 
calculated from the Fourier spectrum of the signal (intensity oscillation 
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 along Kàrmàn street). The Kàrmàn vortices were generated by bluff body 
immersed in the flow in countercurrent and torn away modulating the 
scattered field.  The intensity is about 7 times lower at angles bigger then 
20° compared to almost forward scattered one.  
However SNR has its maximum at the angle 20° (roughly). Usually the 
less light the more significant share (if expressed by coefficient of  

Fig. 3. Indicatrices and SNR in the air 

variation) of photon shot noise. The presented phenomenon gives the idea 
of additional asymmetry of observed scattered field where at certain angles 
the intensity contains less noise.  

4. Conclusion 

The research indicated the strong relationship between the light noise level  
and the vortex geometry was expected. This idea needs to be further 
investigated. 
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Measurement of cylinder diameter by laser 
scanning 

R. Jabłoński*(a), J. Mąkowski(a)  
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Abstract 
The existing diffraction theories do not fit to engineering applications 
because they do not concern the phenomena on 3D bodies. When using 
Fresnel theory for volumetric obstacles, the corrections depending on the 
shape of obstacle have to be taken into account. We proved experimentally 
the hypothesis that the distance between two parallel edges of curved 
surfaces depends on the curvatures of these edges. For instance, when 
measuring the diameter of cylindrical object the appropriate correction 
dependent on the size of object must be taken into account. The experiments 
were performed with cylinders 1.1mm, 2.8mm and 4.8mm - used as 
reference standards.  

1. Introduction 
In laser measuring scanners the measurement information is transformed 
several times and finally the detector output signal has the form of shadow of 
an object. Its ideal trapezoidal shape is distorted due to the dynamic changes of 
signal components (diffracted, reflected and geometrical beam) especially 
when object size is much bigger than beam waist diameter.  
   In previous papers [1,2,3], two the most important errors concerning laser 
measuring scanners were pointed out: instability of rotational velocity of 
deflector and output signal errors. The problem of instability of rotational 
velocity can be solved by direct angular measurement of deflector. This 
procedure was described in [1]. The output signal errors were firstly partially 
analyzed in [2,3]. But still there are several questions left without answer, 
like for instance:   

- what is the minimum required area of intensity distribution pattern 
to be measured by photodetector (in order to obtain the measurement 
on satisfactotu uncertainty level).  

- what are the upper and lower limits for the diameter of the 
cylindrical object to be measured,  

- what in the influence of object surface finish. 



2

Recently we designed a modified version of laser measuring scanner for 
measurement accomplished in our institute - designed to measure the cross-
section of bars of various shape. When measuring the radii of oval bars, it 
was discovered that the measured dimension depends on the curvature. The 
results were confirmed by classical contact method using laser 
interferometer. We made a hypothesis, that the distance between two parallel 
edges of curved surfaces  depends on the curvatures of these edges. 
Following that hypothesis, we assumed that the accurate measurement of a 
diameter of cylindrical object requires the correction dependent on the size 
of object. 
  
2. Theoretical considerations 
The present applications of diffraction theory in metrology are fragmentary 
and may be concluded that the existing solutions for diffraction of 3D bodies 
do not fit to engineering applications.  
The Fresnel diffraction theory [4] concerns the light diffraction phenomenon 
on the straight edge of half-plane. The edge of cylindrical object is straight, 
but it can be treated as sharp only when boundary condition is fulfilled 
(radius of curvature = 0).  
In Kirchhoff’s theory there are no limits concerning the shape or thickness of 
obstruction. The influencing quantity is only the edge of obstruction. 
Following the above considerations[4] and dealing with vector potential for 
compound phase and amplitude structure, the arbitrary wave field can be 
presented as a superposition of plane waves. Since such possibility exists also 
for Gaussian beam, it can be assumed that  diffraction on cylindrical object is 
described as a decomposition of a spatial distribution of light into a series of 
plane waves.  
The distinct maxima (corresponding to diffraction fringes of   Fraunhofer 
diffraction pattern laboriously obtained from Cornu spiral, Fig.1) are easily 
obtained in our experiments. 

        

Fig.1. Cornu spiral and Fraunhofer diffraction pattern 
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The paper concerns the experimental method of defining the approximation 
errors of applying Fresnel theory to the cylindrical objects. Having the above 
in view, the close analysis of detector signal was carried out.  

3. Experimental set-up 
The experimental set-up is shown in Fig.2. An object O, polished steel 
cylinder, is placed at the focal distance of scan lens  SL. He-Ne laser with 
beam expander and scan lens SL create the laser head LH. Scan lens, of the 
focal length 48mm, forms the beam waist 2w0=47µm along the Z axis.  

Fig.2. Measuring set-up 

In order to avoid the inaccuracies caused by the instabilities of angular 
deflection, the entire laser head is scanned across the Z-axis, by drive XD (X
linear scanning). The sensor S .is used to control straightness of laser head 
movement. The detector unit (set coaxially with laser beam axis) is 
composed of photodiode D, aperture 0.3mm A and electronic circuit. It was 
calibrated with the power meter (LaserMate-Q, Coherent) and obtained 
signal (in V) is proportional to the measured light intensity. Computer 
controls scanning movement and is used to process the obtained data. 
Fig. 1 does not show many auxiliary components like: system assuring 
parallel laser travel, vibration protection set-up, dark chamber, detector 
electronics, etc.  

4. Measurements 
The measurement begins with the laser beam axes placed far behind the 
object edge (in this position detector records the minimum signal). During 
scanning, the laser beam gradually approaches the edge of object and the 
diffraction wave appears and interferes with geometrical wave [3]. In 
accordance to Fresnel theory interference fringes appear and the first order 
fringe approaches the detector. Then the registered intensity slowly 
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decreases and reaches (theoretically) zero value (it corresponds to the central 
position of laser head, when the laser beam is obstructed by object). After 
passing the object detector registers the signal on the others side of an object 
(and again first order, distinct interference fringe is registered). 
In this experiment, the laser head is scanned parallel to beam axes and 
intensity distribution pattern is collected by the stationary detector. 

Laser head is scanned in 2,5µm steps. At each detector position 500 
measurements are recorded with the rate 1000Hz. Only the middle part of 
measurements (between 250-400 is taken for further processing).  
An advance data acquisition system (and computer program) was 
accomplished. This system realizes the following functions: 

1. reading the required measurement data 
2. determinates the maxima on both sides of an object 
3. calculates the distance between maxima 
4. takes into account the correction coefficient and calculates of the 

corrected dimension 
5. drawing (in optional magnification) the result  

5. Results 
Fig.3 shows an exemplary result obtained by scanning cylinder of diameter 
1.1mm. 

Fig.3. Exemplary cylinder diameter measurement 
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The upper right graphs (and data) present a close look at the left and right 
maximum. The difference in amplitudes gives evidence to non-coaxial 
setting of object and detector in reference to laser beam axes. This has no 
influence on result, but can be used for future adjustments.  
The experiments were performed with cylinders 1.1mm, 2.8mm and 4.8mm 
- used as reference standards (uncertainty 1µm). In Tab.1 and Fig.4  the 
nominal and experimental values of diameter are presented.  
  


                   Fig.4. Cylinder diameter corrections    

6. Summary 
We proved the hypothesis, that the distance between two parallel edges of 
curved surfaces depends on the curvatures of these edges. In case of he 
accurate measurement of cylindrical objects the correction, dependent on the 
size of the object, must be added. We assume that correction function has 
sinusoidal shape.  
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Abstract  

Identity of simulation model is influencing duality of single parameters. 
This paper is describing on measurement and evaluation stiffness of tyre 
depending on speed of loading, so-called dynamic stiffness tyre. In this 
case, we were orient on tyre of sport road motorcycle, where we are at first 
watched influence camber of tyre from vertical surface on resulting char-
acteristic. The measuring characteristic we are express as force dependent 
to compression and speed of compression, so-called tyre global character-
istic. Mathematical description of global characteristic makes it possible 
simply and more accurately creation virtual model of tyre used in the mul-
tibody software. 

1. Introduction 

In most of mechatronics systems are subsystems and parts, which embody 
expressive non-linear behavior. This behavior must be defaced at modeling 
and design of these systems. Common non-linear effects are characterized 
simply functional dependence, such as saturation or non-sensitivity. Mod-
els of these non-linearity are simple and they are common to disposition in 
libraries different simulation systems as is Matlab/Simulink. More compli-
cated non-linear effects are for example sliding friction and hysteresis are 
described simple. In several cases need not constitute enough loyal - ade-
quate model of relevant non-linear effect.  
In simple mathematic model of vehicle suspension wheel is tyre as linear 
spring (fig. 1a), more realistic models reason with non-linear characteris-
tics (fig. 1b). If it is reason with inner damping of tyre, it is most often with 
friction damping model. Size of friction force is constant and depends only 
on direction of deformation velocity (fig. 1c). Endeavour by supplying of 



hysteretic rubber properties with the help friction force (fig. 1d) is largely 
distant by real dependence of deformation force on deformation at cyclic 
loading of tyre (fig. 1e).  

            a)           b)      c)      d)              e) 

Fig. 1: Different tyre characteristic in model of suspension wheel 

A vehicle wheel with tyre is not as simple air tyre. To properties of tyre are 
shows viscoelastic properties inner tyre structure. Rubber os non-linear 
and hyperelastic material, whose mechanical properties are floating with 
temperature, but with operating time too. It is necessary know mechanical 
properties of tyre. Against this properties, it is possible create computation 
model for numeric simulation.  

Results of height mentioned, it is necessary 
measuring of force in dependence on defor-
mation, but on velocity of deformation too. 
In laboratories Brno University of Technol-
ogy, Institute of Mechanical Design, on 
slightly modified damper tester, we are iden-
tification viscoelastic parameters of Barum 
Bantam tyre with size 12x4 (Fig. 2). The 
bantam tyres are characteristic in that they 
are changing at compression size of contact 
surface to road. Between tyre and road are 
generating tangential force. This type of tyre 
is using for agricultural engineering, plane 
and small motorcycle.  
In the first phases, spring and dampening 
properties were finding separately, similarly 
as with vehicle or motorcycle shock absorber 
strut. Stiffness characteristics at very low 

velocity of deformation (< 0.005m/s) are different, according to select 
stoke they show different hysteresis properties. In figure 3, hysteresis loop 
are unloaded in dependence on force-deformation for tested strokes.  

0

500

1000

1500

0 10 20 30
deformation [mm]

fo
rc

e 
[N

]

0

500

1000

1500

0 10 20 30
deformation [mm]

fo
rc

e 
[N

]

0

500

1000

1500

0 10 20 30
deformation [mm]

fo
rc

e 
[N

]

0

500

1000

1500

0 10 20 30
deformation [mm]

fo
rc

e 
[N

]

0

500

1000

1500

0 10 20 30
deformation [mm]

fo
rc

e 
[N

]

Fig. 2: Tested tyre in 
tester
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On figure 4 are F-v curves of these variants. Dampening characteristic is 
markedly dependent on test stroke and it is impossible use flat dampening 
characteristics. It is not proper tyre model as system with one F-s and F-v 
characteristics. 

2. Globální charakteristika pneuamtiky  

Therefore, we decided to solve the problem adequately to global damper 
characteristics [1] to measurement so-called global tyre characteristics. 
The test of tyre proceed by method start-finish, where in time one minute 
we are increase frequency of tyre compression to maximum frequency and 
then the frequency was decreasing until to stopping the tester. The test was 
made for three different value of compression (4, 10, 26mm) and four dif-
ferent tyre pressure (0.7, 1, 1.5 a 2bar). The assessment of test conditions 
was from request step over due nature frequency of suspension wheel 
(c. 20Hz). 
In figure 4 (for pressure 1.5bar), aftermath of hysteresis tyre behavior are 
visible. To describe of mechanical properties, it is possible fenomenologic 
access, which is found on mathematic model [2]. Mathematic model is 
voiced by the help of deformation energy density and it describes linear 
relation between strain and shear deformation. Thereby calculation for 
each interactive step would be high overloaden superior model of wheel 
suspension, eventually vehicle.  
A quick approach seems to be procedure parameterization of regression 
analysis real global characteristics with one departure from reality. Before 
regression analysis it is eliminated hysteresis loop by numeric. Then, for 
superior model is available smooth 3D function, which it is providing val-
ues of viscoelastic force F in depending on both deformation d and veloc-
ity of deformation v. It is multiple regression function of second-rate:  

Fig. 3: Tyre characteristics for three 
different compressions 

Fig,. 4: Dampening tyre characteristics 
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Calculation of response in superior models is fast and enough accurate 
with this simple function. In figure 5c is shown expressive wave of regres-
sion surface at high velocity of deformation. It may result in influence at 
simulation of over-cross hurdle high velocity. Influence of simplification 
will test on quarter car model [3] and next on vehicle.  

Fig. 5: Global tyre characteristics for stroke 4, 
10 a 26mm 

Fig. 6: Surface adventitious by 
regression analysis from 

global characteristics 
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3. Conclusion 

In our test-room, the new methodic of measurement of viscoelastic tyre 
properties was created. Resulting dependence was called as global tyre 
characteristic. The method of analysis makes it possible separate hysteretic 
properties of tyre from basic deformation characteristic. Identification of 
tyre parameters with method proposed regression analysis makes it possi-
ble simple implementation to superior models. Before personal design and 
testing of simulation models, it is necessary plan experiments so they pro-
vided all information for identification of needed parameters.  

This work was developed with the support of the grant project  
GA�R No.: 101/03/0304 
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Abstract  

This paper presents new type of magnetoelastic torque sensors. In this sen-
sors the amorphous ring cores were applied as sensing elements. The ring 
cores were in as-quenched state and after thermal relaxation. For the inves-
tigation three type of tape were used, iron based (Fe78B13Si9), nickel based 
(Fe40Ni38Mo4B18) and Finemet (Fe73.5Si13.5Nb3Cu1B9). Sensor investigation 
indicate interesting properties and high sensitivity. Results prove that the 
thermal relaxation is necessary and select the best compose of ring core.  

1. Introduction 

Idea of application of amorphous magnetic materials as compressive sen-
sors proved, that these materials exhibit significant influence of stresses on 
magnetic properties [1]. Moreover such alloys have very high stress 
strength together with rust resistance [2]. For these reasons it seems, that 
amorphous magnetic alloys are the best known material for magnetoelastic 
sensors applications. 
On the other hand industrial application of the amorphous magnetic alloys 
for torque measurements seems to be still not possible from engineering 
point of view. The main barrier in development of torque sensors made of 
metallic glasses is connected with the lack of the method of applying an 
uniform, torque moment to magnetoelastic sensing element with closed 
magnetic circuit. The problem is additionally complicated due to the fact, 
that amorphous magnetic materials are produced in the form of thin rib-



bons with thickness less than 25 µm [3]. This paper presents ideas of over-
coming these problems. 

Fig. 1. Device for application of the torque to magnetoelastic ring-shaped core [4]:  
1 – magnetoelastic sensing core, 2 – non-magnetic backings with grooves 

for winding, 3 – magnetizing and sensing windings 

Fig. 2. Magnetoelastic sensor in single-coil configuration: 
GU – Voltage Generator,  R – resistor, V – voltmeter 

Fig. 3. Magnetoelastic sensor in transformer configuration: 
GU – Voltage Generator,  R – resistor, V – voltmeter 
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2. Method of investigation 

New methodology of application of the torque to the ring shaped core is 
based on the idea of application of the torque moment Ts in parallel direc-
tion to the direction of the axis of the ring [4]. As a result uniform distribu-
tion of the shear stresses τ can be achieved. This uniform distribution of 
stresses (non-uniformity is less than 5%) was confirmed during the ther-
movision tests [5].  
Device for practical utilization of developed method of application of the 
torque is presented in figure 1. The magnetoelastic ring-shaped sensing 
core (1) is mounted to the base planes of the special nonmagnetic backings 
(2). Due to these grooves the core can be winded by magnetizing and sens-
ing winding (3) and the changes of sensing element’s parameters under 
influence of torque Ts can be measured. These backings are similar to pre-
sented previously backings for application of the uniform compressive 
stress to the ring core [6].  
For development of magnetoelastic torque sensors two configuration of 
electronic transducer were proposed: single-coil configuration and trans-
former configuration. In single coil configuration changes of the imped-
ance of amorphous alloy based inductive element result in changes of the 
value of current in the circuit. This current is measured on resistor R with 1 
ohm resistance, whereas it is supplied from the sine-wave voltage genera-
tor GU with given maximal voltage. In the transformer configuration pri-
mary winding is supplied from sine-wave current source GI with given 
value of maximal current. Output signal is generated by the secondary 
winding of the transformer. 
In both cases the TrueRMS value of output signal were measured by spe-
cialized multimeter. It should be indicated, that TrueRMS value of output 
voltage is much more robust on clutter than for example peak-to-peak am-
plitude. For this reason measurements of TrueRMS signal increase accu-
racy and repeatability of magnetoelastic torque sensors. 

3. Results 

In figure 4 the influence of torque Ts on the magnetic characteristics is 
presented. Under the torque up to 4 Nm shape of hysteresis loop of 
Fe40Ni38Mo4B18 amorphous alloy annealed in 380 oC for 1 hour changes 
significantly. As it is presented in figure 4a the value of both remanence Br

and maximal flux density decreases whereas coercive force Hc is nearly 
constant. The influence of torque Ts on the value of the maximal flux den-

608 J. Salach



sity B (achieved for magnetizing Hm) is presented in the figure 4b. It 
should be indicate, that for  magnetizing field Hm equal 5 A/m, value of 
flux density B decreases up to 75%. 
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Fig. 4. The magnetoelastic characteristics of ring-shaped cores made of 
Fe40Ni38Mo4B18 amorphous alloy annealed in 380 oC for 1 hour  

a) torque dependence of hysteresis loops, b) influence of torque on maximal value 
of flux density in the core, B(Ts)H characteristics 
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Fig. 5. The characteristics magnetoelastic torque sensors with core made of 
Fe40Ni38Mo4B18 amorphous alloy annealed in 380 oC for 1 hour  
a) in single-coil configuration, b) in transformer configuration 

In figure 5a the characteristics of the torque sensor operating in single-coil 
configuration are presented. It should be indicated, that both high sensitiv-
ity as well as negligible value of hysteresis were observed. In figure 5b the 
characteristics of sensor in transformer configuration are presented. Maxi-
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mal value of the current in the primary coil of transformer is presented as 
value of magnetizing field in the core generated by this current. This gives 
possibility of connection between sensor characteristics and characteristics 
of the material presented in figure 4. Also in this case high sensitivity of 
the sensor was observed. On the other hand in transformer configuration 
significant hysteresis on the sensor characteristic was observed. For this 
reason single-coil configuration is much more useful for practical applica-
tions. 

4. Conclusion 

Presented method of application of the torque to the ring shaped sensing element 
may be successfully utilized in development of torque sensors. In such sensors the 
uniform distribution of shearing stress can be achieved as well as core can be 
winded for both single-coil as well as transformer configuration operation 
Experimental results indicate high magnetoelastic sensitivity of cores 
made of Fe40Ni38Mo4B18 amorphous alloy annealed in 380 oC for 1 hour. In 
the core subjected to torque Ts up to 4 Nm and magnetized by the  magnet-
izing field Hm equal 5 A/m, value of flux density B decreases up to 75%. 
Magnetoelastic torque sensor operating in the single-core configuration 
exhibit both high sensitivity as well as negligible magnetoelastic hystere-
sis. For this reason single-coil configuration seems to be the optimal con-
figuration for such sensors. 

This work was supported by Polish Ministry of Education and Science un-
der the Grant financed in the years 2005-2007. 
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stability 

R. Kłoda, A. Ostaszewska 

Warsaw University of Technology, Institute of Metrology and Measure-
ment Systems, Sw. Andrzeja Boboli 8, Warsaw, 02-525, Poland 

Abstract  

Authors present results of examination of bitstream influence on com-
pressed video quality. Discussed experiments were carried out by DCR 
method on a work station designed in Institute of Metrology and Mea-
surement Systems. For data analysis the Wilcoxon matched pairs test was 
used.   

1. Introduction 

Commonly accepted way of compressed video quality evaluation is test 
with observers’ participation. Results of such examination enable for find-
ing bitrate appropriate for given material. Studies on relationship between 
coding parameters and video quality are conducted by numerous research 
centers all over the world. Published test results are limited only to mean 
observers’ score MOS [1, 2]. In the paper authors make an attempt of sta-
tistical interpretation of obtained results,  inter alia to answer the question: 
what the observers’ number should be.  

2. An example of statistical analysis of test results  

The example presented here concerns quality evaluation of sequences 
coded in MPEG-2 format, which is used in DVD-Video standard. Re-
searches were conducted with the use of working station constructed by 
authors. The DCR (Degradation Category Rating)  method was used, in 
accordance with ITU-T Recommendation P.911 [4]. In case of DCR me-
thod a pair of sequences is presented. The first is always the source refer-



ence, the second (displayed after 2 seconds) 
presented in figure 1.
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noying, 2 - annoying, 1 
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ence, the second (displayed after 2 seconds) – is the coded sequence 
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Fig. 1. Scheme of DCR method 

The subjects are asked to rate the impairment of the second stimulus in 
relation to the reference. The five-level scale for rating the impairment is 

imperceptible, 4 - perceptible but not annoying, 3 - slightly a
annoying, 1 - very annoying. The example presents results of 

seconds long sequences evaluation – each of them of different 
amount of temporal and spatial information. The bitrate (Vb) was rated as 
follows: 1, 2, 3, 4, 5, 7, 9 Mbps, which spans all range of Vb in DVD
Video standard. The observers were mostly students of Mechatronics D
partment. The mean opinion score given by 52 observers is presented in 

Fig. 2. Mean opinion score from 52 observers for three sequences

All curves are monotone but their shape is different. The shape of the 
curves is dependant on the video content, its dynamic and the level 

In the ‘violinist’ sequence there is a musician playing the violin. The pi
ture tends to be static with a great amount of details.  The ‘rugby’ sequence 
is a GSM operator’s commercial. It is made up of several dynamic shots 
and contains lots of details. The ‘polaris’ sequence is a computer anim

dynamic, colorful with a strong noise. 
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a) 

The plot can be divided into two parts. The first ( 1 ≤ Vb < 4 Mbps) is a 
rapid monotone of quality. The second (Vb ≥ 4 Mbps) is the range of b
trate  where subjects’ scores become stable. 
The increase of bitstream results in augment of file size. The issue is to 
find the value of bitrate for which the growth of quality stops being stati

t. In this case it is necessary to conduct tests. To choose a 
test type, the distribution of scores must be recognized, with set of stati
tical parameters. For ‘polaris sequence’ (Tab. 1) the standard deviation 
depends strongly on Vb (the highest value for Vb range of 3 Mbps). The 
skeweness also varies (from –1.89 to 3.91), which gives the evidence that 
the distribution is not normal. It is also apparent in the histograms 

Tab.1. Statistical parameters for ‘polaris’ 

2 3 4 5 7 9 
1.06 1.56 3.42 4.29 4.44 4.58 4.77
0.24 0.76 0.75 0.72 0.61 0.50 0.47
3.91 1.23 -0.60 -0.83 -0.59 -0.32 -1.89

. 3. Histograms for scores given to ‘polaris’:  
a) Vb = 1 Mbps, b) Vb = 3 Mbps, c) Vb = 9 Mbps 

Because the scores doesn’t have the normal distribution, no parametric test 
may be used. The Wilcoxon matched pairs test is appropriate for this pu
pose.  With this test it was checked if the increase of quality is statistically 
significant in case of two adjacent Vb values.  
The null hypothesis is H0: median1 = median2, the alternative hypothesis is 

< median2. The significance level was α = 0,05. The test r
ented in table 2.  
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Tab. 2. The results of Wilcoxon test and the interpretation 

i Pairs of analyzed sequences  p-Value interpretation 
1 Vb = 1 & Vb = 2 2.70E-05 D 
2 Vb = 2 & Vb = 3 1.12E-09 D 
3 Vb = 3 & Vb = 4 1.69E-07 D 
4 Vb = 4 & Vb = 5 0.161796 ND 
5 Vb = 5 & Vb = 7 0.191343 ND 
6 Vb = 7 & Vb = 9 0.050008 ND 
7 Vb = 4 & Vb = 7 0.014894 D 
8 Vb = 4 & Vb = 9 0.000283 D 
9 Vb = 5 & Vb = 9 0.002962 D 
D – significant difference, ND – no significant difference 

The results indicate that the quality improvement caused by bitrate in-
crease in a range of 1 to 4 Mbps is statistically significant (p ≤ 0.05). For 
higher Vb values there is no sufficient evidence for quality improvement.  

3. The subjects number influence on the experiment 
results  

The number of subjects, who participate in research, according to Recom-
mendations [4] should be 6 – 40. Usually the number of observers in test is 
a compromise between costs and precision of assessment i.e. confidence of 
the final result. For the normal distribution  the confidence level goes 
down by the square root of the number of observers. Because in this case 
data are not based on the normal distribution, the influence of the number 
of subjects on the results of statistical deduction can be examined in an 
experimental way only. 

Fig. 4. Scores for ‘polaris’ sequence 

The conducted experiment consisted in sampling of 10 observation subsets 
from the set of 52 observations.  The plots were of similar character to the 
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plot of all observations, but some curves are not monotone. Such a case is 
shown in figure 4.  

Tab. 2. The results of Wilcoxon test and the interpretation for 10 subject 

i Pairs of analyzed sequences  p-Value interpretation 
1 Vb = 1 & Vb = 2 0.027715 D 
2 Vb = 2 & Vb = 3 0.005065 D 
3 Vb = 3 & Vb = 4 0.027715 D 
4 Vb = 4 & Vb = 5 0.067898 ND 
5 Vb = 5 & Vb = 7 0.224925 ND 
6 Vb = 7 & Vb = 9 0.043123 D 
7 Vb = 4 & Vb = 7 0.685833 ND 
8 Vb = 4 & Vb = 9 0.043123 D 
9 Vb = 5 & Vb = 9 0.361317 ND 
D – significant difference, ND – no significant difference 

The result of Wilcoxon test is that there is no quality increase for the pair 
i = 5 (the average score even decreased), whereas there is an unexpected 
growth of quality for the pair i = 6. The Wilcoxon matched pairs test for 
wider ranges i = 7 .. 9 in the second part of the plot (Vb > 4 Mbps) also 
revealed the lack of stability of scores as it presented in table 3.  
The analysis carried out with this method on groups of 10 randomly se-
lected subjects corroborated that for 1 Mbps ≤ Vb < 4 Mbps the decrease 
of the subjects number has no influence on the stability of scores.  
For Vb  ≥ 4 Mbps it is not possible to claim what the influence of a sub-
jects number on stability is, because there is no significant increase of 
quality.  
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Abstract  

The paper presents newly developed measuring systems and theirs applica-
tions for testing of the strain distribution in the magnetostrictive materials. 
The system uses three measurement techniques: strain-gauge sensor for 
local strain measurement, grating interferometry for determination of in-
plane displacement/strain distribution and classical two-beam interferome-
try for outt-of-plane displacement and total elongation measurement. 

1. Introduction 

Magnetostrictive effect is connected with dimension changes of soft mag-
netic materials during the process of theirs magnetization. Such materials 
are used in civil and military mechatronic devices as actuators and sensors. 
The paper presents newly developed measuring systems for testing of the 
magnetostrictive properties of the soft magnetic materials. The system uses 
simultaneously two measurement techniques: strain-gauge sensors for lo-
cal strain measurement and optical: grating interferometry for in-plane dis-



placement/strain distribution determination and two-beams interferometry 
for out of plane and total elongation of the specimen under test. 
Developed measuring installation creates new possibility of testing of the 
magnetostrictive properties of the soft magnetic materials for inductive 
components. Due to the simultaneous measurement of λ as a function of 
the magnetizing field H and monitoring the strain distribution in the mea-
surement area, the new possibilities of the experimental verification of the 
theoretical models of the magnetomechanical effects can be obtained. 

2. Strain gauge technique 

The schematic block diagram of the installation utilizes semiconductor 
strain-gauge measuring techniques is given in Fig. 1. This solution creates 
possibility of simultaneous measurement of the magnetistriction λ and the 
flux density B in the function of magnetizing field H. Moreover developed 
measuring installation gives possibility of testing of the initial and the re-
versal hysteresis λ(H) loops. As a result it gives more complete informa-
tion about magnetostrictive properties of tested materials, than known me-
thods of measurement saturation magnetostriction λs, In addition simulta-
neous measurements of B, λ and H gives more complete information on 
process of the magnetization of the soft magnetic materials. 



SignalamplifierAMP

Intelligent signal hub

Tested sample withsemiconductors 
gauge

Strain gauge 
bridge

FIuxmeter

Data acquisition card
(12 bit resolution)

Magnetization 
current generator

Fig. 1. Schematic of measuring system 

Moreover results of this tests of the properties of the soft magnetic alloys 
is important for the constructors of the mechatronic inductive components 
with the soft magnetic materials cores [3].  
One of the most important element, of utilized measuring methodology, is 
a digital method of the compensation of the influence of the heat generated 
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by current in magnetizing winding. This heat is the reason of increasing of 
the offset error of the strain-gauges. This problem is especially important 
during the measurements of the properties of nearly zero magnetostrictive 
materials. In this case the compensation of the influence of a heat genera-
tion is absolutely necessary to achieve acceptable resolution of the measur-
ing system. 

3. Interferometry 

Grating interferometry (GI) is an optical method for in-plane displacement 
measurement with submicron sensitivity in the full field of view [1]. On a 
specimen subjected to analysis, a high frequency grating of equidistant 
lines is deposited. When the specimen is subjected to stresses, deformation 
of the specimen, and consequently of the grating applied to it, occurs. The 
deformed grating is then symmetrically illuminated by two mutually co-
herent beams with plane wave fronts. The incident angles of these beams 
are equal to the first diffraction order angle of the grating. In such configu-
ration +1 and –1 diffraction orders beams propagate co-axially along the 
grating normal. The wave fronts of these beams are now not plane due to 
specimen grating deformation and the intensity distribution of the inter-
ferogram can be described as follow: 

( )



 π

+= yx,u
p

4
y)cosb(x,y)a(x,y)I(x,   (1)

where a(x,y) and b(x,y) are the local values of background and contrast in 
an interferogram, u(x,y) represents in-plane displacements vector in direc-
tion perpendicular to the grating lines and p is the grating period. Note that 
the interference fringe represents a line constant displacement u(x,y). 
Along a fringe we have u = constant, and the difference in the u value be-
tween two consecutive fringes is ∆u = p/2. For example, when using the 
specimen grating of spatial frequency 1200 lines/mm the basic sensitivity 
is 0.47 µm per fringe order. 
GI is insensitive to out-of plane displacement, so if the information about it 
is required other type of interferometrers should be used. The most popular 
are classical interferometers working in Fizeau or Twyman-Green configu-
rations [1]. In this case the intensity distribution can be expressed as fol-
low: 

( )





λ

π
+= yx,w

2
y)cosb(x,y)a(x,y)I(x,   (2)

where λ is the wavelength of illuminating beam and w(x,y) represents out-
of-plane displacement. These interferometers are insensitive to in-plane 
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displacement, so both grating and classical interferometry, can be used 
simultaneously. Fig. 2 shows a schematic representation of the basic con-
figuration of measurement system, combined GI andTwyman-Green inter-
ferometer (TGI), which may be used for sequential u(x,y), v(x,y) and 
w(x,y) displacement measurement. 

Fig. 2. Optomechanical configuration of the three-mirror four-beam grating inter-
ferometer modified for w(x,y) measurements 

4. Experimental results 

The specimen under test is shown in Fig.3. It is made from the (Fe2O3)50 
(NiO)17,5 (ZnO)32 (CoO)0,5 ferrite and has dimensions 70 mm x 23 mm 
x 15 mm. The position of the specimen with diffraction grating and GI 
field of view (15 mm x 15 mm) is shown in Fig. 3a and placement of the 
strain gauges is presented In Fig. 3b. 

Fig. 3. Specimen under test 

Exemplary results of testing of the initial and the reversal hysteresis λ(H) 
loops and in-plane displacement vector component and strains in y direc-
tion are shown in Fig. 4.   

GI 
field 
of 

a) b)
)
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Fig. 4. Example of the (Fe2O3)50 (NiO)17,5 (ZnO)32 (CoO)0,5 ferrite specimen 
measurements:  a) the initial curve and the magnetostrictive hysteresis loop ob-
tained by semiconductor strain-gauge b) in plane displacements u and strains εy

maps in magnetic saturation (MS) and remanence (MR) obtained by GI   

5. Conclusions 

Application of interferometric methods combined with strain gauge sen-
sors for testing of magnetostrictive efect is presented. Grating interferom-
try (GI) modified by adding Twyman-Green interferometer enables mea-
surement of u, v and w displacements distribution. Measuring installation 
utilizes semiconductor strain-gauge measuring techniques. This solution 
creates possibility of simultaneous measurement of the magnetistriction λ
in the function of magnetizing field H. Moreover developed measuring 
installation gives possibility of testing of the initial and the reversal hyste-
resis λ(H) loops. Results of this tests are important for the constructors of 
the mechatronic inductive components with the soft magnetic materials 
cores. 
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Abstract  

Paper will discuss an understanding for the compensation of the probe ball 
radius in a scanning process of micro-features. As will be shown, the in-
digenous CMM software does not always adequately compensate the sty-
lus tip radius. As a result, the information about the real shape of the 
measured features can be distorted. In order to accurately measure precise 
geometric features, and in particular micro–features, a new algorithm for 
the compensation of the stylus tip radius in a CMM scanning process will 
be proposed. To demonstrate the performance of the indigenous CMM 
software as well as feasibilities of our new algorithm, we will show the 
results of measurements of the profiles of precise micro-feature such as 
silicon micro-grove. Tests will be carrying out on a fixed bridge, moving-
table Mitutoyo LEGEX 910 CMM equipped with a MPP-300 scanning 
probe and also on a Zeiss ACCURA CMM equipped with a VAST GOLD 
scanning probe. 

1. Introduction 

The new generation high performance coordinate measuring machines 
(CMM) equipped with scanning probes offers new and effective possibili-
ties for shape measurement. The accuracy of these high-end CMM scan-
ning probes is in the sub-micrometer range and thus could be useful for the 
measurement of precise geometric features like micro–features. However, 
CMM data processing software is often designed and tested on rather large 



features relative to the machine meso-volume (usually up to one meter 
sides) and to the stylus tip diameter (up to few millimetres). As a result, 
maintaining this accuracy for freeform surface measurement of small size 
features is hard to obtain because of the CMM built in algorithms for probe 
radius compensation.  
The specified accuracy of these CMMs with scanning modes is in the sub-
micrometer range. However, the probing system accuracy depends on the 
design parameters of the transducer, probe configuration, measuring strat-
egy and the algorithms of probe radius compensation. The usual built-in 
real-time CMM software for processing scanned data points results in 
some distortion of the real shape of the surface. Most of these are based on 
NURBS [1] or other surface or 2D contour models to estimate the direc-
tion in which to apply the effective tip radius correction. The direction is 
etimated as the normal vector to the fitted indicated measured point sur-
face. As a result, the information about the real shape of the measured sur-
face can be distorted in certain cases. 
In order to accurately measure on coordinate measuring machine we pro-
pose a new method for corrected measured point determination in a CMM 
measuring process. 

2. Specified accuracy of CMMs and disadvantages of 
normal vector based methods of probe tip radius 
correction especially during micro-feature measurements 

Nowadays, the methods that have been used to calibrate the CMM have 
relied on checking the standard calibration artifacts: like plate masters with 
reference balls or rings or gauge blocks (also according International Stan-
dards ISO 10360-2:2001[2]). This kind of calibration limits the informa-
tion about the probe inaccuracy only to the selected shapes and gives too 
little information required for form measurements of any surface. 
The high accuracy of CMMs obtained using tests as per ISO standards [2] 
is in the sub-micrometer range and thus could be useful for the measure-
ment of precise geometric features. However, CMM data processing soft-
ware is often designed and tested on rather large features (like a reference 
ball) relative to the stylus tip. As a result, maintaining this accuracy for 
freeform surface measurement is challenging for small features because of 
the CMM built in algorithms for probe radius compensation.  
The stylus tip radius correction is an offset vector of norm equal to the ef-
fective stylus tip radius which is added to the indicated measured point 
(the measured stylus tip centre point) to estimate the actual contact point 
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(the stylus tip contact point on the real surface), i.e. the corrected measured 
point on the surface. The contact between a sphere and a surface occurs 
where both surfaces have a common tangent.  It follows that the offset vec-
tor is normal to the surface at the point of contact so the primary task for 
correction is to estimate this vector at each data points. However, in case 
of freeform surfaces the normal vectors have to be calculated taking into 
consideration the set of stylus tip centre points. Thus, because of inherent 
measuring machine inaccuracy, small deviations of centre point coordi-
nates can cause big deviation in the direction of the normal vector calcu-
lated by the CMM software. As a result, we observe incoherently con-
nected measured point patterns  

3. Principle of the new method of corrected measured 
point determination in coordinate metrology 

In order to accurately measure, amongst other things, small features, we 
propose a new algorithm for the compensation of the stylus tip radius in a 
CMM scanning process (as shown in Fig. 1). The proposed algorithm is 
dedicated to high definition measurement. Advantages of the algorithm are 
that we do not calculate the normal vector and we do not use a NURBS for 
smoothing (filtrating) of the measured shape.  

Oi+1

R
Oi

Oi-1

Si

Ai+1

Pi

Ai

αi

Fig. 1. Analysis of geometry of scanning path for corrected measured point deter-
mination in a CMM scanning process 
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The proposed compensation method involves the following steps: 
A. Performing a series of high density measurements on the geometric 

characteristic to be measured with a spherical stylus tip; 
B. The outline of the probe ball defines an arc for each measurement 

point;  
C. Calculating for each arc the points of intersection Ai and Ai+1 with the 

preceding and the following arcs;  
D. For each arc, estimating the point of contact Si with the characteristic as 

being the mid-point of the arc; 
E. Determining an angular adjustment αi using fuzzy knowledge base 

and applying respectively a further compensation based on the corre-
sponding angular adjustment. 

The calculation of αi may be performed using a variety of known rule-
based or other AI techniques such as neural networks. In the experimental 
implementation of our method we have opted for a calculation of αi us-
ing a fuzzy logic algorithm. 

4. CMM machine set-ups and measuring results 

Tests were carried out on two CMMs: high-end accuracy, fixed-bridge 
moving-table Mitutoyo LEGEX 910 equipped with a MPP-300 passive 
scanning probe and good accuracy, moving-bridge, made by Zeiss AC-
CURA equipped with a VAST GOLD active scanning probe. The LEGEX 
machine maximum permissible error of indication for size measurement 
MPEE = 0.48+L/1000 µm (with L as size length in meters) whereas for 
ACCURA MPEE = 1.7+L/333 µm as per standard ISO-10360 [2]. 
However, in case of measurement of small features in scanning mode the 
maximum permissible scanning probing error, MPETij [2] equal 0.32µm 
and 2.7 µm for LEGEX and ACCURA respectively, is a more appropriate 
parameter to describe the expected precision.  
A silicon micro-V-groove artefact has been used to demonstrate the feasi-
bility of micro-features measurement using abovementioned meso-volume 
CMMs. Fig. 2 shows the results obtained with the Mitutoyo LEGEX. A 
small 0.3 mm probe stylus tip diameter was used. The measuring velocity 
and the sampling step were set to 0.2 mm/s and 11 µm respectively. Both 
the raw (uncompensated) data and corrected measured points obtained by 
the CMM’s own software have been stored in computer files by the CMM. 
The dashed line and square points represent the corrected measured points 
using the CMM’s own software. As can be seen, the corrected measured 
points obtained by the CMM’s own software suggest that some distortion 
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occurs during the processing of the scanned indicated measured points re-
sulting in an incorrect representation of the surface with points that do not 
exist. The errors are of the order of several tenths of millimetres. However, 
points processed with the proposed new method of compensation, repre-
sented by black dots, are all on the expected profile when using the same 
graphic scale and a 0,2 mm offset to graphically distinguish the two sets of 
data. In this case, the distortion of the measurement results is not visible.  
The new algorithm of compensation gives a better estimate of the measur-
ing features because it does not show the unreal, non existing measurement 
data. 

V-grove artifact                      D=0,3mm
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Fig. 2. Graph of the measurement result of a plane section of the micro-V-groove 
artefact using the LEGEX CMM built-in method and proposed correction method 

Fig. 3 shows the results obtained with the Zeiss ACCURA CMM. Built-in 
compensation algorithm use splines to obtain a best fit curve (curled up 
continuous line) and its normal vectors (arrows) in order to compensate as 
a post-measurement operation. As can be seen, the corrected measured 
points obtained by the CMM built in algorithms for probe radius correction 
suggest that some points are performed in a non-existing continuous char-
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acteristic. Because of larger inherent measuring machine inaccuracy, de-
viations of centre point coordinates cause bigger deviation in the direction 
of the normal vector calculated by the CMM software. As a result, we ob-
serve incoherently connected corrected measured point patterns. 

Fig. 3. Print screen of Zeiss ACCURA software with graph of the measurement 
result of section of the micro-V-groove artefact using the CMM built-in method 

Currently used methods for tip radius correction may result in serious dis-
ordering of the corrected points. We proved that this is especially true for 
small feature measurements. The proposed new method of compensation 
could be an important contribution to provide better results then using cur-
rent CMM built-in method. 
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Abstract  

A prototype of an interferometrically stabilized diode laser interferometer 
for linear displacement measurements is presented. We have proposed sta-
bilization of laser diode output wavelength by using external interferome-
ter that measures wavelength changes and controls laser diode supplying 
current in a feedback loop. Control interferometer is formed as a wedge 
plate made from zerodur that is characterized by a nearly zero temperature 
expansion coefficient. To obtain constant optical path difference Zerodur 
plate is thermally stabilized. Results of tests of metrological feasibilities of 
the interferometer are presented. 

1. Introduction 

Typical single mode emitting visible light laser diode (LD) coherence dis-
tance reaches about of 2m [1]. Potentially this source of light could be 
used as a cheap, long lifetime and a very small source of light in an laser 
interferometer for distance measurement. However LD is characterized by 
a strong dependence of the frequency of emitted light on junction tempera-
ture and current.  
Since the laser diode light frequency can be easy tuned by controlling 
junction current we propose laser diode wavelength stabilization by means 



of an external interferometer, that is used to measure wavelength changes 
and control laser diode current in an feedback loop [2].  

2. Control interferometer for LD frequency stabilization 

Optical path difference in this external control interferometer is kept as 
stable as possible by using a temperature stabilized zerodur.  Zerodur is a 
kind of glass having a very small temperature expansion coefficient (in the 
range from 0oC to 60oC class II zerodur expansion coefficient equals  
=0±0.110-6K-1±0.00510-6K-1, with inaccuracy of its evaluation equal to  
=0.02510-6), so that the geometrical dimension of the control interferome-
ter remain constant when the ambient temperature changes. However the 
refraction index of zerodur is significantly influenced by its temperature. 
The coefficient of temperature change of the zerodur refraction index 
equals   14.410-6K-1. Thus to keep unchangeable optical path difference in 
the zerodur control interferometer the refraction coefficient of the zerodur 
plate is precisely temperature stabilized by the accurate temperature con-
troller.  

Fig. 1. Scheme of the control interferometer. 

Scheme of the proposed control interferometer is shown on figure 1. Light 
beam emitted be the laser diode is collimated by collimating lens CL and 
circulated by means of an anamorfic prism beam expander. Next the light 
incidents on polarizing beam splitter BS. The incident LD beam is in high 
degree linearly polarized. The polarization is directed 45 degree relative to 
the base of the beamsplitter. As the result a majority of the light power is 
transmitted by the beamsplitter BS. Next the beam is going through the 
quarter retarder QR that changes its polarization into the circular. Next the 
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beam is transmitted by the wedge plate made from zerodur (ZWP). The 
light reflected back by facet plane surfaces of the wedge plate ZWP passes 
through the QR retarder, changing its polarization back to the linear. But 
the direction of this polarization is perpendicular to the polarization of the 
input beam. Thus the reflected back light is directed by the beamsplitter 
into a photodetector in a form of differential fotodiode DP. In the plane of 
the photodetector interference fringes are observed. Angle between zero-
dur wedge plate outer surfaces is adjusted in manufacturing process in 
such a way that the constant of the observed fringes is equal to twice of the 
distance between photodetector photodiodes. Differential photodiode DP 
analyses continuously a single interference fringe position that is depend-
ing on the light wavelength. Photodetector DP is connected to the LD 
driver by means of an electronic circuit that adds the required DC correc-
tion component to the laser diode supplying current. During normal opera-
tion the photodetector output signal controls in the feedback loop the laser 
diode driver to keep the stable position of the fringe relative to the 
photodetector axis. 
Described above optical set of the control interferometer is mounted in a 
copper housing and thermally stabilized, using a heater or Peltier element 
and an accurate temperature sensor. View of the control interferometer is 
shown in figure 2. 

Fig. 2. View of the control interferometer 

Finally, obtained level of the laser diode wavelength stabilization was 
equal to about 10-7. 

2. Distance measuring interferometer metrological 
feasibilities 

View of the developed distance measuring interferometer with described 
above zerodur based light frequency stabilization is show In Fig.3. Inter-
ferometer electronic circuit allows distance measurements with resolution 

Zerodur wedge plate 

Temperature sensor Heater  

Photodetector  
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of about 1 nm. LD interferometer repeatability has been evaluated by 
means of a reference HeNe laser interferometer having resolution 5nm 
(system ZLM500 manufactured by Zeiss). During the performed tests both 
interferometers measured displacements of the same vibrating element.  

Fig. 3. View of the developed interferometer 

Exemplary results of both interferometer’s measurements comparison is 
show in fig. 4. 

         

Fig. 4. Differences between interferometer’s readings 

Observed difference in interferometers reading were caused mainly by this 
discretization errors of the tested and reference interferometers.  
Position evaluation repeatability of the developed interferometer is illus-
trated in Fig. 5. Presented dependence shows that the position evaluation 
repeatability decreases proportionally to the distance between reference 
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and measuring interferometer reflector. This dependence is caused by the 
noise inherent to the LD injection current. 2 meter measuring range of the 
system is visible.  

Fig. 5. Expanded uncertainty of the interferometer reflector position 
evaluation calculated using coverage factor k=2 versus measured dis-

placement of the interferometer. 

3. Conclusions
A model of interferometrically stabilized diode laser interferometer for 
linear displacement measurements has been presented. Laser diode has 
been stabilized by means of the zerodur wedge plate based external 
interferometer. Obtained relative level of wavelength stabilization is equal 
to about 10-7. Resolution of the developed interferometer is equal 1nm. 
Expanded uncertainty of the interferometer reflector position evaluation 
changes from about ±3 nm, ±30 nm at the beginning and at the end of the 
measuring range respectively. Two meter measuring range of the system 
has been shown.
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turbulent mixing of both central and surrounding stream.  Moreover, the 
velocity profile of the central stream loaded with particles should be as far 
as possible flat. The zone of measurement should be at a distance about 10 
mm from the stream outlet. 
In order to obtain such flow characteristics the converging nozzle was 
used. Its profile was close to the profile of the Witoszyński nozzle [1]. This 
type of nozzles is widely used in flow metrology to obtain flat velocity 
profile in the primary standards [2] and, for the same reasons, in automo-
tive wind tunnels [3]. 
To resolve the problem the computational fluid dynamics (CFD) methods 
were used. The proposed geometry of the nozzle was meshed, using both 
2D and 3D meshes – see fig. 1 and 2. Finally, after some first modeling 
experiments the 2D model has been chosen as for the axisymmetrical flow 
it is sufficient accurate and need less computational power.  

Fig. 1  The 3D mesh used for CFD simulation 

Fig. 2  The 2D mesh used for CFD simulation 
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Abstract  

The dust and mist load in the natural gas becomes increasingly important 
parameter of the gas quality. The contemporary methods of the dust and 
mist load measurement consist on the analyse of the effects of light scatter-
ing in the dust & mist particles. These methods need however the precise 
shaping of the stream profile and path lines in the region where the meas-
urements take place. The paper presents the results of designing the nozzle 
for these purposes with the use of the CFD modelling.  

1. Introduction 

As the dust and mist load in the natural gas becomes increasingly impor-
tant parameter of the gas quality the new methods enabling the measure-
ments of this parameter on-line are developing now very fast. One of the 
contemporary methods consist on the measurements of the effects of light 
scattering in the dust & mist particles. These methods need however the 
precise shaping of the stream path lines and profile in the research and 
calibration facility. The Computational Fluid Dynamics (CFD) has proved 
to be very useful tool for the design of the nozzle assuring the appropriate 
profile of the stream.  

2.  Desirable flow patterns in the region of measurement 

It has been established that the measurement area should have about 2 mm 
diameter. Through the nozzle of about 2 mm diameter will flow the air 
loaded with particles. This is the reference stream, so the quantity and di-
mensions of particles are precisely known. The velocity of the stream 
should be close to the velocity of the surrounding clean air to minimize the 



turbulent mixing of both central and surrounding stream.  Moreover, the 
velocity profile of the central stream loaded with particles should be as far 
as possible flat. The zone of measurement should be at a distance about 10 
mm from the stream outlet. 
In order to obtain such flow characteristics the converging nozzle was 
used. Its profile was close to the profile of the Witoszyński nozzle [1]. This 
type of nozzles is widely used in flow metrology to obtain flat velocity 
profile in the primary standards [2] and, for the same reasons, in automo-
tive wind tunnels [3]. 
To resolve the problem the computational fluid dynamics (CFD) methods 
were used. The proposed geometry of the nozzle was meshed, using both 
2D and 3D meshes – see fig. 1 and 2. Finally, after some first modeling 
experiments the 2D model has been chosen as for the axisymmetrical flow 
it is sufficient accurate and need less computational power.  

Fig. 1  The 3D mesh used for CFD simulation 

Fig. 2  The 2D mesh used for CFD simulation 

Application of CFD for the purposes of dust and 
mist measurements 

M. Turkowski (a) 

(a) Warsaw University of Technology, Institute of Metrology and Mea-
surement Systems, ul. Boboli 8, 02 525 Warszawa, Poland 

Abstract  

The dust and mist load in the natural gas becomes increasingly important 
parameter of the gas quality. The contemporary methods of the dust and 
mist load measurement consist on the analyse of the effects of light scatter-
ing in the dust & mist particles. These methods need however the precise 
shaping of the stream profile and path lines in the region where the meas-
urements take place. The paper presents the results of designing the nozzle 
for these purposes with the use of the CFD modelling.  

1. Introduction 

As the dust and mist load in the natural gas becomes increasingly impor-
tant parameter of the gas quality the new methods enabling the measure-
ments of this parameter on-line are developing now very fast. One of the 
contemporary methods consist on the measurements of the effects of light 
scattering in the dust & mist particles. These methods need however the 
precise shaping of the stream path lines and profile in the research and 
calibration facility. The Computational Fluid Dynamics (CFD) has proved 
to be very useful tool for the design of the nozzle assuring the appropriate 
profile of the stream.  

2.  Desirable flow patterns in the region of measurement 

It has been established that the measurement area should have about 2 mm 
diameter. Through the nozzle of about 2 mm diameter will flow the air 
loaded with particles. This is the reference stream, so the quantity and di-
mensions of particles are precisely known. The velocity of the stream 
should be close to the velocity of the surrounding clean air to minimize the 

633Application of CFD for the purposes of dust and mist measurements



3.  Results of the modeling 

The calculated pressure and velocity fields have been shown in fig. 3 and 
4. The gauge pressure at the inlet of the nozzle was 2 Pa. The resulting 
outlet velocity was about 2.2 m/s. There is almost exact relation between 
dynamic pressure p and velocity v according to the Bernoulli law (p = 
ρv2/2), so this relation can be used as a thumb rule to operate the stand. 
The resulting velocity profile at nozzle exit is however rather sharp, almost 
parabolic as for laminar flow (fig. 5). It is no surprise – the Reynolds num-
ber low (Re = 200), in the laminar region. At a distance 10 mm from the 
nozzle the velocity profile is more flat. The difference of velocities be-
tween the central and surrounding stream is at this location not very high 
(about 30 %).  The flow paths (fig. 6) downstream the nozzle exit show, 
that at a distance of 10 mm the mixing with surrounding clean air will be 
still not intensive. 

Fig. 3  Pressure field in the nozzle region. Inlet pressure 2 Pa. 

Fig. 4  Velocity field in the nozzle region 
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Fig. 5  Velocity profiles at nozzle exit (sharp profile) and 10 mm form the exit 
(wavy profile) for the case presented in fig. 4 

Fig. 6  Flow paths lines downstream the nozzle exit

Fig. 7  Velocity profiles at nozzle exit (black) and 10 mm form the exit (bell 
shape) for the inlet pressure 20 Pa 

The fig. 7 shows, that at inlet pressure 10 times higher (20 Pa) the velocity 
rises about 3 times, up to almost 6 m/s (that is consistent with Bernoulli 
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law). Much more flat, better velocity profile can be observed, although the 
Reynolds number is still low (Re = 600), so still in the laminar flow region. 
The higher velocities can however bring more problems in point of view of 
particle measurement so some compromising solution has to be accepted 
after first experiments. 

4.  Conclusions 

The Computational Fluid Dynamics (CFD) has proved to be very useful 
tool for the design of the nozzle assuring the appropriate profile of the 
stream. The further research will be conducted with the use of the designed 
nozzle presented at fig. 8. 

Fig. 8  The view of the designed flow nozzle 
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Abstract  

Optomechatronics cameras based on digital holography and grating inter-
ferometry are presented. Their compact design, “black box” operational 
approach and interferometric data processing are described.  The represen-
tative examples of applications in experimental mechanics, microelements 
testing and outdoor engineering measurements are presented. 

1. Introduction 

Fast growing technology and requirements for testing of different types of 
materials and devices require new methods and systems for investigation 
of their parameters in laboratory, workshop and outdoor conditions. Main 
interesting quantities are: shape and shape deformation, local materials 
constants and displacement/strain distributions. Several optical techniques 
have been already developed for these measurements [1]. One of them is 
holographic interferometry and in particular its digital version (DHI), 
which provides a simple way to record and restore amplitude and phase of 
an investigated object [2]. It allows, using amplitude information, distant 
monitoring of object and remote optoelectronic reconstruction. Proper ma-
nipulation of phase could provide information about shape of an object and 
its displacement during loading. Other technique, developed for in-plane 
displacements/strain measurement and monitoring, is grating interferome-
try (GI) [3]. In the paper a new optomechatronics cameras based on both, 
DHI and GI, techniques are introduced. Those cameras systems with com-
pact design and “black box” measurement approach allow fast and accu-



rate measurement performed directly at the object under test and often in 
outdoor environment. Design details and errors analysis of cameras as well 
as results of their initial applications are presented and discussed. 

2. Digital holographic cameras 

Digital holography provides a way to record and restore amplitude and 
phase of investigated object [2]. It allows, using amplitude information, 
distant monitoring of object and remote optoelectronic reconstruction. 
Proper manipulation of phase could provide information about shape of an 
object and its out-of-plane and in-plane displacements during internal or 
external loading. The architecture of holographic system (Fig.1) which 
consists of two types of measurement heads, fibre optics link and con-
trol/illumination module is presented. One of the measurement head is 
configured to perform out-of-plane displacement and shape measurement. 
The second one (with four illumination beams) allows to measure (u,v,w) 
displacement fields. The data from both cameras can be transferred re-
motely to optoelectronic reconstruction station based on LCOS spatial 
light modulator. Due to fibre optics light delivery system the DHI head is 
able to work in a distance from its electronic/processing part and it allows 
direct access to all mechanical parts of machinery. The DHI head can be 
hand-held or can be mounted directly at a machine. 

Fig. 1. Scheme of DHI system for mechanical parts monitoring a) measurement 
module, b) optoelectronic reconstruction module. 

In practice two main configurations are applied depending on the choice of 
measurand, namely: the out-of-plane displacement/shape measurement 
setup and full displacement vector (u,v,w) setup. The hardware and soft-
ware solutions are different for both systems and therefore in order to pro-
vide user friendly cameras for industrial inspection two separate devices 

a) b)

638 L. Sałbut , M. Kujawińska, A. Michałkiewicz, G. Dymny



have been designed and built: DH_SHAPE and DH_UVW. All the optical 
elements and detector are closed in a tube with the diameter 50 mm. Elec-
tronic module with laser and PZT controllers and synchronization is sepa-
rated from holographic head. Also for specific applications the cameras are 
equipped with the remote data transfer and used for both numerical or op-
toelectronic distance reconstruction systems. The holocamera 
DH_SHAPE, designed for shape determination and out-of-plane displace-
ment measurement, is shown in Fig. 2a.  

c)   d) 
       e) 

Fig. 2. The DH_SHAPE camera for out-of-plane displacement measurement and 
shape determination. a) the scheme of camera and the exemplary measurements of 

shape and out-of-plane displacement of the ink-jet print tip: b) the photo of the 
object, c) the phase mod 2π map representing the shape, d) the shape map and e)  

the central crossections of displacements for two different loads. 

The source is pigtailed laser with output power 7mW and operating wave-
length 532 nm. The beam is delivered by a single mode fiber SM450 and is 
splitted by single mode fiber optic coupler in 90/10 ratio to form the object 
and reference beams respectively. The tip of object illumination fibre can 
be subjected to the linear shift introduced by micromotor. Reference fiber 
tip is placed in the focal point of collimator lens and the plane reference 
beam directed through mirror and beam splitter is impinging at CCD ma-
trix. The light scattered from object recombine with the reference beam at 
the beamsplitter cube and the resultant interference field is captured by 
CCD matrix. The CCD is the standard microhead B/W camera JAI  M536 
CCIR with pixel size 8.6 m and resolution 752x582 pixels. The dimen-
sions of measurement head are: diameter 50mm and length 100mm. The 

a)

b)
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exemplary measurements of the out-of-plane displacement of the ink-jet 
print subjected to bending force are shown in Fig.2b-d  
The second holocamera DH_UVW designed for an arbitrary object dis-
placement vector measurement is shown in Fig. 3a.  The source is the pig-
tailed laser with output power 7mW and operating wavelength 1064 nm 
The beam is splitted into object and reference beams by single mode fiber 
optic coupler in 90/10 ratio. The object beam goes to optical switch 1x4 
and produces 4 object illumination beams, which one-by-one illuminates 
an object. The reference beam is directed similarly as in PH_SHAPE cam-
era. The light scattered from an object recombines with the reference beam 
at beamsplitter cube and the resultant interference field is captured by 
CCD matrix. The CCD applied here is the same camera as in the case of 
DH_SHAPE camera as its spectral sensitivity covers both operating wave-
lengths. The dimensions of measurement head are similar as in the previ-
ous camera. The exemplary measurements of u(x,y) and w(x,y) displace-
ment maps of the composite specimen subjected to fracture test are pre-
sented in Fig. 3 c and d respectively.  

Fig. 3. The holographic camera DH_UVW for arbitrary vector displacement de-
termination a) and exemplary measurements: the specimen made of short fibre 

reinforced composite prepared for the   fracture test  b) and the in-plane displace-
ment (u) map c) and out-of-plane (w) displacement map d) obtained for tensile 

load 50-10 N. 

3. Camera with waveguide grating interferometric head 

Grating interferomtry (GI) is one of the most useful optical methods for in-
plane displacement/strain measurement and monitoring [1]. Below we pre-
sent the new camera based on low cost waveguide grating interferometric 
head. Due to insensitivity to vibration, small dimensions and weight, wire-
less connections and automated fringe pattern analysis it can be used for 

a) b) c) d)
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constant or periodic strain monitoring in crucial points of  engineering 
structures.  
Design of the grating interferometric head (WIH) is shown in Fig.4a. It 
bases on the glass or plastic (e.g. PMMA) plate which guides beams dif-
fracted on grating CG [4]. Next, these beams symmetrically illuminate the 
specimen grating SG deposited on the surface of object under test. The 
incident angles of beams are tuned to the plus first and minus first diffrac-
tion order angle of the gratings. The diffracted beams, propagate co-axially 
along the grating normal, interfere and generate the fringe pattern. The 
interference fringes represent lines of constant in-plane displacement with 
basic sensitivity of p/2 (p – the grating period). 
The GI camera for in-plane displacement/strain monitoring (Fig.4b) con-
sists of: WIH, illuminating module IM with micro-laser (λ = 532 nm), de-
tection module DM with wire-less CCD camera and phase shifter module 
PSM. The phase shift required for automatic fringe pattern analysis by 
temporal PSM method [5] is realised by tilting of the illuminating module 
IM towards to WIH.  

Fig. 3. The scheme of waveguide interferometric head (a) and design (b) of the GI 
camera for in-plane displacement/strain measurement

Technical parameters of the GI camera are as follow: the field of view - 2 
mm x 2 mm, displacement range - 20 µm, specimen grating - 1200 
lines/mm, basic sensitivity - 417 nm/fringe and accuracy - ±20 nm. It en-
ables  monitoring in continuous (network of sensors constantly mounted 
on the structure) or periodic one camera periodically mounted in the same 
position) modes. The exemplary result of displacement and strain distribu-
tion measurements at the cracked steel specimen under tensile load is pre-
sented in Fig. 5.  Distribution of horizontal component of the in-plane dis-
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placement vector around the tip of the crack is shown in Fig. 5c and strain 
distribution calculated by numerical differentiation of displacement field is 
presented in Fig. 5d. 

Fig. 5. Exemplary results of measurement. a) specimen under test (black rectangu-
lar denotes the measurement area), b) interferogram, c) in-plane displacement 

map, d) strain distribution 

4. Conclusions 

The quick development of novel photonics, mechanical and optoelectronic 
elements allows to design and build compact, low-cost, multifunctional 
devices providing the high sensitivity measurements in outdoor conditions. 
In the paper three novel cameras which take full advantage of optomecha-
tronics approach to design and data processing are presented. 
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Abstract  

In this paper the novel, miniaturized full-field optical extensometer for 
full-field in-plane displacement measurement is presented. It consists of 
two modules: illumination/detection module (IDM) and Measurement 
Head (MH) based on grating interferometry. In the paper we study the per-
formance of IDM, which provides the object illumination beam and cap-
tures the output interferogram. The characterization of VCSEL comprises 
determination of  polarization state, intensity distribution, coherence path 
length and shape of the wavefront after being collimated by beam forming 
optics. The detector matrix has been tested mainly in respect of the signal 
to noise ratio at various exposure times and its spatial uniformity of sensi-
tivity.  

1. Introduction 

Growing microtechnology raises a demand for development of novel 
measurement instrumentation allowing for determination of displacement 
field in microspecimens or microsystems under test. New strict measure-
ment requirements defined by a size of microobjects, their fragility and 
need for high measurement resolution and accuracy have been determined. 
On the other hand microtechnology offers new means for development of 
instrumentation with innovative architecture which lead to a design of low-
cost extensometer presented on figure 1a. 



Fig. 1. Integrated Microinterferometric Extensometer (IME): a) concept, b) Meas-
urement Head (MH), c) Illumination/Detection Module (IDM) 

The Measurement Head (fig. 1b) is made of the homogeneous beam guid-
ing block (glass or PMMA) integrated with diffraction grating which 
forms the object illuminating beams. The extensometer provides in-plane 
displacement/strains maps of microobjects in 1.4 mm x 1.4 mm field of 
view. The description of MH design is given in [1], here we focus on char-
acterization of IDM (fig. 1c). 

2. IDM characterization 

The IDM integrates VCSEL emitting 665 nm light with one or many lon-
gitudinal and transverse modes, beam forming aspheric optics, imaging 
optics, detector matrix (CMOS B&W 1280x1024 pixels camera) and 
evaluation board. 

2.1. VCSEL characterization 

Coherence path length (CPL): 
Preliminary numerical simulations [1] revealed that the total optical path 
difference (OPD) between the beams guided in MH might be up to 0.6 
mm. The coherence path length (CPL) was tested by monitoring fringe 
pattern contrast in the function of OPD in T-G interferometer. In the case 
of monomode VCSELs, the measured CPL equals a few centimeters (fig. 2 
a). In the case of multimode VCSELs the contrast varies (fig. 2b), however 
the high contrast region around 0 OPD was larger than 0.6 mm (fig. 2c). 
All characterized light sources meet requirements of IMS in respect of the 
time and spatial  coherence 
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Fig. 2. The measurements of coherence path length: a) monomode VCSEL, b) 
multmode VCSEL, c) multimode VCSEL 0 OPD peak width

Polarization state measurement: 
The polarization state of the beam emitted by VCSEL was determined in 
the system shown in fig. 3a. 

Fig. 3. The measurement of beam polarization: a) the setup, b) linear polarization 
degree vs supply voltage 

Polarization state studies revealed that every measured VCSEL emits light 
with partially linear polarization regardless of supply voltage value, how-
ever the degree of linear polarization is very high (fig. 3b) 
IMS requirements concerning polarization are met. The linearly polarized 
light with proper orientation of polarization plane makes it able  to avoid 
beam deploarization or polarization changes while being guided in MH 
medium, and consequently leads to high interference pattern contrast. 

Collimated beam wavefront investigation: 
The collimating lens forms the plane beam with diameter of 6.5 mm. To 
minimize the measurement errors and unwanted parasitic light and to pro-
vide uniform measurement sensitivity in the area of interest  the collimated 
beam is required. The investigation of wavefront quality was performed in 
grating shearing interferometer  (fig. 4), in which the first derivative of 
wavefront is given by the phase resulting from interference of two slightly 
displaced beams (fig. 5.).  
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Fig. 4. Wavefront measurement setup based on the shearing interferometer 

The phase encoded in the interferogram was determined by temporal phase 
shifting method of fringe pattern analysis [2]. The transverse aberration 
was estimated for less than 0.06λ. It proves that the quality of the investi-
gated wavefront is fully sufficient for grating interferometry based meas-
urement. 

Fig. 5. Wavefront investigation: a) measured phase, b) transverse aberration in x
direction 

3. Detector characterization 

CMOS matrix applied in IDM is a low-cost B&W camera of resolution 
1280 x 1024 pix. The active data acquisition area is 6.66 mm x 5.32 mm 
with 5.2 um x 5.2 um pixel size. According to the hardware data-sheet the 
signal to noise ratio is 54 dB. The camera is intended to be used for inter-
ferometric measurement with nanometric sensitivity, therefore the com-
parison of its performance with high quality analog CCD camera was per-
formed in T-G interferometer [3] with flat mirror as a test object. Temporal 
phase shifting method and FFT method were used for interferogram analy-
sis. No difference in measurement accuracy was observed, when we com-
pare the results obtained from data captured with both cameras  (fig. 6.). 
The noise generated in the detection part of IDM is 3 bit for 8 bit depth. 
The increment of exposure time resulted with increment of number of 

646 J. Krężel, M. Kujawińska, L. Sałbut, K. Keränen



noisy pixels which concentrate mainly near the border of active detection 
area. 

Fig. 6. Measurement result comparison: a) high quality CCD matrix, b) IDM's 
CMOS matrix 

4. Conclusions 

The source and detector applied in IDM meet the requirements of the opti-
cal extensometer set by MH properties and grating interferometry princi-
ple. The presumable error arising form IDM's output beam may by sub-
tracted form the measurement result as IME systematic error, although the 
IME with glass MH revealed neglectible systematic error.  
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Abstract  

In the paper the design of a stationary Fourier-transform spectrometer    
using Wollaston prism array is proposed. Interferogram with maximum 
path difference is divided into components composed from each sub-prism 
provides high resolution in recovered spectrum. Those components are 
located on rows of the CCD camera producing individual interferograms, 
respectively. Such a configuration allows us to merge individual interfero-
grams into one using computer procedures. The analysis of errors and their 
influence on the recovered spectrum is performed. Due to significant influ-
ence on the spectrum errors in design of the prism array were chosen and 
the analysis of the error of the merging point selection was also discussed. 

1. Introduction 

The Fourier-transform spectrometer (FTS) is a powerful spectroscopic tool 
that provides high spectral resolution measurements, especially in infrared 
region of radiation. The conventional FTS is based on the Michelson    
interferometer [1,2]. During a measurement one mirror is continuously  
scanned which induces a phase delay between two beams of the             
interferometer. The spectrum can be found by applying a Fourier transform 
on the measured intensity pattern. The main advantages of FTS’s are high 
throughput and high signal-to-noise ratio. However, the technical          
requirements to the scanning mechanism are very high, especially for the 
stable angular position of the scanned mirror. One of the known possibili-



ties to avoid such troubles is the design of a stationary Fourier-transform       
spectrometers (SFTS) without any moving elements. A disadvantages of 
such a solution is smaller spectral resolution. Nevertheless, for many    
applications, namely, for the study of air pollutions, mentioned low      
resolution can be quit sufficient.    
The most widespread designs of SFTS’s are based on the polarization   
interferometer with a Wollaston prism. Lack of mirrors and beam splitters, 
no influence of parasite light on the source characteristics belong to      
advantages of such a solution. Moreover, common path interferometer is 
insensitive to mechanical vibration. However, to achieve large optical path 
difference for higher spectral resolution large sizes of the Wollaston prism 
is indispensable. Therefore the spectrometer becomes larger and more  
expensive. To enlarge spectrometer possibilities a Wollaston prism array is 
proposed in the form of some lines. To achieve the continuous spectrum 
the proper merging of individual spectral lines has to be done. The paper 
subject is the analyzes of the influence of merging errors on the          
measurement accuracy. 

2. Design principles 

The optical scheme of the spectrometer with the Wollaston prism array is 
shown in Fig.1 [3]. The Wollaston prism array is composed of some    
Wollaston sub-prisms. Each sub-prism generates the interferogram for  
different optical path. The maximum path difference of any chosen sub-
prism corresponds to the minimum one of the adjacent sub-prism. In such 
a way the continuous optical path difference can be received, and in con-
sequence, the continuous interferogram, which is registered by 2D detec-
tor. The Wollaston sub-prism set can be treated as one long Wollaston 
prism. All sub-prisms have, besides their thickness, the same angular 
shape, what facilitates the joining of particular interferograms generated by 
all sub-prisms into one virtual interferogram. 

a) b) 

Fig.1. Optical scheme of the spectrometer: a) Wollaston prism array based       
interferometer, b) ideal design of the equivalent long Wollaston prism 
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In a proposed lay-out of the SFTS precision of joining separate pieces of 
the interferogram is strictly required. To achieve correct interferogram for 
enlarged optical path difference the merging point must be selected       
precisely. Moreover, to provide high spectral accuracy of measured     
spectrum each sub-prism must be precisely made and stacked into the 
Wollaston prism array. The most important physical requirement is that the 
wedge angles for all sub-prisms must be equal. If this is not a case, the  
spatial frequencies of the several partial interferograms will not be the 
same. That causes difficulties in assigning the merging point for            
corresponding interferograms correctly. As is understood in the art,  
achieving the continuous interferogram, and in consequence, the correct 
analysis of the spectrum will not be possible. Furthermore, different value 
of the wedge angles in several sub-prisms will change a direction and        
a localization of the interference fringes. To overcome this problem, the 
fringe direction and the spatial frequencies must be compensated. 
      In this paper the analysis of the influence of the errors on the measured 
spectrum is discussed. The sampling error and sub- prisms design error are 
selected. 

3. Experimental results 

To demonstrate and analyze the performance of the Wollaston prism array 
based spectrometer the numerical simulation was prepared. We    assumed 
the set of two sub-prisms with lengths and wedge angles equal 40=L mm 
and 3=θ , respectively. Quartz was selected as the bierefringent         
material. We assumed a monochromatic light source with a wavelength 

589=λ nm. Intensity of the ideal interferogram is given by 





 += )2cos(12 ε

λ
π LI , 

where: θε tan)(2 oe nn −=  is the Wollaston prism split angle, en and 

on are the extraordinary and the ordinary refractive indexes of                 
the bierefringent material, respectively. 

3.1. The merging point effect 

In the proposed lay-out of the SFTS there is a requirement of assigning the 
merging point precisely. In the merging point the maximum path differ-
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ence of chosen sub-prism must correspond to the minimum one of the   
adjacent sub-prism. If it is not a case, the merging algorithm will not be    
succeed correctly. This problem is caused by errors in sampling algorithm 
of the interferograms generated by each sub-prism. The simulation of        
described effect was carried out for two Wollaston prisms in the array, by 
applying a different sampling step z∆  to one of the merging interfero-
grams. Fig.2 shows hypothetical results obtained for a single wavelength.  
a)                                                               b) 

Fig.2 .Spectrum for  two-Wollaston prisms array based spectrometer where:         
(continuous line) correct spectrum,   (discontinuous line) spectrum for wrong       

assigned merging point; a) z∆%10 , b) z∆%100    

As shown in Fig.2, the more difference in the value of the sampling step 
z∆ , the larger distortion in the spectrum. Furthermore,  a decrease of the 

normalized intensity and a displacement of instrument line shape are also 
observed. For a large value of the sampling error the second wavelength is 
seemingly detected. The observed effect is difficult to avoid in  a real    
device, hence defining the sampling error that can be accepted is required. 
To provide accuracy of the merging algorithm procedures  described error 
shouldn’t exceed 10% of the sample step value. 

3.1. The wedge angle effect 

The value of the wedge angle in each sub-prism has the significant        
influence on the spectrometer performance. Differences in several wedge 
angles value change the spatial frequency of the interference fringes made 
by appropriate sub-prisms. That causes problems during the merging    
algorithm. When two Wollaston prisms are used in the array, differences in 
wedge angles value θ∆  lead to the decrease of the normalized intensity in 
the spectrum. The distortion in the instrumental line shape is also          
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observed. Alike in the sampling error effect the seemingly detection of the 
another wavelength appears, as shown in Fig.3. The larger difference in 
value of wedge angles in several sub-prisms, the more significant          
participation of the false wavelength in the spectrum. It is obvious that the 
distortion of the measured spectrum will be larger according to raising 
amount of Wollaston prisms used in the array and stronger geometrical 
inaccuracy of each component. 
   a)                                                            b) 

Fig.3. Correct spectrum (continuous line) and spectrum with the wedge angle error 
(discontinuous line);  a) 200/θθ =∆  b) 10/θθ =∆

4. Conclusions 

The Wollaston prism array based nonscanning spectrometer has been    
presented. It has been shown that errors in procedures of the merging    
algorithm and the inaccuracy of the prism array geometry lead to distortion 
in the shape of the spectrum and depreciate it’s spectral resolution.        
The seemingly detection of another wavelengths can make it impossible to  
analyze the measured spectrum correctly. To alleviate this problem and 
provide required spectral resolution the numerical procedures that enable   
correction of the interferogram and the spectrum, respectively, are       
commonly used. 
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Abstract  

In this paper we discuss  modeling and design issues of  microinterfer-
ometric tomography system (MiTS) for out-door non-destructive optical 
fiber inhomogeneity inspection. Presented system is a monolithic microde-
vice composed from a number of optical microelements: light source, grat-
ings, system body, inspected fiber, imaging optics and detection device. In 
order to select optimal design an accurate and efficient simulation method 
of complete system is necessary. There are many optical modeling meth-
ods basing on Maxwell equation, wave optics or ray optics. Unfortunately 
none of them could be used to simulate complete system. These methods 
either require to much computer power or simply would produce inaccu-
rate results. Therefore to simulate complete system in a reliable way a 
number of methods is used in different system regions. The received final 
results are used to study the reconstruction and imaging problems of the 
MiTS system. 

1. Introduction 

Optical Diffraction Tomography  (ODT) [1] used for measurement of in-
ternal 3D complex refractive-index distribution is now well established 



technique. Although the ODT can be successfully used in tasks such as 
fiber, waveguide refractive index characterization, it is still a laboratory 
tool with limited utility for the outdoor applications. Therefore in this pa-
per we explore design of integrated microinterferometric tomography sys-
tem. The system is built as a monolithic block with reduced vibration and 
it suits for tasks of outdoor measurements [2, 3]. 
In the paper we compare two different system designs, with on and off axis 
illuminations. We compare both configurations by means of numerical 
simulations. Therefore accurate and efficient modeling method of the sys-
tem is necessary. Unfortunetly no single modeling tool can accomplish 
such a task. We use combination of three methods: free space propagation 
(FSP) [4],  finite difference time domain method (FDTD) [5] and wave 
propagation method (WPM) [6]. With the FDTD method the grating dif-
fraction orders magnitudes are characterized. The WPM is numerically 
much more efficient tool and it is applied at the object structure region. At 
all the other system regions the FSP method is applied.  

2. Off axis microinterferometric tomography system 

In the Fig. 1 below the setup configuration of microinterferometric tomo-
graphy system with off axis illumination is presented. The system is built 
from monolitic integrated Mach-Zehnder interferometer using the grating 
beamsplitter and recombiner (interferometer body), illumination and detec-
tion units. The interferometer body is made from PMMA (index of refrac-
tion 1.48352). The measured element is placed under off axis illumination, 
when comparing to the optical axis of the detection unit. Therefore there is 
a difficulty in obtaining undistorted integrated image of measured struc-
ture.  
In tomography each integrated image must be obtained using imaging sys-
tem with imaging plane parallel to the optical axis and in central region of 
object structure [7]. In the system the object is illuminated with off axis 
illumination beam and then the beam propagation direction is changed at 
the recombining grating. Therefore the obtained integrated object images 
are highly distorted. Such a distortion must be corrected using numerical 
algorithms. The main purpose of such an imaging correction algorithm is 
introduction of the object beam deflection at recombining grating. 
The image correction algorithm consists of three steps. In the first step dis-
torted experimentally obtained complex image is propagated to the recom-
bining grating using free space propagation algorithms. In the second step 
beam deflection is introduced, what simulates the grating in the imaging 
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system. Then the beam is propagated to the object centre. It gives object 
integrated image with inclined imaging plane. At the final procedure step 
this inclination is removed using free space propagation algorithm to a 
tilted plane [8]. 

Fig. 1. Off axis microinterferometric tomography system  

The above system was simulated using the combination of two methods: 
free space propagation and wave propagation methods. For this system the 
grating can be treated approximately with thin element grating equation 
coefficients. The simulated object is a fiber of 50 mm-3 diameter with the 
refractive index of cladding ncl=1.48352, and core nco= 1.49352. 
In Fig. 2 below plots of projection images received from standard optical 
system imaging (a) and with application of mentioned above imaging cor-
rection algorithm (b) are presented using solid line. The projection plots 
are compared with the theoretical object projections (doted lines). The re-
sults show the necessity of application of the imaging correction algorithm.  

Fig. 2. The projection images obtained in the system Fig. 1 using optical 
imaging only (a), using imaging correction method (b) 
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3. On axis microinterferometric tomography system 

In the section above the imaging problems with off axis object illumination 
were presented. These problems can be eliminated by application of a nu-
merical imaging correction algorithm if two conditions are fulfilled: the 
system geometry is well known, entire object diffracted field is captured. 
The imaging problems can be solved in the system presented in the Fig. 3, 
with on axis object illumination without any additional numerical algo-
rithms. 

Fig. 3. On axis microinterferometric tomography system  

In the system the grating with profile depth 0.25 mm-3 etched in the resist 
with the refr. index 1.62 producing equal orders -1, 0 and 1 was applied at 
both system sides. Unfortunetly the asymmetric grating orders are used in 
the system. Therefore the major problem with the system is maintaining 
the high interference fringes contrast at system output. To examine the 
contrast we have analyzed the grating orders using finite-difference time 
domain method at both microinterferometer sides. In Fig. 4 exemplary 
amplitude of the optical filed computed using FDTD method is presented.  
Combining all of the simulation results small drop of the fringe contrast 
was received i.e., 0.999. Unfortunetly to preserve fringes of such a quality 
the gratings in the system would have to be produced very accurately.  

   

Fig. 4. Amplitude of the optical field received at the left system grating 
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4. Conclusion 

In the paper we have examined two possible configuration of the MiTS 
system: with off and on axis illumination of measured structure. We have 
shown that the system with off axis illumination requires an introduction 
of additional imaging correction algorithms. For the system with on axis 
illumination  the requirements imposed on grating are high. 
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Abstract  

The paper covers the studies on the replication process of the high aspect 
ratio optical structures performed by Hot Embossing technology. Consid-
ered structures are the microinterferometric heads shaped in the form of 
PMMA blocks with a high frequency diffraction grating placed on the side 
walls. We propose the full technology chain including replication of the 
glass machined prototypes. Additionally the preliminary characterization 
tests of exemplary replicated optical structures are presented. 

1. Introduction 

Recently there is a need of low cost optoelectronic sensors providing full-
field measurements of such quantities as shape, displacement or refractive 
index distribution. It can be provided by microinterferometers integrating 
all optical components in single massive block of optical material with the 
source & detection module. Such configuration assures high vibration and 
external factors insensitivity and requires much less packaging efforts 
comparing to the traditional bulk optic-based systems.  
There is a variety of possible microinterferometric configuration. In this 
paper two such approaches (fig.1) are considered in detail: the compact 
microinterferometric tomography system for 3D refractive index distribu-



tion measurement in optical fibers [1] and the grating microinterferometer 
for in-plane displacements/strain studies in microelements and microre-
gions of large engineering structures [2].  

(a) (b) 
Fig. 1 The concepts of  Microinterferometric Tomography System (a) and Inte-

grated Microinterferometric Optical Extensometer (b) 

In this paper we focus on the fabrication and replication issues of the inter-
ferometric heads. Both designs are few millimeters size cuboids with high 
frequency gratings placed on sidewalls. Due to their high aspect ratio and 
requirement on the sidewall surface optical quality the technology chain of 
such structures is not established yet.  
Therefore at first we propose this chain with special attention paid for us-
age of low cost replication methods. To verify the applicability of the pro-
posed replication technology we present the characterization results of the 
most crucial structure parameters in the exemplary replicated optical struc-
tures. 

2. Technology chain for microinterferometric heads 

Preliminary calculations [3] allowed to determine some of the require-
ments to be fulfilled by the fabrication technology. These are high dimen-
sions accuracy and optical quality of the sidewall (flatness less than 
0.12µm over the 4mm2). 
The requirement of low cost of the final components set a 2 steps technol-
ogy chain consisting of prototyping and further replication with one of the 
low cost replication technologies. Because of relatively small material 
stress during the replication process we decided to use hot embossing (HE) 
[4, 5]. This replication technology requires a previously prototyped struc-
ture. 
Although there are several technologies of low-cost microstructure proto-
typing technologies, but just a few of them are capable to produce struc-
tures with the features demanded by the presented interferometric head i.e. 
large volume and high aspect ratio, side wall featuring optical flatness 
(Rq≤0.05µm). Additionally the demand of a high frequency grating inte-




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grated on the sidewall skips the most popular rapid prototyping technolo-
gies such as Deep Proton Writing or LIGA technology.  
Therefore it was decided to propose a new technology chain (fig. 2) based 
on well known glass machined prototype, resist grating deposition fol-
lowed by further replication in polymer material. Microinterferometric 
head prototype is shaped in BK7 glass. Sidewalls are polished and high 
frequency resist grating is deposited on a side wall. Then the prototype is 
electroplated to get the shape of the mask. When the electroplating process 
is finalized the prototype is dissolved making a molding insert ready for a 
replication process. Proper choice of the electroplating and the replication 
parameters should provide the polymer structure with well replicated side-
walls and the grating profile. Preliminary tests provided the proof-of-
principle for the proposed replication chain however significant process 
tuning is necessary.  

Fig. 2. The technology chain of the microinterferometric head 

Beside the parameters mentioned above the replicated structure should 
assure an optical homogeneity of the entire volume. To make the intefer-
ometric measurements possible the deformation of a plane wave front 
transmitted through the replica should be not larger then λ/2 (0.32µm) over 
the total propagation length 13mm. Therefore simultaneously to the tech-
nology chain optimization the homogeneity tests of the already replicated 
structure were performed. 

3. Optical characterization of hot embossed 
microstructures 

To test the applicability of HE for the replication of the high aspect ratio 
optical components, an assessment of the most important optical features 
was based on the already replicated structures. These tests include surface 
quality inspection, surface topography, an integrated refractive index 
measurement and quantitative test of stresses generating birefringence in 
the replicated structures.  













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3.1 Surface quality inspection and topography 

The surface quality test was performed with the non-contact optical pro-
filer WYKO NT-2000. We performed the measurement of the same region 
of the sidewall for both prototype, and the replicated structure (fig.3). The 
observed Rq roughness increases in the replica and visible longitudinal 
scratches (represented as Rt) along the sidewall are observed. These values 
in replica have to be significantly improved by the technology optimiza-
tion. 

(a)   (b)  
Fig.3 Roughness measurement results of the demonstrator’s sidewall (area: 

62.5*10-3 µm): (a) prototype Rq74nm Rt=470nm (b) replica Rq=180nm Rt=1.1µm 

To test the deformation of the replicated structure during the hot emboss-
ing process, the topography test of the sidewall neighborhood was per-
formed with Twyman–Green interferometry using the methodology pre-
sented in [6]. The results show material deformation in the sidewall region 
(fig. 4). Deformation values vary up to ±4 µm depending on the structure 
geometry. 

(a)   (b) 
Fig. 4 The local HE microprism topography (a) 2D map (b) 3D plot 

3.2 Integrated 2D refractive index and birefringence distribution 
measurement 

The microinterferometer architecture requires small variations of the re-
fractive index. Therefore the tests of optical homogeneity of the interfer-
ometric block were performed by measurements of the integrated refrac-
tive index distribution with Mach-Zehnder interferometer. The exemplary 
observed local inhomogeneity n=0.06µm over 2mm has relatively small 
impact on the light beam propagating in the replicated structure. The phase 
error can be corrected in the systematic error removal process. To make an 
optical characterization complete, a qualitative studies of birefringence 
distribution was performed (fig.5). Hot Embossing process should be accu-
rately monitored in order to avoid the eventual increase of refractive index 
inhomogeneity and birefringence distribution. 
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(a) (b)    (c) 
Fig. 5. Optical homogeneity distribution in the replicated structure (a) 2D map  

(b) cross-section n(x)  (c) quantitive 2D birefringence distribution result 

4. Summary 

We have demonstrated the fabrication chain of large volume high aspect 
ratio microstructures in PMMA. Presented novel methodology combines 
the accuracy and high quality of the glass machined prototypes and low 
cost replication by hot embossing technology. The presented results show 
the potential applicability of HE for the fabrication of high aspect ratio 
optical structures, however the technology process has to be optimized. 
Further work will include the studies on improvement both the sidewall 
quality and the optical homogeneity of replicated interferometric heads. 
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Abstract 

Keywords: human vision gamut, conversion matrix, high fidelity color 
reproduction 

High fidelity color reproduction requires modern approach to color 
representation. Our research is aimed to develop a digital camera system 
capable of reproducing high fidelity colors from whole range of human 
vision gamut. The camera is equipped with three originally designed RGB 
filters, which spectral characteristics match human eye spectral response 
covering nearly all colors from human vision color gamut. This paper de-
scribes automatic method of color calibration with use of an integrated 
spectrometer inside the camera with a fiber optic measuring probe. The 
measurements are carried out in the acquiring conditions due to implemen-
tation of a semi-transparent mirror, splitting the image into two perpen-
dicular directions to separate spectra measuring area from image acquisi-
tion area projected onto CCD. As a reference for color, a color checker is 
used for numerical color description. The fiber optic probe is positioned 
over reflected picture area for measurement of the color checker pads spec-
tra. For accurate color reproduction a conversion matrix is used, which is 



estimated by least square sum analysis involving spectral data and values 
obtained from camera CCD sensor for each color reference. 

Introduction 

For accurate color reproduction there is a need of developing new 
tools for calibrating a digital camera system capable of reproducing high 
fidelity colors for telemedicine, internet shopping, industrial design and 
other high accuracy color reproduction demanding applications. The cam-
era is equipped with three filters S1, S2 and S3, which correspond to red, 
green and blue band. These filters have relative spectral sensitivity similar 
to primary color sensitive cones in human eye (Fig. 1.).  

Macbeth ColorChecker® Chart is used to determine numerical 
color description for reference. As an illuminant there is a CIE Daylight 65 
(D65) standard used. Under this certain conditions, automatic method of 
calibration with use of an integrated spectrometer inside the camera based 
on a fiber optic measuring probe has been developed.  

Fig.1. Filter spectral characteristics.  

Measured color is represented by the tristimulous XYZ values [1]. 
Color captured by the camera is represented by S1, S2, S3 values, corre-
sponding to pixel value under each filter acquisition. To provide high fi-
delity color reproduction, a conversion matrix between XYZ and S1, S2, 
S3 values must be obtained by means of least square sum analysis [2]. 

XYZ camera principle 

 For total description of color there can be used so called tristimu-
lous values XYZ [1]. A digital still camera with output containing these 

Wavelength [nm]

R
elative transm

ittance
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values, supported by proper filters and equipped with internal spectrometer 
is able to reproduce high fidelity colors in the same way as human eye 
would perceive it. Figure 2 shows principle of the camera. 

Light passing through the lens is split by a semi-transparent mirror. 
Part of the light reflected by the mirror is used for spectral measurement, 
while light passing through is projected onto CCD imaging device with S1, 
S2, S3 filters put on its way. 

Fig. 2. XYZ camera principle. 

Basic principle is to take three pictures of photographed scene un-
der each filter acquisition. This gives three layer image called: “S1, S2 and 
S3 image”. 
 The spectrometer is used for calibration of the camera. With an 
algorithm described further, by mathematical conversion S1, S2, S3 image 
is converted to XYZ image which describes colors contained in the scene 
in XYZ color space [1] which is a base for any other color representation. 

665Automatic color calibration method for high fidelity color reproduction digital ...



Proposed calibration algorithm 

Spectral data is collected automatically from Macbeth Chart’s 24 
colors by fiber optic probe positioned over picture area along the x and y 

axes (Fig. 3.). The positioning mechanism is built inside the camera and its 
coordinate system has been calibrated with picture area. This gives a pos-
sibility of acquiring spectral data from any point of the photographed 
scene. Described algorithm uses image processing for recognition of each 
color on Macbeth Chart and to find coordinates for spectrometer’s probe to 
be positioned and perform measurement of each color automatically.  

Fig. 3.  Block scheme of calibration algorithm. 

Calibration starts with acquiring illuminant data (Fig. 3.) by per-
fect reflecting plate. The Macbeth Chart then is placed into the scene and 
color pads are recognized and measured. XYZ and S1, S2, S3 data is tabu-
lated and stored into memory. Basic relation between the values is: 
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The color difference between reference and values obtained from  
calibrated camera, is well described by CIE Lab color space derived from 
XYZ [1]. The color difference �E principle which describes accuracy of 
color reproduction can be expressed with equation (2) (CIE 1932).  Where 

Li is luminance of compared colors and ai, bi are chroma coefficients. 
However at present CIE 2000 is used, to describe �E in more perceptually 
uniform color difference representation. 

Results and discussion 
The calibration of the spectrometer is most important in order to 

develop a conversion matrix giving the smallest color difference between 
measured XYZ color and X’Y’Z’ obtained from S1, S2 and S3 [2]. Other 
major influencing factor is shading of the camera lens (winietting).  

 Present results show strong dependency between F number and 
color difference (Tab. 1.). As we observed color difference decreases as 
the F number increases.  

Table 1. Color difference and F number.

This is caused by shading characteristics of whole optics including 
camera lens, mirror, fiber optics and spectrometer spectral response. To 
improve the accuracy of reproduction and reduce �E, amount of light re-
flected from the semi-transparent mirror must be increased to provide bet-
ter signal to noise ratio of the spectrometer. 
 Above facts lead to conclusion that accurate color reproduction for 
still digital camera requires careful calibration. Proposed algorithm uses 
color reference and includes various factors for maximum performance. 
However in further development it will be investigated for possibility of 
calibration using colors of the photographed scene as a reference.  
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Color difference (average) 
CIE 2000 2.04 1.35 1.13 

)2()()()( 2
21

2
21

2
21 bbaaLLE −+−+−=∆

667Automatic color calibration method for high fidelity color reproduction digital ...



Coherent noise reduction in optical diffraction 

tomography  

A. Pakuła*, T. Kozacki

Warsaw University of Technology, Institute of Micromechanics and 
Photonics, 8 Sw. A.Boboli St., 02-525 Warsaw, Poland   

Abstract  

Optical Diffraction Tomography (ODT) is the method for characterization 
of 3D distribution of refractive index in micro optical elements. The 3D 
distribution is obtained from several measurements taken for different ob-
ject angular orientation taken by means of laser interferometry. Unfortu-
nately the interferometry as a coherent technique suffers from undesirable 
coherent noise in measurements results. Additionally the rotation of a 
measured object increases the noise influence on the quality of refractive-
index reconstruction due to its amplification in the object area. In this pa-
per we propose the coherent noise suppression technique. The technique 
involves modification of ODT setup configuration by introducing off cen-
ter object rotation and applying a modified numerical algorithm of tomo-
graphic reconstruction. The algorithm modification involves introduction 
of numerical imaging and detection of element position from its diffraction 
spectrum. The received results of noise reduction are shown through nu-
merical simulations and experiments involving optical single mode fiber 
measurements.

1. Introduction 

The recent rapid growth of microelements with three-dimensional phase 
distribution, photonics structures and materials (e.g. photonics crystal fi-
bers, GRIN lenses etc.) which are vastly used in photonics devices results 
in need for fast, nondestructive method of 3D refractive index distribution. 
The ODT is the method suitable for such measurement tasks [1-6].  



Using classical interferometry 2D refractive index distribution, integrated 
along optical axis, is obtained for variable angular object orientation. For 
every single object angular orientation (range within 1°÷180°) interfero-
gram is recorded and analyzed. Then the 3D refractive index distribution is 
obtained using tomographic reconstruction algorithm.    
The results obtained by ODT have been recently improved by introduction 
of numerical procedure of refocusing to the best focus plane and sample 
radial run-out correction algorithm [6], although there is still unsolved 
problem of coherent noise, especially if measured sample introduces slight 
changes (order of 10-3 or lower) in refractive index.  

2. Coherent noise reduction technique 

In principle the ODT involves sample rotation along the axis in the object 
centre. This causes the single speckle magnification during the tomo-
graphic algorithm what results in semicircular shape in reconstructed re-
fractive index map (Fig. 1).  

Fig. 1: Coherent noise influence on refractive index reconstruction by tomo-
graphic algorithm – multimode optical fiber [5].  

Introduction of substantial radial run-out into sample rotation process 
along with sinogram correction correlation technique allows the coherent 
noise influence to be reduced. According to simulation results (simulated 
object: refractive index distribution: step ∆n=0.01, diameter φ=100λ) the 
optimal radial run-out range is 0.75φ - 1.25φ, Fig. 2. In this range the RMS 
factor decreases and the S/N ratio rises – Fig. 3. 
Although introducing run-out into measurement, according to simulations, 
is a significant benefit, it gives some experimental difficulties. Such a 
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modified setup requires larger measurement field of view, which results in 
lower magnification. Additionally the defocusing of the sample is inserted 
by the sample rotation. For decreasing the influence of factors mentioned 
above the numerical sinogram correction and refocusing to the best focus 
plane algorithms need to be applied. 

a) b) 

Fig. 2: Simulations results of tomographic numerical reconstruction:  
(a) without radial run-out (b) radial run-out - 2φ. 

a) b) 

Fig. 3: Simulations’ results due to the sample’s radial run-out:  
(a) RMS factor, (b) S/N ratio.  

3. Experimental technique 

Experimental tomographic setup is based on classical Mach – Zehnder in-
terferometer setup (Fig. 4.). He – Ne laser beam formed by microscope 
objective (OB1) is spitted into reference and object beams by a coupler 
(FC). The measured object (O) submerged in immersion liquid 
(n633=1.4584) is illuminated by a plane wave and rotated during the meas-
urement. The imagining system is focused in the sample’s centre area. The 
measurement is performed in the following steps. For every sample angu-
lar orientation interferogram are grabbed and analyzed forming phase pro-
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jection images data set. Finally from this data set 3D refractive index map 
is reconstructed by means of thomographic reconstruction algorithms. 
As a proof of principle of our method the experiment involving characteri-
zation of refractive index distribution of single mode telecommunication 
fiber (SMF 28) was performed (core diameter 8.2 m, cladding diameter 
125 m, ∆n=0.0053) [7]. The experimental run-out was 129.2m. 

Fig. 4: Experimental tomographic setup: S – He-Ne laser, λ/2 – halfwave plate, 
OB1, OB2, OB3 – fiber coupling objectives, FC – fiber coupler, OB4, OB5 – mi-

croscopic imagining objectives, BS – beam splitter, L – camera objective,  
O – measured object,  RS – rotation stage, D – detector, PC – central unit.  

a) b) 

                      
Fig. 5: Results of measurement of single mode fiber (1 pix = 0.2315 m): 

(a) reconstruction and cross section without radial run-out, (b) reconstruction and 
cross section with 129 m radial run-out.  
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The core diameter and difference of average refractive index between the 
core and the cladding of the reconstructed fiber from measurements with-
out and with radial run-out are equal adequately: φ = 9.03 m (39 pix), 
∆n=0.006 and φ=9.26 m (40 pix) (elliptical deformation occurs), 
∆n=0.005. However, as it is shown in Fig. 5b the semicircular shape in 
tomographic reconstruction which has its origins in the coherence noise is 
removed by introduction of radial run-out the proposed technique intro-
duces deformation of the measured object. The full uncertainty analyses 
for the case of the modified procedure have to be performed.  

5. Conclusions 

The novel method of reduction of the coherence noise influence on tomo-
graphic reconstruction reduction was proposed and verified by the numeri-
cal simulations and the experiment.   
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Abstract  

The measurement of long micro hole is often problem in contemporary 
technology. Particularly difficult is the measurement of micro holes of  the 
length to diameter (l/d) ratio higher than 10. The paper presents the new 
measurement method based on polar co-ordinate scanning with photon 
counter as a detector. When cylindrical micro hole is scanned with ellipti-
cal laser beam, and the hole axis and measurement device axis is not coax-
ial, the measurement results can be ambiguous and dependent on a dis-
tance between axes. This problem can be solved by expansion of results 
series into a Fourier series. The ratio of zeroth and first order coefficient of 
Fourier expansion, strongly depends on the distance between axes. 

1. Introduction 

Contemporary technologies make possible the production of small and 
long holes. The commonly used parameter in micro hole technology is 
length to diameter ratio (l/d). Holes made by photolithographic technolo-
gies (LIGA, DRIE), could have smallest dimensions of single microme-
ters, but its length is limited to 0,5 mm (DRIE), or 3 mm (LIGA). Another 
technologies like laser drilling, or EDM, ECM make possible the  produc-
tion of micro holes, but l/d ratio is limited for diameter smaller than 
approx. 30 m [1]. Measurement techniques, applied for such small ob-
jects are mainly microscope methods [2], but also special contact methods 
[3], volumetric, and diffraction methods. Measurement becomes very dif-
ficult when the hole is small and long (l/d>10). The new method presented 



in this paper enables measurement of holes of 30 – 100m (diameter), and 
l/d>10, with accuracy 5% of measured value 

2. Theoretical Considerations 

The proposed method consists on illumination of hole by specially shaped 
laser beam and measurement the radiation energy passing the hole. It is 
obvious that hole light transmission efficiency, understood as ratio of light 
radiation energy illuminating the hole, and passing through it, depends 
mainly on the hole geometry. The energy passing through the plane (2D) 
hole is described by following expression: 

            

Where: 
E – energy passing measured hole (expressed in pcs. of  photons) 
I(ξ,η,p1,…., pn) – distribution of illuminating light radiation energy (Fig. 1) 
Sh(x,y,r1,…, rn) – function expressing the hole edge (Fig. 1) 
ξ,η - co-ordinates in illuminating light beam system (input beam system) 
x,y - co-ordinates in measured hole system (output system) 
p1,…., pn – input parameters (diameter, position, orientation of input beam) 
r1,…, rn – parameters of function expressing measured hole edge 
However the above expression is valid for the plane objects it was proved 
[4] that, under some conditions, this dependency can be applied for three-
dimensional objects.  

Fig.1 Measurement idea scheme. 

light beam path 
measured hole edge 
Sh(x,y, r1...rn) 

light beam area 
I(ξ,η, p1...pn)

E

η y

xaxes shift 

(1)
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The most essential condition is small divergence (less than 0,1 mrad) of 
laser beam. 
Sh(x,y,r1,…, rn) is an unknown function and it can be represented by, for 
example as a polynomial. It results from (1) that  in order to get more than 
one of hole edge function parameters, at least one of input parameters 
(p1,…., pn) has to be variable. The simplest way to change one of the pa-
rameters pi is to move the beam. The principle of new method is to rotate 
the beam around particular axis so that, the beam can be considered as 
scanning in polar co-ordinates. It fits very well to the objects of radial 
symmetry ( the beam path has also the radial symmetry). As the result the 
function radiation efficiency vs. angle of rotation (Q(α)) is obtained, after 
that function Sh  and its parameters  (ri) can be calculated using numerical 
methods. 
The problem discussed in this paper concerns ambiguity caused by uncer-
tainty of the position of hole and beam rotation axis. It can be solved by 
expansion the Q(α) function to Fourier series and than examination the first 
to zeroth harmonic ratio. It is obvious that displacement between axes 
causes the increase  of first harmonic, unfortunately it results in the de-
crease of zeroth harmonic, so that only the ratio between them determines 
the axes distance. 

3. Measurement stand 

Measurement stand used in this experiment is shown on Fig. 2. The stand 
consists of laser 1 with beam expander 2, cylindrical lens motor 3, polariz-
ers used as density filter 4, beam splitter 5, measured hole 6, photon 

1 2 3

4

5 6

7

8

9
10

Fig. 2 Measurement stand for polar co-ordinate scanning method
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counter 7, additional density filter 8, reference photon counter 9, PC com-
puter 10. The laser beam is shaped by beam expander. The cylindrical lens 
is to transform circular beam to elliptical and its rotation makes the laser 
beam rotation. Two crossed polarizers are used to adjust the beam inten-
sity. Beam splitter splits beam into two parts, one of them passes the hole, 
and its energy is measured by photon counter 7. The energy of the second 
beam is measured by photon counter 9; the density filter 8 is used to de-
crease the level of light energy to the required level of photon counter. The 
measurement data are collected by PC computer. The measurement results 
(light efficiency) are given as ratio of data from two photon counters. 
As it was mentioned above, theoretically the incident beam should rotate 
around its optical axis and around the hole axis. However unavoidable un-
certainties of rotary movement and cylindrical lens shape, makes the beam 
path more complex. The path has been determined by CCD camera, and 
applied to calculation of hole real dimensions (Sh). Beam axis moves with 
very small apex angle, (less than 1 mrad) and so this error component was 
not taken under consideration. The beam dimensions was determined by 
the moving edge method as 100 x 160 �m. 

4. Results and Discussion 

Fig. 3a shows the measurement results of hole shown on Fig. 3b. The hole 
nominal diameter is 80 µm and the length (material thickness) is 3,5 mm. 
The hole position is located at the minimum first to zeroth Fourier ratio  
(±1µm point “0,0”on the graph in Fig. 5). Fig. 4 shows the light efficiency 
(Q(α)) measurement results after shifting the hole of 20 and 40 µm, from 
initial position (“0,0” point), comparing to the results for initial position. 
One can see that the line representing measurement results after 20 and 40 
µm shift differs comparing to line obtained in the point “0,0” (with mini-
mum first to zeroth harmonic ratio). This difference will create the meas-
urement errors, if the measurement device and measured hole are not coax-
ial.  
Fig. 5 shows the 3D graph first to zeroth harmonic ratio vs. hole position. 
There is local minimum in the point mentioned above as “0,0” and the line 
representing measurement results in this point (Fig. 3a) the best fits the 
hole shape shown on microscopic image (Fig. 3b). However small (-5 µm) 
systematic error has been observed. 
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Fig. 3  Results of hole measurement after recalculations taking real path of  beam 
move: a) dimensions  [µm] vs. beam position angle [degrees] b)  microscopic 

image of measured hole in transmitting light 

Fig. 4  Results of hole measurement, for increasing shifts between axes of hole 
and measurement stand. (light transmission efficiency Q(α)) [-]  vs. beam position 

angle [degrees]) 

5. Conclusions 

The above investigations indicated that, when applying the method with 
scanning in polar co-ordinate, the measurement results can be ambiguous 
and depends on the hole and the measurement device mutual position. 
However the Fourier analysis lets to determine the distance between axes 
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of hole and measuring device. The results of Fourier analysis can be used 
either to set the correct position of hole during the measurement, or to de-
termine corrections used for  further calculation of measurement results.  

Fig. 5  The first to zeroth harmonic ratio for various distances between nominal 
hole axis and nominal measurement stand axis. 

The above mentioned systematic error is not explained yet, and it will be 
the subject of further investigations. 
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Abstract  

Semiconductor light detectors are the part of vision and image processing 
systems. Pulse amplitude distribution of silicon avalanche photodiodes 
with photosensitive surface 7 mm2 is investigated using measurement 
computer system. Amplitude characteristics in the photon-counting mode 
are studied depending on the supplied overvoltage, laser intensity and pho-
tosensitive surface area. It is shown that changing the supplied overvoltage 
and photosensitive surface area causes increase / decrease of the peaks 
number on pulse-amplitude distribution curve due to several microplasmas 
in the region of space charge. 

1. Introduction 

Computer vision and pattern recognition systems require application of 
various combinations of optical sensors, laser rangers, microwave sensors. 
In this case very simple and inexpensive solution is utilization of charge-
coupled devices, manufactured as multiple-unit matrices, and photodetec-
tors with large area of the photosensitive surface. Progress of microelec-
tronics in the area of such image registration devices development ensures 
combination of the high resolution and high rate of imaging with the pos-
sibility for registration of separate photons. A single-quantum registration 
or the photon counting method is the most frequently used for registration 
of the optical radiation with the extremely week intensity by application of 
the solid-state photodetectors with the internal amplification [1]. 



An ordinary silicon photodetectors with large photosensitive surface areas 
possess sufficiently high thermoelectric noise, thereby preventing applica-
tion of the photon counting mode at room temperatures. Hence, the pur-
pose of this work is to show the possibility of realizing the photon count-
ing mode using photodetectors with photosensitive surface area up to sev-
eral square millimeters with a view to register very low intensity light. 

2. Experiment and discussion 

The avalanche photodetectors with a 7 mm2 photosensitive area were used. 
They featured a metal–resistive layer–semiconductor structure [2] based 
on single-crystal silicon substrate with a 1 Ω⋅cm resistivity. Thin undoped 
zinc–oxide film of n-type conductivity (d=30 nm, and ρ 1 = 107Ω cm) was 
locally formed, ensuring the formation of an iZnO–Si heterojunction and 
acting as a resistive layer, and ZnO : Al film (d� 0.5 µm, and ρ 2 = 10-3 Ω
cm) as a transparent conducting electrode. 
The photon–counting mode was realized with a passive avalanche quench-
ing circuit [2]. The photodetector acts similarly to a Geiger-Muller quan-
tum counter. Avalanche breakdown voltage Uav of photodetectors equals 
76.8 V. So called overvoltage ∆U = Us − Uav (Us – supply voltage) was 
used to analyze amplitude characteristics under variation of experiment 
conditions. Semiconductor laser with λ = 0.68 µm and focusing system 
were utilized to light the photosensitive area completely and in part. 
Hardware and software package comprising 100 MHz analog-digital con-
verter was used for registration of pulse amplitude characteristics in the 
real-time mode. 
Pulses with duration 1.0-1.1 µs and rise time less than 100 ns were ob-
served. Their amplitude A depended on supplied overvoltage. The pulse is 
called dark when avalanche breakdown initiated by electron as a result of 
thermal excitation. And the pulse is called signal when electron generated 
via photon absorption. 
Amplitude distribution of dark pulses was measured as a function of sup-
ply overvoltage (Fig. 1). The number of peaks on amplitude distribution 
increased as supply voltage rose. The similar picture was observed for the 
total process of dark and signal pulses. 
The number of peaks depends on homogeneity of photosensitive area and 
charge carriers multiplication region. Heterogeneities have different gain 
and account for avalanche pulses with different amplitude. Such heteroge-
neities in space charge region are called microplasmas. 
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Mean M and variance D were calculated versus supplied overvoltage for 
dark and signal pulses to characterize statistics of pulse amplitude (Fig. 2). 
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Fig. 1. Amplitude distribution of dark pulses for three supply overvoltages 
(1 - ∆U = –0.3 V; 2 – ∆U = –0.1 V; 3 – ∆U = 0.1 V) 

Fig. 2. Mean and variance of avalanche pulse amplitude versus supply overvoltage 
(1, 3 – dark pulses, 2, 4 – signal and dark pulses)
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The behavior of statistical parameters is similar in presence and absence of 
laser irradiation. The variations of mean and variance do not exceed more 
then 2-3 times. In this case operating mode is chosen according to the 
number of peaks and their magnitude. Demonstrate this fact. 
Amplitude distributions of avalanche pulses demonstrated shape changing 
as we varied laser stimulation area on photosensitive surface (Fig. 3). 
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Fig. 3. Amplitude distribution of avalanche pulses for ∆U = 0 V (1 – dark pulses, 
2, 3 – laser stimulation in different regions of photosensitive surface area) 

Each peak magnitude of the amplitude distribution depended on the laser 
beam position on the photosensitive area. By measuring number, position 
and magnitude of peaks it is possible to evaluate light intensity on the pho-
tosensitive surface. 

3. Conclusion 

Amplitude characteristics of avalanche pulses in silicon quantum detector 
with large photosensitive surface have been investigated for the purpose of 
using the devices in automatic vision systems operating in the photon-
counting mode. It was shown that imperfections in light detection and am-
plification regions resulted in variation of avalanche pulse amplitude. 
Therefore, such photodetectors containing several multiplication regions 

682 A. Baranouski, A. Zenevich, E. Novikov



may be used in the pattern recognition system under very low light inten-
sity. 
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Abstract 

The paper presents a novel approach to measure the parameters of quasi-
parallel plates in a Fizeau interferometer. The beams reflected from the 
front and rear surfaces lead to a complicated interferogram intensity distri-
bution. The phase shifting techniques (temporal and spatial) are proposed 
to process the interferograms and obtain a two-beam-like fringe pattern 
encoding the plate thickness variations. Further pattern processing is con-
ducted using the Vortex transform. 

1. Introduction 

The surface flatness of transparent plates is frequently tested in a conven-
tional Fizeau interferometer. In case of quasi-parallel plates, however, a 
common problem is the interference of more than two beams. They are 
reflected from the plate front and rear surfaces and the reference flat. Para-
sitic intensity distribution modulates the two-beam interferogram of the 
plate front surface [1,2] and makes the application of phase methods for 
automatic fringe pattern analysis [3-6] inefficient. On the other hand para-
sitic fringes contain the information on the light double passage through 
the plate. Several methods to suppress unwanted fringe modulations are 
available, for example: index matching treatment on the rear surface of the 
plate, short-coherence interferometry, grating interferometry, grazing inci-
dence interferometry and wavelength-scanning interferometry [1, 2]. 
In this paper we present preliminary investigations of a novel proposal of 
processing the interferograms of quasi-parallel optical plates. It is based on 



the observation that the two-beam interference pattern formed by the 
beams reflected from the front and rear plate surfaces only can be readily 
derived from the three-beam interference using temporal phase stepping 
(TPS) or spatial carrier phase stepping (SCPS) methods. The resulting sin-
gle frame pattern can be processed using the Vortex transform approach 
[7,8]. The phase distribution obtained maps the plate thickness variations.  

2. Principle and theory of the method 

The intensity distribution formed by the three interfering beams in the 
Fizeau cavity can be rewritten as:  
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Ar, Af, Ab, θr, θf and θb are the amplitudes and phases of the three beams, 
respectively. For notation brevity the (x,y) dependence of all terms has 
been omitted.  
The goal is to determine the parameters of a quasi-parallel plate such us 
the front surface phase θf and back surface phase θr using typical fringe 
pattern analysis methods. Using the phase shifting method with a mechani-
cal (PZT) phase shift one obtains the interferograms in the form: 
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where n = 0,1,2,3,.. and δ is the phase shift between frames. When the am-
plitudes of the beams reflected from the front and back surfaces are nearly 
equal (Af ≅ Ab) the terms before cosine terms in Eq. 2 are equal as well. 
Using trigonometric identities the intensity distribution becomes: 
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A new fringe pattern based on two fringe families multiplied by each other 
is obtained. It can be treated as a two beam interferogram with the bias 
described by the term D (constant) and the modulation distribution de-
scribed by the first cosine term. The modulation distribution carries the 
information on the plate optical thickness variations and the main cosine 
term gives the information on the sum of two surfaces. Using conventional 
techniques for fringe pattern analysis (TPS, SCPS), it is possible to evalu-
ate the information on the optical thickness variations separately. 
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Five mutually phase shifted interferograms, Eq. 3, acquired with the phase 
shift δ = π/2 and put into the standard TPS five frame algorithm [9,10] for 
modulation calculation give the modulation distribution Md in the form: 
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The calculated distribution may be treated as a fringe pattern without bias. 
However, in the form presented by Eq. 4 it cannot be analyzed due to its 
highly nonsinusoidal profile as it is a modulus function. To overcome this 
difficulty one can square the Md distribution and obtain: 
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The optical thickness variations of the quasi - parallel plate can be evalu-
ated from Eq. 5. As the presented fringe pattern cannot be intentionally 
modified, only the single frame analysis methods can be applied [7,11]. 

3. Fringe pattern analysis method 

In this Section the processing path of the three – beam interference pattern 
described by Eq. 3 is introduced, see Fig. 1.  

Fig. 1. Three beam interferogram processing path. 

In the first step the set of five to seven mutually phase shifted interfero-
grams (with δ = π/2) is recorded. If the TPS technique cannot be imple-
mented, the SCPS technique might be used. In this case only one inter-
ferogram, with intentionally introduced spatial carrier fringes, is sufficient 
to evaluate the desired parameters. Unfortunately the interferogram proc-
essing using the SCPS method provides lower accuracy than the TPS 
method.  
The next step in the three beam interferogram processing path is to calcu-
late the squared interferogram modulation distribution Md2. This can be 
performed with a specially derived TPS algorithm with high resistance to 
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interferograms 

Md2 - modulation 
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Fringe pattern bias 
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Vortex Transform 
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Information on opti-
cal thickness varia-
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the phase step error [12]. Detailed studies of systematic errors of the most 
common TPS algorithms applied to modulation calculations can be found 
in [13]. The modulation fringe pattern needs to be processed using single 
frame analysis methods. The method presented by Larkin et al [7,8] was 
chosen for calculations. This method, called the Vortex Transform (VT), is 
based on the two-dimensional Hilbert transform. 

4. Experimental results 

Experimental work has been conducted using the Fizeau interferometer 
with the reference element axially displaced by three PZTs placed along 
the optical element circumference (diameter of 50 mm). Figure 2 presents 
a three beam interferogram (one from the set of five phase shifted inter-
ferograms) of a microscope cover glass and the calculated squared modu-
lation distribution Md2. Figure 3 shows the quadrature signal of the fringe 
pattern (Fig. 2b) calculated using VT and the wrapped phase distribution 
with information about plate optical thickness variations.  

a)                                                      b) 

Fig. 2. Experimental three - beam interferogram (a) and the calculated squared 
modulation distribution Md2 (b). 

a)                                                      b) 

Fig. 3. Quadrature signal of the fringe pattern presented in Fig 2b (a) and the cal-
culated wrapped phase distribution (b).  

687Fizeau interferometry with automated fringe pattern analysis using temporal ...



5. Conclusions 

Preliminary investigations of a novel processing path of interferograms of 
quasi-parallel optical plates tested in a Fizeau interferometer were pre-
sented. The processing path is based on the observation that the two-beam 
interference pattern formed by the beams reflected from the front and rear 
plate surfaces only can be derived from the three-beam interference using 
either temporal (TPS) or spatial carrier phase stepping (SCPS) methods. 
The evaluated single frame pattern can be subsequently processed using 
the vortex transform (VT) approach. The phase distribution obtained cor-
responds to plate optical thickness variations. Experimental investigations 
corroborate the theoretical and numerical findings.  
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