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Preface

What is neurotechnology? We submit that neurotechnology is the pro-

animal systems on a new class of biomimetic machines. Thus neuro-
technology is a concept that applies both to processes as well as to
devices. As such, it requires a rather complete understanding of the
biological systems both at the biomechanical and the physiological
levels.

What is new about these robots? First, when compared to traditional
are relatively cheap, relying on small processors and novel actuators.
Third and most important, they have capabilities for dealing with novel
real-world environments such as the woods, the sea bottom, and the
air. In other words, they exhibit a behavioral set based on that of an
animal model. Animals have evolved to occupy almost any environ-
ment in which we might want to operate a robot, save outer space.
Thus the behavioral set of model animals provides a blueprint of how a
biomimetic robot might operate in any environment.

Neurotechnology is a nascent field and most of the enabling tech-
nologies are also emerging. Several research areas can be identified:

MYOMORPHIC ACTUATORS

Robots are traditionally built using geared motors (Kirchner, Spenne-
berg, and Linnemann, chapter 21 of this volume), which obligate the
designer to convert rotary motion to linear motion and make stiffness
regulation problematical. All animals use muscle to cause motion, and
the development of linear actuators that mimic muscle is key to the
development of truly biomimetic robots.

In May 2000, the Neurotechnology for Biomimetic Robots conference
reported the employment of several types of artificial muscle to actuate
robots. For example, Witting, Safak, and Adams (chapter 6 of this vol-
ume) have successfully used the shape memory alloy (SMA) nitinol




to construct artificial muscle for underwater robots. However, SMA
actuators use the bathing water to rapidly cool the muscle (increasing
its dynamic range) and are problematical for operation in air. An alter-
native is flexible pneumatic chambers that undergo a length change
when expanded and also allow proportional control (Quinn, Nelson,
and Ritzmann, chapter 20 of this volume).

Two investigators reported myomorphic actuators that operated
by electromechanical effects. Kornbluh and colleagues (chapter 7 of
this volume) have developed a muscle based on field-activated elec-
troactive polymers that feature high strains. These actuators generate
force and movement by expansion rather than contraction. A con-
trasting approach is provided by the electrostatic polymer MEMS
actuators developed by Horning and Johnson (chapter 8 of this vol-
pairs of muscle can be utilized to control both joint movement and
impedance. Several investigators describe the use of piezoelectric
actuators that mediate high frequency movements and are ideal for
miniature robots.

NEUROMORPHIC SENSORS

Typical robots employ sensors that utilize different coding princi-
ples than animal sensors. Animal sensors universally rely on a labeled
line code. Each sensory neuron encodes a particular sensory modal-
ity (light, pressure, chemical ligands, etc.) and senses that modality
over a particular receptive field or orientation relative to the body.
In addition, labeled lines may encode the intensity of the modality
in a frequency-modulated code. Animal sensors often employ range
fractionation where different labeled lines code for different ranges
of a scalar variable such as inclination relative to vertical (Cohen,
1955).

McGruer and colleagues (chapter 1 of this volume) describe a novel
application of MEMS cantilever microswitches to construct antennal
and flow sensors. Harrison (chapter 2), as well as Viollet and France-
schini (chapter 3), describe optical flow sensors that are used in ori-
entational control. Landolt (chapter 4) addresses the issue of moving
motion sensors. White, Mall, and Kauer (chapter 5) describe the devel-
opment of an electronic nose that discriminates odors using the same
mechanisms as the vertebrate olfactory system.

A major challenge of neuromorphic sensor development is specifica-
tion of labeled line codes and the establishment of behavioral releasers
that can reactively trigger elements of the behavioral library of the
vehicle. Releasers for orientational reflexes with regard to gravity, flow,
collisions, and so on, lie at the very core of achievement of reactive
autonomy.

Preface



BIOMIMETIC CONTROLLERS

Mammalian systems rely on neocortical mechanisms to mediate skilled
behavior acts. Many of the invertebrate models used for biomimetic
robots, however, lack these higher-order computational systems. In
these simpler systems, control is more highly distributed and relies
more on genotypic specification rather than on learning. This volume
contains descriptions of three types of control architectures. Barrett
(chapter 10) describes the development of evolved controllers where
a genetic algorithm is utilized to evolve control parameters relative to
a fitness function. Giszter (chapter 11) addresses the organization of
movement primitives around a set of modular organizers that may
be combined to generate more complex controllers. Ayers (chapter 12)

Most animals can be characterized in terms of an ethogram or set of
species-specific behavioral acts that define the response of the individ-
ior is problematical (Barlow, 1968) and is exacerbated when comparing
animal and robotic behavioral acts.

At present, most robots are teleoperated. In other words, telemetry is
utilized to present sensor status to a human operator, and the operator
in turn alters the operational status of the vehicle. Animals, in contrast,
exhibit reactive autonomous behavior resulting from continual sensor
input. Animals select behavioral acts from a behavioral library based
on specific releasers. Even teleoperated vehicles require some modicum
of autonomous behavior. For example, if the vehicle strays from its
effective communication path, it may need a set of behavioral acts to
mediate reacquisition of lost communications links.

One can divide the behavior of robots into world-map-based robots
that navigate relative to an internal representation of the surrounds,
and purely reactive robots that navigate on the basis of sensor feed-
back from the environment. The papers presented in this conference
addressed primarily the reactive component of autonomous behavior.
Moéller (chapter 25) modeled the role of visual landmarks in ant navi-
gation using a robotic implementation. Grasso (chapter 27) modeled
the olfactory navigation of a lobster mimic in odorant plumes. Dickin-
son, Tammero, and Tarstino (chapter 28) and Srinivasan (chapter 29)
examined the role of optical flow in fly and bee navigation and sac-
cades. Webb and Harrison (chapter 26) modeled phonotaxis in a robotic
cricket and also examined the role of fusion of phonotaxic inputs and
optical flow.
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Together, these contributions provide a new synthesis of neuro-
technology that defines a pathway to truly autonomous robots. We
submit that neurotechnology will evolve into the same relationship
with neurobiology and biomechanics that biotechnology has to mole-
cular biology.

Joseph Ayers and Joel L. Davis
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Introduction

Living systems offer almost endless inspiration for the design and fab-
rently facing robotics, providing solutions that serve as local optima
from which to study and extract useful principles. Robotics is inher-
ently a multidisciplinary activity, requiring the integration of such fields
as engineering, control theory, sensory fusion, and behavior. The effort
to bring biomimetics to robotics further demands an understanding and
extraction of useful componentry of living systems such as neural cir-
of multifunctional systems. In living systems, these come together to
allow for highly functional behavior across an amazing scale of com-
plexity and size. As our societal expectations grow for robots interact-
ing with and substituting for human form and function, the hope
increases that biomimetics will impact a greater functionality to robotic
systems.

One of the key challenges of current robotics is mobility and manu-
verability over complex and unplanned terrain. Most systems are cur-
rently limited to wheels and tracks that have very limited ability to
climb or adapt to rough terrain. This provides a rich landscape for bio-
mimetic roboticists: biological systems demonstrate incredible mobility
and manuverability over land, water, and in air. Many integrated struc-
tural and functional components enable this capability. As one example,
appendages (legs, wings, arms) used by living systems are used to
move and manuever in environments, utilizing the combination of force
dynamics (hydrodynamic, aerodynamic, gravitational) and neuronal
control. This requires accurate sensing and perception of the body in
the environment with subsequent interplay with neuronal and me-
chanical biosystems. These principles provide useful inspirations for
design of mobile robotic systems, many of which are presented in this
compilation. Significant advances in understanding the dynamics of the
use of appendages from biomechanical and neuronal systems has led to
a new age of highly mobile and maneuverable robots. This capability
is critical for applications that, for example, reduce potential hazards




to humans, such as ordnance detection and removal, utility repair and
maintenance, and surveillance over rough terrain.

Target recognition in highly complex backgrounds is another area of
considerable activity in biomimetic robotics. Evolutionary pressures in
nature have led to highly developed systems for finding food, identi-
fying reproductive targets, and avoiding predation in both individuals
and social groups. These principles have provided a rich ground for
study and implementation in robotic systems. The development of
highly specific and sensitive sensors that can be integrated into robotic
platforms offers the potential for significant increase in functionality in
this context. This can be achieved through organic sensing, such as in
the better placement of a foot through tactile or visual sensors or de-
tection of an obstacle to avoid or navigate. In addition, the integration

different users” needs. For example, highly sensitive detectors of explo-

sive and other chemical compounds can now be integrated onto a mo-

bile platform for detection of ordnance and other hazardous chemicals.

Such advances in robotics will certainly lead to wider deployment in

a variety of applications. For the Department of Defense, the additional

mission capabilities that robotics offer are continuing to be explored.

T ctud beati 1 tof ] , 1

those that complement military operations. Many of the technological

advances envisioned for robotics (mobility, sensing, autonomy) are

useful attributes for defense applications as well as the other significant

uses for robotics. It is clear that the application of biological inspiration

to the robotics field will enable many of these technological advances
and result in the wider use of robotics.

Alan Rudolph
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Advances in the Development of
Biomimetic Sensors, Actuators, and
Controllers

Alan I. Selverston

Advances in bioengineering have led to a renewed interest in bio-

tonomous mobile robots that can operate in real-world environments,
sometimes harsh, and carry out tasks that would be impossible or dan-
gerous for humans. This précis covers some of the important work
presented at the Neurotechnology for Biomimetic Robots conference
held in Nahant, Massachusetts in May 2000. This research suggests
that although reasonable progress is being made, the challenge of
tuplicatine fund I bioloeical o] —— iom:
sensation, and decision making with inanimate materials is consider-
able. Even more daunting is the conversion of the physiological
mechanisms underlying these phenomena to electrical or mechanical
engineering design methods. The problem is not only one of mis-
matched media, but also that the basic biological mechanisms under-
lying the phenomena we wish to duplicate in hardware are not yet
fully explicable. A mechanical or electronic device that has the ap-
pearance of duplicating animal behavior, but in fact is working with
a structural or computational plan that is completely nonbiological, is
simply a toy. Devices that utilize biological principles such as olfac-
tory coding, central pattern generation, or reflex arcs begin to capture
the true meaning of the biomimetic approach. The Nahant meeting
presented a mix of these two methods for the development of bio-
mimetic robots.
As pointed out in the introduction to the meeting, “animals have
evolved to occupy every environment where one might wish to operate
a robot.” In the course of this evolution, most animals have developed
rather common mechanisms for generating behavior despite differences
in particular environmental conditions. These mechanisms can be sim-
plified into three fundamental components: sensing the physical envi-
ronment and converting it to a neural code; central processing of this
coded information; and motor code for generating movements. All of
these interactions can be related in the following way: The components
of biological behavior are all integrated and controlled by the neural



circuitry of the central nervous system (CNS). Buried within the CNS
are ensembles of neurons called central pattern generators (CPGs) that
give rise to rhythmic behaviors such as walking, flying, and chewing.
The CPGs give meaning to the sensory inputs, which enter the CNS as
massive parallel streams of firing patterns, by directing the muscles in
a way that produces meaningful behavior. An important aspect of the
neurons that constitute these circuits is that they are not static entities.
The biophysical properties of each neuron, as well as most of the syn-
apses, are in a continual state of flux as a result of their own activity
and the actions of neuromodulatory substances that surround them.
Nevertheless, identifiable neurons of invertebrates have demonstrated
clearly that under precisely similar conditions, a particular neuron will
behave the same way throughout the life of the animal—that is, it has

erties to remain the same over a long period of time. Biological neurons
process both digital and analog information, relying heavily on the
plasticity of synapses to adapt the circuits to meet particular needs and
also to store information (learn). Note that the behavior itself gives
rise to feedback to the motor neurons and CNS as well as activating
mechanoreceptors in the joints and muscles.
machines, we should consider what we presently know about the biol-
ogy of goal-directed behavior. If a robot is to be more than a toy, it
should not only be autonomous (and we seem to be a long way from
untethered robots) but also be able to accomplish something useful in
the face of unforseen obstacles (i.e., be able to make survival-based
decisions).

Neurobiologists over the past thirty years or so have made enormous
progress in describing the neurobiological mechanisms at both the sys-
tems and the cellular level. The field of neuroethology especially has
advanced our understanding of how behavior per se is produced by the
nervous system and is arguably the most influential discipline in terms
of biomimetic robotics. But the extent to which biology can inform
roboticists depends on paying attention to a biological schema such as
I have illustrated and to the level of function one hopes to achieve in
representing biological mechanisms in hardware. The argument is often
made that trying to accomplish this goal may not be the best approach
to take because there are not yet good analogues of biological media
available. A hybrid mechanism—that is, one that is in part biologically
based and in part based on engineering principles—may at present be
the best route to achieve success in fabricating biologically inspired
devices. But if this argument is pushed to its extreme, one finds that
the inability to adequately mimic biological components constrains the
performance of the robot to the performance criteria of a mechanical
device. Put another way, not even DARPA (Defense Advanced Re-
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search Projects Agency) is going to confuse these robotic machines with
the living thing and much more development is necessary before such
devices are mission ready.

Biomimetic robotics is a pointed example for the need to do much
more basic research in neurobiology and engineering. In neurobiology,
we actually know very little about the circuits that function in the brain
in terms of neuron-to-neuron interactions. In engineering, there are still
no electronic circuits capable of generating complex behaviors and only
preliminary ideas for mimicking primary receptors capable of trans-
duction with the range, sensitivity, and adaptability of biological sen-
sors. One of the most serioius deficits is developing actuators that have
the complex properties of muscle. Although many attempts at manu-
facturing artificial muscle are underway, the control parameters avail-

in controlling biological muscle, and their mechanical properties are
not even close in terms of elasticity, strength, and speed. Nevertheless,
the idea of deriving “inspiration” from biology is popular, and little
progress will be made in the field of biomimetic robotics unless we
proceed with what is available.

—  NEURAL CODING MECHANISMS AND ROBOTICS

In the area of neural engineering, the mechanisms for moving informa-
tion around are based on hard physics. The coding process used by the
nervous system is both analog and digital and relies heavily on bio-
chemistry and ionic conductances. The timing of the digital events
(spikes) and the channels through which these events are carried out
play a fundamental role in how sensory information is sent to the ner-
vous system; how the CNS deals with it in terms of recognition, memory
formation, and action; and how rhythmic and episodic (unique) motor
patterns are produced. There is no possibility of engineering these
features into biomimetic robots at the moment. Robotic signaling is
accomplished by electronic and digital circuitry. Sensors send elec-
trical currents, proportional to the intensity of the stimulus, some-
place into the robot’s computer where it can be acted upon, usually in
the form of simple feedback loops. Actuators receive patterned signals
that make them shorten at the appropriate times. Controllers are gen-
erally small computers programmed to generate the motor patterns
for different behaviors. The challenge of developing silicon brains
that can interact meaningfully with the environment is still a long way
off. Nevertheless, there are a host of robotic devices than can walk,
swim, and even fly. And in addition, there are devices that can sense
important environmental variables or obstacles, and small com-
puters that can be used to exert some primitive control over these
devices.

5 Neurotechnology: Overview



Sensors

Biomimetic sensory arrays that can inform an autonomous robot about
its external and internal environment would, in principle, respond to
the same modalities found in animals. For specialized tasks such as
locating toxins, weapons, or for general surveillance, sensors could be
incorporated that are not found in biological systems. For long-term
autonomous behavior, however, most of the sensors would have to
function in a way similar to that of their biological counterparts.

The primary sensory receptor neurons of animals are highly spe-
cialized to convert the intensity and temporal properties of particular
stimulus energies into neural codes that can be fed into the central
nervous system as massive parallel streams of information. The recep-

1 | site] i ‘ le. pl

respond to a single quanta of light, chemoreceptors to single molecules,
and mechanoreceptors in the human ear to oscillations smaller than
the diameter of a hydrogen atom. Although the specificity of receptor
cells is never absolute, they are generally classified as chemoreceptors,
mechanoreceptors, photoreceptors, thermoreceptors, or electrorecep-
tors. The biological receptor cells show an amazing variety of shapes
1 ¢ ed £ onallv by ¢
such as pacinian corpuscles or cochlear hair cells. The biological trans-
duction process converts stimulus energy to neural activity by setting
up generator potentials that can be quite complex but in general have a
threshold, a dynamic range that is proportional to the log of the stimu-
lus intensity and a region where the cell is saturated. These localized
potentials are due to changes in ionic conductances across the receptor
cell membrane. This potential generally depolarizes the cell to the point
where action potentials are elicited and transmitted to the CNS. So
while the stimulus intensity is initially represented by the amplitude
of the generator or receptor potential, it is recoded into the form of
frequency-modulated action potentials. This method is the same for all
sensory signaling in animals. How the brain interprets which modality
a particular stream of action potentials represents depends upon which
area of the brain receives the information. For every sensory modality
there are reserved pathways (labeled lines) that have specific termina-
tion sites in the brain.

Two final points that distinguish biological sensory processing. Many
sense organs do not simply supply the CNS with information in a
centripetal direction, but receive feedback from downstream sensory
receptors as well as centrifugal signals from the CNS. Efferent control
of stretch receptors, for example, determines their sensitivity and dem-
onstrates that the CNS actively participates in the flow of sensory
information it receives. In addition, some abstraction of the sensory in-
formation occurs peripherally as a result of sensory filtering. The best

6 Alan I. Selverston



example of this is center-surround responses, which occur at the level
of the retina as well as centrally.

At the Nahant meeting, sensors were proposed for biomimetic de-
vices for almost all modalities. Microelectromechanical systems (MEMS)
touch sensors were fabricated for sensing touch and water flow in
underwater robotic vehicles (McGruer et al., chapter 1 of this volume).
A bending sensor was fabricated, for example, that can be built into
an artificial antenna for use in a walking robotic lobster. A low-power
visual motion sensor based on very large-scale integration (VLSI) tech-
nology, and using fly vision for the basis of the design, was built by
Harrison and his colleagues (chapter 2) and used to steer a wheeled
robotic vehicle based on optical flow. For both of these devices the
output was a time-varying voltage signal sent directly to the controllers

— ot the tworobotie platferms.— — —— — — — — — —

Viollet and Franceschini (chapter 3) have elaborated this idea beauti-
fully by building a flying model aircraft whose position could be stabi-
lized in the yaw plane by a small optical sensor that scans the visual
field with variable angular speeds. The output voltage becomes a func-
tion of the position of some contrast feature in the field, so by making it
part of a visuomotor control loop, it can stabilize the model plane with
presented the idea of biological eye movements to inspire a scanning
visual sensor based on the oculomotor system, as yet untested. Here it
was quite clear that much more in the way of biological principles must
be found before such a visual sensing device can be used to provide
visual input to a mobile robot.

Perhaps the most successful biologically inspired device was an arti-
ficial nose described by White, Mall, and Kauer (chapter 5). Based on
the principles gleaned from a long-term study of olfaction in sala-
manders, they constructed a device that had an array of broadly tuned
sensors and a pattern-recognition algorithm for processing the sensor
output. Instead of a biological transduction mechanism, however, the
artificial nose produced changes in the fluorescence properties of spe-
cial polymers when exposed to certain compounds such as explosives
—nonbiological but useful.

Actuators

Although we have no idea what the voltages emanating from bio-
mimetic sensory devices “represent” to the robot, they can nevertheless
be part of actuator feedback loops that generate movement. From a bi-
ological point of view, we have the inverse situation from that described
for sensory processing. Patterns of impulses generated by the CNS and
modified by sensory inputs are carried in the motor nerves by similar
labeled-line mechanisms to motor units in the periphery. A motor unit

7 Neurotechnology: Overview



is a bundle of muscle fibers and the single axon that innervates the
bundle. The movements themselves produce sensory feedback (from
the muscle stretch receptors) reflexively to the motor neurons and, via
other ascending pathways, provide information about the movements
to the brain. In addition, biological muscle, like sensory receptors, come
in many physiological types in terms of contraction speed and resis-
tance to fatigue. Muscles also demonstrate properties like elasticity
and compliance that are hard to duplicate with hardware. But perhaps
their most complex feature is the fine and coarse movements muscles
can make under precise neural control. Unlike mechanical actuators,
the control of contraction velocity and tension depends on the fre-
quency of motor neuron firing and the number of motor units activated
in each muscle respectively.

Unkil " whicl : micked. i .
well with hardware, nothing on the horizon comes close to duplicating
the properties of biological muscle. Nevertheless, a large number of
devices can produce movements and these devices can be turned on
and off by software programs that mimic the motor centers of the brain
and spinal cord. Research aimed toward developing more biological-
like artificial muscle is a growing field and it is likely that more realistic

Several possible new approaches for use in mobile robots were put
forward at the meeting. For example, Witting, Safak, and Adams
(chapter 6 of this volume) described an actuator for the leg movements
of an underwater lobster based on the thermal properties of nitinol, a
Ni-Ti (nickel-titanium) shape memory alloy that shortens when a cur-
rent that heats the wire is passed through it. The wire generates heat
that must be dissipated, so it is well-suited for marine applications and
does a creditable job in moving the legs of a mechanical lobster.

Another interesting approach is to use electroactive polymers as
described by Kornbluh and colleagues (chapter 7). They discussed a
dielectric elastomer that has high strain, high energy densities, and fast
response times. Artificial muscles made of this material were success-
fully used to produce motion in a hexapod robot inspired by cockroach
walking.

A similar polymer-based actuator was described by Horning and
Johnson (chapter 8), which has many properties similar to biological
muscle. Although the testing of artificial muscle made of this polymer
looks promising, it has not been examined thoroughly enough to know
if it would work in biomimetic robots under real-world conditions. The
least biological, although possibly the most useful device presented,
was a piezoelectrically actuated robot described by Goldfarb and his
colleagues (chapter 9). Here, locomotion could be generated by vibrat-
ing the device at a frequency that causes the robot to move quite effec-

8 Alan I. Selverston



tively, but its lack of control parameters would suggest only limited
usefulness.

Controllers

Controllers of autonomous robots must not only supply patterned in-
formation to properly sequence the operation of actuators, but they also
must be able to respond to sensory inputs in a way that can modify the
motor patterns appropriately. Further, the controllers must function as
a “brain” storing “memories” that can be referred to during normal
operational activities. One should note that the biological brain devotes
a large amount of its circuitry to generating smooth elegant movements

with mechanically efficient trajectories. In addition to smoothness, the

stantly in response to environmental perturbations. The traditional
view of robots—stiff, rigid machines that show jerky and rather ste-
reotyped movements—is largely because of the lack of circuitry in the
controller systems that might provide the information to mimic the
graceful behavior of animals.

Control architectures based on known invertebrate circuits (none are
patterns common to most locomotory robots. Such electronic brains are
likely to revolutionize the control of walking machines, particularly
if the muscle question can be solved. The Neurotechnology for Bio-
mimetic Robots conference presented several new biologically inspired
ideas for controllers. One approach to adjusting control parameters was
suggested by Barrett (chapter 10). He used genetic algorithms to opti-
mize body controllers for a robotic fish (RoboTuna). The method was
described in detail, although its usefulness in fine tuning the perfor-
mance of swimming movements has not been tested. Another route to-
ward producing biological-like control mechanisms was described by
Giszter (chapter 11). Here, force-field primitives were considered as the
building blocks of movements and a framework for their use in muscle
control was presented. The work at this stage is highly theoretical,
however, and how it plays out practically, when tested experimentally,
remains to be determined.

Certainly the most biological of the controller systems presented was
the one proposed by the conference organizer, Joseph Ayers (chap-
ter 12). Based on an experimentally derived central pattern generator
(CPG) circuit for lobster locomotion, a computer program was designed
to produce many forms of ambulation for a submersible robotic lobster.
Here, the challenge of using a biologically inspired CPG to control niti-
nol actuators while at same time being able to respond to perturbations
in the environment was met with a surprising degree of fidelity.

Neurotechnology: Overview




CONCLUSIONS

It is clear that great strides are being made in biomimetic autonomous
robots, but there is no question that the field is still in its infancy. From
the point of view of biologists, building such robots represents one form
of modeling, proving how well we understand a system. Much more
informative than a computer animation, actually constructing a walk-
ing animal pushes our understanding of the underlying principles to
the limit. The conference was successful in pointing out where devel-
opment efforts would be best applied in order to realize a workable
biomimetic autonomous robot capable of carrying out a successful
mission.
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Contact /bending sensors and flow sensors have been designed, ana-

(MEMS) technology. These sensors are to be used on ambulatory un-
derwater robotic vehicles, such as lobsters and scorpions. This chapter
will focus on the design and testing of contact/bending and flow
sensors for the lobster robot. The contact/bending sensors are to be
mounted on the lobster robot’s flexible antennae in order to provide it
with a sense of touch. The MEMS flow sensors will allow the lobster to
family of MEMS sensors described here act as simple on/off switching
devices and thus have the advantages of lost cost, low power con-
sumption and simplicity in integration with the electronics.

One of the greatest threats that military troops face during coastal
operations is the presence of sea mines. These mines can be located
either in the surf zones along the coast or in the open water. The mines
in the surf zones pose a serious threat to landing troops, while mines in
the open water threaten ships. Unlike the situation with land mines,
there are few devices in existence that can detect sea mines. Thus the
ability to detect and destroy sea mines would be of great benefit to both
military and civilian populations. To accomplish this objective and re-
duce the risk to human life, an inexpensive, ambulatory robot is being
designed to detect mines on the ocean floor. Clearly, a traditional robot
would have great difficulty in navigating along the sandy and rocky
bottom of the ocean floor.

Because lobsters have evolved over hundreds of thousands of years
to survive in this aquatic environment, the robot’s design and behavior
are patterned after those of a lobster. A real lobster is able to search for
and recognize prey; the lobster robot will search for and classify objects
as mines. In order for the robot to be biomimetic and survive in its un-
derwater environment, it should have artificial senses so that it can ex-
plore with its antennae, feel the ground that it is walking on, sense if it
is tilted at a large angle or flipped over, or sense extreme currents in the
ocean and make appropriate adjustments.



Real lobsters navigate using their sight as well as their antennae.
Experiments demonstrate that blindfolded lobsters [1] can navigate
around obstacles using their antennae alone—when the antenna con-
tacts an obstruction it bends; it is this bending that the lobster senses.
The biomimetic lobster robot will mimic this behavior. Real lobsters
detect flow through the bending of small hairs located in pits in its
claws. The flow sensors on the lobster robot will mimic this behavior.

This chapter will focus on the contact/bending and flow sensors
used in the lobster robot. A review of such existing sensors will be
presented. The concept of microelectromechanical systems (MEMS)
sensors will be introduced and used as the basis of the design of con-
tact/bending and flow sensors. The analysis, fabrication, and testing of
these MEMS devices will then be presented.

CONTACT/BENDING SENSORS
Existing Bending Sensors

Devices used to detect bending or deflection of a substrate have existed

for many years. Whether an application calls for a bending, tactile,
‘ 4 ciple of . f N

strain. Once strain is measured, other information such as the deflection

or force can be calculated. All bending or force sensors that exist to date

can be roughly categorized as thin-film metal foil strain sensors, piezo-

resistive sensors, or capacitive array sensors.

With a conventional Wheatstone bridge, each of the three devices
mentioned above can be used to measure strain. The advantages of
these types of devices are their accuracy and their ability to measure
a continuous range of strain. Their main disadvantages are that they
need a continuous source of electrical power during operation and that
the information collected requires processing due to the continuous
range of sensitivities supplied.

NUMEM Contact/Bending Sensor

It was decided to use bending sensors on the lobster antennae that
closely resemble switches rather than traditional gauge sensors. During
operation, the switch is not drawing current from the battery until the
antenna is bent to a radius sufficient to activate the switch. Processing
of the information from these switch sensors is much simpler than for
traditional strain sensors. When a particular switch is activated, it can
then activate a particular response.

The switch-type contact/bending sensors have been fabricated using
the Northeastern University metal micromachining (NUMEM) process
[2]. The contact/bending sensor is a gold cantilever beam (figure 1.1a)

14 Nicol E. McGruer et al.
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Figure 1.1 (a) A standard sensor with the source and drain. (b) Illustrates the closing of
the switch by bending the substrate.

that is surface micromachined on a very flexible and thin silicon sub-
strate. By attaching the thin silicon substrate to the antenna of the lob-
ster robot, bending of the antenna will also bend the silicon substrate.
Thus it is possible to design a switch that closes when the silicon sub-
strate deflects to a certain curvature. Figure 1.1b illustrates how a
switch will close by bending of the silicon substrate.

The sensors are to be placed inside the antenna of the lobster; there-
fore, the sensors have to be designed to fit in that small space. Because
each cantilever switch can only detect one curvature, multiple switches
are needed to detect a range of curvatures.

The design requirements for these contact/bending sensors are the
ability to detect a range of radii of curvature and the capability of
withstanding a stiction force as high as 100 pN. The 100 pN force was
chosen because it was previously determined that electrostatic switches
similar in design to these contact sensors required a release force of
about 50 to 75 uN to operate consistently [2]. The design constraints are
that the beam thickness is 8 pm and the switch gap is 0.25 um. By using
these design requirements, design constraints, and a desired detectable
radius of curvature, we can determine the width and length of each
switch or beam.

NUMEM Fabrication Process The bending sensors will be fabricated
using the NUMEM process [2]. The NUMEM process uses surface
micromachining to deposit, pattern, etch, and plate various metals to
fabricate a microswitch. The schematic shown in figure 1.2 illustrates
the basic processing steps. Figure 1.2a shows the metal deposition,
patterning of the photoresist, and dry etching steps used to produce the
source and drain. Figure 1.2b shows the deposition of the copper sacri-
ficial layer, patterning, and etching steps used to produce the base and
tip of the sensors. Figure 1.2c shows the patterning of the beam, plating
of the beam, and removal of the sacrificial layers to release the sensor.
Examples of standard contact/bending sensors, fabricated from the
NUMEM process, can be seen in figure 1.3. In figure 1.3, the switches

Biomimetic Flow and Contact/Bending MEMS Sensors
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Figure 1.2 Schematic of NUMEM microfabrication process.

Figure 1.3 SEM micrograph of two different length standard contact/bending sensors;
each sensor measures a different curvature.

share the same source electrode located on the lower right and separate
drains located on the upper left. There is a gate under both beams for
electrical testing purposes.

Antenna Design The design of the lobster antenna is based on the
desire to mimic a real lobster antenna, specifically the flexibility of the
antenna and the function it serves as a contact sensing device. Other
desired characteristics are that the antenna be relatively easy and inex-
pensive to produce. A drawing of the antenna design is shown in figure
1.4. Each antenna is composed of two halves of machined PVC sheets.
Polycarbonate had been used initially but was replaced by PVC in order
to eliminate some of the adhesive outgassing problems encountered
with polycarbonate. Each of these sheets is 15 mils thick with a milled
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Figure 1.4 Polycarbonate antenna with the location of the contact/bending sensors and
flexible circuit.

slot 5 mils deep. The bending sensors and the flexible circuit (with a
polyimide substrate) used for the electrical connection are mounted to
one half of the antenna. There are three sensors located at each of three
locations as shown in figure 1.4. The second half of the antenna is
bonded to the first half, sandwiching the sensors and the circuit. The
milled slots on both halves of the antenna serve as housing to isolate
the sensors and circuit from the sea water.

An antenna will be bent by contact with an obstacle. However, suffi-
cient water flow will also cause antenna bending. How then does the
lobster robot distinguish between bending due to contact and bending
due to flow? The cross-section of an antenna of a real lobster is tapered.
An analysis [3] has shown that it is the taper of the antennae that
causes its deflected shape due to contact to differ significantly from its
deflected shape due to flow.

One of the difficulties in processing is the use of 100 pm silicon
wafers in fabrication. These thin wafers are prone to breakage but are
needed in order to allow the die to be easily bent by an antenna. A
second problem is the amount of labor involved in the antenna assem-
bly process. Processing on a plastic substrate is being explored to help
with both problems. The concept is that the entire antenna tip, with all
bending sensors, would be fabricated as a single unit. A number of
these tips would be contained on each plastic wafer. Each tip would
have the full contact and flow-sensing capabilities of the current an-
tenna design, but at a much lower production cost, and with higher
reliability. This fabrication method is being explored for use as the
next-generation antennae and sensors.

Radius-of-Curvature Calculations The first step in designing both of
these contact sensors is to develop the relationship between the length
of the switch and the radius of curvature that it will detect. Because the
length of these sensors is very small, it is assumed that the substrate
below each switch deflects into a circular shape. The relationship be-
tween the switch length and its sensitivity can be obtained using

Biomimetic Flow and Contact/Bending MEMS Sensors
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Figure 1.5 Radius of curvature for contact vs. switch length.

R?=1%+Y? (1.1)

where R is the radius of curvature, L is length of the switch, and Y is
the vertical location of the switch tip from the center of the circle. The
value of Y in terms of R and the switch gap & (h is 0.25 pm) is

Y=R-—h (1.2)

Substituting equation (1.2) into equation (1.1) and neglecting /2 results
in

L= V2Rh (1.3)

which relates the detected radius of curvature to the switch length.
Equation (1.3) is used to generate figure 1.5, which shows detected
radius of curvature versus switch length. It shows that the sensitivity
of the switch increases parabolically with switch length.

Cantilever Beam Design The base of the beam is attached to the
source electrode, which is attached to the silicon oxide substrate (figure
1.1). The beam is approximately 0.5 pm above the silicon oxide sub-
strate and the tip height is approximately 0.25 pm, resulting in a switch
gap of about 0.25 pm.

The theoretical calculations for the cantilever design were based en-
tirely on small deflection Euler-Bernoulli beam theory. The deflection of
the end of a cantilever beam with an end load is

PR

T

(1.4)

where £ is the switch gap, P is the 100 pN stiction load, L is the length
of the switch, E is the elastic modulus of the beam, and I is the area
moment of inertia given by

1
I= Ewﬁ (1.5)
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Figure 1.6 Plot of width vs. length for the standard cantilever sensors.

where w and t are the width and the thickness of the beam, respec-
tively.

In equations 1.3 and 1.4, the two unknowns are L and I. Thus, if a
specific sensitivity is desired, the length of the switch to achieve this
sensitivity can be obtained from equation 1.3 (figure 1.5). Then the area
moment of inertia (I) and hence the width of this beam required to sat-
isfy the stiction condition can be calculated using equations 1.4 and 1.5.
These values of width versus length are plotted in figure 1.6.

In figure 1.6, the straight line represents a width-to-length ratio of
one. The other line represents the width that is required to satisfy all of
the design requirements and constraints for a given-length switch. The
dashed vertical line indicates when the width of the switch becomes
larger than the length of the switch. From figure 1.6, it was determined
that a switch length greater than 200 pm was not practical. For exam-
ple, a 300 pm-long switch would have to be more than 1 mm wide to
satisfy the design requirements and constraints. Therefore, the standard
cantilever sensor is limited to a length of less than 200 um, which cor-
responds to a radius of curvature of less than 80 mm.

Cantilever Beam with Stopper Design The stopper sensor design
(figure 1.7) is similar to the standard sensor except that it uses a stopper
to help extend its sensitivity. In operation, the stopper sensor is similar
to the standard sensor except during the unloading process, when the
stopper comes in contact with the substrate to pry the beam off the drain.
The stopper comes into contact with the silicon oxide, making the beam
stiffer in the unloading process by shortening the effective length of the
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Figure 1.7 (a) A stopper sensor electrically closing via substrate bending. (b) Stopper
making contact with the substrate during unloading to pry the beam off the drain.

beam. During loading, the effective length of the switch is the length
from the base to the tip. Another feature of the stopper sensor is that
the cantilever beam switch has two different widths. The stopper is
located at the junction of the thin beam to the thick beam.

One of the key concerns during the design process was what would
happen if a sensor is bent far beyond the radius of curvature that it was
designed to detect. If this happens, the switch may plastically yield or
the contact force may be so high that the switch will stick shut, even
after the substrate returns to its completely flat position. Calculations
show that both the standard and stopper sensors will not yield when
the substrate is bent to a radius as low as 3 cm. Also, the standard sen-
sor will have a contact force directly proportional to the deflection of
the tip. However, the thin beam on the stopper sensor has a very low
stiffness and as a result, overbending will not cause a high contact force
between the tip and drain.

The stopper sensor design allowed sensors to be designed with beam
lengths up to 300 pm. This beam length can measure a radius of curva-
ture of 180 mm. Therefore, the stopper design increases the range of
sensitivity that can be detected while still supplying sufficient retrac-
tion force to overcome stiction.

Test Fixture To test the accuracy of these contact/bending sensors,
we created a fixture to activate the sensors and measure the radius of
curvature. The fixture uses two stands or mounting fixtures that are
attached to a linear slide. One stand holds a laser light source while the
other holds the test specimen. The test specimen adheres to the matted
polycarbonate sheet and is wire-bonded to a flexible circuit. The circuit
is wired to light-emitting diodes (LEDs). With a small electrical source,
the LEDs will light up when the sensors close.

To measure the radius of curvature of a specimen, the laser light is
directed onto the specimen at a slight angle in a manner in which the
reflection off the silicon oxide is visible on the surface of the stand
holding the laser. The radius of curvature of the specimen is obtained

Nicol E. McGruer et al.



by moving the stands along the linear slide until the reflected light off
the specimen is focused into a point. Once the reflected light is focused,
the radius of curvature is twice the distance between the specimen
and the surface it is focused on.

Test Method The testing of the sensors was limited to the testing of
three sensitivities. For simplicity, the following notation is used:

« Switch 1 is the most sensitive sensor with an ex

of 8 cm.

+ Switch 2 is the second-most sensitive sensor with an expected contact
radius of 5.1 cm.

+ Switch 3 is the least sensitive sensor with an expected contact radius
of 3.2 cm

Test 1: The first test is to measure the radius of curvature at which
switch 1 is activated and deactivated. This procedure was repeated ten
times. The ten measurements were used to determine the accuracy and
repeatability of switch 1.

Test 2: The second test measures the radius of curvature at which
switch 1 is activated and then proceeds to activate switch 2 and record

21

its radius of curvature for contact. Upon unloading, the radius of cur-
vature at which switch 2 and switch 1 are deactivated was also recorded.
This procedure was repeated ten times. The ten measurements were
used to determine the accuracy and repeatability of switch 2. This test
will also help determine if the performance of switch 1 is affected by
overbending during the activation of switch 2. Test 2 is the first dy-
namic range test for switch 1.

Test 3: The third test is similar to test 2. The radius of curvature at
which switch 1, switch 2, and switch 3 are activated was recorded in
sequence. Upon unloading, the radius of curvature at which ail three
switches deactivated was also recorded.

This procedure was repeated ten times. The ten measurements were
used to determine the accuracy and repeatability of switch 3. This test
was also used to help determine if the performance of switch 1 and 2
were affected by the overbending that occurred during the activation of
switch 3. Test 3 was also used to help determine the dynamic ranges of
switch 1 and switch 2.

Tests 1, 2, and 3 were performed in sequence on the same test
specimen.

Test Results The test data collected support the theoretical calcula-
tions. Figure 1.8 is a plot of the experimental data collected for one
set of sensors along with the theoretically calculated values for the

radius of curvature. Each data point represents an average of ten
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Figure 1.8 Plot of experimental values along with thecretically calculated values.

measurements. The range of the data points for the average closing
radius is +0.5 cm. The range of the data points for the average opening
radius is +1.0 cm. From figure 1.8, it is clear that stiction forces are
present in these sensors after overbending. For example, the 200 pm
sensor activated at an average radius of about 10 cm but it is deacti-
vated at an average radius of 14 cm. The 150 um sensor is activated and
deactivated within a much smaller range.

The difference between the experimental closing radius and the
theoretical closing radius can be attributed to the difference between
the actual switch gap and the value used in the design and to system-
atic errors in the test setup. If the switch gap deviates from the theo-
retical value of 2500 A, the closing radius for each sensor will change.
Using equation 1.3 and the experimental closing radii values, the actual
switch gap can be calculated to be approximately 2000 A. The method
of measuring the curvature of the silicon substrate may also contribute
a 5% error to each measurement.

Results to date for the stopper sensors indicate that the switch gaps
for these sensors are much larger than 2500 A. As a result, the switches
close at a much smaller radii than theoretically calculated. SEM (Scan-
ning Electron Microscope) micrographs of the stopper sensors reveal
that the cause of the larger switch gaps is an initial upward curvature
of these sensors. It is believed that the curvature in these sensors is
caused by residual stresses in the region where the thin beam is at-
tached to the thick beam. This diagnosis is supported by SEM micro-
graphs, which show that the majority of the bending in the beam occurs
at this thin-to-thick beam junction. Away from this junction toward the
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free end of the cantilever, the gap between the beam and the substrate
increases linearly. A possible solution to alleviate the residual stresses
at this junction is to change the electrical settings used to electroplate
the sensors.

FLOW SENSORS
Existing Flow Sensors

One type of existing flow sensor is based on a thermal anemometer.
This device consists of a resistor that generates heat. Two sensors mea-
sure the temperatures upstream and downstream of the resistor. The
asymmetry in the readings is used to determine the flow rate. Another

flected by the flow. A change in flow is detected by a change in capac-
itance between two electrodes. Another sensor uses fluid drag over an
obstacle. This device uses a piezoresistor to convert the fluid flow to
electrical information.
These sensors need more wiring and power than is desirable for use
in the lobster robot and are generally more complicated than is needed
would be a step away from our goal to make the robot biomimetic. A
lobster has small hairs that sense the water flowing around it [1]. Thus,
for our application, a simple, on/off, 1-bit switch is most suitable.
MEMS sensors save space because they are very small (submilli-
meter). They are also economical to fabricate because they are made
by surface micromachining. Furthermore, the NUMEM process has
been selected to fabricate these flow sensors. Low power consumption
and simplicity as an on/off 1-bit device are other advantages of these
switch-based devices.

Design of Paddle-Flow Sensor

A side-view and a top-view (before the sensor is bent at a right angle)
of the lobster flow sensor are shown in figure 1.9 and will be referred to
as the paddle-flow sensor. The water flows against the paddle as shown.
Sufficient flow produces enough force to close the switch. The sensitiv-
ity of the switch is determined by the dimensions of the flow area, the
beam thickness, the tip location, and the tip gap. The paddle switch is
a complex cantilever beam having two different cross-sections with
dimensions as shown in figure 1.9. By altering the dimensions of the
paddle, the switch can be modified to detect different flow speeds. As
shown in the SEM micrograph of figure 1.10, we have fabricated four
switches of this type with water flow speed sensitivities of 0.5, 1.0, 3.4,
and 5.4 m/sec.
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Figure 1.9 (a) Side view of a bent flow sensor. (b) Top view of a flow sensor prior to

being bent.

Figure 1.10 SEM micrograph of four paddle flow sensors.

In order to analyze the behavior of these switches, the first step is to
calculate the moment required to make the switch close. The gap be-
tween the tip of the switch and the drain electrode, known as the tip
gap (h), was chosen to be 2500 A. For processing purposes, it is desir-
able to hold # constant. In order for the switch to close, there must be
a sufficient moment applied to the cantilever such that the tip deflects
2500 A. Using superposition of the cantilever beam equations from
strength of materials [4], and the known dimensions and deflection, the
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moment necessary to close the switch can be found by

ML? N ML2 | MLl
2EL, ' 2EL, ' EL

where  =2500A, L; =55 um, L, = 50 um, EI; = 2.33e-10 Nm?, EI, =
6.32e-10 m?, and M is the moment needed to close the switch (Nm).
Using this equation, we calculate the moment needed for contact to be
1.23e-8 Nm.

Next, the flow velocity of the seawater necessary to cause this mo-
od T+ ig aggumed that the switch will he nlaced

AN
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near the tip of the lobster claw so that the boundary layer thickness is
negligible and uniform flow contacts the paddle. Thus the moment is
equal to the force from the flow on the paddle multiplied by half of the

paddle length (I..). The force on the naddle is calculated from
P S P

h =

(1.6)

F=1pAV? (1.7)
ty of

where F is the force n y to ¢ W
seawater (1030 kg/m?), A is the total area of
the velocity of current detected (m/sec).

In calculating the flow paddle area, the area of the release holes has

been subtracted. The release holes are present for fabrication purposes
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and will be discussed later in this chapter. The above equation is derived
from the Bernoulli equation, which is apphcable for steady, inviscid, in-
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with four different sensitivities.

The four paddle switches, with sensitivities described above, are
lined up side by side into an array of switches detecting flow from a
single direction. Four arrays of switches are then arranged on a die
such that they detect flow from four different directions.

One of the failure modes of this switch could be plastic deformation
due to bending stress. Therefore, the maximum bending stress in the
structure must be calculated. This occurs at the narrow points of the
beam (figure 1.9b, L; and L4 sections). Using strength of materials
theory, the equation for the bending stress is

Mc wt?

___ uim be Al e e e L

where ¢ is the maximum bendir mg stress \1 a) M is the moment caused
by design flow (1.23e-8 Nm), c is half the thickness of the beam (4 pm), I
is the cross-section area moment of inertia (2.98e-21 m*), w is the width
of beam at point of maximum stress (70 pm), and ¢ is the thickness of
beam (8 pm).

The maximum bending stress when a switch closes is 16.5 MPa.
Because the yield stress of gold is approximately 130 MPa, the stress
caused by the design flow speed should not cause yielding. Should
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higher flow rates occur, the contact of the tip will offset further deflec-
tion and hinder plastic deformation from bending at the base of the
cantilever. However, this will not help the bending stress at the 90°
bend. The packaging of the switch might help this situation. If the
switch is enclosed by some membrane with the paddle protruding
through, an excessive flow would cause the paddle to deform the mem-
brane and its elasticity would help to offset the moment. Similar effects
would result from the paddle coming into contact with any material
used as the packaging material.

When the flow velocity reaches the design velocity, V., the beam will
bend down and the tip will touch the drain electrode on the substrate.
As the flow increases beyond V., the elbow of the switch will continue

supporting force at the elbow point. This force will reduce the contact

force at the tip. If it is too large, it could cause the tip to lift up off the

drain electrode. Careful redesign of the switch dimensions will prevent

this liftoff from occurring in the desired velocity range.

Another concern for the switch is stiction between the gold tip and

the gold contact. The retraction force of the beam must be sufficient so

The force needed to pull the beam off the contact is the force necessary

to give the complex cantilever a 2500 A deflection and is given by

L} n L3L, n L3L, n L3

3EL  EL EL, " 3EDL
where & is the tip gap (2500 A), L; and L, are the beam lengths (m), EI4
and EI, are the beam flexural rigidities (Nm?), and F is the retraction
force (162 puN). From the experiment, it was found that a retraction
force of about 100 uN was more than sufficient to lift the beam of a
MEMS device upon unloading |2]. Our beams have a retraction force of
about 162 pN. This should be more than stiff enough to lift the beam
from the contact.

h=F

(1.9)

Fabrication

The fabrication process is based on the Northeastern University metal
micromachining (NUMEM) technology [1]. This process uses surface
micromachining to deposit, pattern, etch, and electroplate various
metals. The flow paddle needs to be lifted to a position that is perpen-
dicular to the substrate without lifting the part of the beam where the
tip is located. Thus a partial release is used so that while the paddle
is being lifted by probes, the metal under the tip is holding the beam
down. To accomplish this, the paddle was designed with etch holes to
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allow the etchant underneath the paddle and to dissolve the sacrificial
metal before the metal under the tip is etched.

This process was difficult to accomplish because of the inconsistency
of the thickness of the sacrificial layer throughout the wafer. It was hard
to determine an etch time that would consistently release the paddle
without releasing the switch, so a new approach was examined. A mask
was created so that, using careful alignment and photolithography,
a layer of photoresist could be used to cover only the section of the
switch that should not be released. Because the photoresist is leaving
the paddle exposed, the etchant can flow into the release holes and
dissolve the metal under the paddle while leaving the switch unre-
leased. Using microprobes, the flow paddle is lifted to its vertical posi-
tion. After this step, the photoresist is etched away, then the remaining

fully releasing the switch.
Packaging

It is essential to not only have the circuitry but the switch tip and drain
electrically isolated from the conductive seawater. Thus some sort
allow the paddle to be exposed to the force of the external flow. One
potential solution being investigated is an open-channel package.

A silicon shell with a slit is aligned and bonded on top of the flow
sensor, with the sensor flow area protruding through the slit like a hair
on a lobster. The small cavity that houses the switch is filled with a
viscous fluid. Another possibility, specifically for the lobster, is to bond
a hair onto the paddle and to place the switch in a pit on the lobster
claw. The pit could be filled with a viscous fluid or covered with an
elastic membrane to isolate the switch from the seawater while the hair
protrudes out of the pit and is exposed to the flow. This solution would
make the mechanical lobster more biomimetic, because lobsters actu-
ally use small hairs to sense flow. The packaging issue is under inves-
tigation; however, it is clear that the flow sensor must be isolated from
its environment.

Testing

A flow board has been constructed to test the behavior of the flow
switches in deionized (DI) water. The DI water flows through into a
flow meter where the flow can be measured and adjusted before flow-
ing over the test specimen. The test specimen consists of a die with four
paddle switches wire-bonded to a flexible circuit that is bonded to a
strip of plastic to keep the specimen straight. The flexible circuit is
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subsequently connected to an edge connector and then to an ammeter,
where a voltage can be applied and a current can be measured to check
if the switch is shut at a particular flow rate, which is read from the
flow meter. The strip of plastic is wide enough so that it is held about
halfway between the top and bottom of the Tygon hose. Consequently,
the flow felt by the switch is that which is from the middle of the tube.

In order to properly measure the water flow, it should be fully de-
veloped both at the flow meter and at the test specimen. To calculate
the length at which the flow of water becomes fully developed, it must
be determined whether the flow is laminar or turbulent. This is deter-
mined by the Reynolds number (Re). The Reynolds number for pipe

flow is found by
Re=" D (110)
u

where Re is the Reynolds Number, p is the fluid (water) density
(1000 kg/m?), V is the fluid velocity (m/sec), D is the pipe diameter
(9.525e-3 m), and u is the fluid viscosity (1.12e-3 Nsec/m?).

A Reynolds number of 4000 or above indicates turbulent flow. The
results are that all flows are turbulent. The maximum Reynolds num-
developed flow for the fastest flow detectable by the switches can be
determined by

I, = 4.4D(Re)"/ (1.11)

where [, is the length for fully developed flow (m). The length neces-
sary for fully developed flow is about 0.25 meters—or about 10 inches.
Therefore, the length of pipe from the faucet to the flow meter and the
length from the valve to the test specimen each must be 10 or more
inches in order to properly measure the flow rate.

Because the water out of the faucet only reaches about 1.2 gpm, this
method of testing only works with the switches that measure smaller
flows. For the two less-sensitive switches, a pump is needed to increase
the flow to the point that these switches can close. In this configuration,
the DI water is contained in a reservoir. The pump pulls the water out
of the reservoir and into the meter. As before, the water flows out of the

meter and into the testing device, which is held inside the Tygon tubing.
Results

To date, only the low-flow-rate switches have been tested. The modi-
fied test device is in the process of being constructed. As for the low-
flow-rate switches, the 1 m/sec (1.13 gpm) switch has been activated.
The test device was inserted in the tube while the flow was being in-
creased. Once the switch was activated, the flow was decreased to see
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when the switch would open to check for hysteresis. This process was
repeated at least 10 times for the same switch. The results agree well
with the calculations. On average, the switch closed at about 1.1 gpm
and lifted off at about 0.9 gpm. The voltage applied was 0.1 V and the
electrical current was about 0.8 mA. The resistance of the switch and
connecting leads is about 125 Q. More low-flow switches will be tested
and the higher-flow switches are in the process of being tested.

CONCLUSIONS
Two types of MEMS contact/bending sensors have been designed,

analyzed, fabricated, and tested. The standard sensor and the stopper
sensor were designed to be placed in the antennae of a biomimetic

culations to account for stiction forces and to activate at certain curva-
tures. Testing to date suggests that the standard sensor operates as
predicted. The stopper sensor was designed for improved sensitivity
and increased dynamic range. Modification of the processing param-
eters should eliminate the residual stresses that are preventing effective
operation of the stopper sensor.
— The antennae for the lobster robot have also been designed, ama=——

lyzed, fabricated, and tested. Each antenna is made from PVC and has

three contact /bending sensors at each of three locations along its length.

By obtaining curvature information from these three locations, the lob-

ster robot will be able to distinguish bending due to contact from bend-

ing due to flow. These antennae are now working reliably. However,

the next generation of antennae will be fabricated with the sensors and

antenna as a single unit. This process is expected to increase reliability

and reduce the time and cost involved in antenna assembly.

MEMS flow sensors for the biomimetic lobster have been designed,

analyzed, fabricated, and tested. The structure is a nonuniform canti-

lever beam with a paddle region that is bent perpendicular to the flow.

The paddle is made to mimic the hairs that lobsters use to sense flow.

The area of the paddle is varied so that the switches close at different

flow rates. The low-flow switches have been tested with some success

and measurements agree with theoretical calculations. Packaging

options, such as the open-channel package, are being explored and

evaluated in order to seal the switch from the flow.
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Fly-Inspired VLSI Vision Sensors

Reid R. Harrison

Engineers have long looked to nature for inspiration. The diversity of

tence proofs of organic machines with abilities that far surpass those of
our own relatively crude automata. We have learned how to harness
large amounts of energy and thus far exceed the capabilities of biolog-
ical systems in some ways (e.g., supersonic flight, space travel, and
global communications). However, biological information processing
systems (i.e., brains) far outperform today’s most advanced computers

at tasks involving real-time pattern recognition and perception in com-
plex, uncontrolled environments. If we take energy efficiency into ac-
count, the performance gap widens. The human brain dissipates 12 W
of power, independent of mental activity. A modern microprocessor
dissipates around 50 W, and is equivalent to a vanishingly small frac-
tion of our brain’s functionality.

Indeed, the human brain is a daunting goal for biologists and engi-
neers alike. Our brain takes several years to fully develop, and contains
between 10! and 10!! neurons (nerve cells), each communicating with
10° other cells, on average. Brains of other animals (particularly inver-
tebrates) are much smaller but still perform remarkably complex com-
putations. Insect brains, for example, typically contain between 10° and
10° neurons, yet insects perform sophisticated information-processing
tasks rapidly and efficiently.

We have attempted to extract computational principles from the
visual system of the fly and apply these principles to an engineered
system—an integrated, low-power visual motion sensor. As our engi-
neering tool, we use very large-scale integration (VLSI) of silicon
circuits—the most advanced information-processing substrate avail-
able today. In particular, we explore continuous-time (unclocked),
continuous-value (analog) circuit architectures. This approach was pio-
neered by Mead and colleagues beginning the in 1980s (Mead, 1989).

The fly is an attractive target for biologically inspired approaches
to engineering. Its brain and sensory systems have been studied for
decades, so much is known about their operation. Of course, we are
still decades (or centuries) away from understanding the entire system,



but a wealth of behavioral and electrophysiological data has led to the
development of several models of information processing.

THE VISUAL SYSTEM OF THE FLY

Vision is a vitally important sense for flying insects. In the housefly’s
brain, more than half of the 350,000 neurons are believed to have some
role in visual processing. The fly’s optic lobes contain motion-sensitive
neurons that respond to moving stimuli over large portions of the vi-
sual field. Many of these neurons have been linked to specific visually
guided behaviors that help the animal navigate through a complex en-
vironment in a robust manner (Egelhaaf and Borst, 1993).

Insects process visual motion information in a local, hierarchical
Despite the multilens construction of the compound eye, the pattern
projected onto the underlying retina is a single image of the visual
scene. Photoreceptors in the retina adapt to the ambient light level, and
signal temporal deviations from this level. These signals are passed on
to the next layer of cells, the lamina. Lamina cells generally show tran-
sient or high-pass responses, emphasizing temporal change (Weck-
medulla, a layer of cells that are extremely difficult to study directly
due to their small size. Indirect evidence suggests that local measures
of motion (i.e., between adjacent photoreceptors) are computed here.
These local, direction-selective motion estimates are integrated by large
tangential cells in the lobular plate (Hausen and Egelhaaf, 1989). The
housefly has 50-60 tangential cells in each hemisphere of its brain.
These are the best-studied cells in the fly visual system, and much is
known about their properties.

Lobular plate cells generally respond to motion over large parts of
the visual field. Some of these cells seem to be matched filters for the
optic flow patterns produced by rotation or translation along particular
axes (Krapp and Hengstenberg, 1996). Some of these cells most likely
control compensatory motor reflexes that prevent the fly from rotating
during flight. Others are sensitive only to small objects moving across
the visual field (Egelhaaf, 1985). It is believed that these “figure detec-
tion” cells allow the fly to locate nearby objects through motion paral-
lax (Kimmerle, Warzecha, and Egelhaaf, 1997). All of these sensory
abilities require that motion first be detected locally between every pair
of photoreceptors.

Photoreception

Each eye of the blowfly Calliphora erythrocephala consists of approxi-
mately 6000 individual lenses. Beneath each lens is a cluster of eight

32 Reid R. Harrison



light-sensitive cells. Each lens and its associated photoreceptors form a
unit called an ommatidium. Six of the eight photoreceptors are used
to implement neural superposition, a technique to increase the effective
lens diameter by pooling the responses of neighboring ommatidia. The
other two photoreceptors do not seem to be involved in the detection
of motion. Mutants with these photoreceptors impaired cannot dis-
criminate colors, but show no motion-related deficits (Heisenberg
and Buchner, 1977). From an information-processing perspective, each
ommatidium records one “pixel” of the external world’s image. Inter-
ommatidial angular spacing is 1.1-1.3° (Land, 1997). This angular
resolution is approximately 150 times worse than the 0.008° resolution
in the foveated region of the human retina (Wandell, 1995). (This is
roughly equivalent to having 20/3000 vision.) Although the ommatidia
Linal ] it ful to think of & val
array size in terms of the standard rectangular array used by computer
monitors and digital cameras. Taking the square root of the number of
a 77 by 77-pixel array covering one visual hemifield. The eye of the
fruit fly Drosophila contains only 700 ommatidia, resulting in an equiv-
alent array size of 26 by 26 (Land, 1997). Today’s cheap digital cameras

provide 04U DYy a0U-pPIXe d2C z14(0

cameras provide 1800 by 1200 pixels or more—around two orders of
magnitude more photoreceptors than a fly’s eye. Typical cameras con-
centrate these pixels into a 40° field of view, while each fly eye sees
nearly a complete hemisphere.

It is remarkable that flies are capable of such impressive navigation
when one considers their low-resolution eyes. This limited spatial
acuity is a consequence of the compound eye design. In order to in-
crease spatial acuity, more ommatidia are required. However, the
resolving capability of each ommatidium is limited by diffraction, so
each lens must also be made larger. If we wanted to build a compound
eye with the acuity of the human fovea (0.008°), it would have a radius
of 11.7 meters! The visual acuity of the largest insect eye in nature (that
of the aeshnid dragonfly) reaches 0.24° in its most acute zone, still 30
times coarser than the human fovea (Land, 1997).

Although inferior to human eyes spatially, fly vision far exceeds ours
temporally. Human vision is sensitive to temporal modulations up to
20 or 30 Hz, while fly photoreceptors respond to temporal frequencies
as high as 300 Hz (Autrum, 1958).

SIGNAL PROCESSING IN THE PERIPHERAL OPTIC LOBE
The laminar region, also called the first optic ganglion, contains cells

that exhibit transient responses to step intensity changes. The large
monopolar cells (LMCs) in this ganglion ignore the DC light level but
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amplify temporal changes (Weckstrom, Juusola, and Laughlin, 1992).
This high-pass response has been shown to optimize information trans-
fer through this region (Laughlin, 1994). Laminar cells do not exhibit
motion-specific responses. There is a strong retinotopic organization
from the retina through the lamina to the next layer, the medulla. Every
ommatidium has an associated neural “cartridge” beneath it in these
underlying ganglia, suggesting many identical processing units oper-
ating in parallel (Strausfeld, 1976).

Cells in this second optic ganglion are extremely small and difficult
to record from, and little is know about their structure or function.
DeVoe recorded from medullar cells in Calliphora and reported a wide
variety of response characteristics: transient temporal responses, sus-

The Tangential Cells of the Lobular Plate

The third optic ganglion is also known as the lobula-lobular plate
complex. At this point in the optic lobe, the retinotopic organization
ends with massive spatial convergence. Information from several thou-
— sand photoreceptors converges onto 50=60 tangential cells. These cells ——
have broad dendritic trees that receive synaptic input from large re-
gions of the medulla, resulting in large visual receptive fields (Hausen,
1982a, b; Hengstenberg, 1982; Hausen, 1984; Krapp and Hengstenberg,
1996).

A subset of these neurons were found to respond primarily to hori-
zontal motion, and these cells were given names beginning with “H.”
H1 is a spiking neuron that responds to back-to-front optic flow. HSS,
HSE, and HSN are graded potential (nonspiking) neurons covering the
southern, equatorial, and northern regions of the visual field, respec-
tively. Collectively called the HS cells, these neurons are depolarized
by full-field visual motion from the front to the back of the eye, and
hyperpolarized by back-to-front motion. They have been shown to en-
code horizontal motion as effectively as the spiking H1 cell (Haag and
Borst, 1997). Each HS cell integrates signals from an ipsilateral reti-
notopic array of elementary motion detectors (EMDs), units in the me-
dulla that estimate local motion in small areas of the visual field. The
HS cells synapse onto descending, spiking neurons, which relay infor-
mation to the motor centers of the thoracic ganglion. Another class of
neurons, the VS cells, respond to vertical motion. Recently, it has been
shown that these HS and VS cells are not simply responsive to motion
along one axis, but rather act as matched filters for complex patterns
of optic flow that would be produced by body rotations (Krapp and
Hengstenberg, 1996).
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Visually Guided Behaviors

Flies rely heavily on visual motion information to survive. In the fly,
motion information is known to underlie many important behaviors
including stabilization during flight, orienting toward small, rapidly
moving objects (Egelhaaf and Borst, 1993), and estimating time-to-
contact for safe landings (Borst and Bahde, 1988). Some motion-related
tasks, like extending the legs for landing, can be executed less than 70
msec after stimulus presentation. Wagner reports a 30 msec reaction
time for male flies chasing prospective mates (Wagner, 1986). The com-
putational machinery performing this sensory processing is fast, small,
low power, and robust.

Flies use visual motion information to estimate self-rotation and to

flight. This well-studied behavior is known as the optomotor response.
It is interesting from an engineering standpoint because it extracts rel-
evant information from a dynamic, unstructured environment on the
basis of passive sensors and uses this information to generate appro-
priate motor commands during flight. This system is implemented
in biological hardware that is many orders of magnitude smaller and
tFici ] ] _ fed device (CCDY 1 _
pled to a conventional digital microprocessor.

Much of the computation underlying the optomotor control system
is performed by the HS cells (Geiger and Nassel, 1981, 1982; Egelhaaf
et al., 1988; Hausen and Wehrhahn, 1990; Egelhaaf and Borst, 1993).
This well-studied system estimates rotation from optic flow and uses
this information to produce a stabilizing torque with the wings (Gétz,
1975; Warzecha and Egelhaaf, 1996).

THE REICHARDT MOTION DETECTOR MODEL

Much is understood about the mechanisms used by flies to extract
visual motion information from their retinal signals. The most-well-
known model of fly motion detection is the Reichardt model, first pro-
posed by Hassenstein and Reichardtin 1956 to explain visually mediated
behaviors in a walking beetle (Hassenstein and Reichardt, 1956). This
model is a type of correlation-based motion detector, which measures
spatiotemporal correlations caused by moving objects.

This model has been successful at explaining both detailed electro-
physiological responses of motion-sensitive neurons to visual stimuli
(Egelhaaf and Borst, 1989; Zanker, 1990) and visually guided behavioral
responses (Reichardt and Poggio, 1976; Reichardt and Egelhaaf, 1988,
Borst, 1990; Warzecha and Egelhaaf, 1996). Modified versions of the
Reichardt model have also been used to explain motion perception
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multipliers

opponent
subtraction

Figure 2.1 Reichardt motion detector architecture. (a) The signal from one photoreceptor
is correlated with the delayed signal from an adjacent photoreceptor. Direction selectivity
is increased by subtracting the responses of two half-detectors in opponency. (b) A 1-D
array of Reichardt motion detectors, illustrating the repeated computational element.
Subtraction currently performed off-chip for flexibility, but would be easy to implement
given the current-mode outputs of the multipliers. A 2-D arrangement is possible with
two additional multipliers in each cell.

properties in vertebrates, including humans (Borst and Egelhaaf, 1989;
Clifford, Ibbotson, and Langley, 1997).

Theoretical Analysis

We now describe the Reichardt motion detection algorithm, which
will underlie our hardware implementation. As mentioned above, the
Reichardt motion detector is a correlation-based algorithm, whose out-
put is equivalent to the output of the spatiotemporal motion energy
model proposed by Adelson and Bergen (1985) and others (van Santen
and Sperling, 1985; Watson and Ahumada, 1985).

The basic idea of the Reichardt motion detector is to correlate the
signal from one photoreceptor with the delayed signal from an adjacent
photoreceptor (figure 2.1a). This delay-and-correlate algorithm pro-
duces a velocity-tuned response that is weakly directionally selective.

Reid R. Harrison



By subtracting the responses of two opponent half-detectors from
each other, strong direction selectivity is achieved (Borst and Egelhaaf,
1990).

It is instructive to consider the case where the stimulus is a sinusoidal
grating moving at velocity v. Image intensity i(x, t) can be expressed as

i(x,t) = I + Al sin[27fs(x + vt)] (2.1)

where [ is the mean intensity, and f; is the spatial frequency. The con-
trast of the grating is Al/I. At any single photoreceptor, this moving

orating ﬁvnﬂnnac a temvporal sinusoidal sienal with a frequencv £ = vf.
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This allows us to rewrite equation 2.1 as
i(x,t) = I 4+ Al sin(wif + wyx) (2.2)

where w; = 2nf; and w,; = 2xf,. If two photoreceptors have an angular

separation of ¢, then the signals measured by the photoreceptors can be
expressed as

7 I\

pi(t) = |H(wy)|Al sin (a)tt — Ws g) (2.3)

pa(t) = |H(wy)|Al sin (a)tt + w, g) (2.4)
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We introduce H(w;) as the temporal frequency response of the
photoreceptors. For simplicity, we ignore the phase contribution of
H(wy), as it will be identical in p;(f) and p(f), and thus have no effect
on perceived motion. We also assume that the photoreceptors have
a high-pass behavior, which eliminates the DC component of illumina-
tion I. We model the photoreceptor response as

Kjw,th

H =
((l)t) (ja)tTH + 1)(jwtfphoto + 1)

(2.5)

where tp is the time constant of the DC-blocking high-pass filter, 10
is the time constant defining the photoreceptor bandwidth, and K is a
constant of proportionality.

The delay required by the delay-and-correlate motion detector archi-
tecture is implemented using the phase lag inherent in a first-order
low-pass filter. Low-pass filtering each photoreceptor signal yields

I () 7|H(wt)| n/a) f—ws~—tan ! tw )\ (2.6)
1( ) \/m \ t S 2 17) ( * )
H Al
L(t) = M in (a)tt + g é —tan~! ra)t> (2.7)
2w} +1 2

Correlation is accomplished by multiplying the phase-lagged signals
with adjacent, nondelayed signals. The results are two “half-detector”

rAagMAMNQng:e
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my(t) = Glcos(ws¢ + P) — cos(2wt — P)] (2.8)

my(t) = Glcos(ws¢p — P) — cos(2wt — P)] (2.9)
where
2

G = (H(@)IAD" (2.10)

2y/72w? +1
P =tan ' tw; (2.11)
Once these signals are subtracted in opponency, the final output
becomes

2 2 Ty .

o(t) = (AI)"|H(w)| Pl 1 sin ¢gw; (2.12)

This describes il it oo Do g :

oidal grating with a particular contrast, temporal frequency, and spa-
tial frequency. Notice that the response is a separable function of these
three parameters. We can rewrite this equation to make the depen-
dency on the grating velocity v explicit:

TV

o) = (A" H(ex0)l s g

sin P (2.13)

Although this response is direction selective (i.e., the sign of oft] is
equal to the sign of v), it does not encode velocity independent of spa-
tial frequency and contrast. Notice that the sin ¢w; term predicts spatial
aliasing, as it becomes negative for 1/2¢ < f, < 1/4.

There are no time-dependent terms in this equation. This indicates a
DC response to moving patterns. However, if the mean intensity of the
image is not completely removed by prefiltering, or if the opponent
subtraction is not perfectly balanced, oscillations at harmonics of the
stimulus temporal frequency will be superimposed on the DC response.
(For a complete analysis of the Reichardt motion detector in these non-
ideal cases, see Egelhaaf, Borst, and Reichardt, 1989.) These oscillations
may be reduced by using an array of Reichardt motion detectors (figure
2.1b) and summing their responses. This has the effect of integrating
over different phases of the stimulus and canceling pattern-dependent
oscillations, and has been proposed as a single model of tangential cell
integration (Reichardt and Egelhaaf, 1988; Single and Borst, 1998).

Hardware Implementations
Early attempts to implement the intensity-based Reichardt architecture
in silicon used translinear, current-mode circuits (Andreou, Strohbehn,

and Jenkins, 1991; Harrison and Koch, 1998). As we showed in the
previous section, the response of these traditional Reichardt motion
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sensors is affected strongly by contrast. Attempting to build contrast-
independent Reichardt motion sensors, some have designed circuits
that perform an initial binarization of the image based on temporal
edges and then delay and correlate these digital signals (Moini et al.,
1997; Jiang and Wu, 1999). These circuits would not be expected to
perform well in noisy, low-contrast environments without additional
image preprocessing. Another VLSI implementation involved continu-
ous-level signal processing after the photoreceptors, but the final mo-
tion detector output was a binary value (Liu, 1997). Reichardt-inspired
sensors have also been built in discrete hardware and used on mobile
robots, although the particular implementation more closely resembled
a feature-tracking, time-of-travel scheme (Pichon, Blanes, and France-
schini, 1989; Franceschini, Pichon, and Blanes, 1992).

CIRCUIT ARCHITECTURE

We implemented the Reichardt motion detector model in continuous-
time VLSI circuitry. To the best of our knowledge, this is the closest
approximation to this biological motion sensor that has been built.

We measure light intensity with an adaptive photoreceptor circuit
uses a substrate photodiode and source follower (M;) to convert inci-
dent light into a logarithmically encoded voltage (figure 2.2a). A high-
gain amplifier (M, and M3) and feedback network (C; and C,) amplify
the voltage signal by a factor of 18. The adaptive element (M) acts as
a nonlinear feedback element that conducts only if the voltage across
it exceeds several hundred millivolts. This allows the photoreceptor to
adapt to large changes in illumination. Thus we maintain a large dy-
namic range over a wide operating range. At low-bias current levels,
the bandwidth of the photoreceptor is limited by the parasitic output
capacitance C,. (For a detailed discussion of this circuit, see Delbriick
and Mead, 1996.)

The adaptive photoreceptor signal is sent to a g,,C high-pass filter
(figure 2.2a). We use a source follower to provide a low-impedance
driver, but in future designs we will leave this out and compensate for
the increased output capacitance by increasing the photoreceptor bias
current I,,. We use a high-pass filter for two reasons. First, the AC cou-
pling eliminates any systematic offsets caused by device variation in
the adaptive photoreceptor. Second, by fixing the DC component of the
signal to V,, we can eliminate any common-mode effects later in the
circuit.

The delay is accomplished with a first-order g, C low-pass filter
(figure 2.2b). The bias transistor in the circuit was made several times
minimum size to improve time-constant matching across the chip. By
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Figure 2.2 Voltage-mode EMD subcircuits. Shaded labels indicate corresponding signals
from figure 2.1a. (a) Adaptive photoreceptor (Mi—My, Ci—Co) with source follower (Ms—
M) and temporal highpass g,,C filter (Mz—Mj1, C3) to remove the DC component of Vitoto-
(b) Temporal lowpass g,,C filter. This circuit’s phase lag acts as a delay. (c) Gilbert multi-
plier. This circuit multiplies delayed and nondelayed photoreceptor signals. The output is
a current I,;, which allows for easy spatial summation.

operating this circuit at low current levels, we can achieve time con-
stants useful for motion detection (10-100 msec) with reasonably sized
capacitors (on the order of 1 pF).

Correlation is approximated by a Gilbert multiplier (figure 2.2c). The
input V; comes from the low-pass filter, and V; comes from the high-
pass-filtered photoreceptor from an adjacent pixel (figure 2.1b). The
voltage V, is the reference voltage used by the high-pass filter, and V is
another DC bias voltage set a few tens of millivolts below V;. We op-
erate these field-effect transistors (FETs) in subthreshold, where their
drain current I, ignoring channel-length modulation effects, is given by

Iy = lIoe"Vs/t (¢ Veltl ¢~ Vaflr) (2.14)

where Iy is a process-dependent constant, V;, V;, and V; are the gate,
source, and drain voltages referenced to the bulk potential, x is the gate
efficiency factor (typically around 0.7), and Uy is the thermal voltage
kT/q (Mead, 1989). Subthreshold FETs exhibit exponential behavior,
much like the bipolar junction transistors (BJTs) with which the Gilbert
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multiplier was originally built. We take a single-ended current-mode
output from the circuit, which gives us

ot = 2 4 t nh V“)} tanh[M] (2.15)
2Ur

x(V1
2 [ 2Ur
where I, is the bias current. For small-signal inputs, this can be ap-
proximated as

ot =2 ey, 2.16;
out = o 8u2( o) (V2 = Vp) (2.16)

For the multiplier to work properly, the common-mode voltage of
the lower inputs (V, and V;) must be lower than the common-mode
voltage of the upper inputs (V; and V). Simulation results show that
acceptable behavior is obtained with a difference of only 50 mV. In
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order to lower the DC level of the low-pass filter output, we lowered

the source voltage of the output FET in the current mirror of the g,,C
filter (qee fiotire 2 2Hh) Bv nlacine the V... hiag a fow toeng of millivalig
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below Vj;, we lower the DC output level by (Vi — Vi . This source
voltage “tilt” increases the time constant of the low-pass filter, but we
can compensate by raising I,. The difference in source voltages also

filter, but in practice this does not seem to have a significant effect on
the overall circuit performance

Tha ~ivrr11iF A11Fv11E cafii1eatac
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for differential inputs greater than about 4Ur ~ 100 mV. Rather than
restrict our signals to this small linear region, we exploit the nonlinear
behavior of the circuit to improve our motion detection algorithm. It
has been shown that by adding saturating nonlinearities before the
correlation stage, the contrast dependence of a Reichardt detector can
be reduced (Egelhaaf and Borst, 1989).

Figure 2.3 shows the layout for one i-D motion sensor, correspond-
ing to the circuit element outlined in figure 2.1b. All experimental
results shown below were measured from arrays of this circuit, which
was fabricated in a 1.2 pym double-poly, double-metal n-well CMOS
process, yielding a pixel size of 61 pm by 199 pm with 32 transistors
and 4 capacitors totaling 3.0 pF.

The outputs of all EMD pairs were summed to simulate the wide-
field motion-sensitive neurons found in flies. We mounted a 2.6 mm
lens over the chip, which gave the photoreceptors an angular spacing
of 1.3° (similar to the 1-2° angular spacing observed in fly eyes), and a
total field of view of 30° (much less than the fly’s eye, which sees al-
most an entire visual hemifield). The low-pass filter time constant was
set to 50 msec, and the band-pass filters were set to pass frequencies
between 0.5 Hz and 8 Hz. This circuit is characterized in detail in Har-
rison and Koch (2000).
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Figure 2.3 Voltage-mode motion detector layout. Cell measures 61 pm x 199 ym in a
standard 1.2 pm process with 32 transistors and 4 capacitors totaling 3.0 pF. In order to
build a 2-D motion sensor, we need only add two more multiplier circuits, and some ad-
ditional interpixel wiring,.

OPTOMOTOR CONTROL

Earlier, we introduced the optomotor response, where visual motion
information is used as a feedback control signal to estimate and cancel
self-rotation. This sensorimotor loop is perhaps the best-studied visu-
ally guided behavior of the fly. We will first describe optomotor ex-
periments performed (by others) with flies and then describe real-time

experiments where our VLSI sensor was compared directly against
flies.

Experiments Previously Performed on Flies
Warzecha and Egelhaaf (1996) recently characterized the optomotor

behavior of the fly under closed-loop conditions. A female sheepfly
(Lucilia cuprina, Calliphoridae) was rigidly attached to a meter that
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measured yaw torque produced while the fly attempted to turn in re-
sponse to visual stimuli (figure 2.4a), reducing the fly’s behavior to a
single degree of freedom. Vertical bars were presented to a large region
of the fly’s visual field, and could be drifted clockwise or counter-
clockwise. In closed-loop experiments, the fly’s yaw torque was mea-
sured in real time and scaled by a constant gain term to yield angular
velocity. This simulates the observed dominance of air friction in de-
termining the instantaneous angular velocity in flies (Reichardt and
Poggio, 1976). The fly’s simulated angular velocity was subtracted from
the angular velocity imposed by the experimenter. The resulting signal
was used to control the drift rate of the visual stimulus. This simulated
free-flight conditions, and allowed evaluation of the optomotor system
performance.

motion, then 7.5 sec of clockwise rotation at 44°/sec. Figure 2.5a shows
the torque data and resulting stimulus position for an individual trial.
Figure 2.5b shows the averaged data over 139 trials in a total of five
animals. (See Warzecha and Egelhaaf, 1996 for details on the experi-
mental protocol.)

The fly is able to stabilize its flight and cancel out most of the im-
ral frequency response of Reichardt motion detectors results in greater
stability for the optomotor control system (Warzecha and Egelhaaf,
1996). The individual trials show an oscillatory component to the
torque response around 2 Hz. This oscillation is not phase-locked to the
stimulus because it is not present in the average torque trace. Oscil-
lations are not observed under open-loop conditions, suggesting they
arise from optomotor feedback (Geiger and Poggio, 1981; Warzecha
and Egelhaaf, 1996). Notice that despite the large amplitude of the
torque oscillations, the position trace is not dominated by this effect.
This fluctuation amplitude, in terms of number of photoreceptors, is
close to the amplitude observed in human microsaccades (Warzecha
and Egelhaaf, 1996). Poggio and colleagues observed similar oscillations
in closed-loop experiments and proposed that they arose from the
60-75 msec synaptic delay inherent in the fly visual system (Geiger and
Poggio, 1981; Poggio and Reichardt, 1981).

Duplicating Experiments with the Silicon System

We were able to directly replicate these experiments with our silicon
analog of the optomotor system (figure 2.4b). To provide visual stimu-
lation, we used an LED display with a 200 Hz refresh rate, which is
currently being used to test flies in closed-loop experiments. The stim-
ulation time schedule was identical to the fly experiments, but an
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Figure 2.4 Experimental methodology. (a) Setup used by Warzecha and Egelhaaf to
measure the closed-loop torque response of the sheepfly Lucilia (Warzecha and Egelhaaf,
1996). The torque meter output is scaled to produce a measure of what the fly’s self-
motion would be if it were free to rotate. This self-motion is subtracted from the imposed
motion to determine the pattern motion, creating the illusion of free flight in a room with
distant walls. {Only rotation, not translation, is simulated.) (b) Setup used to replicate the
closed-loop experiments with the silicon model. The output voltage from the circuit is
used in place of the torque meter output voltage. The rest of the system is identical to (a).
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Figure 2.5 Fly’s optomotor behavior. (a) Torque (top) and angular position (bottom) vs.
time for an individual closed-loop trial with a fly. Dark horizontal bar indicates experi-
menter-imposed rotation. Thin lines on position trace indicate position in the open-loop
case. Most of the imposed rotation is canceled out by the optomotor control system. Since
the position is proportional to the integral of the torque (see text for details), large torque
oscillations do not cause large position oscillations. (b) Averaged torque response and
angular position trace for multiple trials (N = 139, 5 flies). The fly showed an average
drift of 9.4% of the open-loop drift velocity, with position fluctuations of 7.8° (standard
deviation) about this drift. Data in (a) and (b) redrawn from Warzecha and Egelhaaf,
1996.

angular velocity of 50°/sec was used. Our chip had a much smaller
field of view (10°) than the fly, so we set the stimulus distance such that
the EMD array saw approximately one wavelength of the pattern. The
output signal from the silicon model of the HS cell was passed through
an off-chip first-order low-pass filter with a time constant of 680 msec,
modeling the behavior of the thoracic motor centers (Egelhaaf, 1987;
Wolf and Heisenberg, 1990; Warzecha and Egelhaaf, 1996). The filtered
output of the chip was treated exactly like the signal from the torque
meter in the fly experiments, and closed-loop experiments were run in
real time. Figure 2.6a shows torque and position data from the chip for
an individual trial, and figure 2.6b shows the averaged response over
100 trials.

The silicon system shows the same ability to greatly cancel the
imposed motion. The fly showed an average drift of 9.4% of the open-
loop drift velocity, with position fluctuations of 7.8° standard deviation
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Figure 2.6 The optomotor behavior of our silicon system. (a) Chip output signal (analo-
gous to torque) and position vs. time for the silicon system in an individual trial. (b)
Averaged torque response and angular position trace for multiple trials (N = 100, 1 chip).
The chip showed an average drift of 22% of the open-loop drift velocity, with position
fluctuations of 6.2° (s.d.) about this drift.

(SD) about this drift. The chip showed an average drift of 22% of the
open-loop drift velocity, with position fluctuations of 6.2° SD about
this drift. Also, we observe the same 2 Hz oscillations in the individual
trials. Because we did not build any explicit delay into our system,
this demonstrates that the phase lags and nonlinearities in this simple
model are sufficient to produce oscillations, even in the absence of ad-
ditional synaptic delays.

We believe this hardware modeling approach will prove increasingly
valuable in the future, as biological models of the neural circuitry
underlying more complex and sophisticated behaviors arise. To simu-
late a sensorimotor system in software, one must construct fwo models:
a model of the biological system, and a model of the world. The physi-
cal environment is an essential element in a sensorimotor feedback loop,
so this world model must increase in detail as we study more advanced
behaviors. Because animals interact with their three-dimensional envi-
ronment in very dynamic ways, it may not be long before software sim-
ulations of sensorimotor systems require more computational resources
to model the world than to model the neural circuitry of interest.
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APPLICATION TO AUTONOMOUS VEHICLE CONTROL

Optic-flow patterns produced by self-motion are one of the richest
sources of navigation information available to a mobile creature (Gib-
son, 1950). As an animal moves through its environment, images of
the outside world move across its retina in predictable ways. Objects
being approached grow larger; objects left behind grow smaller. When
moving forward, images of nearby objects move across the retina faster
than images of distant objects. If a creature rotates in place, the entire
visual scene moves across its retina at a rate that is independent of ob-
ject distance. Much information can be gained from patterns of visual
motion, even if no explicit object recognition is performed (Duchon,
Kaelbling, and Warren, 1998). Indeed, motion parallax information is
. 1o L .

pattern recognition scheme when object and background have similar
textures. Humans have no difficulty detecting the structure of randomly
patterned objects against identically patterned backgrounds from
motion cues alone.

Using egomotion-induced optic flow for robot navigation is a com-
putationally demanding sensory task. By its very nature, it must be

images, and often one can tolerate latencies of several seconds. But op-
tic flow is available only while the robot is moving, and relevant infor-
mation must be extracted in real time and fed back to the motor control
system to steer the robot in the right direction. The rate of computation
needed depends on the rate of robot motion, but typical real-world situ-
ations require times on the order of tens or hundreds of milliseconds.

Optic flow is also computationally demanding because, like other
early vision tasks, it involves operations that must be performed iden-
tically on every pixel of an image. Local estimates of motion must be
laboriously computed before the overall pattern is analyzed. This is a
task that is ideally suited for parallel computation.

Measuring optic flow also involves large amounts of data. While
audition involves one time-varying signal (two in the case of binaural
audition), vision involves many time-varying signals. Rapid navigation
requires many frames to be analyzed each second. This can tax even the
most sophisticated microprocessor because it must deal with all the
signals at once. If we divide the job to many processors, each dealing
with one pixel and communicating with its immediate neighbors, the
task becomes much easier.

In the past decade, researchers have been endowing mobile robots
with biologically inspired (more specifically, insect-inspired) visual
systems (Franceschini, Pichon, and Blanes, 1992; Srinivasan, Chahl, and
Zhang, 1997; Huber, 1997; Lewis, 1998; Huber, Franz, and Biilthoff,

1999). These efforts have yielded promising results, but many problems
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Figure 2.7 Schematic of our optomotor system. A motion sensor chip is mounted facing
forward on a two-wheeled robotic platform. Forward-facing motion sensors are largely
blind to optic flow produced by forward translation, so we only measure rotation. The
chip’s wide-field output is used as an estimate of self rotation, then lowpass filtered
(z =750 ms) to stabilize the control loop. This signal is added to one motor and sub-
tracted from the other, producing a compensatory rotation. A constant motor bias pro-
duces forward translatory motion.

still exist. Vision is a computationally intensive task, so powerful hard-
ware is required to operate in real time. From an algorithmic viewpoint,
the structure of visual scenes is often very complex, and it can be diffi-
cult to extract relevant information robustly.

As mentioned above, the fly uses visual motion information to stabi-
lize its flight. Mismatch of body components or environmental dis-
turbances may impart rotation on the animal, but sensory feedback is
used to produce compensatory torque responses. This sensorimotor
feedback is known as the optomotor system, and is one of the best-
studied behaviors of the fly (Gotz, 1975; Warzecha and Egelhaaf, 1996).

Hardware Implementation

We constructed a hardware implementation of the optomotor system
using a two-wheeled vehicle. We chose to build a physical motor sys-
tem so we could evaluate our sensor’s performance in the real world.
Figure 2.7 shows a schematic of the system. Our wide-field motion
sensor estimates self-rotation, and this signal is used to produce a com-
pensatory rotation by the drive motors.

We constructed a simple robotic platform on which we mounted the
wide-field motion sensor (figure 2.8). The robot had two large wheels
driven independently by two DC motors, and a free-turning wheel in
the back to maintain balance. Each drive motor was controlled with a
pulse-width modulation circuit that varied the duty cycle of a constant-
amplitude square-wave voltage. By changing the duty cycle of the
waveform, each motor could be driven at any speed up to a maximum.
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Figure 2.8 Photograph of the optomotor system. The lens is covering the motion sensor
chip. Additional off-chip electronics have been constructed to drive the dc motors. The
back wheels turn freely, and merely prevent the robot from falling over. The robot mea-
sures 13 em x 19 em x 22 em, and is powered by on-beard batteries.

If the motors were driven at different speeds, the robot would drive in
a curved trajectory.

A large asymmetry was introduced into the robot’s mechanics by
connecting the left and right motors to their respective wheels with
different gear ratios. The left motor was connected to the left wheel
with a 1:5 gear ratio, while the right motor was connected to the right
wheel with a 1:1 gear ratio. This caused the robot to drive in tight cir-
cles if both motors were driven at the same speed. This asymmetry was
made extreme for the sake of experiment, but perfect symmetry is im-
possible to achieve in any physical robot. While two actuators may
match perfectly in simulation, they will never match when built and
tested in the real world. This difficulty is especially pronounced in out-
door terrain, where wheels or feet may slip in sand or mud. Legged
robots are especially prone to walking in curved lines due to foot slip
or terrain differences, even if they have been designed and constructed
with high precision.

When open-loop control falls short, we must introduce sensory feed-
back to further improve performance. Optic flow information has the
potential to guide a robot in a straight path, because any deviation
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involves a yaw rotation, however slight. If yaw rotation can be esti-
mated from optic flow reliably, we can use this as an error signal in a
negative feedback loop in which the motors execute a compensatory
rotation to null the sensory error signal.

We constructed a feedback loop of this type using our VLSI wide-
field motion sensor. The sensor was mounted facing forward on the
robot, oriented so it was sensitive to horizontal motion. We oriented
the sensor facing straight ahead because translatory motion by the
robot produces little optic flow in the direction of travel, while rota-
tory (yaw) motion produces uniform optic flow around the visual
field parallel to the ground. Thus the optic flow in the forward region
of the visual field will be dominated by the rotatory component. The
hoverfly Syritta pipiens uses this strategy to stabilize its flight. When

2

of the visual field to estimate self rotation. This agile creature is also
capable of flying sideways, and when doing so, it uses optic flow from
the lateral visual fields to estimate self-rotation (Collett, 1980). Presum-
ably, it is attempting to measure optic flow in the regions least con-
taminated with optic flow produced by its own translation.

The output of our motion sensor was a continuous, time-varying
time constant of 750 msec. This is a simple model of the relationship
between the output of a wide-field motion-sensitive neuron in the fly
and the torque response produced by the wings (Egelhaaf, 1987; War-
zecha and Egelhaaf, 1996). The filtered output of the motion sensor was
added to the left motor command and subtracted from the right motor
command (see figure 2.7). This has the effect of adding a rotatory com-
ponent to the robot’s trajectory. In the absence of visual feedback, both
motors turned at the same rate (so one wheel turns five times faster
than the other). Visual feedback slowed one wheel and sped up the
other.

Robot Experiments

Experiments were performed indoors in our laboratory, but the visual
nature of the room was not altered in any way to accommodate the
motion sensor. The room was a typical cluttered laboratory environ-
ment with many shady areas under tables. The robot’s position was
recorded 10-20 times per second with a magnetic field tracking system
that returned location and orientation in three dimensions (Polhemus,
Colchester, VT). The scale of experiments was limited by the range of
this system, approximately a 70 cm by 140 cm area for highest accuracy.

The optic flow feedback proved capable of nearly eliminating the ef-
fect of physical asymmetry. Figure 2.9 shows one trial without visual
feedback. The line shows the robot’s path, and the circle indicates the
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Figure 2.9 Robot path with no sensory feedback. With the motion sensor disabled, the

robot turns in circles due to the asymmetry in its mechanics. The circle denotes the ending
location of the robot.

ending position. The robot is turning in tight circles. Figure 2.10 shows
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ten trials where visual feedback has been enabled. In general, the robot
travels in straight lines. We purposely started the robot at different ori-
entations to demonstrate that the sensor works well for general visual
scenes around a room. When moving in straight lines, the robot traveled
at a speed of approximately 20 cm /sec. Objects and walls were typically
0.2 to 1.5 meters away from the robot, depending on the direction.

The angular velocity of the robot (yaw rate) was computed along
each path by differentiating the robot’s heading as recorded by the
tracking system. Figure 2.11a shows a histogram of angular velocities
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visual feedback. The mean angular velocity in the open-loop case is
—116°/ sec, while for the closed-loop case this decreased to —3.7°/ sec,
an improvement by a factor of 31.

Occasionally, the feedback did fail to keep the course straight. A 45°
turn is visible in figure 2.10, most likely caused by the sensor being
oriented toward a relatively featureless part of the room, where no
motion information is available. A larger field of view would reduce
the likelihood of such occurrences. Also, the magnitude of the error
depends on the degree of asymmetry in the gear ratios. In a more real-
istic situation with higher open-loop precision, it is likely that large
closed-loop errors would be rare.

Our sensor is small and extremely low power, making it easily adapt-
able to mobile robot applications. While the power budget on a robot
is usually dominated by motors, traditional CCD imagers consume

Fly-Inspired VLSI Vision Sensors



52

60 - 1

-60 40 -20 0 20 40 60 80 100 120
x [cm]

Figure 2.10 Robot path with sensory feedback. Ten trials are shown where the motion

sensor provided optomotor control to straighten the course of the robot despite a 5:1

mechanical asymmetry. Circles denote the ending location of the robot in each trial. The
robot was exposed to different visual scenes during the trials.
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Figure 2.11 Histogram of angular velocities. (a) No visual feedback. The turning behav-
ior of the robot is obvious. The mean angular velocity was —116 deg/s. (b) Compilation
of all ten trials with visual feedback. The mean angular velocity was greatly reduced to
—3.7 deg/s.
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significant amounts of power, and digital microprocessors or digital
signal processors (DSPs) capable of processing real-time video consume
even more. On the Sojourner rover of the recent Pathfinder Mars mis-
sion, the CCD imagers alone consumed 0.75 W—5% of the total power
budget at peak solar cell output. The CPU system consumed an addi-
tional 24%, and much of the CPU’s time was devoted to processing
static images while the rover was not moving (Matthies et al., 1995). By
comparison, our EMD array consumed less than 5 pW of power. Tra-
ditional imaging and image processing is expensive in terms of time,
size, and power. Biologically inspired analog VLSI approaches to this
problem can bring down the cost and make robot vision more practical.
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Visual Servo System Based on a
Biologically Inspired Scanning Sensor

..
J

Stéphane Viollet and Nicolas Franceschini

The present study was carried out in the context of our previous studies

based on the idea of reconstructing natural visuomotor processes in
order to better understand them [1-5]. Here, we show that an elemen-
tary visual sensor composed of only two pixels is able to accurately
detect contrasting features within its visual field, provided it uses a
particular scanning mode, such as that recently discovered in the com-
pound eye of flies [6]. This low-cost, low-weight, low-complexity scan-

. ‘ ' to deli bt is:

+ Quasi linear with respect to the angular position of a contrasting ob-
ject in its field of view

+ Largely invariant with respect to the distance to the object and its
level of contrast

The most novel feature of this visual sensor, which differs from other
systems based on scanning at constant angular speed [4] and pulse scan-
ning [7], is that it scans the visual field at an angular speed that varies
gradually with time (variable-speed scanning). The sensor’s output
then becomes a graded function of the position of a contrast feature
within its visual field, with the interesting consequence that if this sen-
sor is incorporated into a visuomotor control loop, it is able to stabilize
a robot such as a micro air vehicle with respect to the environmental
features.

In the following two sections, we simulate the pure rotation at a
variable speed of a pair of pixels in front of a stationary contrast feature
(a light-to-dark edge) and show that the processing of the apparent
motion yields a signal that gradually varies with the angular position
of the edge in the visual field. In the section entitled Variable-Speed
Scanning and Visual Position Sensing, we describe the structure of a
miniature scanning sensor coupled with a local motion detector (LMD)
based on the fly compound eye [8]. In the section entitled Visual Con-
trol of a Miniature, we describe the structure of a miniature Twin-
Propeller Aircraft, aircraft equipped with the scanning sensor and the



implementation of a visual feedback loop designed to stabilize this
model aircraft in yaw. The scanning sensor picks up an error signal,
which is used to drive the two propellers differentially, causing the
“seeing aircraft” to reorient and adjust its line of sight so as to remain
constantly locked onto a nearby or distant contrasting target.

Contrary to the kind of yaw stabilization that can be achieved with a
gyroscope having similar low-weight and low-cost characteristics, that
described here is not only stiff but also devoid of drift. Some examples
are given below, where the (tethered) aircraft either tracks a slowly
moving dark edge or maintains fixation onto a stationary target for 17
minutes.

The scanning visual sensor and the visuomotor control loop we have
developed are appropriate for:

+ Detecting low-speed relative motion between a craft and its environ-

ment

+ Rejecting environmental disturbances by m
onto a nearby or distant target regardless of i
within a given range

+ And controlling the attitude of a craft optically with respect to envi-
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SCANNING AT A VARIABLE ANGULAR SPEED
Photoreceptor Model

The angular sensitivity of an insect lens—photoreceptor combination is
usually approximated by a bell-shaped function [9]. In the present case,
we use a Gaussian function, the bottom part of which is truncated be-
low the threshold s;.

The angular sensitivity S(p) of a photosensor i is therefore given by:

5(@ _ (ﬂbS(GZ(Q) - SO)2+ (G’(¢) - SO))’ (31)
with
oo -eo] ]

i(p) =exp|—5 5 (3.2)

The main parameters that characterize S(p) are as follows:

+ Lv: total angular width of the visual field

* Ap: angular width at half height

Both parameters can be expressed with respect to ¢ as follows:

2 \1'? o
15 J (3.3)

Ap = 20‘[2 'm(
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Variable Angular Speed

As sketched in figure 3.1a, we have simulated the concerted rotation of
two photosensors, 1 and 2, separated by a constant angle Ag, called the
interreceptor angle, in front of an elementary panorama consisting of a
single segment AB. The pair of photosensors is assumed here to rotate
clockwise at an angular speed Q, which decays exponentially with
time. The angle v is given by (figure 3.1b):

W(t) :A(l —exp <i>) (3.5)

Hence the angular speed Q(t) is:

o A [ 1\ e
Qt) = < eXP k— ;) (3.6)

The position of the segment is defined by the points A(xy,y1) and
B(XZ,yz) with Y1 = Yo.

\ ime-t] Ri(t) £ ! 1o obtained by inte-
grating the angular sensitivity S(¢) weighted by the intensity I(p):

(Lv/2

Ri(t) = Jsz;/z I(p)S(p) d (37)

Processing the Photoreceptor Signals

To calculate the output signal from each photoreceptor, we used a dis-
crete version of equation 3.7. The signal sampled, R;(kT), with T in
seconds, results from a convolution of the light intensity I with the
Gaussian mask S(kTs) (Ts in degrees). In other words, at each value of
¥, Ri(kT) results from the filtering of I by a filter with a Gaussian-
shaped impulse response. In all these calculations, the Gaussian mask
S(kTs) based on equation 3.1 was processed with a spatial sampling
step Ts equal to 0.004°. R;(kT) was normalized with respect to its ex-
tremal values:

* Ri(kT) =1 when a black segment (I =10) covers the whole visual

field Lo.
* Ri(kT) = 0 when the black segment is completely outside the visual
field (I = 0).

In order to show that the time lag between the two photosensors
varies with the position of the contrast feature, we refer to the scheme of
figure 3.1a, in which we put the dark edge at 3 positions (1, 2, 3) along
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3 (a). (b) Variation of angle y(f). {c, d, e) Output from photosensors 1 and 2, depending of
the position of the dark edge (1, 2, 3). (f, g, h) High-pass filtered version of (c, d, e) (cutoff
frequency: 2 Hz) and thresholding of the output signal from each photosensor. Dr = 2°;
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Figure 3.2 Structure of the LMD.

the x-axis. For each of these stationary positions, figure 3.1c, d, e gives
the output from photosensors 1 and 2 as they turn clockwise at a vari-
able angular speed Q. In figure 3.1f, g, h, the output from each photo-
sensor was passed through an analog high-pass filter with a cutoff
frequency of 2 Hz.

Figure 3.1f, g, h shows that the time lag At between the differentiated
and thresholded outputs of the two photosensors indeed varies gradu-
ally with the angular position ¢, of the contrast edge within the visual
field.

MEASURING ANGULAR SPEED WITH AN LMD

The local motion detector (LMD)—also called the elementary motion
detector (EMD)—is an analog circuit yielding an output signal that
decreases gradually when the time lag Af between its two inputs in-
creases. Like many insect motion-detecting neurons [8], the analog
LMD is directionally selective. We designed an LMD that detects only
light-to-dark transitions (“off contrasts”) when the scanning direction is
clockwise. The use of the derivative in the first LMD processing step is
essential, as it makes it possible to:

+ Eliminate the DC level of the photosensors

+ Discriminate between positive (on) contrasts and negative (off)
contrasts

A block diagram of the LMD is shown in figure 3.2.

The signal output V, results from multiplying an exponentially decay-
ing pulse by a delayed fast pulse. V, varies inversely with At and
hence grows larger with Q. This pulse-based scheme for an analog
motion detector was originally designed [10] on the basis of electro-
physiological findings obtained at our laboratory on flies [8], and an
array of motion detectors of this kind has been previously used onboard
a visually guided autonomous robot capable of avoiding obstacles at
50 cm /sec [1-2].

Visual Servo System
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Magnetoresistive position-
servo system

T— Reference input

Figure 3.3 Skeltch of the complete visual scanning sensor in front of a dark object posted
up on the wall.

It was predicted from the simulations shown in figure 3.1 that if an
LMD is driven by a pair of photosensors rotating at a variable angular
speed, its output V, will vary gradually with the angular position j. of a
dark edge in the visual field of the scanning sensor.

VARIABLE-SPEED SCANNING AND VISUAL POSITION SENSING
The Scanning Sensor

We built a miniature scanner, the components of which are sketched
in figure 3.3. A dual photosensor and a lens (focal length: 8 mm),
mounted opposite each other on a blackened Perspex drum (diameter
15 mm), form a miniature “camera eye,” which is driven by a DC
micromotor (diameter 10 mm). The angle of divergence Dj between the
visual axes of the two photoreceptors (interreceptor angle) is: Dj = 4°
The angular position of the drum (and hence, that of the sensor’s line of
sight) is monitored by a magnetoresistive sensor responding to the angu-
lar position of a micromagnet glued to the hub of the drum. This sensor
is part of the loop of an accessory position-servo, which controls the
eye so that it will follow any imposed signal.

This servo eye is positioned by a composite periodic signal at 10 Hz
(cf. figure 3.4a), which eventually leads to two scanning phases (cf.
figure 3.4c):

1. During the first phase (duration: 25 msec), the angular speed Q of
the eye is made to decrease quasi exponentially with time.
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Figure 3.4 Measured periodic signals from the position servo of the scanning eye. (a)
Reference input voltage imposed upon the position servo. (b) Actual motor input voltage.
(c) Resulting orientation of the “eye” as monitored by the magnetoresistive sensor.

2. During the longer “return phase” (duration 75 msec), the eye is
made to return to its original position at a quasi-constant speed.

The amplitude A of the scan is expressed in terms of the interreceptor
angle Ap by means of the scanning factor [4] o:

_Ac
-

The LMD responds only during the first part of the scan (short
phase), delivering an output that varies in a graded manner with the
position of the contrasting edge within its visual field. Imposing a slow
and constant angular speed during the return phase improves the
robustness of the sensor, making it responsive to environmental fea-
tures far beyond the simple edge considered here.

o

Sensor Output Versus Contrast and Distance

The complete scanning sensor was mounted vertically onto the shaft
of a resolver and a 16-bit resolver-to-digital converter was used to

Visual Servo System



Sensor output V, (V)

accurately determine the angular orientation of the sensor. The two
photoreceptor outputs were connected to an LMD via soft microwires.
We varied the orientation of the scanning sensor manually and at each
orientation recorded the voltage output V, from the LMD and the an-
gular position g, of the sensor.

The object was a contrast step made of gray paper that stood out
from the background. The contrast m was determined by measuring
the relative illuminance of the paper (1) and its background (I) and

calculating:
_— LI
L+D

Contrast was measured in situ with a linear photo device having the
same spectral sensitivity as the dual photosensor used.

Figure 3.5a, b, ¢ shows that the sensor output varies with the position
of a contrasting edge within its visual field—as predicted, based on the
results in the introductory section and “Measuring Angular Speed with
an LMD.” The responses are quasi linear with respect to the yaw ori-
entation of the scanning sensor and largely invariant with respect to the
contrast m and the distance D of the dark edge [5]. Subtracting a refer-
ence signal # = 5.5 V from all the data gives an odd function, which is
a useful feature for incorporating the scanning sensor into an opto-
motor loop. Moreover, invariance with respect to the distance—within
a limited range—is an important feature for the dynamics of an opto-
motor loop of this kind, because it does not introduce any gain varia-
tions liable to cause instability [11]. The sensor was designed to be
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Figure 3.5 Voltage output V, from the scanning sensor (cf figure 3.3) as a function of
its orientation g, and the contrast m of the pattern. Accuracy: +50 mV. (a) Response at
D = 60 cm with respect to a dark edge (solid) and a dark stripe 10 mm in width (dotted).
(b) Response at D = 100 cm to a dark edge of various contrasts. (¢) Response at D = 140 cm
to the same dark edges. (Ap =4°, o« = 2).
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robust against any spurious modulations caused by neon room illumi-
nation (100 Hz intensity modulations).

VISUAL CONTROL OF A MINIATURE TWIN-PROPELLER
AIRCRAFT

A sketch of the tethered model aircraft equipped with its scanning
sensor is shown in figure 3.6.

This aircraft is made of carbon, wood, Fiberglas, and expanded
polystyrene (EPS). Its total weight is 100 g, including the engines, scan-
ning sensor, gyroscope, and the complete electronics. The onboard bat-
tery (metal-hydride 7.2 V-0.6 A.h) weighs another 90 g. In order to
minimize the inertia around the yaw axis, the DC engines are posi-
tioned close to the axis of rotation and transmit their power to their re-
spective propellers (diameter 13 cm) via a 12 cm-long carbon fiber shaft
and bevel gear (reduction ratio 1:5). The SMD electronic components

Dru
<l P
e
) B
Photodiodes —
DC Motor— b I ! —
Potentiometer =
Gyroscope —— '

Electronic boards DC Motor with

‘\ ;nr;.(}oga?t%ar;dbomd feedback speed control

Bevel gear

Propeller
Potentiometer

Figure 3.6 Model aircraft equipped with its scanning sensor.
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occupy five decks of printed circuit boards interconnected via minia-
ture bus connectors, each board (diameter 55 mm) being dedicated to a
particular task, as follows:

- Board 1: power conditioning

+ Board 2: RC receiver and PWM signal generator
+ Board 3: LMD

* Board 4: optomotor controller

+ Board 5: scanner servo system
Dynamic Modeling of the Twin-Propeller Aircraft

We analyzed the dynamics of the twin-propeller system around its yaw
axis from its response to a step input. In order to convey a step input
voltage to the autonomous plant, we designed a remote control system
operating at 433 MHz (1000 baud). At the transmitter, the throttle and
yaw commands were adjusted by means of “digital” joysticks. Onboard
the aircraft, these signals were received by a miniature receiver and dis-
patched to two digital potentiometers via a PIC16F84 microcontroller.
These potentiometers (8-bit digital-to-analog converters) generated a
differential signal 1, to adjust the yaw and a signal u, to adjust the
common throttle. In order to make sure that the two thrusters reached
the same nominal speed (i.e., the same “operating point”) during each
experimental run, the DC level 1, was memorized in the microcontroller
flash memory and called back via a third remote control channel. The
differential propeller driving system is shown in figure 3.7.

The whole aircraft was fixed onto the shaft of the resolver (cf. section
entitled The Scanning Sensor), which was selected because of its negli-
gible friction and inertia. The 16-bit resolver-to-digital converter was

I Throttle
4>
Yaw
RCT itt RC Receiver
C Transmitter Control signal u from the
visual + inertial feedback

Figure 3.7 Block diagram of the differential system driving the propellers.
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then used to measure the angular speed of the aircraft in yaw. This
tachometer has a scale factor of 2.27.10 * V/deg/s, a scale factor error
of 10% and a bandwidth of 125 Hz.

The model G(s) of the aircraft obtained from its step response is as
follows:

O 2700
T Uy (0.026s% +0.2325 1 1)

G(s)
where 0, is the angular speed (deg/s) of the aircraft and Uy is in Volts.
The Visual Inertial Feedback System

The complete position feedback system we have designed is shown in
figure 3.8.

The scanning sensor is modeled by a simple gain K; =1 V/deg (cf.
figure 3.5), and its output signal was maintained by a zero-order hold
until the completion of each scan (T = 100 msec). Because the transfer
function from the controlling yaw input to the yaw angle has three
main poles, we incorporated a velocity feedback [12] using a miniature
piezo gyroscope. The latter was modeled by the following transfer
function H(s):

Y 6.7.103
H) =5, = 000325 1 1)
The gain Kp =5 was chosen so as to give a closed-loop step response
with a settling time of 100 msec with a minor overshoot. The controller
D(s) was designed in particular to compensate for the limited band-
width (50 Hz) of the gyroscope. D(s) raised the phase margin further,
compensating for the phase lag introduced by the low-pass filter H(s),

+ * o .
I(Lp(")i> Ko | D) || G (2 S 8. )
Y (V) : .

P ' Optical

Ko e H(s) | environment
W/
Vo (V) | o
ZOH |4 Ks |

>
Scanning sensor

Figure 3.8 Block diagram of the closed-loop visual control system incorporating the
scanning visual sensor (outer loop) and a gyroscope (inner loop).
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and thus increasing the damping. The transfer function of D(s) is given
by:

D) = 03( g1 1)

and

K,=6.107

The frequency response of the open-loop transfer B,(s) = Z”(S) is shown

in figure 3.9.
Target Tracking and Visual Fixation

We assessed the closed-loop performance of the visual-inertial feedback
system on the test bed described in figure 3.6. Both the angular position
of the dark edge (input) and the angular orientation in yaw of the model
aircraft (output) were measured with potentiometers, as depicted in
figure 3.6.

Figure 3.10 illustrates the tracking performance of the visual feed-
back loop with respect to a sinusoidal variation of the position of a
dark edge in the visual field of the scanning sensor.

The response was found to lag behind the command by about 100
msec—that is, by hardly more than the scan period—which turned out
to be the main limiting factor. The maximum linear speed of the dark
edge that the model aircraft was able to track was about 25 cm /sec at a
distance of 1 m (14°/sec). The histogram in figure 3.11 shows that the
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Figure 3.10 Dynamic performance of the overall twin-propeller system (cf figure 4.6)
tracking a dark edge (contrast m = 0.2) located at a distance of 1 m in front of the eye and

oscillating at 0.2 Hz perpendicularly to its line of sight. ¥ =5.5 V.
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Figure 3.11 Distribution of the angular orientation of the model aircraft, which is con-

stantly fixated on a stationary dark edge (m = 0.2) for 17 minutes. Number of samples =
50000; acquisition time = 1000s; standard deviation = 0.22°.

aircraft steadily controls its two propellers so as to gaze steadily on a
stationary target during a long 17 min experiment.

CONCLUSION

In this chapter, we described the use of a low-level, low-complexity,
power-lean miniature sensor designed to provide a micro air vehicle

Visual Servo System



with visual stabilization and tracking possibilities. We established that
a 100 gram twin-propeller aircraft equipped with this miniature scan-
ning eye can track an object with various levels of contrast (down to
10%) at various distances (up to 1.5 m), using its onboard electronics
and energy in a completely autonomous manner.

The aim here was not to achieve a high-performance closed-loop
system such as those based on a CCD camera, which recognize and
track a target at high speeds. Such systems rely on more-complex control
laws and require larger computational resources [11, 13]. Our low-level
visual system is not based on any “understanding of the environment,”
and consequently cannot detect and track a specific target among many
others. Yet this moderately complex, inexpensive (=~ 400 USD) system
can be used:
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+ To stabilize a micro air vehicle around a given axis of rotation, where
the time constant is small (the small time constants of micro air vehicles
make it difficult for them to be stabilized by a human operator)

+ To replace a gyroscope by maintaining an angular position with re-
spect to environmental features—for a long time and with no drift

+ To track a target visually with a large shape, contrast, and distance

It is worth noting that the optical position—servo method we have
developed is based on a position sensor that relies on a motion detector.
An essential message of this chapter is that a simple, low-amplitude
scanning of two photoreceptors can provide positional information far
beyond that expected from their angular sampling basis. Extending
these results to a 1-D or 2-D photoreceptor array will retain this inter-
esting property while enlarging the field of view.
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A1 Visual Sensors Using Eye Movements

Oliver Landolt

Visual processing in robotics applications lags far behind the visual
operating principles underlying biological visual systems differ funda-
mentally from conventional electronic image sensing and processing
hardware. One important difference, frequently overlooked even with-
in the field of biologically inspired engineering, is that most animals
can move their eyes with respect to their head and/or body. Such ani-
mals display a repertoire of eye movements designed to improve the
the visual axis of electronic visual systems is typically pointed in a
fixed direction with respect to the supporting platform, or can move
only slowly compared to the time scale of visual events. The present
chapter argues that eye movements are an important aspect of visual
sensing and should be built into electronic implementations of visual
sensing systems. The next section presents an overview of the major
types of eye movements found in humans and discusses their impor-
tance to vision. The two subsequent sections describe engineered sys-
tems incorporating similar principles. Last, the Conclusion discusses to
which degree the biological domain can inspire the architecture and
algorithms of synthetic vision systems.

EYE MOVEMENTS IN HUMANS

Eye movements observed in humans fall into two broad categories,
namely, saccades and target-holding movements. Saccades consist of
fast (on the order of 1000°/sec), essentially ballistic jumps from one
fixation point to another. Humans usually look at visual scenes in an
endless succession of saccades and fixations (up to 3 per second) con-
centrated on areas of interest [1]. The main purpose of saccades is to
bring an image location of interest into the high-acuity foveal region of
the retina for detailed analysis. Another purpose of saccades is to bring
the eyeball rapidly back to the center after drifting away—for example,



in pursuit of a moving object. The most obvious benefit of a moving
fovea is economical: To obtain foveal resolution over a wide field of
view without eye movements, a tremendous number of photoreceptors
would be needed, as well as a matching amount of cortical visual pro-
cessing hardware. Similar economical considerations are highly rele-
vant for electronic visual sensors as well.

Unlike saccades, target-holding eye movements are smooth and
are designed to stabilize the retinal image. Several categories are dis-
tinguished depending on the nature of the stimulus controlling the
movement. The vestibulo-ocular reflex (VOR) is driven by inertial
measurements of head movements, performed by the vestibular sys-
tem. The VOR counteracts the effect of head movements by generating
opposite eye movements, thereby greatly reducing the velocity of

of 500°/sec. The opto-kinetic reflex (OKR) is similar in purpose but
controlled by vision itself. The OKR compensates for large-field image
slip up to about 80°/sec, such as produced by the subject’s own body
movements with respect to the environment. Smooth pursuit consists
of tracking a small moving object in order to keep it in the fovea. It
operates up to 40°/sec. Target-holding movements are important for
width, photoreceptors can follow light intensity fluctuations caused by
a moving image only up to some velocity, dependent on the spatial
features of the image. At higher velocities, the image appears blurred.
Total or partial compensation of image slip increases the range of con-
ditions under which a target can be seen clearly.

In addition to the large-scale eye movements described so far, it is
known that even during attempts to maintain perfect fixation, humans
actually generate small involuntary eye movements [3]. These move-
ments typically alternate between smooth drift and microsaccades,
with a median delay on the order of 0.6 sec between the onset of suc-
cessive saccades. The amplitude of these movements is on the order of
a few minutes of arc. It has been established that the function of these
involuntary movements is to maintain permanent vision. If the image
of a target is kept perfectly stable on the retina—by mounting the tar-
get directly on the eyeball for instance—then visual perception of the
target vanishes in a matter of seconds [3]. Instead, observers report
seeing a gray fuzzy field, or sometimes even extreme blackness. In other
cases, observers describe intermittent perception of a dim, unsharp, or
partial image of the target. Reportedly, the target may transiently reap-
pear clearly on events such as illumination flashes, or by applying a
movement of sufficient amplitude (on the order of 2’ of arc) to the tar-
get. Failure of vision in the case of a perfectly stabilized retina image is
explained by the fact that the visual system detects and encodes light
intensity fluctuations over time—and space—rather than steady light
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levels. Therefore, permanent visual perception is possible only if the
image keeps moving. Small-amplitude involuntary eye movements
provide the conditions for sustained vision.

Although it may seem odd at first that humans rely on a visual sys-
tem requiring eye movements to operate properly, this architecture
turns out to have interesting properties. In natural viewing conditions,
spatial patterns that remain perfectly stable on the retina are most
likely artifacts from the visual system itself, such as the blind spot,
shadows of blood vessels, afterimages due to adaptation, or fixed-

pattern noise due to photoreceptor mismatch. By detecting only tem-
poral fluctuations caused by eye movements, such artifacts can in
principle be discounted. In contrast with biological retinas, most elec-
tronic image sensors—notably cameras—measure the DC light inten—

caused by photoreceptor mlsmatch To deal with this effect, the fixed
pattern must be measured in a calibration step, stored in some type of
memory and discounted at image readout. By building electronic visual
sensors capable of shifting their optical axis, the benefits of the biologi-
cal approach can be exploited without sacrificing sustained vision. An-
other prospectlve advantage of small- amphtude eye movements is

access to a continuum of image points instead of a discrete grid. In
principle, it is possible to use such scanning movements to detect fea-
tures much narrower than photoreceptor spacing. It is not likely that
humans exploit this potential because photoreceptor spacing in the
fovea is so narrow that the effective resolution is actually limited by the
imaging optics [3]. However, there exist animals known to rely on
scanning for visual data acquisition, presumably for resolution en-
hancement purposes [4-5].

Given the benefits provided by moving eyes to their animal users,
perhaps gaze control could improve electronic visual sensors as well
and contribute to bridging the performance gap between biological and
electronic visual systems. For the development of practical visual sys-
tems exploiting eye movements to the same extent as animals, several
technological issues must be addressed.

1. A mechanical /optical solution must be found to the problem of

ranridly chiffing +ho vigiinal Ay Devic ard nower consumpt
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must remain compatible with small robotics applications. For perfor-
mance comparable to humans, the device should be capable of execut-
ing saccades within about 50-100 msec with an accuracy on the order
of 1°, over a total angle of 60-90°.

2. Image-sensing principles must be developed, which take advantage
of eye movements to achieve capabilities such as fixed-pattern noise
rejection or resolution enhancement.

Visual Sensors Using Eye Movements



3. High-level control strategies must be developed to achieve the built-
in functionality of the human oculomotor system, such as target-holding
reflexes and saccadic exploration. Conflicts between subsystems imple-
menting different functions must be resolved.

4. Efficient computation of coordinate mappings between visual space
and motor space must be implemented. Motor space is defined by the
degrees of freedom of the device shifting the visual axis. Fast and ac-
curate coordinate mapping is an essential part of the control system of
a moving eye.

The author and his colleagues have been addressing these issues over
several years and have proposed and implemented original solutions in
the frame of two independent developments of visual sensing systems
exploiting eye movements. Custom hardware solutions were favored,

which rely on operating principles inspired by neurobiology [6]. This
choice is motivated partly by interest in exploring the potential of this
approach, and partly by anticipation of strong constraints in terms of
cost, size, speed, and power consumption in many applications of eye
movements. Arguably, bioinspired approaches should provide supe-
rior solutions—in the long run—in classes of problems where biology

excels but computers do poorly. Indeed, neural structures have been
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optimized over millions of years of evolution by selection of the best
designs for survival.

OCULOMOTOR SYSTEM BASED ON MICROPRISM GRATINGS
Functionality

An oculomotor system has been built that implements two types of eye
movements found in humans—namely, saccades and smooth pursuit
[7]. Rotations of the visual axis are produced by a light deflection de-
vice mounted in front of a fixed-image sensor. The system otherwise
contains four analog very large-scale integrated circuits (VLSI) based
on bioinspired principles. The primary purpose of this system is to
demonstrate the validity of novel principles underlying the optical
front end, the related control strategy, and its custom hardware imple-
mentation. However, some additional elements are likely to be required
before practical applications can be addressed. In particular, difficult
visual processing problems—such as identification of saccade targets in
natural scenes or discrimination of moving objects from their back-
ground—have been circumvented by assuming visual scenes made of
light patches over a dark background, whereby luminance directly
identifies objects of interest. The functionality of the oculomotor sys-
tem can be extended without alteration of its core by inserting more-
sophisticated visual-processing hardware between the retina chips and
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Light Deflection Device

To rotate the visual axis, we have selected an approach consisting of
keeping the retina chip and the focusing lens fixed, while deflecting
light using refractive elements mounted in front of the lens (figure
4.1A). The light deflection device consists of two transparent and flat
plastic disks with a microprism grating on one side, mounted perpen-
dicularly to the optical axis of the lens. The angle of the microprisms is
30° and the refraction index is 1.49. The disks have an overall diameter
of 7 mm and a thickness on the order of 1 mm. Each disk can rotate
without restriction around this axis, independently from the other. As a
whole, each microprism grating acts on light essentially like a single
bulky prism, except that it takes much less space and weight (figure
4.1B). Although a single fixed prism cannot have an adjustable deflec-
tion angle, with two mobile prisms in the light path, any magnitude
and direction of deflection can be obtained within some boundaries.
Their contributions may combine either constructively or destructively
depending on the relative prism orientations. With the selected mate-
rial and geometry, the available range extends up to +45° horizontally
and vertically. The relationship between prism orientations and the di-
rection and magnitude of deflection has been derived in detail [8]. This
relationship turns out to be strongly nonlinear and there are generally
two combinations of prism orientations achieving the same overall de-
flection. Therefore, control of this device involves the computation of
nontrivial coordinate mappings. However, the decisive advantage of
this device over many other solutions is that only two small passive
optical elements have to move. This feature enables fast movements
with moderately powered motors and avoids electrical connections to
moving parts. The measured delay between onset of a saccade and

micro-prism gratings

Figure 4.1 (A) Light deflection device principle. (B) Replacement of conventional prisms
by micro-prism gratings. (C) Photograph of a mechanical device including the gratings,
orientation sensors and motors. The overall device size is 56 mm x 34 mm x 16 mm.
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stabilization on the target ranges from 45 msec to 100 msec depending
on the saccade magnitude. Optical aberrations introduced by the prisms
degrade the sharpness of the image. The degradation is negligible at
low deflection angles, but at the extreme deflection of 45°, the image of
an ideal spot extends over a distance of 300-400 ym. However, when
the device is used in conjunction with a typical electronic retina, this
degradation is not significant up to deflections of 30-35°. The reason is
that these image sensors are characterized by large pixel spacing (typi-
cally 50-100 um) due to the presence of focal-plane electronic processing.

Control System Architecture

The oculomotor system consists of three modules as shown on the
block schematic in figure 4.2. The moving-eye module contains the
light deflection device described in the previous section with its two
motors. The orientations of the two microprism gratings are monitored
by means of coding wheels and optical detectors. The motors are con-
trolled by two independent position servo loops keeping each grating
in the orientation specified by the content of a register. These registers
are the points of convergence between the saccadic exploration module
and the smooth-pursuit module. A saccade is generated by loading a
new orientation setting in the registers, whereas smooth movements
are generated by applying incremental changes to the stored settings.
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Figure 4.2 Oculomotor system architecture.
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The gratings track these changes within the delay imposed by the dy-
namics of the low-level control loops.

The light deflection device is mounted on top of a retina chip with a
focusing lens dimensioned to achieve a relatively narrow field of view
of 12°. Because this narrow field can be moved over a large angle, this
retina can be considered as a high-resolution “spotlight” gathering im-
age details sequentially in time. In this respect, it is similar to the fovea
found in humans and other animals. The retina chip contains an array
of 35 by 35 pixels turning the image into electrical signals encoded
in the timing of pulses. The firing rate of a given pixel is proportional
to the ratio between the incident light intensity and the local average
intensity in the neighborhood of the pixel. This integrated circuit
(described in detail in [9]) was not designed specifically for the oculo-

temporal transients as the human retina. However, this discrepancy
does not significantly affect system operation. The data delivered by
this retina chip is used internally for smooth pursuit control. It also
constitutes the main output delivered by the oculomotor system to
higher levels of processing.

S P “t Modul

The smooth-pursuit module contains an element detecting the location
of a target on the retina image. The target location is transmitted to a
so-called incremental control chip implementing nonlinear coordinate
mapping between visual and motor space. This chip determines the
direction and relative magnitudes of prism orientation increments
required to slightly shift the image of the target toward the center of the
retina. For this purpose, it also takes the current orientations of the two
prisms into account, because the appropriate action depends on the
present state of the system. The requested actions are executed by the
moving-eye module, thereby causing the image of the target to shift
on the retina. Corrective actions are integrated over time as a result of
continuous operation of this visual control loop, whereby a target ini-
tially away from the center will progressively shift toward the center of
the retina and then remain there. If the target moves, the eye tracks it
until the next saccade causes locking onto a new target, or until the
object leaves the field accessible to the moving eye.

Information coding and processing within the incremental control
chip are based on principles inspired by biological neural structures.
Throughout the chip, variables are represented by the location of a
patch of activity within a topologically organized array of cells. This
coding convention is called place coding [8] to emphasize the fact that
location—rather than only amplitude—determines the represented
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stimulation intensity
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Figure 4.3 Distribution of stimulation intensity encoding an angle of 81° on a map of 8
nodes whose preferred directions are uniformly distributed at intervals of 45°.

quantity. This approach is closely related to population coding [10],
which is widespread in biological neural structures. At the input of the
incremental control chip, the angular position of the visual target with
respect to the center of the retina is encoded by a map consisting of
eight nodes. Each of these nodes is related to a particular preferred di-
rection. These directions are uniformly spaced at intervals of 45°. In
order to indicate that the target is located at a given arbitrary angle
(such as 81°), the closest matching input cells of the chip (45° and 90°)
must be stimulated by pulse streams of some frequency. The relative
frequencies at which these nodes are driven indicate how closely the
represented direction matches their preferred direction (figure 4.3). The
convention chosen for the definition of place coding is that the value
represented by a given pattern of stimulation is the centroid of the
pattern [8]. A direction of 81° can therefore be represented by applying
20% of the total stimulation to the node related to 45°, whereas 80% of
the stimulation is applied to the node whose preferred direction is 90°.

With a place-coding scheme, computation can be performed by net-
works of passive interconnections—called networks of links—which em-
body the relationship between an input map and an output map [8].
To implement functions of several variables, multiple input maps can
be merged by means of an array of fuzzy logic AND gates. The result-
ing intermediate map can then be projected onto the output map by
means of a network of links. Fuzzy logic AND gates can be implemented
by an extremely simple circuit consisting of only one metal-oxide-
semiconductor (MOS) transistor per input. The incremental control
chip is a direct application of this approach. Its input stage consists of
three place-coding maps representing the target location and the cur-
rent orientations of the two prisms. These maps receive stimulation
encoded as the frequency of brief pulses. Two networks of links project
the three input maps onto two intermediate maps (figure 4.4). A third
network of links performs an additional computational step resulting
in the final maps. These maps represent control actions that are trans-
mitted to the moving-eye module in the form of pulses. The architec-
ture of the chip has been derived manually by studying the properties
of the control function to be implemented. The topology of the net-
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Figure 4.5 FPhotograph of the incremental control chip. The shown area is 2 mm x 1 mm.

works of links has been generated automatically by software on the
basis of a behavioral model of the oculomotor system.

Place coding may at first seem complicated compared to ordinary
analog or digital coding, but it actually lends itself well to compact and
power-efficient hardware implementation of nonlinear mappings such
as the oculomotor system requires. The core of the incremental control
chip (figure 4.5) uses 2 mm? of silicon area in a 0.7 pm CMOS process,
and consumes 30 pW under a supply voltage of 5 V. Conversion from
digital coding to place coding on a chip is simple and efficient [8]. Be-
sides, it is possible in some cases to get place coding directly from a
sensor. In the smooth-pursuit module, the input map representing the
angular location of the target is derived from the visual data delivered
by the retina chip. The surface of the retina is divided into eight radial
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Figure 4.6 Division of the retina surface into radial slices resulting in place coding of the
angular position of the target.

slices and one central area (figure 4.6). The pulses generated by all
pixels within a radial slice are merged into a single signal, whereby
the average frequency of the resulting pulse stream is roughly the sum
of spiking frequencies of all pixels within that slice. This pulse stream
stimulates one node of the target location map, namely, the node whose
preferred direction matches the orientation of the radial slice. If a light
spot shining on the retina is located away from the center, firing of
pixels illuminated by the spot causes stimulation of a small fragment of
the map. The location of the most active node provides coarse infor-
mation about the target location. If the spot is large enough to overlap
two slices, two neighboring nodes will be stimulated at a rate depend-
ing on the area of the intersection between the spot and the retina slice.
The stimulation pattern received by the chip thereby provides con-
tinuous information about the spot location. This representation of the
angular position may be slightly distorted, but is accurate enough to
guarantee that the control actions applied under permanent feedback
cause the spot to ultimately reach the center of the retina.

Saccadic-Exploration Module

The saccadic-exploration module contains a second instance of the same
retina chip as the moving-eye module. However, the visual axis of this
retina is fixed and the associated focusing optics is such that the field of
view extends over most of the area accessible by eye movements. This
retina provides a coarse image of the surroundings for the selection of
salient (i.e., interesting) locations. Therefore, it is comparable to the pe-
ripheral area of the human retina. Under the simplifying assumption
that the visual scene is made of light patches over a dark background,
luminance can be used as a measure of saliency. Therefore, the raw
image delivered by the retina can be considered as a distribution of
saliency without further processing. For practical applications, more-
sophisticated and possibly task-dependent measures of saliency could
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Table 4.1 Saccade statistics in the presence of four equally salient points after 3 minutes
of recording

Average
Visual Number fixation
location of hits time
A 436 133 ms
B 443 88.2 ms
C 418 106.4 ms
D 434 86.9 ms

be implemented [11-12]. The related processing could be carried out by
an additional chip taking the retina image as input and providing a
saliency map at its output (as suggested in figure 4.2).

The distribution of saliency derived from the retina image, encoded
as mean firing rates on an array of cells, is applied to a so-called sac-
cadic control chip. This chip has the function of selecting saccade tar-
gets based on the distribution of saliency and determmmg the timing of
saccades between locations of interest. The general idea is to select the

most salient point at any time as the target of the next saccade. To pre-
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vent neglect in the case of multiple salient points, incoming saliency
signals are integrated over time, and the next saccade target is the lo-
cation with the highest integral. Saliency signals originating from the

c1Irran “']‘7 Ql-{-oﬂr]or] lacation and ite immediate vicinity are ionored and
ULl CiLe ] CLLlVALCWL LULULLIULL Gl 1L0 Ll iriviidne VL\_LI.LJ.I,] “ro J.BJ.LUL\,U. [EWRAY

the corresponding integrators are let to slowly leak instead of letting
them keep increasing. Thereby, whenever a given point becomes the
target of a saccade, it will remain the most salient location only for a
limited amount of time before another location wins the competition.
As a result of the integration process, any location with nonzero sa-
liency will become the saccade target sooner or later. However, the
number of visits to more-salient locations is more frequent because the
corresponding integrals increase at a higher rate. Moreover, fixation
tends to be maintained for a longer time at more-salient locations. The
network generating saccade dynamics has been implemented in analog
hardware as part of the saccadic control chip (described in detail in [8]).
Saccade dynamics have been measured on the chip alone under con-
trolled electrical stimulations. For illustration, statistics obtained by
recording saccades over three minutes in the case of four equally salient
points are given in table 4.1. The four points, arbitrarily labeled from A
to D, are spaced well apart in the visual field. Similar measurements
were performed on the entire oculomotor system under optical stimu-
lation as well (see System-Level Measurements section). Besides gen-
erating saliency-driven saccades, the chip also implements coordinate
mapping between visual and motor spaces. This mapping differs from
the smooth-pursuit module, because visual space is fixed instead of
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being bound to the visual axis of the moving eye. Moreover, the sac-
cadic control chip has to compute absolute prism orientations instead
of increments with respect to the present location. The hardware im-
plementation of this coordinate mapping relies on place coding as in
the previous module.

Module Coordination

Due to the coexistence of two independent control modules, the control
system must incorporate some amount of coordination between them
to avoid interference. For instance, during a saccade, the smooth-
pursuit module would attempt to compensate for the observed retina
image slip if no mechanism prevented it from doing so. In order to
smooth-pursuit module and resets the incremental control chip during
every saccade. After the saccade, the smooth-pursuit module starts
tracking the new target without memory of its previous state. Another
coordination mechanism has been incorporated to handle boundary
problems during smooth pursuit. If a tracked target crosses the bound-
ary of the visual field accessible to the moving eye, this situation is

5 >

ing the saccadic control chip to generate a saccade back to the center.
This mechanism is represented in figure 4.2 by an arrow labeled “nys-
tagmus,” by analogy with the reflex found in humans and other animals.

System-Level Measurements

The complete oculomotor system (figure 4.7) consists of three inde-
pendent printed circuit boards corresponding to the three modules de-
scribed in the Control System Architecture section. Most experiments
were carried out with the system mounted on an optical bench in front
of a dark screen punctuated by light-emitting diodes (LEDs). The di-
rection of the visual axis was permanently monitored by observing in-
ternal signals within the moving-eye module. Image data from either
retina chip was acquired by recording all transitions on the output bus
of the chip by means of a logic analyzer as long as memory would
allow, then processing the data off-line in order to count the number
of spikes emitted by each pixel. Stimulation patterns in portions of the
system using place coding were acquired by a similar method. A first
round of experiments consisted of qualitative observations of the be-
havior of the system while turning on either the saccadic-exploration
module, or the smooth-pursuit module, or both. With the saccadic
module only, when shown a scene consisting of a single LED turned
on, the moving eye points toward this LED most of the time. Brief sac-
cades toward any point in the background occur occasionally. The
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Figure 4.7 Photograph of the oculomotor system. The length of the largest printed cir-
cuit board is about 25 cm.

fraction of time spent watching the background depends on the con-
trast between target saliency and background saliency [7]. The experi-
mental setup had a dark background intended to keep background
saliency low, therefore the system spent only a small percentage of the
time on the background. It is perfectly appropriate that the oculomotor
system pays some attention to the background if its saliency is not
strictly zero. This behavior is due to the temporal integration of sa-
liency built into the saccadic control chip (Saccadic-Exploration Module
section). With two LEDs turned on, saccades alternate from one target
to the other in an essentially periodic fashion—except for infrequent
saccades toward background locations as in the previous case. With
additional LEDs, all intended targets are visited frequently, but no
obvious periodicity can be observed. The system exhibits only minor
preferences between targets of the same nominal intensity, consistent
with observations made on the saccadic control chip alone (table 4.1).
The rate at which saccades occur depends on the rate at which retina
pixels emit spikes. This rate can be tuned by altering bias conditions of
the retina chip. In most experiments, the retina was tuned to achieve
about 3-5 saccades per second, well within the range supported by the
underlying mechanics. Saccade accuracy was measured by activating
several targets at various locations on the visual field. Immediately
after every saccade, the location of the target was measured by comput-
ing the centroid of its image on the retina chip mounted underneath the
light deflection device. The distance between the centroid of the target
and the center of the retina was considered to be the error. In all cases,
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the error is less than 2° of visual angle. The error vector tends to be
identical upon successive returns to the same target, suggesting that the
accuracy of saccades is limited by built-in errors rather than noise. The
major causes are rounding distortions inherent to the operation of net-
works of links, and map alignment errors due to the fact that the visual
axes of the two retinas are not exactly identical.

When the smooth-pursuit module is activated alone, the oculomotor
system tracks a light source waved manually within its field of view.
Because this module lacks a wide-angle acquisition mechanism, track-
ing is initiated only after the target enters the visual field of the moving
eye. Smooth pursuit operates within a range of velocity limited by the
bandwidth of the retina chip and the dynamics of the low-level control
loops. For bright targets, tracking velocities up to 50°/sec have been

because the system uses luminance directly as a feature to identify the
target. Lighter targets cause the retina to fire at a higher rate, thereby
causing more frequent updates of the control action fed back to the
mechanical parts. When both modules are active simultaneously, the
observed behavior is essentially a combination of the first two cases.
When a fixed scene of LEDs is shown, saccades occur as before, except
the smooth-pursuit module cancels the residual error after saccades
under closed-loop visual control. Conversely, in the presence of a
slowly moving target within the wide-angle visual field of the system,
an initial saccade toward the target is triggered 1-2 sec after its initial
appearance, then the target is tracked by the smooth-pursuit module.

VISUAL SENSOR RELYING ON MECHANICAL VIBRATIONS
Concept

In the Eye Movements in Humans section, it was argued that small-
amplitude movements of the visual axis can be used as a means to over-
come fixed-pattern noise inherent to photoreceptors, and as a means to
gain access to the image in continuity rather than on a discrete grid. A
visual sensor exploiting this technique is described in the present sec-
tion. The general idea consists of applying continuous oscillatory scan-
ning movements to the image focused on the surface of a photoreceptor
array. The amplitude of the oscillation should be on the order of pixel
spacing, and the frequency should be high enough that the image can-
not change significantly over a single scanning cycle. A frequency of
a few hundred cycles per second is expected to be sufficient in most
cases. In principle, the oscillation does not need to be periodical, but
periodicity simplifies signal processing. As a result of these oscillations,
spatial variations of light intensity in the image turn into temporal
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fluctuations of light intensity at every photoreceptor. Knowing the
pattern of motion applied to the image, elementary spatial image fea-
tures such as edges or textures can be detected by processing these
temporal signals. For instance, by sweeping the image of a thin line—
such as a dark cable over the background of a clear sky—over a pho-
toreceptor, an impulse of photocurrent will be observed, even if the line
is much thinner than pixel spacing. The temporal signature of a dark
line is a sharp transition from light to dark followed soon by another
transition from dark to light. In addition to the mere existence of this
line, its orientation can also be determined by relating the occurrence of
temporal changes in photocurrent with the instantaneous direction of
movement applied to the image at the same time. No fluctuation will
occur while the photoreceptor is shifted parallel to the line, whereas the

line perpendicularly. If the photoreceptor scans the same area at differ-
ent angles, the general orientation of the underlying pattern can be de-
termined by identifying the directions of scanning producing the most
or the least intensity fluctuations. Finally, the thickness of the line can
be determined by measuring the time elapsed between the falling
and the rising transition, and scaling it by the velocity of the scanning
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movement over this time interval

With this principle, every single pixel on the image sensor has the
functionality of a local spatial-feature detector, provided that the image
is kept in permanent movement and that this movement is known at all
times. Obviously, the whole signal-processing chain leading from raw
photocurrents to a detailed interpretation of the visual scene cannot be
incorporated into every pixel of a single chip. Instead, in the system
described herein, pixel functionality is limited to the detection of sig-
nificant temporal transitions. At the occurrence of such a transition,
a pixel immediately fires a brief pulse. At the periphery of the pixel
array, pulses are tagged by the coordinates of the firing pixel and
transmitted off-chip in real time. External hardware is used to identify
temporal patterns of pulses within each pixel and relate them to the
instantaneous scanning movement applied to the image. Image-feature
maps resulting from parallel operation of several temporal-pattern
detectors can be used as the input of higher-level processing such as
landmark recognition or depth estimation. The outcome of this process
can be used for autonomous vehicle navigation or other machine vision
applications.

The format in which visual data is encoded by such a sensor is very
different from existing cameras. In fact, rebuilding the original image
from pulse timings for display to human observers would be rather re-
source consuming, although possible in principle. Instead, the point of
this device is to act as a front end to a visual system extracting relevant
information from an image in order to provide a machine with visual-
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sensing capabilities. In this respect, the proposed scheme has several
interesting properties. First of all, spatial features are detected without
relying on comparisons between different photoreceptors. Therefore,
the issue of fixed-pattern noise is virtually eliminated. Spatial aliasing
is also eliminated because scanning movements are continuous. How-
ever, temporal aliasing is still present as in most other image sensors
because scanning occurs in discrete cycles. Temporal coding of image
data in the timing of spikes lends itself to efficient implementation of
feature detectors, either with custom VLSI chips or with off-the-shelf
digital hardware. Another property of this coding scheme is that pixels
communicate information only to the extent that the image contains
significant features in their scanning area. This strategy makes more
efficient use of the available communication bandwidth than systematic
requires substantially more silicon area than a pixel of a conventional
camera because some amount of signal processing is carried out locally.
This drawback applies to all other image sensors with focal-plane pro-
cessing as well. However, in the specific design described herein, this
limitation is largely offset by the fact that the effective resolution and
the amount of information extracted from the image by a scanning

An implementation of the approach outlined in this introduction is
under development as of this writing. Some design details and inter-
mediate results are presented in the remainder of this section.

Light Deflection

Two different methods for applying mechanical oscillations to an image
have been considered. Periodic image movements at a constant velocity
on a circular path can be achieved by spinning a tilted mirror in front of
the focusing optics (figure 4.8). The mirror must be mounted on the
shaft of a motor, which should be tilted at an angle of about 45° with
respect to the optical axis of the lens. If the mirror is not exactly per-
pendicular to the shaft but tilted by a small angle ¢, rotation of the motor
will cause the reflective surface to wobble, thereby causing the image to
travel a circular path with a radius of 2¢ in viewing angle. A prototype
device using this principle has been designed and built. The measured
mirror angle ¢ was 0.56°. A DC motor spinning up to 19,000 rpm was
selected in order to provide scanning frequencies in excess of 300 Hz. A
magnetic encoder was coupled to the motor in order to indicate the
orientation of the mirror at all times.

The spinning-mirror device provides accurate control over the scan-
ning path. However, the size and power consumption of the motor
are significant compared to the image-sensing chip. For applications
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Figure 4.8 Photograph of a device producing circular scanning by spinning a tilted
mirror. The device size is 38 mm » 38 mm x 38 mm.

where space and power are an issue, an alternative device has been
developed, where the scanning pattern is produced by displacements
of the lens focusing the image onto the chip. In this device, the lens is
mounted on springs allowing lateral X-Y displacements but maintain-
ing constant spacing between the lens and the chip. If the system is
mounted onto a vibrating platform such as a vehicle driving on a rough
surface, the mechanical energy available in the vicinity of the resonance
frequency of the lens/spring system will cause scanning movements.
To be effective, the amplitude of these movements must be on the order
of pixel spacing on the chip—that is, a few tens of microns. In applica-
tions where the permanent availability of environmental vibrations is
not guaranteed, small piezoelectric actuators could be added to the de-
vice. These actuators would need to be turned on only when external
vibrations are insufficient. The shape of the scanning path will depend
on the relative magnitudes and phases of vibrations applied to the X
and Y axes, and on the resonance frequency matching between these
axes. As the scanning path will vary over time depending on environ-
mental vibratory conditions, it is necessary to monitor the position of
the lens and use this information in the interpretation of the signals
generated by the visual-sensing chip. For this purpose, the lens position
is monitored by capacitive measurements between the lens socket and
surrounding fixed electrodes. A prototype scanning device operating
on the principle described herein has been manufactured (figure 4.9).
Its dimensions are 34.5 mm by 34.5 mm by 8.2 mm, and its measured
resonance frequency is 645 Hz. This frequency is reached with the mass
of just the lens and its socket. It can be reduced as needed by attaching
additional mass to the lens socket.
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Figure 4.9 Photograph of a scanning device powered by environmental vibrations. The
device size is 34.5 mm x 34.5 mm x 8.2 mm.
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Figure 4.10 Block schematic of a single pixel.

Image Sensor

An integrated circuit implementing an array of 32 by 32 pixels has been
designed and manufactured. A block schematic of a single pixel is
shown in figure 4.10. In the first stage of signal processing, the current
delivered by a photodiode is applied to a logarithmic current-to-voltage
converter. The same visual scene under different illumination levels
produces images differing only by a scaling factor in intensity. After
logarithmic transform and differentiation, the temporal waveforms pro-
duced by scanning are essentially independent of illumination level.
Besides logarithmic compression, this circuit also enhances the tempo-
ral bandwidth of the photoreceptor with respect to a passive solution.
A large bandwidth is crucial to the operation of this visual sensor be-
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cause scanning must occur at a much larger frequency than typical
fluctuations within the image itself. In addition, photoreceptor band-
width determines the effective resolution of the visual system. If the
photocurrent impulse caused by crossing a thin line is too brief, it will
be filtered out and therefore the line will not be detected. It can be
shown that at 10 kHz or above, the limiting factor of resolution is no
longer bandwidth [15].

The signal resulting from logarithmic compression is differentiated
with respect to time and half-wave rectified, whereby both the posi-
tive and the negative fraction are retained separately. Current signals
delivered at both outputs of the rectifier are sent to independent non-
leaky integrate-and-fire circuits, where the charge is accumulated over
time until the resulting voltage reaches a threshold. At this point, the
. \_fire_blod] . ! Ise. .y and
resumes operation. Whenever the scanning path of a photoreceptor
crosses a sharp edge, causing an amplitude change exceeding the built-
in threshold, at least one spike is reliably generated at this point at
every scanning cycle. In another prototypical case where an area of the
image contains only a weak intensity gradient instead of a sharp edge,
the temporal waveform contains only low-amplitude fluctuations pro-
scanning cycles—in inverse proportion to the gradient magnitude—
before a spike can be generated, and this spike may occur any time the
intensity is changing. In the general case, it can be shown that the
probability of spiking at a particular phase of a periodical scanning
cycle is proportional to the gradient of the image at this point.

The integrated circuit has been manufactured using a CMOS process
with a feature size of 0.6 pm, two levels of polysilicon and three levels
of metal. A single pixel has a size of 68.5 um by 68.5 um, including a
photodiode of 10 pum by 10 um. The entire chip area is about 10 mm?.
The layout of a single pixel is shown in figure 4.11. With a supply
voltage of 3 V, the measured steady current consumed by the analog
stages of the chip ranges between 22 pA and 26 pA depending on inci-
dent illumination. In addition, the digital communication bus trans-
mitting pulses off-chip consumes about 1 mA when operating at a rate
of 1.2 Mpulses /sec. Consumption of this block is roughly proportional
to the data rate. Besides the main pixel array, an additional test pixel
was incorporated on the chip, which can be stimulated electrically in-
stead of optically for accurate control over experimental conditions.
The bandwidth of the photoreceptor circuit was measured by sweeping
the frequency of a sine wave at the electrical input emulating the pho-
todiode current, and observing the waveform at a test point located
immediately before the rectifier. The bandwidth depends on the DC
photocurrent level. Measurement results within the current range of
interest are plotted in figure 4.12. The bandwidth exceeds 10 kHz for
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Figure 4.11 Layout of a single pixel (68.5 pm x 68.5 um).
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Figure 412 Measured bandwidth of the photoreceptor circuit versus photocurrent
intensity.

photocurrent levels of 4 pA and above. With the lens built into the
devices described in the previous section, this photocurrent level is
reached in indoor illumination conditions. Another experiment aimed
at verifying that spiking probability is proportional to the gradient of
the input signal. For this purpose, a sine wave of constant frequency
was applied to the input of the test pixel while recording the times at
which pulses are emitted at one of its outputs. Timing of zero-crossings
of the input sine wave were recorded simultaneously on the same in-
strument. Time within each period of the input signal was split into 100
bins, and a histogram was built by counting the number of spikes
occurring in each bin over many cycles. As expected, the histogram has
the shape of a half-wave rectified sine wave (figure 4.13) with a 90°
phase shift with respect to the input signal. Although the chip de-
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Figure 413 Measured pixel firing histogram with a sinusoidal input. (A) Input signal.
(B) Number of spikes versus phase of the input signal.

scribed in this paragraph has much of the expected functionality, it
turned out that intrinsic noise within the pixel circuits caused excessive
background firing, thereby making it unfit for acquisition of satisfac-
tory image data. This problem is being addressed by a redesign in
progress as of this writing.

CONCLUSION

Providing robots or vehicles with sufficient visual capabilities to confer
them some degree of autonomy in a wide range of environments is a
difficult problem. The stumbling block is not light sensing, which is
very well mastered in electronics, but rather processing of visual infor-
mation. Existing cameras provide high quality images fit for display,
but when it comes to automatically determining what the image repre-
sents, solutions available today typically require either excessive com-
puting time, or an amount of hardware whose volume, weight, and / or
power consumption is incompatible with most practical applications.
In sharp contrast with this situation, even simple biological creatures
possess visual systems powerful enough to let them navigate through
their environment and take care of their business. The principles un-
derlying the operation of their visual system are fundamentally differ-
ent from current mainstream electronic image sensors and associated
computational means. The performance gap is such that despite steady
progress in integrated circuits manufacturing technology, it is ques-
tionable whether the traditional architecture based on a huge pixel
array, serial readout, and a low number of powerful processors will
ever reach the performance level found in biological organisms.
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The field of bioinspired—or neuromorphic—engineering is founded
on the premise that principles underlying biological computational
structures can be used as the basis of electronic designs and can confer
them a comparable level of performance. More than a decade after the
emergence of this field [6], it is somewhat embarrassing to admit that
few visual sensor designs following this approach have ever reached the
stage of a commercial product [16]. It seems appropriate to inquire about
the causes of this slow development. The relative modesty of means
invested into this approach—compared to mainstream electronics—
comes to mind. Other circumstances might also slow down neuro-
morphic engineering, such as a drop in popularity of analog circuit de-
sign, compared to digital VLSI, software or communication systems
design. However, the most serious limitation might be the current

abstractions used today to grasp the functionality of neural structures
implementing visual processing might simply miss essential points. For
instance, although many neural models consider only the mean firing
rate of neurons as relevant, it is now commonly recognized that the
detailed timing of spikes also matters in many cases. Without stepping
from a mean-firing-rate abstraction to a more detailed description, the
field of vision, it is possible that exceedingly reduced abstractions hin-
der the discovery of the key features that really confer biological archi-
tectures their power. One of the missing dimensions might be the fact
that an eye is not just an array of photoreceptors passively measuring
incoming light, but a subsystem in permanent motion whose move-
ments are the basis of a reliable visual data acquisition process. It is the
author’s belief that the premise of bioinspired engineering is correct,
but that radically new perspectives on the operation of visual systems
are still to be discovered, and that such perspectives will eventually
lead to powerful hardware implementations of such systems. The work
described in the present chapter is meant to be a modest step in this
direction by attempting to consider the electronic and mechanical
aspects of visual sensing within the same designs.

ACKNOWLEDGMENTS

The oculomotor system has been developed at CSEM SA in Neuchatel,
Switzerland with basic research funding from the Swiss government.
Besides the author, the project team includes Patrick Debergh, Friedrich
Heitger, Steve Gyger, and Eduardo Franzi. Additional contributions by
Johann Bergqvist, Lorenzo Zago, William Beaudot, Philippe Venier,
Alessandro Mortara, and Eric Vittoz are gratefully acknowledged.

The vibrating visual sensor is under development at Caltech in
Pasadena, California under funding by DARPA /ONR and the Center

94 Oliver Landolt



for Neuromorphic Systems Engineering, as part of the National Science
Foundation Engineering Research Center program. Besides the author,
the project team includes Ania Mitros, Theron Stanford, and Christof
Koch.

The author is very grateful to Ania Mitros for revising the manu-
script and suggesting numerous improvements.

REFERENCES
171 Vaulsiza A (1QL7N AfMamoirosata oaf tha Tarna Nawr Viarlee Dlamiion Duaca
LLJ 1alvus, 1. \L/U/ ). AVIOUUCIHTICTLLD UJ Lrc l_;yCD INCTVW TUILKN., IICIIULIL ' ITdS

[2] Land, M. F. (1999). Motion and vision: why animals move their eyes. J. Comp. Physiol.
[A] 185: 341-352.

[3] Ditchburn, R. W. (1973). Eye-Movements and Visual Perception. Oxford: Oxford Uni-

4 D)
\/elblly TITo5,

[4] Land, M. F. (1972). Mechanisms of orientation and pattern recognition by jumping
spiders (Salticidae). In R. Wehner (ed.), Information Processing in the Visual Systems of
Arthropods. Berlin: Springer Verlag, pp. 231-247.

[5] Hengstenberg, R. (1972). Eye movements in the housefly Musca domestica. In R. Weh-

ner (ed.), Information Processing in the Visual Systems of Arthropods. Berlin: Springer Verlag,
pp- 93-96.

95

[6] Mead, C. (1989). Analog VLSI and Neural Systems. Reading, Mass.: Addison-Wesley.

[7] Landolt, O., and Gyger, S. (2000). An oculo-motor system with multi-chip neuro-
morphic analog VLSI control. In S. A. Solla, T. K. Leen, and K.-R. Miller (eds.), Advances in
Neural Information Processing Systems 12. Cambridge: MIT Press, pp. 710-716.

[8] Landolt, O. (1998). Place Coding in Analog VLSI—A Neuromorphic Approach to Compu-
tation. Dordrecht: Kluwer Academic Publishers.

[9] Venier, P. (1997). A contrast sensitive silicon retina based on conductance modulation
in a diffusion network. In Proceedings Sixth International Conference on Microelectronics for
Neural Networks and Fuzzy Systems, Dresden.

[10] Pouget, A. (1998). Statistically efficient estimation using population coding. Neural
Comput. 10: 373-401.

[11] Itti, L., and Koch, C. (2000). A saliency-based search mechanism for overt and covert
shifts of visual attention. Vision Res. vol. 40, nos. 10-12: 1489-1506.

[12] Itti, L. (2000). Models of bottom-up and top-down visual attention. Ph.D. thesis,
California Institute of Technology.

[14] Boahen, K. (1996). Retinomorphic vision systems: II. Communication channel design.
In Proceedings IEEE International Symposium on Circuits and Systems (ISCAS’96), Atlanta.

[15] Landolt, O., Mitros, A., and Koch, C. (2001). Visual sensor with resolution enhance-
ment by mechanical vibrations. In Proceedings Nineteenth Conference on Advanced Research
in VLSI, Salt Lake City.

[16] Arreguit, X., van Schaik, F. A., Bauduin, F., Bidiville, M., and Raeber, E. (1996). A

Solid-State Circuits Conference 96, San Francisco.

Visual Sensors Using Eye Movements



This page intentionally left blank




U1

Using Biology to Guide Development of
an Artificial Olfactory System

Joel White, Shalini Mall, and John S. Kauer

DISTRIBUTED PROCESSING AND OLFACTORY FUNCTION

It has long been thought that odor properties of vapor phase com-
pounds are encoded and represented by olfactory systems of terrestrial
animals using processes that are distributed in time and space (see
Adrian, 1953; Moulton and Beidler, 1967; Kauer, 1987; Hildebrand and
Shepherd, 1997; Laurent, 1999; Christensen and White, 2000; Kauer and
White, 2001). Strong evidence supporting this view has accumulated
and molecular biological observations. A summary of some of the de-
tails of how the spatial and temporal hypothesis may work is briefly
described below. This description of the olfactory process is presented
in order to give a short review of its functional components as they
pertain to the development of our artificial olfactory system device
(figure 5.1). For a more detailed discussion of the many biological
components of this process, there are recent reviews that cover various
aspects of the physiology, biochemistry, and molecular biology of these
events (see Ache and Zhainazarov, 1995; Buck, 1996; Hildebrand and
Shepherd, 1997; Schild and Restrepo, 1998; Mori, 1999; Laurent, 1999,
Nagao, and Yoshihara, Christensen and White, 2000).

1. For air-breathing vertebrates, odorant stimulus vapors most often
consist of mixtures of chemicals rather than pure compounds, with the
amount of each chemical species in the air depending on its quantity in
the mixture and on its vapor pressure. Odorant vapors are taken into
the nasal cavity by an active, rhythmic, sniffing process, which is
repetitive and usually in synchrony with the inspiration phase of the
respiratory cycle. How the vapor phase molecules are distributed to
the sensory cells in the nose depends on a number of complex and still
rather poorly defined events that include the sniffing process itself
(such as rise time, fall time, and duration of the sniff, and on the flow
rate and tidal volume of the inspiration) as well as on the aerodynamic
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Figure 5.1 (Top) Diagram of some of the major attributes of the peripheral olfactory system. Enlarged cilium at left shows schematic details of
some of the biochemical cascades in the odorant transduction process ranging from odorants interacting with seven transmembrane receptors
(PR) through G-proteins (G, (G;; G,), adenylate cyclase (AC) to generate camp which opens cyclic nucleotide gated channels (CNGC) and
phospholipase (PLC) to generate inositol triphosphate (IP3) and diacyl glycerol (DAG) to open IPs-gated channels (see Schild and Restrepo
1998 for more details). Olfactory sensory neurons project to OB glomeruli such that OSNs expressing a particular receptor converge on 1-2
glomeruli. Periglomerular (pg), mitral /tufted (M/T), and granule (grl) cells are the major components of the OB circuits (see Hildebrand and
Shepherd 1997; Christensen and White 2000). (Bottom) Components of the artificial olfactory system beneath their approximate correlates in the
biological pathway. Polymer fluorescent dye (sensors) detectors are illuminated by light emitting diodes (LEDs) and fluorescent changes are
detected by photodiodes which lead into amplifiers and A/D converters to generate spatial /temporal arrays of signals to be analyzed by the
microcontroller computer.



with good senses of smell (so-called macrosmats), such as dogs, the
nasal cavity is highly convoluted, affording a large surface area of sen-
sory epithelium. The sensory surface area is further elaborated by hair-
like ciliary extensions on the luminal ends of the sensory neurons.

2. Once the odorants have entered and have been distributed around
the nasal cavity lined with olfactory sensory neurons (OSNs), the mol-
ecules dissolve into the mucus overlying the OSNs before they interact
with molecular receptors in the membranes of the cilia.

3. Odorant molecules bind to proteins that are part of a large family of
7 transmembrane, G-protein-linked receptors. There are estimated to be
as many as 1000 different types of these receptors in mammals.

4. Binding of the odorant to the receptors generates a series of bio-
chemical events in at least one (adenylate cyclase, generating cyclic
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AMP) and possibly another (phospholipase C generating inositol tri-
phosphate) second messenger cascade that ultimately lead to the open-
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leads to depolarization of the olfactory sensory neuron, although a few
examples of hyperpolarizing potentials have also been reported.
5. Depolarization of the OSN generates temporally patterned trains of

odorant.

6. OSNs expressing a particular receptor are distributed within broadly
defined zones in the olfactory epithelium. Within a zone, these OSNs
are distributed randomly among a number of other receptor types.

7. Upon stimulation with any one odorant compound, many, but not
all, OSNs respond. Thus, even a monomolecular odorant stimulus in-
teracts with a number of different odor receptor types. In addition,
there are many individual OSNs expressing any one receptor type.

8. As a result of events 6 and 7, an odorant stimulus activates large
numbers of many different types of OSNs, generating temporally pat-
terned firing that depends on the timing of arrival of the odorant pulse,
on the intrinsic response properties of each OSN, and on the distribu-
tion of the stimulus by the physical properties of the sniff and aero-
dynamics of the nasal cavity. The widely distributed spatial /temporal
response patterns arising from these events are the first step in odorant
encoding across the OSN population.

9. OSNs that express one receptor type project their axons in a conver-
gent manner onto, usually, two glomerular synaptic termination sites
in the olfactory bulb (OB).

10. Stimulation with an odorant generates spatial and temporal pat-
terns of glomerular activation and spatial and temporal patterns of OB
output neuron (mitral and tufted cells) activation that are shaped by
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Figure 5.2 Simplified summary of the combinatorial hypothesis of odorant representa-
tion by the olfactory pathway of air-breathing vertebrates. A stylized odorant molecule
(upper left) has “attributes” (undefined) that are represented by subpopulations of OSNs
and the glomeruli and bulbar circuits to which they connect. This is the spatial aspect
of odorant representation in which different subsets of the circuit respond to different
elemental odorant properties. The temporal aspect of the coding process, manifest in
the firing patterns of the OSNs and bulbar cells, is not shown.

the incoming patterns from the OSNs as well as by the local circuits
within the OB. (figure 5.2)

11. The spatial and temporal patterns arising from the OB circuitry
project onto a number of higher-order olfactory pathway nuclei
about which relatively little is known with regard to odorant encoding
mechanisms.

RATIONALE FOR DEVELOPING AN ARTIFICIAL DEVICE
Modeling

We have based the development of our artificial nose device on princi-
ples of olfactory function (as described above) that we and others have
studied in biological preparations. In our lab, we have focused on the
olfactory system of the salamander and have used data collected over
many years from this preparation to assemble a mathematical model of
the major events in the peripheral olfactory pathway (White et al., 1990,
1992, 1996, 1998; White and Kauer, 1999) (figure 5.3). The ability of this
model to capture and compute a number of the first-order spatial and
temporal events in the olfactory system formed the basis for the hard-
ware implementation of the many biological principles that we have
incorporated into the artificial olfactory system described here.

Development of an Artificial Olfactory System
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Figure 5.3 Computer simulation of olfactory system model. (I.A) Schematic diagram of
the simplified, compartmental representation of the components of the peripheral olfac-
tory system. The numbers indicate the number of each component in the model. REC, re-
ceptor cells; GLM, glomeruli; PGL, periglomerular cells; MIT, mitral/tufted cells; GRL,
granule cells. (I.B) Diagram shows how the 6000 receptor cells are spatially represented
and how they connect in a convergent fashion onto the OB. (II) Comparisons of computed
intracellular recordings from mitral cells simulated in the model after low intensity ortho-
dromic electrical stimulation (II.A model); high intensity orthodromic (II.B model); and
antidromic stimulation (II.C model) compared with intracellular records from salamander
mitral /tufted cells (A. salamander, B. salamander, C. salamander). (IIT) Same as (II) But
using simulated odorant stimulation. Note correspondence between the complex changes
in temporal firing patterns in the model and those seen in salamander mitral/tufted
neurons.
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Figure 5.3.1.A shows the components of the olfactory pathway rep-
resented in the model. These components are connected together in the
model with appropriate ratios of cells, connection polarities, and syn-
aptic weights as derived from the known circuit connections in the bi-
ological system. Figure 5.3.1.B shows the distributions of the receptor
elements in the olfactory epithelium and connections with elements of
the OB. Figure 5.3.I1 and III show the computed outputs of the model
after simulated electrical (II) and simulated odorant stimulation (III).
These computed intracellular recordings from the output neurons are
compared with actual intracellular recordings from salamander oifac-
tory bulb mitral / tufted cells.

Our ability to capture a number of the complexities of odorant rep-
resentation in this computational model was one of the forces driving
Level f ol ficial olf eseribed_in_#
section. This hardware implementation of the biological system extends
the representation of the circuits in the model by including odorant
delivery (sniffing), chemically sensitive detectors, spatial and tempo-
ral pattern-recognition algorithms, and an odorant descriptor (spoken
word) output.

— DESCRIPTION OF THE ARTIFICIAL DEVICE—
Overview

The concept of an “artificial nose” was first introduced by Persaud and
Dodd (1982) and a number of artificial nose devices have been devel-
oped since that original description. All of these devices incorporate
two main features characteristic of artificial noses: 1. an array of broadly
specific sensors and 2. a pattern recognition method for processing
sensor output. The artificial olfactory system that we describe here
(Tufts Medical School Nose, TMSN; figure 5.4) builds on this early
artificial nose concept and expands on it by incorporating numerous
additional attributes of the biological system to enhance its sensitivity,
discriminative ability, and functionality.

The TMSN uses an array of chemical sensors composed of dyes, poly-
mers, and dye/polymer mixtures that change their fluorescence upon
exposure to brief pulses of airborne compounds (i.e., odorants). Odor-
ants are delivered to the sensor array via a suction fan and valving
system that generate brief inhalation pulses (i.e., “sniffs” of 0.5-2.5 sec
duration) for sampling the ambient environment. The change in fluo-
rescence produced by each sensor over time is amplified and digitized,
and these temporal data are used for vapor detection and identification.
Data acquisition and processing are controlled by an embedded micro-
computer (right side of figure 5.4a). User control of the device is via
a touch screen panel on the microcomputer. The modes of analyte de-
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Figure 5.4 (a) Overall schematic of major components of the TMSN artificial olfactory
system. (b) Details of the sensing chamber with inlet airflow at bottom left; the photo-
sensing chamber where changes in sensor fluorescence are detected by photodiodes
which generates spatial /temporal patterns that are sent to the computer for analysis.
Each step of the process from input sniffing to output analysis is under feedback com-
puter control.
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livery and the data analysis algorithms for odor detection and discrim-
ination are based in large part on processing steps thought to occur in
the biological olfactory system.

Sensors

The device contains 32 sensors that can be illuminated and observed
at 16 different excitation and emission wavelengths. The sensors are
located in a head stage box (left side of figure 5.4a) and are placed along
a narrow chamber (figure 5.4b) through which ambient air is drawn.
The optical elements for illuminating and monitoring the sensors are
positioned along the sides of the chamber. Excitation light is produced
by LEDs providing wavelengths appropriate for the sensing materials

reduce “bleed” through to the emission filters) and illuminates the sen-
sors. The sensors fluoresce at wavelengths longer than those used for
excitation—this light passes through emission filters (at wavelengths
appropriate for the particular materials) and is monitored by photo-
diodes. Thus, there is an LED / photodiode pair for each sensor channel.
Electric current produced by each photodiode is converted to voltage,
tized over time at 12-bits resolution by the embedded microprocessor.

The sensors produce rapid changes in fluorescence (< 2 sec) with pulses

of odor (see below).

Sensors are constructed from fluorescent dyes, intrinsically fluo-
rescent polymers, and combinations of fluorescent dyes with nonflu-
orescent polymers. All sensing materials are deposited onto fibrous
substrates with large surface areas. In our system, this method of sen-
sor construction yields larger signal amplitudes and improved signal-
to-noise compared to thin film sensors, such as those produced by spin-
coating onto glass coverslips.

For our land mine detection efforts, eight sensors incorporate intrin-
sically fluorescing polymers developed by Swager and colleagues (Yang
and Swager, 1998) for detecting DNT, TNT, and other nitro-aromatic
compounds. Although sensors constructed with these polymers are
sensitive to nitro-aromatic compounds, they can also show changes in
fluorescence to high concentrations of other nonexplosive compounds
(e.g., methanol; figure 5.5; sensors 1-8 at right on X-axis).

The remaining 24 sensors in the TMSN array were developed in our
laboratory and include solvatochromic dyes (Nile red [Barnard and
Walt, 1991] and other dyes), used either alone or in combination with
various polymers examined at several different wavelengths. These
sensors are broadly responsive, each producing signals to a variety of
organic vapors. Sensors are selected and wavelength optimized by
testing with pure compounds containing different functional groups
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Figure 5.5 Spatial /temporal patterns generated by methanol (A) and dinitrobenzene (B).
Sensor number is on the X-axis; duration of sniff on the Z-axis (into the page); and change
in fluorescence above and below baseline is on the Y-axis.

(e.g., methanol, acetone, amyl acetate, octane, xylene, tetramethylethy-
lenediamine). The variety of sensor types in the device allows the po-
tential detection and discrimination of a range of chemical compounds
using the data processing and pattern-recognition algorithms described
below.

Vapor Sampling
The sampling method of the TMSN is inspired by the sniffing behavior

of animals. Odorants are presented in a pulsatile fashion (sniffs) to the
sensor array through a fan and valve arrangement. In the device shown
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in figure 5.4a, there are two fans. One draws odorous air over the sen-
sors through the odor inlet port (“inhale”); the other draws clean air
from behind the sensor head, blowing it over the sensors and out the
odor port (“exhale”).

Valves are positioned by servomotors, which are controlled by the
microprocessor. Sniff timing can be dynamically controlled through
feedback (see next section). Sniff volume is controlled by the valves and
by the power of the fans, where more powerful fans produce higher air
velocity at the odor inlet port and therefore higher flows and larger
sample volumes.

All aspects of data acquisition and timing in the TMSN are controlled
by the embedded microprocessor (right side of figure 5.4a). To reduce
sensor photobleaching, the LEDs are illuminated only long enough for

amplifier electronics is the ability to reset the amplifier to zero at the
beginning of a sniff. Using this method, a large input due to a bright
sensor can be offset to zero, allowing only the changes in fluorescence
to be amplified and digitized. In this way, small changes in a large flu-
orescence background can still be measured with high gain. The digi-
tized data are stored in memory on the embedded microprocessor for

Description of Signals

Examples of the temporal signals produced by the entire array of 32
sensors (X-axis) upon exposure to various odorants at high concentra-
tion are shown in figure 5.5. Upon exposure to odorant vapors, sensor
signals evolve rapidly over time. In general, sensors are broadly re-
sponsive, showing fluorescent change to a variety of odorants. This flu-
orescent change can vary in time, course, and amplitude. When viewed
across sensors, these signals produce a spatiotemporal signature of the
odor (figure 5.5). This signature varies with the odor stimulus and
enables accurate odor detection and identification (next section).

Pattern Recognition

Most artificial nose systems evaluate the odorant/sensor interaction by
measuring sensor output once equilibrium between the analyte vapor
and sensor materials has been reached. It is not advantageous to wait
for equilibrium in a sensing system requiring rapid, repeated sampling,
as is necessary for land mine detection. In order to sample rapidly, our
device takes brief sniffs so that equilibrium between the analyte vapor
and the sensor material is not always attained. We have developed a
number of data processing strategies that accommodate these dynamic,
nonequilibrium responses.
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A one-of-k algorithm is used when the number of target odors is small
and their identities defined. This algorithm is useful for investigating
the sensitivity and discrimination ability of the device for pure com-
pounds in the laboratory and we have used it in the field (see below).
For this method, samples of the target odors are acquired as described
above. Sensors not producing appreciable signal are removed from
analysis by the algorithm. This eliminates noise that those sensors
might have contributed to the overall pattern. Temporal signals from
the remaining sensors for each target odorant are used as templates for
testing. During an odor test, a sample is acquired and the sensor signals
are matched against the templates of the target odors. A match score is
determined by calculating the sum-of-squares of the difference between
each data point for the target and the test data. The target that is the

———closest match is identified as the unknewn odorant-—— — — ———
Feedback Control of Data Acquisition

Another aspect of TMSN operation that is under development is an
“intelligent” mode, whereby sampling and data acquisition parameters
for a sniff are tuned based on the results of one or more previous sniffs.
its sniffing for the particular odor environment being investigated. For
example, a slowly developing sensor signal may not generate sufficient
sensor signal for discrimination during a brief sniff. Taking a longer
second sniff would allow the signal to develop more fully, improving
discrimination.

Our ultimate goal is a system that learns the nuances of a particular
land mine area, much the way a trained dog appears to adapt to par-
ticular field situations. The device will adapt both its method of sam-
pling and its knowledge base of odor signatures.

Test Results

DNT Detection under Controlled Conditions We evaluated the detec-
tion performance of the TMSN in carefully controlled tests performed
at the Institute for Biological Detection Systems (IBDS) at Auburn Uni-
versity in collaboration with Dr. Paul Waggoner. These tests were
carried out in the same apparatus used to test odor generalization and
thresholds in dogs for a number of compounds, including explosives
and mine-related materials. The tests of our artificial olfactory system
serve to evaluate the performance of the sensing elements as well as the
data-processing algorithms. Explosives fate and transport studies
(George et al., 1999) suggest that 2,4-DNT is likely to be the predomi-
nant mine-related compound in the soil and in the air above land
mines—therefore, we have focused on testing the response of the
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Figure 5.6 TMSN performance over a range of DNT concentrations. Performance was
tested under controlled conditions in IBDS dog testing apparatus. Delivered analytes
were methanol (1:20 dilution), dinitrotoluene (at various concentrations), and background
air. Responses to methanol were discriminated with 100% accuracy and are not shown.
The TMSN discriminated among these stimuli in the automatic mode. Threshold for
TMSN performance for DNT dropped to chance (1 of 3) between 1-2 and 4-5 ppb.

artificial system to DNT. As a basis for comparison, recent data indicate
that behavioral detection thresholds to DNT for dogs tested in the IBDS
apparatus range from 0.15 to 1 ppb (for different dogs), with false
alarm rates at about 20-30% (Waggoner, unpublished).

For the IBDS tests, vapors from DNT and other compounds at various
concentrations were generated by an air-dilution olfactometer (Hartell
et al., 1998). DNT concentrations were measured explicitly after the
odor trials by gas chromatography/mass spectroscopy. Compounds
were presented in random order to the device every 25 sec. lest runs
contained at least 10 presentations of each odor at each concentra-
tion. The IBDS computer system then triggered data acquisition by the
TMSN. During these tests, odor detection and discrimination occurred
in real time after each odorant presentation using the one-of-k algo-
rithm described above. In this test situation, the TMSN was running
in a “hands-off” mode, making discriminations without operator in-
tervention. Data were also logged to a laptop computer for off-line
analysis.

Results from a DNT concentration study using the paradigm de-
scribed above are summarized in figure 5.6. Data for each DNT con-
centration were acquired in separate sets of runs. For each set of runs,
target patterns for DNT, a 1:20 dilution of methanol (a possible inter-
ferent for some sensors—see figure 5.5), and blank air were established.
Test runs of all three conditions (DNT, methanol, and blank) were then
applied in random order. Only results for DNT and blank air are
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Figure 5.7 TMSN performance across a scan line over a TMAS anti-tank mine at Fort
Leonard Wood, MO. Samples were taken along a trajectory that ran north/south over an
anti-tank mine marked by two flags about 2 feet apart. Response at each location (6"
intervals) on the X-axis is shown by degree of correct identification (Y-axis) after training
at a site over the mine and at a control site off to the side.

shown in figure 5.6—detection and discrimination of methanol vapor
was 100% correct.

As seen in figure 5.6, TMSN showed 100% DNT detection and dis-
crimination from methanol down to 4 ppb, with no false alarms. Per-
formance fell to chance (33%) for 2 ppb DNT. The TMSN detection
limits for DNT therefore appear to be within an order of magnitude of
dog thresholds tested in the same apparatus.

Field Results from Fort Leonard Wood Land mine detection tests of
the TMSN have been conducted at the DARPA land mine facility
located at Fort Leonard Wood, Missouri. The facility consists of a large
grassy field in which a variety of antitank and antipersonnel land
mines have been buried. In a “calibration” area of the field, the mines
are marked with flags indicating their type and position. We have
tested the TMSN over a TMAS antitank mine in this calibration area.

As shown in figure 5.7, the TMSN identified a signal between the
flags marking the land mine position. It gave no or little signal south of
the flags. No trials were taken north of the flags. The bars represent the
average of five tests at each position. These results do not show that our
device can unequivocally detect land mine chemical signatures but
suggest that we are approaching the sensitivity and discriminability
necessary to approach such a complex, low-concentration task. Addi-
tional tests are needed to ensure that the signals are specific to land
mines and show acceptable levels of false negative rates.
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SUMMARY

We have designed an artificial system that mimics a variety of different
attributes of the biological olfactory system including controlled, pul-
satile odorant delivery, the use of a variety of cross-reactive detectors,
generation of spatial and temporal response patterns, and pattern-
recognition algorithms motivated by analysis of biological circuits. We
have defined a set of target odorants (those associated with land mine
chemical signatures) that the device is designed to detect and we have
tested the device in both controlled laboratory and open-field settings
with moderate success. For this particular, difficult, low-concentration
chemical detection task, we are encouraged that the use of a biological
understanding of olfactory function to guide artificial system develop-
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SMA Actuators Applied to Biomimetic
Underwater Robots

o)

Jan Witting, Koray Safak, and George G. Adams

The work on Ni-Ti (nickel-titanium) shape memory alloy actuators

the context of building a biomimetic ambulatory underwater robot. The
model animal used is the American lobster Homarus americanus, chosen
due to its behavioral robustness in dealing with the complex benthic
habitat identified as the target environment for the vehicle. As reported
elsewhere in this book Chapter 12, the biomimetic aspect of our effort
consists of not only reverse kinematic analysis of the gait patterns of
produced by the nervous system. Finally, the response of the muscles
to these signals, in the form of electromyographical recordings, have
also been used to generate the robot’s control architecture. Realizing
that the gait of an ambulator is the sum of control signals from the
nervous system and the response of the actuators (muscles) to those
signals, it becomes very important to match the physical actuator char-
acteristics to the biological model. Timing parameters of control signals
from invertebrate motor neurons have coevolved with muscles to pro-
duce motion with appropriate velocity and displacement. Because the
control signals are recorded directly from the animal, the time domain
of the actuator responses to these signals must approximate that of the
animal muscles. Ni-Ti shape memory alloy (SMA) was identified as a
promising material from which to build an artificial muscle fulfilling the
requirements outlined above (Ohkata and Suzuki, 1998). The suitability
of Ni-Ti-based artificial muscles for the construction of a biomimetic
underwater ambulatory robot was tested in a series of experiments.
Stress-strain relationship of the muscles was experimentally measured,
together with contraction and relaxation velocities under different load
and temperature conditions. Based on this data, a full-body postural
model has been developed; this model will be used to aid in the con-
struction of behavioral libraries, as well as fine tuning the control sig-
nals to minimize robot power consumption.



BEHAVIOR OF NI-TI SHAPE MEMORY ALLOY

Understanding the behavior of nitinol wire is the necessary first step
toward the construction, modeling, and characterization of the nitinol-
actuated biomimetic underwater robot. Nitinol is one of the alloy
materials exhibiting the shape memory effect (SME), which enables the
material to recover residual strains of up to 8% upon deformation. The
SME is due to a unique property of temperature- and stress-induced
phase transformation. SMA materials show two important phenomena:
The SME, in which the material exhibits large residual strains and fully
recovers during a phase transformation initiated by a temperature rise;
and a pseudoelastic effect, in which the specimen exhibits large residual
strains, which are fully recovered upon unloading in a hysteresis loop.
The-abilitv-of SMA ] |  olasti ;
is due to the martensitic phase transformation initiated in certain con-
ditions of stress and temperature (Wayman and Duerig, 1990).

The SMA material at zero stress and high temperature exists in
the austenite crystalline phase, a body-centered cubic (BCC) struc-
ture. Upon decreasing the temperature, the material undergoes a self-
accommodating crystal transformation into a martensite phase, which
some exceptions, in most SMA materials (Ni-Ti included), the trans-
formation temperatures occur in the order My < M; < A; < Ay, or
martensite-finish, martensite-start, austenite-start, austenite-finish tem-
peratures, respectively. To illustrate the process, let us consider an
SMA material transformed from the austenite phase at zero stress by
cooling through M, and My temperatures. This material has multiple
variants and crystalline twins present, all with crystallographically
equivalent but differing orientations. When the stress level is increased,
multiple martensitic twins start converting into stress-preferred twins,
which is called detwinning (figure 6.1). Detwinning converts the multi-
ple crystal variants into a single variant, the direction of which is de-
termined by alignment of habit planes with the axis of loading. During
this process, the stress rises very slightly compared to the applied
strain. Upon unloading, the backward transformation (to multiple
variants) does not take place, but only a small elastic portion of the
strain is recovered, leaving the specimen with a large amount of plastic
strain. The plastic strain is recovered by heating the material above
the Ay temperature, which results in a conversion to austenite with no
variants. This returns the material to its original shape configuration
(before the martensite transformation).

The mechanism behind the pseudoelastic effect (figure 6.2) is some-
what different. Starting with an SMA specimen entirely in the austenite
phase (T > M) at a constant temperature, there is a critical stress level
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Figure 6.1 The shape memory effect (SME). At high temperatures and zero-stress, SMA
material exists in the austenite phase. Upon decreasing the temperature, it converts into
the “twinned” martensite phase. Deformation at small stress levels results in “detwin-
ning” and yields high amounts of strain, which can be fully recovered by heating the
material above the Ar temperature.
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that initiates the austenite to martensite transformation. At this stress
level, the transformed phase will be of a single variant with completely
detwinned martensite. If the material is unloaded at a temperature
T > Ay, the detwinned martensite is transformed back into the austenite
phase because of the instability of the martensite phase at these tem-
peratures. Large amounts of plastic strain recovery, due to the pseudo-
elastic effect, yield a characteristic hysteresis in the stress-strain diagram
(figure 6.2b), similar to the stress-strain relationship of biological
muscle.

CONSTRUCTION OF NITINOL MUSCLE MODULES

The SME exhibited by Ni-Ti SMA can be utilized to construct an artifi-
cial muscle (Ohkata and Suzuki, 1998). The principle of operation is
simple: Ni-Ti (or nitinol, Buehler et al., 1963) wire is heated by passing
an electrical current through it. The generated heat brings about the
martensitic transformation, producing a strain in the wire. The strain is
conducted to a mechanical system of levers, constituting the robot’s leg.
To achieve this in practice, the nitinol wire (250 um Flexinol brand SMA
wire, Dynalloy Inc.) undergoes some preparatory steps. After anneal-
ing the wire (500°C, 30 min) in an argon atmosphere, the wire is acid
etched in a mixture of HNO3 and HF to remove an oxide coating pres-
ent on the wire’s surface. Removing the oxide coating on the wire pro-

vides more-uniform electrical resistance throughout the surface and
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Figure 6.2 (a) Pseudo-elastic effect. At high temperatures (T > M), application of stress
causes the material to convert into austenite phase. At this stress level, the transformed
phase will be a single variant with completely detwinned martensite. If the specimen is
unloaded at a temperature T > Ay, the detwinned martensite is transformed back into the
austenite phase because of the instability of the martensite phase at these temperatures.
Large amounts of plastic strain recovery due to the pseudo-elastic effect yields a charac-
teristic hysteresis loop in the stress-strain diagram (b).

provides for better electrical connections. Acid-etched wires are cut to
appropriate lengths for the assembly. The wire is then run through a
PTFE insulating sleeve (figure 6.3) to provide both thermal and electri-
cal insulation from the surrounding water. The two ends of the nitinol
wires are then passed through a stainless steel crimp (302 SS) and
crimped with a pneumatic crimping tool to form a terminal loop of
nitinol in either end of the muscle. Kevlar strings are then attached to
these loops to provide the muscles a means of a mechanical attachment

to the robot legs. The electrical connectors are soldered to the stainless
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Figure 6.3 Schematic of nitinol muscle module.

steel crimps. Finally, the crimped ends are covered with shrink-tubing
and potted in a urethane sealant to insulate the terminals from water,
and to keep water from entering the polytetrafluoroethylene (PTFE)
insulation. The muscle modules act in antagonistic pairs attached to
a leg constructed from carbon composite tubing and Delrin (for a de-
scription of the legs, see the section entitled Biomimetic Underwater
Robot Posture Control with Nitinol Actuation).

EXPERIMENTAL CHARACTERIZATION OF NITINOL ARTIFICIAL
MUSCLES

Although a number of constitutive models for SMAs exist, their success
in predicting nitinol behavior in this application is very limited (Liang
and Rogers, 1990; Brinson, 1993). The presence of the PTFE insulation,
in combination with the surrounding water mass, creates a very com-
plicated pathway for heat dissipation. In addition, we were unable to
accurately measure nitinol temperature inside the PTFE sleeve. Because
nitinol temperature is a direct input to all constitutive models, these
models were effectively unavailable to us. Thus, an empirical approach
was taken, and the behavior of nitinol was studied under various stress /
strain and temperature conditions. In effect, a comprehensive look-up
table was generated, both for the purposes of generating appropriate

input signals as well as for constructing a full-vehicle dynamic postural
model of the vehicle.

Methods

To conduct experiments on assembled artificial-muscle modules, a
constant water flow-through test bench was constructed. The system
consists of a linear displacement transducer in line with the module
and a hanging weight producing stress in the muscle module (figure
6.4). The control signal produced by a program running on an Apple
Macintosh Ilci drives a custom pulse-width-modulated current supply
(Massa Products, Hingham, Mass.). With this system, the muscle input
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Figure 6.4 Schematic of the experimental setup. Nitinol muscle module, contracting in
a temperature controlled water bath, lifts the mass m. During the action the displacement
of the movement is recorded by the LVDT, while the actuation signal parameters are
recorded via an AD/DA card.
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voltage, current, and duty cycle could be continuously varied—the in-
put signal consisting of trains of pulses separated by short quiescent
intervals (figure 6.5). Displacement produced by the contraction of the
muscle module was recorded by a National Instruments LabView-
based virtual instrument (VI) running on an Apple Macintosh G3. The
same VI recorded input voltage and current, all analog signals running
through a National Instruments PCI/16x A /D acquisition card. Stress
of the nitinol was varied by changing the mass of the hanging weight,
and the water bath temperature was modulated by an in-line water
chiller. With this apparatus, constant load-cyclic displacement tests at
different electrical power levels and at different water temperatures

were conducted.
Experimental Procedure

The wire was activated in a cyclic manner—that is, for a predetermined
activation (on) time followed by a predetermined relaxation (off) time
(figure 6.5). We selected on/off times of sufficient duration so that the
wire reached its steady-state minimum displacement level when acti-
vated by electric current and again reached its steady-state maximum
displacement when the power was turned off. Tests were repeated with
loads ranging from 50 to 1000 grams. Nitinol strain was calculated by
dividing observed displacement with the austenite length of the wire.
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Figure 6.5 PWM current board output profile. The PWM current driver board produces
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a current output as shown here. T; indicates the duration of the activation and T, indi-
cates the period of the individual pulses. Activation time is followed by a relaxation time,
during which no electrical power is applied. Total time of activation and relaxation is

called the neriod. T. The amnlitude of the annlied electrical current ig I The hpoard used

called the period, T. The amplitude of the applied electrical current is I. The board used
for the experiments provides a pulse period of 0.01 sec, which corresponds to a pulse
frequency of 100 Hz.

ture. Because the wire was heated by passing through an electrical
current, the temperature is a function of applied electrical power and
time. The amplitude and duration of the applied electrical power plays
an important role in determining the amount of transformation to aus-
tenite and hence on the amount of strain recovered upon deformation.
The pulse width modulation (PWM) frequency of the current driver
board is 100 Hz. To avoid aliasing the data by the PWM pulses, the
data acquisition frequency was set to 500 Hz.

For measuring the stress /strain relationship, we loaded the wire with
the weights of 50, 100, 200,..., 1000 grams and applied the electrical
power. Signal was delivered at 7 volts, duration of the activation 1 sec,
and total period 3 sec. Tests were repeated with pulse widths of 20%,
40%, 60%, and 80%. Displacement, voltage, and current were measured
for 15 seconds (5 pulses). The relationship between power, displace-
ment, and ambient water temperature was measured in a similar
manner. In this set of experiments, the mass of the weight used was a
constant 500 g. Water temperature was varied with an interval of 4°C
(10, 14, 18, 22, 26°C). For each temperature, the muscle was activated
with a pulse train (1 sec pulse, 3-sec period) in which both voltage and
pulse-width duty cycle were varied at 1 V and 10% increments, re-
spectively. For each pulse parameter combination, displacement, volt-
age, and current were measured for 15 seconds (5 pulses). For each
displacement measurement, a corresponding power input level was
calculated as P = V * [ ¥+ % PWM.
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Results

The displacement, voltage, current, and force measurements were
recorded into separate data files for each case of applied weight and
PWM. Additional processing of the experimental data was done in the
MATLAB environment. The original frequency of the sampling was 500
Hz; this sampling rate was selected to avoid aliasing with the fre-
quency component of the PWM pulses. The frequency component due
to the PWM does not convey important information regarding the be-
havior of the nitinol. It simply contaminates the displacement, current,
and force signals with the high-frequency and small-amplitude oscil-
lations. Therefore, we eliminate these pulses by first filtering at a lower
cut-off frequency and then down-sampling. We filtered the signals at
the cutoff frequency of 10 Hz with a 10-point FIR filter and then down-
sampled to 25 Hz.

In a typical experiment, a 500 gram weight was attached to the niti-
nol wire and actuated repeatedly (figure 6.6). The force-time results
show a slight variation in the force exerted on the wire (figure 6.6,
filtered signal, 80% PWM), mainly due to the pulley friction and the

displacement (mm)

load (grams)

-
[&)]
1
1

[=)
o
1
1

current (Amps)

0 1 1 L 1 1 1 1
0 2 4 6 . 8 10 12 14 16
time (sec)

Figure 6.6 A typical relationship of displacement, load and current in time. A 5 N force
(imposed by a 500 g load) resists muscle module contraction and stretches the muscle
back to full length. The observed rise times are typical, in the order of 250 ms to 90%
contraction. The variation in the load is due to frictional losses and inertial forces when
the mass is moved by the muscle module.
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inertial effects present during cycling. We take into account this varia-
tion in the force by taking the mean of the measured force and accept-
ing it as the actual force exerted on the nitinol. In the displacement-time
record (figure 6.6), the upper peaks correspond to the maximum length
during the relaxation period, whereas the lower peaks correspond to
the minimum length during the activation period. By averaging the
maximums over the 5 activation periods and dividing by the austenite
length of the wire, the strain for the cold state of the wire at this applied
force can be calculated. Similarly, averaging the minimums over the 5
activation periods and dividing by the austenite length gives the strain
for the hot state of the wire (figure 6.7). For any constant force, the
nitinol wire length cycles between the points determined by the hot
and cold strains on the cyclic stress-strain curves. The maximum strain
observed in the muscle modules was close to 6% at maximum stress of
200 MPa. These curves were used for the analysis of actuator motion,
robot postures, and robot locomotion.

The transient behavior of the nitinol activation and relaxation was
also measured. The recorded displacement versus time graphs were
analyzed to obtain the time-dependent change in length of the nitinol
wire during both activation and relaxation phases. The effect of applied
force on the activation and relaxation times were obtained from the
displacement versus time graphs. A 63% maximum displacement time
was taken as the activation and relaxation time criterion. The results
(figure 6.8) show that nitinol activation time varied between about 75

200
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—=— Cold wire |
—+— Hot wire
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Figure 6.7 Nitinol stress vs. strain graph for martensitic (cold) and austenitic (hot)
states. The two lines necessarily meet at unity, however the first 0.01% strain required so
little force we were unable to record it.
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Figure 6.8 Nitinol activation/relaxation time constants vs. stress, PWM = 80%.

and 175 msec with increased applied force. On the other hand, the
nitinol relaxation time constant decreased with the applied force,
within the range of 0.5-1.2 seconds.

There is a clear relationship between contraction velocity and ampli-
tude and ambient water temperature (figure 6.9). For a given tempera-
ture, there is a range of power levels that yields some intermediate
contraction amplitude, something that is useful in control of postural
states of the robot. The power level required for full contraction varied
from a low of 3.5 W (at 26°C) to a high of 7 W (at 10°C, figure 6.9). The
resulting data set can be used as a look-up table to predict the resulting
displacement from a given power level signal used. Such a predictive
relationship is shown between water temperature and contraction am-
plitude (figure 6.10). A 90% displacement level was chosen. A best-fit
exponential regression line was fitted through points less than 90% of
full displacement level for cach temperature (> from 0.87 to 0.95). The
90% displacement x-intercepts (the corresponding power levels) were
plotted against the respective temperatures (figure 6.10). A third-degree
polynomial fit produces an R? of 0.999, providing a relationship that
can be readily used in software to yield appropriate power levels under
different environmental conditions. Similarly, an empirical relationship
between the intermediate displacement states can be established. Fig-
ure 6.11 demonstrates three such intermediate states at three different
power levels under otherwise identical conditions.
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Figure 6.9 Muscle module diplacement at different power levels at three different
temperatures. As power is increased, the displacement increases, initially exponentially.
Upon reaching approximately 90% of full displacement the rate of increase declines dra-
matically. Each data point represents an independent observation. Tests were conducted
with a 5 N force. Measurements were taken at five temperatures, only three are shown for
clarity.

BIOMIMETIC UNDERWATER ROBOT POSTURE CONTROL WITH
NITINOL ACTUATION

High water currents and rough surface characteristics of the sea floor
make locomotion and static stability a complex task for lobsters. To
adapt to these conditions, the animals can realize many posture states
in the main body pitch, roll, and height planes. Mimicking the posture
adaptation competencies of Homarus americanus in the robot is impor-
tant in order to give the robot the necessary behaviors to negotiate the
same environment. In the case of the robot, achieving these postural
states means the coordinated activation of the robot’s eight identical
legs (figure 6.12a, b).

The leg assemblies consist of 3-DOF linkages, actuated by nitinol
muscle modules. Antagonistic pairs of nitinol are used to provide rota-
tory motion to the joints in both directions. L, and L; denote the equal
length of the middle and distal leg segments, respectively. Motion of
the protraction-retraction joint provides the robot with necessary pro-
pulsive force during locomotion. The nominal motion range of this joint
is 40°. The elevation-depression joint moves the leg segment up and
down to provide or break with ground contact. Its motion range is
within a 30° envelope. The extension-flexion joint remains fixed during
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Figure 6.10 The power level required to achieve a 90% displacement at different ambient
water temperatures. An exponential regression was fitted through points up to the 90%
displacement point in figure 9. The regression equations (#? from 0.85 to 0.95) were used
to calculate the power levels shown in this figure. A very good fit is found with a third-
degree polynomial equation. The good fit ensures that this relationship can be incorpo-
rated in the control of the ambulator legs.
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Figure 6.11 Partial contraction under different power levels, under constant (500 g) load.
Power was modulated by changing the duty cycle of the actuation signal. The ability to
grade contractions is essential to achieve postural changes in the ambulator.
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Figure 6.12 (a) schematic of the functioning of the leg assembly. L,, and L; denote the
equal length of the middle and distal leg segments. (b) a photograph of the assembled
8-legged ambulator.

normal walking, but it drives the robot mainly during the lateral (side-
ways) motion. This joint is capable of moving within a 35° angular
range.

For a given posture behavior, all the robot leg joint angles need to be
specified. To achieve this, the muscle modules should be activated in a
graded fashion, which keeps the nitinol wires at an intermediate level
of contraction. By keeping the wires at intermediate contraction levels,
we can fix the joint angles and support the robot at a desired postural
configuration. The posture control problem requires the solution of a
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Figure 6.13 Schematic of robot postures. The main body postures of the lobster robot are
height, pitch and roll adaptations. In the figure, hg, 0p, fg correspond respectively to the
height, pitch angle and roll angle of the coordinate axes attached to the robot body at its
center of gravity. These postures are achieved with activation of the individual leg joints
in an organized manner.
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highly redundant system. The input to the problem is the desired final
body posture and the output is the necessary power levels that need to
be applied to all the nitinol muscle modules (figure 6.13). The inverse
kinematics problem—that is, for a given desired posture, finding the
angular positions of the joints—does not have a unique solution. Power
consumption was used as a criterion for selecting the best possible solu-
tion of muscle activations in a set of all the possible combinations. For
any statically stable body posture, we assume all eight legs touch the
ground and the only force they carry is the ground reaction force due
to robot’s underwater weight (neglecting friction). This reaction force
causes moments at each of the leg joints and these moments are bal-
anced by the nitinol muscle forces. Using the torque balance equations
and the experimentally obtained nitinol stress-strain-power relations,
we solve for the static equilibrium joint angular positions of each leg,
which then leads us to determine the final robot postural configuration.

The controllers installed onboard the vehicle are capable of provid-
ing three distinct levels of actuation power, which is analogous to the
muscular recruitment levels of the real animal. We included this limi-
tation in our posture analyses by using power levels: zero, one-third,
two-thirds, and one. The full power level corresponds to the power
level to produce the maximum contraction of the wire, and the others
(one-third, two-thirds) are taken to be exact proportions of the full
power. In the experiments, we determined that 7 W is sufficient to
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Table 6.1 Muscle activations and power requirements for roll postures

Rolls
Legs 1-4 Legs 5-8 Power
Brpes Bs hi /La Elv/Dpr Elv/Dpr (W)
-10° -11° 0.44 0.00/1.00 1.00/0.00 96
—5° —6° 0.22 0.00/0.67 0.67/0.00 85
5° 6° 0.26 0.67/0.00 0.00/0.67 85
10° 11° 0.48 1.00/0.00 0.00/1.00 96

j L.vyv 70

provide full contraction of the 90 mm muscle modules at the coldest
temperature (10°C). For calculating the total power required for a given
posture (table 6.1), we assume a 4 W per wire power consumption,

corresponding to operation in approximately 17°C water temperature.
Height Posture Results
For the height postures, we considered all the combinations of ele-

vation and depression activations. No power was applied to the
protraction and retraction muscles. We considered two sets of pos-
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sible combinations for the extension and flexion joints. In one set, we
selected extension and flexion activations to be equal to each other and
tried all the activation levels. In the second set, we selected extension
activation to zero and tried all the activation levels for the flexion
muscle. All of these different combinations make a total of 32 cases. The
desired levels of height are determined to be:

hg = [0,0.2,0.4,0.6,0.8,0.9)L,

Example results for the height postures are shown in figure 6.14. The
best possible activations and resulting actual heights are shown in table
6.1. In table 6.2, hpp,s and hp correspond to the desired and actual
values of the height. The maximum power consuming height is 0.55,
which requires 64 Watts.

Pitch and Roll Postures

For better static stability of the robot under arbitrary water currents,
the robot can realize various pitch and roll postures. Pitch and roll
postures depend mainly on the elevation-depression joint angles. For
the pitch postures, the robot elevation-depression angles are given a
gradient from back to front. For the roll postures, an angular gradient is
given to the elevation-depression joints between one side and the other.
The protraction-retraction joint does not carry much force, but it should
be given some stiffness by coactivating both the protraction and the
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Figure 6.14 Height postures, extension and flexion activations. At constant amounts of
extension and flexion activations, varying the elevation and depression activations result
in varying height postures. The maximum height is obtained by activating the depressor
at full level and keeping elevator unactivated.
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Table 6.2 Muscle activations and required power levels for height postures

Heights
Power

hBges/La hg /Ly Extension  Flexion Elevation  Depression (W)
0.00 0.00 0.00 0.00 0.00 0.00 0
0.20 0.20 0.00 0.67 0.00 0.00 21
0.40 0.37 0.00 0.67 0.00 0.33 32
0.60 0.55 0.67 0.67 0.00 0.67 64
0.80 0.78 0.00 0.33 0.00 1.00 43
0.90 0.90 0.00 0.67 0.00 1.00 53

retraction muscles at a low level of activation. Similarly, extension and
flexion joints are coactivated in a similar manner. The desired range of
pitch and roll angles were specified to be:

0p = [-20°, —10°,10°,20°]

fg = [—10°,-5°,5°,10°]

For the pitch and roll postures, we found that protraction and retrac-
tion activations should be set to 0.33 to provide the joints with some
amount of stiffness. Similarly, extension and flexion activations were

set to 0.67. The pitch posture is symmetrical about the XY axis attached
to the robot body, which simplifies the analysis. We calculated the
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Table 6.3 Muscle activations and required power levels for pitch postures

Pitches

Legl Leg2 Leg3 Leg4 Power
Oppes O3 hg/Lsy  Elv/Dpr Elv/Dpr Elv/Dpr Elv/Dpr (W)

-20°  -19° 044 0.00/1.00 0.33/0.67 0.67/0.67 1.00/0.00 99
—-10° -10° 038 0.33/0.67 0.33/0.67 0.67/0.67 0.67/0.33 99
10° 13° 0.41 0.67/0.00 0.67/0.67 0.33/0.67 0.00/0.67 93
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pitch postures obtained by various combinations of elevation and de-
pression muscle activations and selected the best possible ones in terms
of the power consumption (table 6.2).

Similarly for roll, we calculated the posture configurations for com-
binations of muscle module activations. Protraction-retraction and
extension-flexion muscles were kept at two-thirds activation level, and
the elevation and depression activations were similarly varied for dif-
ferent legs. Among these combinations, the ones that resulted in roll
angles closest to the desired roll angles and requiring the minimum
power (table 6.3) were selected. The output of the model will be used
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to obtain the desired vehicle roll and pitch angles at minimum power
consumption levels.

CONCLUSIONS

Although far from an ideal material for an artificial muscle, this study
shows nitinol SMA to be a viable candidate for the construction of
an underwater ambulatory robot. The advantages offered by SMAs
in general are very high energy density, compact size, and low weight.
Major drawbacks are relatively high power consumption and difficul-
ties in controllability. Given the nature of nitinol as a thermal engine,
it is necessary that a predictive relationship between actuation power
and muscle displacement be established. This is needed to enable
control in variable thermal environments as well as obtaining par-
tial activation (graded contractions), and was established empirically
(figures 6.10 and 6.11). The predictable behavior shown in this study in
the relationship of displacement and power, and ambient temperature
goes a long way in enabling real-world controllability of nitinol-based
muscles, and by extension, nitinol-based vehicles. The addition of a
thermal insulation layer in the form of a PTFE tube has allowed us to
minimize power consumption to less than 4 W per module in warm
ambient water. In colder ambient water, more insulation can be used,
the trade-off being the lengthened relaxation time in warmer ambient

SMA Actuators



Real lobsters use their postural behavior to adapt to such environ-
mental conditions as high water currents and surge. Using the nitinol
parameter space, we measured for the artificial muscle. A model mim-
icking the height, pitch, and roll posture adaptations of the lobster was
constructed for use in the control of our biomimetic underwater vehi-
cle. We modeled the static posture behavior of the underwater vehicle.
The identical eight legs of the vehicle are supported by nitinol muscle
modules and carry the net underwater weight of the vehicle. The fric-
tion force between the legs and the ground is neglected. Using the
model, we obtained posture results for possible combinations of muscle
activations. For any desired posture, we selected the best possible set of
muscle activations based on the minimum power consumption crite-
rion. Results show that by using the discrete actuation powers, it is

2 2

The main disadvantage of nitinol actuation is its high power consump-
tion. Calculations show that the vehicle consumes as high as 99 watts of
electrical power during some of the pitch and roll postures.

In the current study, we have taken the pre-strain in the muscle wires
to be constant with some slack present at the unactivated states of the
wires. But, preliminary studies with the no-slack case for the height

] ] et bl | hatf-of
required for the slack case. Further efforts can be directed toward
reducing the power consumption of the vehicle by taking into account
the amount of pre-strain in the wires, the friction force between the legs
and the ground, or reducing the underwater weight of the vehicle.

Using an artificial muscle in a biomimetic robot requires the careful
matching of the response characteristics of the muscle to the control
signals. In this study, we have sought to evaluate the suitability of
nitinol SMA for constructing an artificial muscle for a very specific ap-
plication—in our case, underwater use. The results show that nitinol
does fulfil the requirements that the biological model we have adopted
imposes upon the artificial muscles. The high power consumption and
the heat dissipation limitations essentially exclude the use of nitinol in
terrestrial applications. This is likely to be the case with new materials
coming forth with applications as linear actuators as well. The match
between the specific application and the actuator performance param-
eters has to be established, probably on a case-by-case basis.
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Engineering a Muscle: An Approach to
Artificial Muscle Based on Field-Activated
Electroactive Polymers

N

Roy Kornbluh, Robert J. Full, Kenneth Meijer, Ron
Pelrine, and Subramanian V. Shastri

Biological creatures are, in general, more coordinated, more powerful,

>

motor tasks in the unstructured environments found outside the labo-
ratory or factory. Extracting principles of motion that are employed in
nature might help us to design robots and other devices that perform as
well as living organisms. Applying such biomimetic principles to robots
might help us build walking robots that can traverse uneven terrain as
quickly and as effectively as a cockroach, develop small flapping-wing
ﬂ ] ] . tfictent] 1 b ] .
bird, or design artificial or prosthetic hands that can grip and manipu-
late objects with the dexterity of organic human hands.

Many design and operational features of a robot affect the quality
of its motion. These features include higher-level sequencing of joint
motions, modifications of motions based on learning, and sensory-
driven joint motion. Ultimately, the ability to produce motion in a con-
trolled fashion depends on the use of actuators that can supply and
control the requisite mechanical energy for energetic interaction with
the environment. In the case of animals, we are talking about muscle.
Therefore, our discussion of actuators for biomimetic robots will focus
on the development of artificial muscle.

In this chapter, we first consider the function of biological muscles
and the features and performance an actuator must have to be consid-
ered an artificial muscle. We then focus on one promising new actua-
tion technology based on dielectric elastomers, a type of electroactive
polymer. Experimental biology techniques are used to study this can-
didate artificial muscle technology in detail and determine if its per-
formance fits within the space of natural muscle. Finally, we present
examples of the application of the dielectric elastomer artificial muscle
to biomimetic robots.



ACTUATOR CHARACTERISTICS AND METRICS: WHAT IS AN
ARTIFICIAL MUSCLE?

Many recently developed actuator technologies are termed “artificial
muscles” by their proponents. These technologies include shape mem-
ory alloys (Hunter and LaFontaine, 1992); flexible pneumatic chambers
(Klute, Czerniecki, and Hannaford, 1999); electrostatic devices (Bobbio
et al., 1993); and a large variety of mechanochemical polymers (Kuhn,
1949; Brock, 1991) or electroactive polymers (Smela, Inganas, and Pei,
1993; DeRossi and Chiarelli, 1994; Shahinpoor, 1995; Otero et al., 1999;
Wax and Sands, 1999). Clearly, actuators based on these technologies
are not like muscles in all respects. Some technologies match the stroke

capabilities of muscle, while others match the force capabilities. Some

electrical energy. It is fair to ask “What is an artificial muscle?” In the
context of biomimetic robots: An artificial muscle is an actuator that
embodies certain desirable characteristics of natural muscle.

Many characteristics of natural muscle may be critical to its ability to
produce the type of locomotion or dexterous manipulation found in

biological creatures. Biologists have identified some of these character-
to select suitable metrics to determine whether or not a given actuator
technology is an artificial muscle. Some less obvious characteristics of
muscle that may help to emulate the desirable motion of biological
creatures include the degradation of performance with fatigue, the
ability to self repair, sensitivity to temperature, the ability to be con-
sumed to provide energy, structures composed of a large number of
fibers operating in parallel, and diverse performance of individual
muscle fibers. Although future biomimetic robots might incorporate
sophisticated actuators with some of these features (should they be
deemed important), the role of artificial muscle in the next generation
of biomimetic robots will be based on its ability to produce and control
motion. In this chapter, we focus on that role.

Even if we limit ourselves to the features of muscle that focus on
motion, we must consider the diversity of function and performance
found in nature. To establish whether or not a specific actuator em-
bodies the desirable characteristics of natural muscle, we must know
the function of biological muscles as well as the metrics that are used to
describe that function. In the following section, we summarize some of
the functions of biological muscles and then present a set of metrics
that can be used to define artificial muscles and evaluate different
actuator technologies.

138 Roy Kornbluh et al.



Biological Muscles as Multifunctional Materials (Motor, Brake,
Shock Absorber, Spring, and Strut)

Muscles vary widely in their primary function. Conventionally, muscle
is viewed as a linear motor, that is, an actuator that provides a motive
force to an object. Indeed, many performance metrics focus on this role.
Although this is certainly an important role of muscle, it is not the only
role found in nature. Besides functioning as motors, muscles also play
other important roles in the control of locomotion and manipulation.
Some muscles also function primarily as brakes or shock absorbers,
spring elements, or even relatively rigid struts. The functional role of an
individual muscle may change with the task at hand, or even at certain
points within a given task, depending on joint kinematics and external

specific role at a time. For example, muscle can act simultaneously as a
spring and as a motor or brake. Much current understanding of these
different roles of muscle is relatively recent and can be attributed to
analytical techniques such as work loops that more fully emulate the
operating conditions found in nature (Dickinson et al., 2000). A true
artificial muscle actuator should emulate all the functions that are im-

of the motor and nonmotor roles in biological systems are discussed

below. Figure 7.1 graphically shows examples of the various roles of

muscle found in nature.

Muscle as a Motor As previously noted, the conventional way of
looking at muscles is to consider them as motors that generate the
power to propel the body or body parts during locomotion. Indeed,
some specialized muscles operate in a manner that maximizes their
power output and optimizes the efficiency with which the power is
generated. For example, in jumping frogs, the strain pattern and acti-
vation of their leg muscles are nicely tuned to enable the muscle to
generate the maximal power needed for good jumping performance
(Lutz and Rome, 1994). Furthermore, during cyclical activities like
walking, the central nervous system tends to activate the muscles or
parts of muscles that can operate most efficiently at the desired speed of
locomotion (Rome et al., 1988).

Muscle as a Brake or Shock Absorber The motion of biological crea-
tures can be more stable and robust in response to external perturba-
tions if the muscles provide a certain amount of damping, acting much
like a brake or shock absorber. The distinction between a brake and a
shock absorber is that a brake absorbs energy over a significant portion
of the cycle, while a shock absorber damps out energy due to short-
duration perturbations.
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Figure 7.1 Examples of the varied roles of muscles in biological motion. Work loop dia-
grams help illustrate the behavior of specific muscles. (Adapted from Dickenson et al.
2000.) (a) Muscle as a motor (bird pectoralis flight muscle); (b) muscle as a spring and
brake (cockroach leg muscle); (¢) muscle that can vary from a motor to a strut (turkey leg
muscle).

An example of a muscle acting as a brake is a certain leg muscle in
the death’s head cockroach that absorbs energy during normal walking
gaits (Full et al., 1998).

The leg muscles of cockroaches also contribute to damping distur-
bances (Meijer and Full, 2000). Such a damped external disturbance
response has been termed a preflex (Brown and Loeb, 1999). A preflex,
in contrast to a reflex, does not use any sensory feedback or closed-loop
control. Instead, it can act almost instantaneously on external pertur-
bations, based on the open-loop dynamic response of the muscle and
joints. There is evidence that the ability of a muscle to damp perturba-
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tions while still operating as a motor or brake depends in part on the
nonlinear mechanical behavior of muscles.

Muscle as a Spring The springlike behavior of muscles can also play
an important role in making locomotion more efficient. The flight mus-
cles of many insects demonstrate springlike behavior during operation
at high speed (in other words, the passive springlike properties of the
muscle dominate at high frequencies of operation).

In some instances in nature, the elasticity of muscles, in conjunction

with elastic elements elsewhere in a creature, is used to produce a
tuned dynamic system. In a tuned system, an interchange takes place
between the kinetic energy in the inertia of body parts and potential
energy stored in the elastic elements (Alexander, 1988). If this inter-

the creature’s motion, then energy that might otherwise be used to ac-
celerate or decelerate body parts, or to lift and drop the center of gravity,
can be recovered for use elsewhere in the cycle, resulting in a net saving
of energy per cycle. Although the importance of such resonant effects is
still an active topic of research in biology, these tuned mechanical sys-
tems exist in the wing flapping of many insects and small birds, the
hopping of kKangaroo e swirmming of many fi and the waltking or

running of many legged creatures including humans.

Muscle as a Strut In some cases, muscle acts as a rigid structural
member (i.e., strut). Examples are certain muscles in hopping wallabies,
running turkeys, or swimming fish, where the muscle transmits forces
from a tendon or other muscle (Dickinson et al., 2000). This behavior
enables the elastic tendons to store and return energy during the loco-
motion cycle, thereby reducing the metabolic cost of locomotion.

The Basis of Comparison: Choosing the Metrics

Because we are focusing on the actuation aspects of muscle, it makes
sense to build upon metrics already developed for artificial actuators.

Metrics based on performance and other characteristics that are
commonly used to specify the requirements of actuators are given in
table 7.1. Because muscles and artificial actuators exist in a wide range
of sizes, it often makes sense to use scale-invariant metrics (normalized
by mass or size). These parameters have some redundancy (e.g., power
is energy times frequency) that reflects the differing manners in which
actuator specifications are determined.

Unfortunately, these parameters alone may neither serve to accu-
rately compare actuators to natural muscle nor determine whether or
not a given actuator technology can fairly be called an artificial muscle.
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Table 7.1 Common actuator metrics and specifications

Scale-Invariant

Parameter Version Comments
Energy and Power
Energy output Specific energy Over full cycle

Power output
Energy conversion efficiency

Response time, frequency
bandwidth

State Variables
Displacement, stroke

Specific power
Same

Same (usually scale
dependent)

Strain

Average or peak

Energy output over a full
cycle/energy input over a
full cycle (excluding
recovered energy)

For one direction or full cycle

Peak over a cycle

Force
Velocity

Impedance and
Controllability
Stiffness

Damping

Stress, pressure

Strain rate

Elastic modulus

Specific damping, loss

factor, loss tangent

Peak over a cycle
Peak over a cycle

Usually nonlinear (not a
constant)

Usually nonlinear (not a

nnnafnnf)
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Accuracy (displacement or
force) (%)
Repeatability (%)

Linearity or sensitivity (%)

Operational Characteristics
Environmental tolerance

Durability, reliability

Input impedance (power
supply requirements)

Percentage of strain
or stress

Same

Same

Same

Same

Specific impedance

Usually percentage of
maximums
Usually percentage of

A o
maximums
Deviation from linear input-

output relationship

Recommended ranges of
temperature, humidity, etc.,
or effects of variations in
temperature, humidity, etc.,
on the above parameters
Number of cycles before
degradation threshold or
total failure, degradation per
cycle or time

Voltage and current
requirements or pressure and
flow, depending on power
mode

Roy Kornbluh et al.



The problem is twofold. First, the values of the parameters of different
types of actuators and muscle may not have been determined under
identical conditions. The performance of muscle, in particular, is highly
dependent on the magnitude and timing of specific inputs, motions,
and loading conditions. Thus, it is important to understand the defi-
nitions of the parameters in table 7.1 as well as the conditions under
which the parameters are measured. The fact that measurements of
muscle are typically performed by biologists with techniques and ap-
paratus suitable to their needs, while measurements of most artificial
actuators are made by engineers with their own set of techniques and
apparatus, exacerbates the problem.

Second, the parameters in table 7.1 may not accurately or completely
describe the behavior of muscle or an actuator in actual usage. For

to describe actuator behavior: force and stroke. Often, the force and
strokes used in actuator specifications are the maximum blocked force
(isometric) and maximum “free” stroke at a constant force loading
(isotonic). However, these definitions do not provide enough informa-
tion to determine the actual force or stroke output produced in a given
implementation. Further, they do directly indicate the amount of work
—that theactuators camn perform. An actuator that moves freely may have ———
large stroke but may exert