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PREFACE

The present book includes a set of selected papers from the first “International Conference on
Informatics in Control Automation and Robotics” (ICINCO 2004), held in Setabal, Portugal, from 25 to
28 August 2004.

The conference was organized in three simultaneous tracks: “Iwtelligent Control Systems and
Optimization”, “Robotics and Automation” and “Systems Modeling, Signal Processing and Control’. The book is
based on the same structure.

Although ICINCO 2004 received 311 paper submissions, from 51 different countries in all
continents, only 115 where accepted as full papers. From those, only 29 were selected for inclusion in
this book, based on the classifications provided by the Program Committee. The selected papers also
reflect the interdisciplinary nature of the conference. The diversity of topics is an importante feature of
this conference, enabling an overall perception of several important scientific and technological trends.
These high quality standards will be maintained and reinforced at ICINCO 2005, to be held in Barcelona,
Spain, and in future editions of this conference.

Furthermore, ICINCO 2004 included 6 plenary keynote lectures and 2 tutorials, given by
internationally recognized researchers. Their presentations represented an important contribution to
increasing the overall quality of the conference, and are partially included in the first section of the book.
We would like to express our appreciation to all the invited keynote speakers, namely, in alphabetical
order: Wolfgang Arndt (Steinbeis Foundation for Industrial Cooperation/Germany), Albert Cheng
(University of Houston/USA), Kurosh Madani (Senart Institute of Technology/France), Nuno Martins
(MIT/USA), Rosalind Picard (MIT/USA) and Kevin Warwick (University of Reading, UK).

On behalf of the conference organizing committee, we would like to thank all participants. First of all
to the authors, whose quality work is the essence of the conference and to the members of the program
committee, who helped us with their expertise and time.

As we all know, producing a conference requires the effort of many individuals. We wish to thank all
the members of our organizing committee, whose work and commitment were invaluable. Special thanks
to Joaquim Filipe, Paula Miranda, Marina Carvalho and Vitor Pedrosa.

José Braz

Helder Aragjo
Alves Vieira
Bruno Encarnacio
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ROBOT-HUMAN INTERACTION

Practical experiments with a cyborg

Kevin Warwick
Department of Cybernetics, University of Reading,
Whiteknights, Reading, RG6 64Y, UK
Email: k.warwick@reading.ac.uk

Abstract:

This paper presents results to indicate the potential applications of a direct connection between the human

nervous system and a computer network. Actual experimental results obtained from a human subject study
are given, with emphasis placed on the direct interaction between the human nervous system and possible
extra-sensory input. An brief overview of the general state of neural implants is given, as well as a range of
application areas considered. An overall view is also taken as to what may be possible with implant tech-
nology as a general purpose human-computer interface for the future.

1 INTRODUCTION

There are a number of ways in which biological
signals can be recorded and subsequently acted upon
to bring about the control or manipulation of an item
of technology, (Penny et al., 2000, Roberts et al.,
1999). Conversely it may be desired simply to moni-
tor the signals occurring for either medical or scien-
tific purposes. In most cases, these signals are col-
lected externally to the body and, whilst this is posi-
tive from the viewpoint of non-intrusion into the
body with its potential medical side-effects such as
infection, it does present enormous problems in
deciphering and understanding the signals observed
(Wolpaw et al., 1991, Kubler et al., 1999). Noise
can be a particular problem in this domain and in-
deed it can override all other signals, especially
when compound/collective signals are all that can be
recorded, as is invariably the case with external
recordings which include neural signals.

A critical issue becomes that of selecting exactly
which signals contain useful information and which
are noise, and this is something which may not be
reliably achieved. Additionally, when specific, tar-
geted stimulation of the nervous system is required,
this is not possible in a meaningful way for control
purposes merely with external connections. The
main reason for this is the strength of signal re-
quired, which makes stimulation of unique or even
small subpopulations of sensory receptor or motor
unit channels unachievable by such a method.

A number of research groups have concentrated
on animal (non-human) studies, and these have
certainly provided results that contribute generally
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to the knowledge base in the field. Unfortunately
actual human studies involving implants are rela-
tively limited in number, although it could be said
that research into wearable computers has provided
some evidence of what can be done technically with
bio-signals. We have to be honest and say that pro-
jects which involve augmenting shoes and glasses
with microcomputers (Thorp, 1997) are perhaps not
directly useful for our studies, however monitoring
indications of stress or alertness by this means can
be helpful in that it can give us an idea of what
might be subsequently achievable by means of an
implant. Of relevance here are though studies in
which a miniature computer screen was fitted onto a
standard pair of glasses. In this research the wearer
was given a form of augmented/remote vision
(Mann, 1997), where information about a remote
scene could be relayed back to the wearer, thereby
affecting their overall capabilities. However, in
general, wearable computers require some form of
signal conversion to take place in order to interface
external technology with specific human sensory
receptors. What are clearly of far more interest to
our own studies are investigations in which a direct
electrical link is formed between the nervous system
and technology.

Quite a number of relevant animal studies have
been carried out, see (Warwick, 2004) for a review.
As an example, in one study the extracted brain of a
lamprey was used to control the movement of a
small-wheeled robot to which it was attached (Reger
et al., 2000). The innate response of a lamprey is to
position itself in water by detecting and reacting to
external light on the surface of the water. The lam-

J. Braz et al. (eds.), Informatics in Control, Automation and Robotics I, 1-10.
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prey robot was surrounded by a ring of lights and
the innate behaviour was employed to cause the
robot to move swiftly towards the active light
source, when different lights were switched on and
off.

Rats have been the subjects of several studies. In
one (Chapin et al., 1999), rats were trained to pull a
lever in order that they received a liquid reward for
their efforts. Electrodes were chronically implanted
into the motor cortex of the rats’ brains to directly
detect neural signals generated when each rat (it is
claimed) thought about pulling the lever, but, impor-
tantly, before any physical movement occurred. The
signals measured immediately prior to the physical
action necessary for lever pulling were used to di-
rectly release the reward before a rat actually carried
out the physical action of pulling the lever itself.
Over the time of the study, which lasted for a few
days, four of the six implanted rats learned that they
need not actually initiate any action in order to ob-
tain the reward; merely thinking about the action
was sufficient. One problem area that needs to be
highlighted with this is that although the research is
certainly of value, because rats were employed in
the trial we cannot be sure what they were actually
thinking about in order to receive the reward, or
indeed whether the nature of their thoughts changed
during the trial.

In another study carried out by the same group
(Talwar et al., 2002), the brains of a number of rats
were stimulated via electrodes in order to teach them
to be able to carry out a maze solving problem. Re-
inforcement learning was used in the sense that, as it
is claimed, pleasurable stimuli were evoked when a
rat moved in the correct direction. Although the
project proved to be successful, we cannot be sure
of the actual feelings perceived by the rats, whether
they were at all pleasurable when successful or un-
pleasant when a negative route was taken.

1.1 Human Integration

Studies which focus, in some sense, on integrating
technology with the Human Central Nervous System
range from those considered to be diagnostic (De-
neslic et al., 1994), to those which are clearly aimed
solely at the amelioration of symptoms (Poboronuic
et al., 2002, Popovic et al., 1998, Yu et al., 2001) to
those which are directed towards the augmentation
of senses (Cohen et al., 1999, Butz et al., 1999). By
far the most widely reported research with human
subjects however, is that involving the development
of an artificial retina (Kanda et al., 1999). In this
case small arrays have been attached directly onto a
functioning optic nerve, but where the person con-
cerned has no operational vision. By means of

K. Warwick

stimulation of the nerve with appropriate signal
sequences the user has been able to perceive shapes
and letters indicated by bright light patterns. Al-
though relatively successful thus far, the research
does appear to still have a long way to go, in that
considerable software modification and tailoring is
required in order to make the system operative for
one individual.

Electronic neural stimulation has proved to be ex-
tremely successful in other areas which can be
loosely termed as being restorative. In this class,
applications range from cochlea implants to the
treatment of Parkinson’s disease symptoms. The
most relevant to our study here however is the use of
a single electrode brain implant, enabling a brain-
stem stroke victim to control the movement of a
cursor on a computer screen (Kennedy et al., 2000).
In the first instance extensive functional magnetic
resonance imaging (fMRI) of the subject’s brain was
carried out. The subject was asked to think about
moving his hand and the fMRI scanner was used to
determine where neural activity was most pro-
nounced. A hollow glass electrode cone containing
two gold wires was subsequently positioned into the
motor cortex, centrally located in the area of maxi-
mum-recorded activity. When the patient thought
about moving his hand, the output from the elec-
trode was amplified and transmitted by a radio link
to a computer where the signals were translated into
control signals to bring about movement of the cur-
sor. The subject learnt to move the cursor around by
thinking about different hand movements. No signs
of rejection of the implant were observed whilst it
was in position (Kennedy et al., 2000).

In the human studies described thus far, the main
aim is to use technology to achieve some restorative
functions where a physical problem of some kind
exists, even if this results in an alternative ability
being generated. Although such an end result is
certainly of interest, one of the main directions of
the study reported in this paper is to investigate the
possibility of giving a human extra capabilities, over
and above those initially in place.

In the section which follows a MicroElectrode
Array (MEA) of the spiked electrode type is de-
scribed. An array of this type was implanted into a
human nervous system to act as an electrical sili-
con/biological interface between the human nervous
system and a computer. As an example, a pilot study
is described in which the output signals from the
array are used to drive a range of technological
entities, such as mobile robots and a wheelchair.
These are introduced merely as an indication of
what is possible. A report is then also given of a
continuation of the study involving the feeding of
signals obtained from ultrasonic sensors down onto
the nervous system, to bring about sensory en-
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hancement, i.e. giving a human an ultrasonic sense.
It is worth emphasising here that what is described
in this article is an actual application study rather
than a computer simulation or mere speculation.

2 INVASIVE NEURAL
INTERFACE

There are, in general, two approaches for peripheral
nerve interfaces when a direct technological connec-
tion is required: Extraneural and Intraneural. In
practical terms, the cuff electrode is by far the most
commonly encountered extraneural device. A cuff
electrode is fitted tightly around the nerve trunk,
such that it is possible to record the sum of the sin-
gle fibre action potentials apparent, this being
known as the compound action potential (CAP). In
other words, a cuff electrode is suitable only if an
overall compound signal from the nerve fibres is
required. It is not suitable for obtaining individual or
specific signals. It can though also be used for
crudely selective neural stimulation of a large region
of the nerve trunk. In some cases the cuff can con-
tain a second or more electrodes, thereby allowing
for an approximate measurement of signal speed
travelling along the nerve fibres.

For applications which require a much finer
granularity for both selective monitoring and stimu-
lation however, an intraneural interface such as
single electrodes either inserted individually or in
groups can be employed. To open up even more
possibilities a MicroElectrode Array (MEA) is well

suited. MEAs can take on a number of forms, for
example they can be etched arrays that lie flat
against a neural surface (Nam et al., 2004) or spiked
arrays with electrode tips. The MEA employed in
this study is of this latter type and contains a total of
100 electrodes which, when implanted, become
distributed within the nerve fascicle. In this way, it
is possible to gain direct access to nerve fibres from
muscle spindles, motor neural signals to particular
motor units or sensory receptors. Essentially, such a
device allows a bi-directional link between the hu-
man nervous system and a computer (Gasson et al.,
2002, Branner et al., 2001, Warwick et al., 2003).

2.1 Surgical Procedure

On 14 March 2002, during a 2 hour procedure at the
Radcliffe Infirmary, Oxford, a MEA was surgically
implanted into the median nerve fibres of my left
arm. The array measured 4mm x 4mm with each of
the electrodes being 1.5mm in length. Each elec-
trode was individually wired via a 20cm wire bundle
to an electrical connector pad. A distal skin incision
marked at the distal wrist crease medial to the pal-
maris longus tendon was extended approximately 4
cm into the forearm. Dissection was performed to
identify the median nerve. In order that the risk of
infection in close proximity to the nerve was re-
duced, the wire bundle was run subcutaneously for
16 cm before exiting percutaneously. For this exit a
second proximal skin incision was made distal to the
elbow 4 cm into the forearm. A modified plastic

Figure 1: A 100 electrode, 4X4mm MicroElectrode Array, shown on a UK 1 pence piece for scale.



shunt passer was inserted subcutaneously between
the two incisions by means of a tunnelling proce-
dure. The MEA was introduced to the more proxi-
mal incision and pushed distally along the passer to
the distal skin incision such that the wire bundle
connected to the MEA ran within it. By removing
the passer, the MEA remained adjacent to the ex-
posed median nerve at the point of the first incision
with the wire bundle running subcutaneously, exit-
ing at the second incision. At the exit point, the wire
bundle linked to the electrical connector pad which
remained external to the arm.

The perineurium of the median nerve (its outer
protective sheath) was dissected under microscope
to facilitate the insertion of electrodes and to ensure
that the electrodes penetrated the nerve fibres to an
adequate depth. Following dissection of the per-
ineurium, a pneumatic high velocity impact inserter
was positioned such that the MEA was under a light
pressure to help align insertion direction. The MEA
was pneumatically inserted into the radial side of the
median nerve allowing the MEA to sit adjacent to
the nerve fibres with the electrodes penetrating into
a fascicle. The median nerve fascicle was estimated
to be approximately 4 mm in diameter. Penetration
was confirmed under microscope. Two Pt/Ir refer-
ence wires were also positioned in the fluids sur-
rounding the nerve.

The arrangements described remained perma-
nently in place for 96 days, until 18" June 2002, at
which time the implant was removed.

2.2 Neural Stimulation and Neural
Recordings

Once it was in position, the array acted as a bi-
directional neural interface. Signals could be trans-
mitted directly from a computer, by means of either
a hard wire connection or through a radio transmit-
ter/receiver unit, to the array and thence to directly
bring about a stimulation of the nervous system. In
addition, signals from neural activity could be de-
tected by the electrodes and sent to the computer and
thence onto the internet. During experimentation, it
was found that typical activity on the median nerve
fibres occurs around a centroid frequency of ap-
proximately 1 KHz with signals of apparent interest
occurring well below 3.5 KHz. However noise is a
distinct problem due to inductive pickup on the
wires, so had to be severely reduced. To this end a
fifth order band limited Butterworth filter was used
with corner frequencies of fi,,= 250 Hz and fuign =
7.5 KHz.

To allow freedom of movement, a small wearable
signal processing unit with Radio Frequency com-
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munications was developed to be worn on a gauntlet
around the wrist. This custom hardware consisted of
a 20 way multiplexer, two independent filters, two
10bit A/D converters, a microcontroller and an FM
radio transceiver module. Either 1 or 2 electrodes
from the array could be quasi-statically selected,
digitised and sent over the radio link to a corre-
sponding receiver connected to a PC. At this point
they could either be recorded or transmitted further
in order to operate networked technology, as de-
scribed in the following section. Onward transmis-
sion of the signal was via an encrypted TCP/IP tun-
nel, over the local area network, or wider internet.
Remote configuration of various parameters on the
wearable device was also possible via the radio link
from the local PC or the remote PC via the en-
crypted tunnel.

Stimulation of the nervous system by means of
the array was especially problematic due to the lim-
ited nature of existing results prior to the study re-
ported here, using this type of interface. Published
work is restricted largely to a respectably thorough
but short term study into the stimulation of the sci-
atic nerve in cats (Branner et al., 2001). Much ex-
perimental time was therefore required, on a trial
and error basis, to ascertain what voltage/current
relationships would produce a reasonable (i.e. per-
ceivable but not painful) level of nerve stimulation.

Further factors which may well emerge to be rele-
vant, but were not possible to predict in this experi-
mental session were firstly the plastic, adaptable
nature of the human nervous system, especially the
brain — even over relatively short periods, and sec-
ondly the effects of movement of the array in rela-
tion to the nerve fibres, hence the connection and
associated input impedance of the nervous system
was not completely stable.

After experimentation lasting for approximately 6
weeks, it was found that injecting currents below
80pA onto the median nerve fibres had little per-
ceivable effect. Between 80uA and 100pA all the
functional electrodes were able to produce a recog-
nisable stimulation, with an applied voltage of
around 20 volts peak to peak, dependant on the
series electrode impedance. Increasing the current
above 100pA had little additional effect; the stimu-
lation switching mechanisms in the median nerve
fascicle exhibited a non-linear thresholding charac-
teristic.

In all successful trials, the current was applied as
a bi-phasic signal with pulse duration of 200usec
and an inter-phase delay of 100psec. A typical
stimulation waveform of constant current being
applied to one of the MEAs implanted electrodes is
shown in Fig. 2.
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Figure 2: Voltage profile during one bi-phasic stimulation
pulse cycle with a constant current of 80pA.

It was therefore possible to create alternative sen-
sations via this new input route to the nervous sys-
tem, thereby by-passing the normal sensory inputs.
The reasons for the 6 weeks necessary for successful
nerve stimulation, in the sense of stimulation signals
being correctly recognised, can be due to a number
of factors such as (1) suitable pulse characteristics,
(i.e. amplitude, frequency etc) required to bring
about a perceivable stimulation were determined
experimentally during this time, (2) my brain had to
adapt to recognise the new signals it was receiving,
and (3) the bond between my nervous system and
the implant was physically changing.

3 NEURAL INTERACTION WITH
TECHNOLOGY

It is apparent that the neural signals obtained
through the implant can be used for a wide variety
of purposes. One of the key aims of the research
was, in fact, to assess the feasibility of the implant
for use with individuals who have limited functions
due to a spinal injury. Hence in experimental tests,
neural signals were employed to control the func-
tioning of a robotic hand and to drive an electric
wheelchair around successfully (Gasson et al., 2002,
Warwick et al., 2003). The robotic hand was also
controlled, via the internet, at a remote location
(Warwick et al., 2004).

In these applications, data collected via the neural
implant were directly employed for control pur-

Figure 3: Intelligent anthropomorphic hand prosthesis.

poses, removing the need for any external control
devices or for switches or buttons to be used. Essen-
tially signals taken directly from my nervous system
were used to operate the technology. To control the
electric wheelchair, a sequential-state machine was
incorporated. Neural signals were used as a real-
time command to halt the cycle at the intended
wheelchair action, e.g. drive forwards. In this way
overall control of the chair was extremely simple to
ensure, thereby proving the general potential use of
such an interface.

Initially selective processing of the neural signals
obtained via the implant was carried out in order to
produce discrete direction control signals. With only
a small learning period I was able to control not only
the direction but also the velocity of a fully autono-
mous, remote mobile platform. On board sensors
allowed the robot to override my commands in order
to safely navigate local objects in the environment.

Once stimulation of the nervous system had been
achieved, as described in section 2, the bi-directional
nature of the implant could be more fully experi-
mented with. Stimulation of the nervous system was
activated by taking signals from fingertips sensors
on the robotic hand. So as the robotic hand gripped
an object, in response to outgoing neural signals via
the implant, signals from the fingertips of the robotic
hand brought about stimulation. As the robotic hand
applied more pressure the frequency of stimulation
increased. The robotic hand was, in this experiment,
acting as a remote, extra hand.

By passing the neural signals not simply from
computer to the robot hand, and vice versa, but also
via the internet, so the hand could actually be lo-
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Figure 4: Experimentation and testing of the ultrasonic baseball cap.

cated remotely. In a test (Warwick et al., 2004)
signals were transmitted between Columbia Univer-
sity in New York City and Reading University in the
UK, with myself being in New York and the robot
hand in the UK. Effectively this can be regarded as
extending the human nervous system via the inter-
net. To all intents and purposes my nervous system
did not stop at the end of my body, as is the usual
case, but rather went as far as the internet would
take it, in this case across the Atlantic Ocean.

In another experiment, signals were obtained
from ultrasonic sensors fitted to a baseball cap. The
output from these sensors directly affected the rate
of neural stimulation. With a blindfold on, I was
able to walk around in a cluttered environment
whilst detecting objects in the vicinity through the
(extra) ultrasonic sense. With no objects nearby, no
neural stimulation occurred. As an object moved
relatively closer, so the stimulation increased pro-
portionally (Gasson et al., 2005).

It is clear that just about any technology, which
can be networked in some way, can be switched on
and off and ultimately controlled directly by means
of neural signals through an interface such as the
implant used in this experimentation. Not only that,
but because a bi-directional link has been formed,
feedback directly to the brain can increase the range

of sensory capabilities. Potential application areas
are therefore considerable.

4 CONCLUSIONS

Partly this study was carried out in order to assess
the implant interface technology in terms of its use-
fulness in helping those with a spinal injury. As a
positive result in this sense it can be reported that
during the course of the study there was no sign of
infection or rejection. In fact, rather than reject the
implant, my body appeared to accept the device
implicitly to the extent that its acceptance may well
have been improving over time.

Clearly the implant would appear to allow for the
restoration of some movement and the return of
body functions in the case of a spinally injured pa-
tient. It would also appear to allow for the patient to
control technology around them merely by neural
signals alone. Further human experimentation is
though clearly necessary to provide further evidence
in this area.

Such implanted interface technology would how-
ever appear to open up many more opportunities. In
the case of the experiments described, an articulated
robot hand was controlled directly by neural signals.
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For someone who has had their original hand ampu-
tated this opens up the possibility of them ultimately
controlling an articulated hand, as though it were
their own, by the power of their own thought.

Much more than this though, the study opens up
the distinct possibility of humans being technically
enhanced and upgraded, rather than merely repaired.
One example of this was the extra sensory (ultra
sonic) experiment that was far more successful than
had been expected. Although this does open up a
number of distinct ethical questions, as to what up-
grades are acceptable and for whom, it also opens up
an exciting period of experimentation to see how far
the human brain can be expanded in a technical
sense.

The author accepts the fact that this is a one off
study based on only one implant recipient. It may be
that other recipients react in other ways and the
experiments carried out would not be so successful
with an alternative recipient. In that sense the author
wishes this study to be seen as evidence that the
concept can work well, although it is acknowledged
that further human trials will be necessary to inves-
tigate the extent of usefulness.

As far as an implant interface is concerned, what
has been achieved is a very rudimentary and primi-
tive first step. It may well prove to be the case that
implants of the type used here are not ultimately
those selected for a good link between a computer
and the human brain. Nevertheless the results ob-
tained are felt to be extremely encouraging.
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Inspired from biological nervous systems and brain structure, Artificial Neural Networks (ANN) could be
seen as information processing systems, which allow elaboration of many original techniques covering a
large field of applications. Among their most appealing properties, one can quote their learning and
generalization capabilities. If a large number of works have concerned theoretical and implementation
aspects of ANN, only a few are available with reference to their real world industrial application
capabilities. In fact, applicability of an available academic solution in industrial environment requires
additional conditions due to industrial specificities, which could sometimes appear antagonistic with
theoretical (academic) considerations. The main goal of this paper is to present, through some of main ANN
models and based techniques, their real application capability in real industrial dilemmas. Several examples
dealing with industrial and real world applications have been presented and discussed covering "intelligent
adaptive control", "fault detection and diagnosis", "decision support", "complex systems identification" and

"image processing".

1 INTRODUCTION

Real world dilemmas, and especially industry related
ones, are set apart from academic ones from several
basic points of views. The difference appears since
definition of the “problem’s solution” notion. In fact,
academic (called also sometime theoretical)
approach to solve a given problem often begins by
problem’s constraints simplification in order to
obtain a “solvable” model (here, solvable model
means a set of mathematically solvable relations or
equations describing a behavior, phenomena, etc...).
If the theoretical consideration is an indispensable
step to study a given problem’s solvability, in the
case of a very large number of real world dilemmas,
it doesn’t lead to a solvable or realistic solution. A
significant example is the modeling of complex
behavior, where conventional theoretical approaches
show very soon their limitations. Difficulty could be
related to several issues among which:

- large number of parameters to be taken into
account (influencing the behavior) making
conventional mathematical tools inefficient,

- strong nonlinearity of the system (or behavior),
leading to unsolvable equations,
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- partial or total inaccessibility of system’s
relevant  features, making the model
insignificant,

- subjective nature of relevant features, parameters
or data, making the processing of such data or
parameters difficult in the frame of conventional
quantification,

- necessity of expert’s knowledge, or heuristic
information consideration,

- imprecise information or data leakage.

Examples illustrating the above-mentioned
difficulties are numerous and may concern various
areas of real world or industrial applications. As first
example, one can emphasize difficulties related to
economical and financial modeling and prediction,
where the large number of parameters, on the one
hand, and human related factors, on the other hand,
make related real world problems among the most
difficult to solve. Another example could be given in
the frame of the industrial processes and
manufacturing where strong nonlinearities related to
complex nature of manufactured products affect
controllability and stability of production plants and
processes. Finally, one can note the difficult
dilemma of complex pattern and signal recognition
and analysis, especially when processed patterns or
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signals are strongly noisy or deal with incomplete
data.

Over the past decades, Artificial Neural
Networks (ANN) and issued approaches have
allowed the elaboration of many original techniques
(covering a large field of applications) overcoming
some of mentioned difficulties (Nelles, 1995)
(Faller, 1995) (Maidon, 1996), (Madani, 1997)
(Sachenco, 2000). Their learning and generalization
capabilities make them potentially promising for
industrial applications for which conventional
approaches show their failure. However, even if
ANN and issued approaches offer an attractive
potential for industrial world, their usage should
always satisfy industrial “specificities”. In the
context of the present paper, the word “specificity”
intends characteristic or criterion channelling
industrial preference for a strategy, option or
solution as an alternative to the others.

In fact, several specificities distinguish the
industrial world and related constraints from the
others. Of course, here the goal is not to analyse all
those specificities but to overview briefly the most
pertinent ones. As a first specificity one could
mention the “reproducibility”. That means that an
industrial solution (process, product, etc...) should
be reproducible. This property is also called solution
stability. A second industrial specificity is
“viability”, which means implementation
(realization) possibility. That signifies that an
industrial solution should be adequate to available
technology and achievable in reasonable delay
(designable,  realizable). = Another  industrial
specificity is “saleability”, which means that an
industrial solution should recover a well identified
field of needs. Finally, an additional important
specificity is “marketability” making a proposed
industrial solution attractive and concurrent (from
the point of view of cost, price-quality ratio, etc...)
to other available products (or solutions) concerning
the same area.

Another key point to emphasize is related to the
real world constraints consideration. In fact, dealing
with real world environment and related realities, it
is not always possible to put away the lower degree
phenomena’s influence or to neglect secondary
parameters. That’s why a well known solved
academic problem could sometime appear as an
unachieved (unbearable) solution in the case of an
industry related dilemma. In the same way a viable
and marketable industrial solution may appear as
primitive from academic point of view.

The main goal of this paper is to present, through
main ANN models and based techniques, the
effectiveness of such approaches in real world
industrial problems solution. Several examples
through real world industrial applications have been
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shown and discussed. The present paper has been
organized as follows: the next section will present
the general principle of Artificial Neural Networks
relating it to biological considerations. In the same
section two classes of neural models will be
introduced and discussed: Multi-layer Perceptron
and Kernel Functions based Neural Networks. The
section 3 and related sub-sections will illustrate real
world examples of application of such techniques.
Finally, the last section will conclude the paper.

2 FROM NATURAL TO
ARTIFICIAL

As mentions Andersen (Anderson, 1995): "It is not
absolutely necessary to believe that neural network
models have anything to do with the nervous system,
but it helps. Because, if they do, we are able to use a
large body of ideas, experiments, and facts from
cognitive science and neuroscience to design,
construct, and test networks. Otherwise, we would
have to suggest functions and mechanism for
intelligent behavior without any examples of
successful operation".

Much is still unknown about how the brain trains
itself to process information, so theories abound. It
is admitted that in the biological systems (human or
animal brain), a typical neuron collects signals from
others through a host of fine structures called
dendlrites. Figure 1 shows a simplified bloc diagram
of biological neural system comparing it to the
artificial neuron. The neuron sends out spikes of
electrical activity through a long, thin stand known
as an axon, which splits into thousands of branches.
At the end of each branch, a structure called a
synapse converts the activity from the axon into
electrical effects that inhibit or excite activity from
the axon into electrical effects that inhibit or excite
activity in the connected neurones. When a neuron
receives excitatory input that is sufficiently large
compared with its inhibitory input, it sends a spike
of electrical activity down its axon. Learning occurs
by changing the effectiveness of the synapses so that
the influence of one neuron on another changes.

Inspired from biological neuron, artificial neuron
reproduces a simplified functionality of that
complex biological neuron. The neuron’s operation
could be seen as following: a neuron updates its
output from weighted inputs received from all
neurons connected to that neuron. The decision to
update or not the actual state of the neuron is
performed thank to the “decision function”
depending to activity of those connected neurons.
Let us consider a neuron with its state denoted by x;
(as it is shown in figure 1) connected to M other
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Figure 1: Biological (left) and artificial (right) neurons simplified bloc-diagrams.

neurons, and let x; represent the state (response)
of the j-th neuron interconnected to that neuron with
jell M} Let w, be the weight (called also,
synaptic weight) between j-th and i-th neurons. In
this case, the activity of all connected neurons to the
i-th neuron, formalized through the “synaptic
potential” of that neuron, is defined by relation (1).
Fall back on its synaptic potential (and sometimes to
other control parameters), the neuron’s decision
function will putout (decide) the new state of the
neuron according to the relation (2). One of the most
commonly used decision functions is the
“sigmoidal” function given by relation (3) where n
is a control parameter acting on decision strictness
or softness, called also “learning rate”.

j=M

Also referred to as connectionist architectures,
parallel distributed processing, and neuromorphic
systems, an artificial neural network (ANN) is an
information-processing paradigm inspired by the
densely interconnected, parallel structure of the
mammalian brain information processes. Artificial
neural networks are collections of mathematical
models that emulate some of the observed properties
of biological nervous systems and draw on the
analogies of adaptive biological learning
mechanisms. The key element of the ANN paradigm
is the novel structure of the information processing
system. It is supposed to be composed of a large
number of highly interconnected processing
elements that are analogous to neurons and are tied
together with weighted connections that are
analogous to synapses. However, a large number of
proposed architectures involve a limited number of
neurones.

Biologically, neural networks are constructed in
a three dimensional way from microscopic
components. These neurons seem capable of nearly
unrestricted interconnections. This is not true in any
artificial network. Artificial neural networks are the
simple clustering of the primitive artificial neurons.
This clustering occurs by creating layers, which are
then connected to one another. How these layers
connect may also vary. Basically, all artificial neural
networks have a similar structure or topology. Some
of their neurons interface the real world to receive its
inputs and other neurons provide the real world with
the network’s outputs. All the rest of the neurons are
hidden form view. Figure 2 shows an artificial
neural network’s general bloc-diagram.

Input Layer Layer h Output Layer

Figure 2: Artificial neural network simplified bloc-
diagrams.

In general, the input layer consists of neurons
that receive input form the external environment.
The output layer consists of neurons that
communicate the output of the system to the user or
external environment. There are usually a number of
hidden layers between these two layers. When the
input layer receives the input its neurons produce
output, which becomes input to the other layers of
the system. The process continues until a certain
condition is satisfied or until the output layer is
invoked and fires their output to the external
environment.

Let us consider a 3 layers standard neural
network, including an input layer, a hidden layer and
an output layer, conformably to the figure 2. Let us
suppose that the input layer includes M neurons,
the hidden layer includes P neurons and the
output layer includes N neurons. Let
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X:(XI,m,X],W’XM)Trepresents the input vectors,

with je{l,--,M}, H=(H,,....H,

7
,H,,...,H,) represents

the hidden layer’s output with ke{l,---,P} and
S=(S,,....S,,...,S )" the
ie{1,~--,N}. Let us note Wk*jI and W, synaptic

output  vector  with

matrixes elements, corresponding to input-hidden
layers and hidden-output layers respectively.
Neurons are supposed to have a non-linear decision
function (activation function) F(.). V' and V?,

defined by relation (4), will represent the synaptic
potential vectors components of hidden and output

neurons, respectively (e.g. vectors V" and
VScomponents). Taking into account such
considerations, the k-th hidden and the i-th output
neurons outputs will be given by relations (5).

Vi =Y Wix, and s =N s, 4)

H,=F(")and S, = F(*) (5)

As it has been mentioned above, learning in
biological systems involves adjustments to the
synaptic connections that exist between the neurons.
This is valid for ANNs as well. Learning typically
occurs by example through training, or exposure to a
set of input/output data (called also, learning
database) where the training algorithm iteratively
adjusts the connection weights (synapses). These
connection weights store the knowledge necessary to
solve specific problems. The strength of connection
between the neurons is stored as a weight-value for
the specific connection. The system learns new
knowledge by adjusting these connection weights.
The learning process could be performed in “on-
line” or in “off-line” mode. In the off-line learning
methods, once the systems enters into the operation
mode, its weights are fixed and do not change any
more. Most of the networks are of the off-line
learning type. In on-line or real time learning, when
the system is in operating mode (recall), it continues
to learn while being used as a decision tool. This
type of learning needs a more complex design
structure.

The learning ability of a neural network is
determined by its architecture (network’s topology,
artificial neurons nature) and by the algorithmic
method chosen for training (called also, “learning
rule”). In a general way, learning mechanisms
(learning processes) could be categorized in two
classes: “supervised learning” (Arbib, 2003) (Hebb,
1949) (Rumelhart, 1986) and “unsupervised
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learning” (Kohonen, 1984) (Arbib, 2003). The
supervised learning works on reinforcement from
the outside. The connections among the neurons in
the hidden layer are randomly arranged, then
reshuffled according to the used learning rule in
order to solving the problem. In general an “error”
(or “cost”) based criterion is used to determine when
stop the learning process: the goal is to minimize
that error. It is called supervised learning, because it
requires a teacher. The teacher may be a training set
of data or an observer who grades the performance
of the network results (from which the network’s
output error is obtained). In the case where the
unsupervised learning procedure is applied to adjust
the ANN’s behaviour, the hidden neurons must find
a way to organize themselves without help from the
outside. In this approach, no sample outputs are
provided to the network against which it can
measure its predictive performance for a given
vector of inputs. In general, a “distance” based
criterion is used assembling the most resembling
data. After a learning process, the neural network
acts as some non-linear function identifier
minimizing the output errors.

ANNSs learning dilemma have been the central
interest of a large number research investigations
during the two past decades, leading to a large
number of learning rules (learning processes). The
next sub-sections will give a brief overview of the
most usual of them: “Back-Propagation” (BP) based
learning rule neural network, known also as “Multi-
Layer Perceptron and “Kernel Functions” based
learning rule based neural networks trough one of
their particular cases which are “Radial Basis
Functions” (RBF-like neural networks).

2.1 Back-Propagation Learning Rule
and Multi-Layer Perceptron

Back-Propagation (Bigot, 1993) (Rumelhart, 1986)
(Bogdan, 1994) based neural models, called also
Back-Propagation based “Multi-Layer Perceptron”
(MLP) are multi-layer neural network (conformably
to the general bloc-diagram shown in figure 2). A
neuron in this kind of neural network operates
conformably to the general ANN’s operation frame
e.g. according to equations (1), (2) and (3). The
specificity of this class of neural network appears in
the learning procedure, called “Back-Propagation of
error gradient”.

The principle of the BP learning rule is based on
adjusting synaptic weights proportionally to the
neural network’s output error. Examples (patterns
from learning database) are presented to the neural
network, then, for each of learning patterns, the
neural network’s output is compared to the desired
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one and an “error vector” is evaluated. Then all
synaptic ~ weights are  corrected (adjusted)
proportionally to the evaluated output error.
Synaptic weights correction is performed layer by
layer from the output layer to the input layer. So,
output error is back-propagated in order to correct
synaptic weights. Generally, a quadratic error
criterion, given by equation (6), is used. In this
relation S; represents the i-th output vector’s

component and § l.d represents the desired value of
this component. Synaptic weights are modified
according to relation (7), where dWlhj represents

the synaptic variation (modification) of the synaptic
weight connecting the j-th neurone and i-th neuron
between two adjacent layers (layer h and layer h-1).
1 is a real coefficient called also “learning rate”.

& Z%(Si_Sid)z (6)

dw/!, =—negrad,(s) ()

The learning rate parameter is decreased
progressively during the learning process. The
learning process stops when the output error reaches
some acceptable value.

2.2 Kernel Functions Based Neural
Models

This kind of neural models belong to the class of
“evolutionary” learning strategy based ANN
(Reyneri, 1995) (Arbib, 2003) (Tremiolles, 1996).
That means that the neural network’s structure is
completed during the learning process. Generally,
such kind of ANNs includes three layers: an input
layer, a hidden layer and an output layer. Figure 3
represents the bloc-diagram of such neural net. The

Input Layer ~ Hidden Layer

(Prototypes)

Output Layer
Category

%

Vi

)

Vi

Y

number of neurons in input layer corresponds to the
processed patterns dimensionality e.g. to the
problem’s feature space dimension.

The output layer represents a set of categories
associated to the input data. Connections between
hidden and output layers are established dynamically
during the learning phase. It is the hidden layer
which is modified during the learning phase. A
neuron from hidden layer is characterized by its
“centre” representing a point in an N dimensional
space (if the input vector is an N-D vector) and some
decision function, called also neuron’s “Region Of
Influence” (ROI). ROI is a kernel function, defining
some “action shape” for neurons in treated
problem’s feature space. In this way, a new learning
pattern is characterized by a point and an influence
field (shape) in the problem’s N-D feature space. In
the other words, the solution is mapped thank to
learning examples in problem’s N-D feature space.
The goal of the learning phase is to partition the
input space associating prototypes with a categories
and an influence field, a part of the input space
around the prototype where generalization is
possible. When a prototype is memorized, ROI of
neighbouring neurons are adjusted to avoid conflict
between neurons and related categories. The neural
network’s response is obtained from relation (8)

where G represents a “category”,
V= [Vl v, Vy ]T is the input vector,
P/ = [plf Pl Pl ]T represents the  j-th

“prototype” memorized (learned) thanks to creation
of the neuron j in the hidden layer, and A ; the ROI

associated to this neuron (neuron j). F(.) is the
neuron’s activation (decision) function which is a
radial basis function (a Gaussian function for
example).

Figure 3: Radial Basis Functions based ANN’s bloc-diagram (left). Example of learning process in 2-D feature space

(right).
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C,=0 i distV,P’)> 2, ®
.\
dist =15V, - p! ©)
1
with ZK—P;’S[Z(‘C—Pfﬂzﬁm?x%—ﬁf (10)

The choice of the distance calculation (choice of
the used norm) is one of the main parameters in the
case of the RCE-KNN like neural models (and
derived approaches). The most usual function used
to evaluate the distance between two patterns is the
Minkowski function expressed by relation (9), where

V. is the i-th component of the input vector and p;

the i-th component of the j-th memorized pattern
(learned pattern). Manhattan distance (# =1, called
also L1 norm) and Euclidean distance (n = 2) are
particular cases of the Minkowski function and the
most applied distance evaluation criterions. One can
write relation (10).

3 ANN BASED SOLUTIONS FOR
INDUSTRIAL ENVIRONMENT

If the problem’s complexity and the solution
consistency, appearing through theoretical tools
(modeling or conceptual complexity) needing to
solve it, are of central challenges for applicability of
a proposed concepts, another key points
characterizing application design, especially in
industrial environment, is related to implementation
requirements. In fact, constraints related to
production conditions, quality, etc. set the above-
mentioned point as a chief purpose to earn solution’s
viability. That is why in the next subsections,
dealing with real-world, and industrial applications
of  above-presented ANN models, the
implementation issues will be of central
considerations. Moreover, progress accomplished
during the lasts decades concerning electrical
engineering, especially in the microprocessors area,
offers new perspectives for real time execution
capabilities and enlarges the field for solution
implementation ability.

3.1 MLP Based Adaptive Controller

Two meaningful difficulties characterize the
controller dilemma, making controllers design one
of the most challenging tasks: the first one is the
plant parameters identification, and the second one
is related to the consideration of interactions
between real world (environment) and control
system, especially in the case of real-world
applications where controlled phenomena and
related parameters deal with strong nonlinearities.
Neural models and issued approaches offer original
perspectives to overcome these two difficulties.
However, beside these two difficulties, another chief
condition for conventional or unconventional control
is related to the controller’s implementation which
deals with real-time execution capability. Recent
progresses accomplished on the one hand, in the
microprocessor design and architecture, and on the
other hand, in microelectronics technology and
manufacturing, leaded to availability of powerful
microprocessors, offering new perspectives for
software or hardware implementation, enlarging the
field in real time execution capability.

Finally, it should always be taken into account
that proposed solution to a control dilemma (and so,
the issued controller) emerges on the basis of former
available equipments (plants, processes, factory,
etc.). That’s why, with respect to above-discussed
industrial specificities, preferentially it should not
lead to a substantial modification of the still existent
materials. In fact, in the most of real industrial
control problems, the solution should enhance
existent equipments and be adaptable to an earlier
technological environment.

3.1.1 General Frame and Formalization of
Control Dilemma

The two usual strategies in conventional control are
open-loop and feed-back loop (known also as feed-
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back loop regulation) controllers. Figure 4 gives the
general bloc-diagram of these two controllers, were
Ey is the “input vector” (called also “order” vector),

T s (13
Y, = (yk Vil ykfm) is the “output
vector” (plant’s or system’s state or response) and
U, = (uk U, u,_, )T is the “command

vector”. k represents the discrete time variable. The
output vector is defined as a vector which
components are the m last system’s outputs. In the
same way, the command vector is defined as a
vector which components are the n last commands.
Such vectors define output and command feature
spaces of the system. Taking into account the
general control bloc diagram (figure 4), the goal of
the command is to make converge the system’s
output with respect to some “desired output” noted
Yy If the command vector is a subject to some
modifications, then the output vector will be
modified. The output modification will be performed
with respect to the system’s (plant, process or
system under control) characteristics according to
equation (11), where J represents the Jacobean
matrix of the system.

dY, =3dUu,  ay

So, considering that the actual instant is k, it
appears that to have an appropriated output (Y 4 =
Y 4), the output should be corrected according to the
output error defined by: dYy = Y — Yq. In the frame
of such formulation, supposing that one could
compute the system’s reverse Jacobean the
command correction making system’s output to
converge to the desired state (or response) will be
conform to relation (12).

du, =J'dy,

System’s Jacobean is related to plant’s features
(parameters) involving difficulties mentioned before.

Y(t)

CONTROLLER

SYSTEM
or PLANT *

Moreover, system’s reverse Jacobean computation is
not a trivial task. In the real world applications, only
in very few cases (as linear transfer functions) the
system’s reverse Jacobean is available. So, typically
a rough approximation of this matrix is obtained.

3.1.2 ANN Based Controller

Let us consider a neural network approximating
(learning) a given system (process or plant). Let Y
be the system’s output, U be the system’s command
(U becomes also the neural network’s output), Wj

be synaptic weights of the neural network and € be
the output error representing some perturbation
occurring on output. The part of output perturbation
(output error) due to the variation of a given synaptic
weight (Wj) of the neural network noted as a%W
i

could be written conformably to relation (13).
0¢ O¢ Oy Ou

oW, Oy Ou oW,
o/ i ’
One can remark that 4 1S the system’s

(13)

Jacobean element and %W could be interpreted as

the “neural network’s Jacobean” element. As the
output error is related to the system’s controller
characteristics (represented by system’s Jacobean),
so the modification of synaptic weights with respect
to the measured error (e.g. the neural network
appropriated training) will lead to the correction of
the command (dU) minimizing the output error.

Several Neural Network based adaptive control
architectures have still been proposed. However,
taking into account the above-discussed industrial
specificities, the most effective scheme is the hybrid
neuro-controller (Hormel, 1992) (Miller, 1987)
(Madani, 1996) (Albus, 1975) (Comoglio, 1992).
This solution operates according to a Neural
Network based correction of a conventional
controller. Figure 5 shows the bloc diagram of such
approach.

Y(®
SYSTEM

or PLANT

CONTROLLER

Figure 4: General bloc-diagrams of control strategies showing open-loop controller (left) and feed-back loop controller

(Right) principles.
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Y(t)
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Figure 5: General bloc-diagrams hybrid neuro-controller.

As one can see in our ANN based control
strategy, the command U(t) is corrected thanks to the
additional correction dU, generated by neural device
and added to the conventional command component.
The Neural Network’s learning could be performed
on-line or off-line.

Several advantages characterize the proposed
strategy. The first one is related to the control
system stability. En fact, in the worst case the
controlled plant will operate according to the
conventional control loop performances and so, will
ensure the control system’s stability. The second
advantage of such strategy is related to the fact that
the proposed architecture acts as a hybrid control
system where usual tasks are performed by a
conventional operator and unusual operations (such
as highly non linear operations or those which are
difficult to be modelled by conventional approaches)
are realized by neural network based component.
This second advantage leads to another main welfare
which is the implementation facility and so, the real-
time execution capability. Finally, the presented
solution takes into account industrial environment
reality where most of control problems are related to
existent plants behaviours enhancement dealing with
an available (still implemented) conventional
controller. This last advantage of the proposed
solution makes it a viable option for industrial
environment.

3.1.3 MLP Based Adaptive Controller
Driving Turning Machine

The above-exposed neural based hybrid controller
has been used to enhance the conventional vector-
control driving a synchronous 3-phased alternative
motor. The goal of a vector control or field-oriented
control is to drive a 3-phased alternative motor like
an independent excitation D.C motor. This consists

to control the field excitation current and the torque
generating current separately (Madani, 1999). The
input currents of the motor should provide an
electromagnetic torque corresponding to the
command specified by the velocity regulator. For
synchronous motor, the secondary magnetic flux
(rotor) rotates at the same speed and in the same
direction as the primary flux (stator). To achieve the
above-mentioned goal, the three phases must be
transformed into two equivalent perpendicular
phases by using the Park transformation which needs
the rotor position, determined by a transducer or a
tachometer. In synchronous machine, the main
parameters are Ld (inductance of d-phase), Lq
(inductance of g-phase), and Rs (statoric resistor),
which vary in relation with currents (Id and Iq),
voltages (Vd and Vq), mechanical torque and speed
(of such machine). The relations between voltages or
currents depend on these three parameters defining
the motor’s model. However, these parameters are
not easily available because of their strongly
nonlinear dependence to the environment conditions
and high number of influent conditions.

The neural network is able to identify these
parameters and to correct the machine’s reference
model, feeding back their real values through the
control loop. Parameters are related to voltages,
currents, speed and position. The command error
(measured as voltage error) could be linked to the
plant’s parameters values error. In the first step, the
command is computed using nominal theoretical
plant parameters. The neural network learns the
plant’s behaviour comparing outputs voltages (Vd
,Vq), extracted from an impedance reference model,
with measured voltages (Vdm,Vgm). In the second
step when the system is learned, the neural network
gives the estimated plant’s parameters to the
controller (Madani, 1999).
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Figure 6: View of the main plant and the load coupled to the main motor (left). Implementation block diagram (right).
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Figure 7: Experimental plant parameters identification by neural net (left). Experimental measured speed when the plant is

unloaded (right).

The complete system, including the intelligent
neuro-controller, a power interface and a permanent
synchronous magnet motor (plant), has been
implemented according to the bloc diagram of figure
6. Our intelligent neuro-controller has been
implemented on a DSP based board. In this board,
the main processor is the TMS C330 DSP from
Texas Instruments. The learning data base includes
675 different values of measurement extracted
motor’s parameters (Ld and Lq). Different values of
measurable parameters (currents, voltages, speed
and position), leading to motor’s parameters
extraction, have been obtained for different
operation modes of the experimental plant, used to
validate our concepts. The ANN learning is shifted
for 4 seconds after power supply application to
avoid unstable data in the starting phase of the
motor.

Figures 7 gives experimental results relative to
the motor’s internal parameter evolution and the
plant’s measured speed, respectively. One can
remark from those figures that:

- Internal plant model’s parameters are identified
by the neural network.

- Such neural based controller compensates the

inefficiency of the conventional control loop
(achieving a 74 rad/sec angular speed).

3.2 Kernel Functions ANN Based
Image Processing for Industrial
Applications

Characterization by a point and an influence field
(shape) in the problem’s N-D feature space of a
learned becomes particularly attractive when the
problem’s feature space could be reduced to a 2-D
space. In fact, in this case, the learning process, in
the frame of kernel functions ANN, could be
interpreted by a simple mapping model. In the case
of images the bi-dimensionality (2-D nature) is a
natural property. That’s why, such kind of neural
models and issued techniques become very attractive
for image processing issues. Moreover, their relative
implementation facility makes them powerful
candidates to overcome a large class of industrial
requirements dealing with image processing and
image analysis.

Before presenting the related industrial
applications, let focus the next sub-section on a brief
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description of ZISC-036 neuro-processor from IBM,
which implements some of kernel functions ANN
based models.

3.2.1 IBM ZISC-036 Neuro-Processor

The IBM ZISC-036 (Tremiolles, 1996) (Tremiolles,
1997) is a parallel neural processor based on the
RCE and KNN algorithms. Each chip is capable of
performing up to 250 000 recognitions per second.
Thanks to the integration of an incremental learning
algorithm, this circuit is very easy to program in
order to develop applications; a very few number of
functions (about ten functions) are necessary to
control it. Each ZISC-036 like neuron implements
two kinds of distance metrics called L1 and LSUP
respectively. Relations (14) and (15) define the
above-mentioned distance metrics were P; represents
the memorized prototype and V; is the input pattern.
The first one (L1) corresponds to a polyhedral
volume influence field and the second (LSUP) to a
hyper-cubical influence field.

L1: dist = ihfi - P (14)
=0
LSUP: dist = gl()elxll/i— Pl as

Figure 8 gives the ZISC-036 chip’s bloc diagram
and an example of input feature space mapping in a
2-D space. A 16 bit data bus handles input vectors
as well as other data transfers (such as category and
distance), and chip controls. Within the chip,
controlled access to various data in the network is
performed through a 6-bit address bus. ZISC-036 is
composed of 36 neurons. This chip is fully
cascadable which allows the use of as many neurons
as the user needs (a PCI board is available with a
684 neurons). A neuron is an element, which is able
to:

datsy chain in[1]
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e memorize a prototype (64 components coded
on 8 bits), the associated category (14 bits),
an influence field (14 bits) and a context (7
bits),

e compute the distance, based on the selected
norm (norm L1 given by relation or LSUP)
between its memorized prototype and the
input vector (the distance is coded on fourteen
bits),

e compare the computed distance with the
influence fields,

e communicate with other neurons (in order to
find the minimum distance, category, etc.),

e adjust its influence field (during learning
phase).

Two kinds of registers hold information in ZISC-
036 architecture: global registers and neuron
registers. Global registers hold information for the
device or for the full network (when several devices
are cascaded). There are four global registers
implemented in ZISC-036: a 16-bits Control &
Status Register (CSR), a 8-bits Global Context
Register (GCR), a 14-bits Min. Influence Field
register (MIF) and a 14-bits Max. Influence Field
register (MAF). Neuron registers hold local data for
each neuron. Each neuron includes five neuron
registers: Neuron Weight Register (NWR), which is
a 64-by-8 bytes register, a 8-bits Neuron Context
Register (NCR), Category register (CAT), Distance
register (DIST) and Neuron Actual Influence Field
register (NAIF). The last three registers are both 14-
bites registers. Association of a context to neurons is
an interesting concept, which allows the network to
be divided in several subsets of neurons. Global
Context Register (GCR) and Neuron Context
Register (NCR) hold information relative to such
subdivision at network and neuron levels
respectively. Up to 127 contexts can be defined.

.
L
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Figure 8: IBM ZISC-036 chip’s bloc diagram (left) and an example of input feature space mapping in a 2-D space using

ROI and 1-NN modes, using norm L1 (right).
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3.2.2 Application in Media and Movie
Production Industry

The first class of applications concerns image
enhancement in order to: restore old movies (noise
reduction, focus correction, etc.), improve digital
television, or handle images which require adaptive
processing (medical images, spatial images, special
effects, etc.).

The used principle is based on an image's
physics phenomenon which states that when looking
at an image through a small window, there exist
several kinds of shapes that no one can ever see due
to their proximity and high gradient (because, the
number of existing shapes that can be seen with the
human eye is limited). ZISC-036 is used to learn as
many shapes as possible that could exist in an
image, and then to replace inconsistent points by the
value of the closest memorized example. The
learning phase consists of memorizing small blocks
of an image (as an example 5x5) and associating to
each the middle pixel’s value as a category. These
blocks must be chosen in such a way that they
represent the maximum number of possible
configurations in an image. To determine them, the
proposed solution consists of computing the
distances between all the blocks and keeping only
the most different.

The learning algorithm used here incorporates a
threshold and learning criteria (Learn_Crit (V)). The
learning criteria is the criteria given by relation (16)

where V;k represents the 1-th component of the input
vector V" , El represents the I-th component of the

. . k
j-th memorized prototype, C° represents the

. . k
category value associated to the input vector V™,
C’ is the category value associated to the

memorized prototype P and, o and B are real
coefficients adjusted empirically.

LearniCrit(V")z aZ‘V,k —P/‘+ﬂ‘C" —Cj‘ (16)
1

An example (pattern) from the learning base is
chosen and the learning criterion for that example is
calculated. If the value of the learning criteria is
greater than the threshold, then a neuron is engaged
(added). If the learning criteria’s value is less than
the threshold, no neuron is engaged. The
aforementioned threshold is decreased progressively.
Once learning database is learned the training phase
is stopped. Figure 9 shows a pattern-to-category
association learning example and the generalization
(application) phase for the case of an image
enhancement process.

The image enhancement or noise reduction
principles are the same as described above. The
main difference lies in the pixel value associated to
each memorized example. In noise reduction, the
learned input of the neural network is a noisy form
of the original image associated with the correct
value (or form). For example, in the figure 9
learning process example, for each learned pattern (a
block of 5x5) from the input image (degraded one),
the middle pixel of the corresponding block from the
output image (correct one) is used as the "corrected
pixel value" and is memorized as the associated
category. After having learned about one thousand
five hundred examples, the ZISC-036 based system
is able to enhance an unlearned image.

Figure 10 gives results corresponding to movie
sequences coloration. In this application unlearned
scenes of a same sequence are collared (restored) by
learning a representative (sample) scene of the same
sequence. For both cases of image restoration and
coloration it has been shown (Tremiolles, 1998)
(Madani, 2003) that the same neural concept could
perform different tasks as noise reduction, image
enhancement and image coloration which are
necessary to restore a degraded movie. Quantitative
comparative studies established and analysed in
above-mentioned references show pertinence of such
techniques.

Figure 9: Image enhancement learning process using association of regions from the degraded and correct images (left) and
image enhancement operation in generalization phase using an unlearned image (right).
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Figure 10: Result concerning movie coloration showing from left to right the image used to train the neural network and the
result obtained on coloration of an unlearned scene (left). Blue component cross sections comparison between the coloured
(reconstructed) and the original images in generalization phase (right).

3.2.3 Probe Mark Inspection in VLSI Chips
Production

One of the main steps in VLSI circuit production is
the testing step. This step verifies if the final product
(VLSI circuit) operates correctly or not. The
verification is performed thank to a set of
characteristic input signals (stimulus) and associated
responses obtained from the circuit under test. A set
of such stimulus signals and associated circuit’s
responses are called test vectors. Test vectors are
delivered to the circuit and the circuit’s responses to
those inputs are catch through standard or test
dedicated Input-Output pads (I/O pads) called also
vias. As in the testing step, the circuit is not yet
packaged the test task is performed by units, which
are called probers including a set of probes
performing the communication with the circuit.
Figure 11 shows a picture of probes relative to such
probers. The problem is related to the fact that the
probes of the prober may damage the circuit under
test. So, an additional step consists of inspecting the
circuit’s area to verify vias (I/O pads) status after
circuit’s testing: this operation is called developed
Probe Mark Inspection (PMI). Figure 11 shows a
view of an industrial prober and examples of faulty
and correct vias.

Many prober constructors had already developed
PMI software based on conventional pattern
recognition algorithms with little success]. The
difficulty is related to the compromise between real

time execution (production constraints) and methods
reliability. In fact, even sophisticated hardware
implementations using DSPs and ASICs specialized
in image processing are not able to perform
sufficiently well to convince industrials to switch
from human operator (expert) defects recognition to
electronically automatic PMI. That’s why a neural
network based solution has been developed and
implemented on ZISC-036 neuro-processor, for the
IBM Essonnes plant. The main advantages of
developed solutions are real-time control and high
reliability in fault detection and classification tasks.
Our automatic intelligent PMI application, detailed
in (Tremiolles, 1997) and (Madani, 2003, a),
consists of software and a PC equipped with this
neural board, a video acquisition board connected to
a camera and a GPIB control board connected to a
wafer prober system. Its goal is image analysis and
prober control.

The process of analyzing a probe mark can be
described as following: the PC controls the prober to
move the chuck so that the via to inspect is precisely
located under the camera; an image of the via is
taken through the video acquisition board, then, the
ZISC-036 based PMI:

e finds the via on the image,

e checks the integrity of the border (for
damage) of via,

e locates the impact in the via and estimates its
surface for statistics.

Figure 11: Photograph giving an example of probes in industrial prober (left). Example of probe impact: correct and faulty

(right).
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Figure 12: Example of profiles extraction after via centring process (left). Example of profiles to category association

during the learning phase (right).
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Figure 13: Profiles extraction for size and localization of the probe mark (left). Experimental result showing a fault

detection and its localization in the via (right).

All vias of a tested wafer are inspected and
analysed. At the end of the process, the system
shows a wafer map which presents the results and
statistics on the probe quality and its alignment with
the wafer. All the defects are memorized in a log
file. In summary, the detection and classification
tasks of our PMI application are done in three steps:
via localization in the acquired image, mark size
estimation and probe impact classification (good,
bad or none).

The method, which was retained, is based on
profiles analysis using kennel functions based ANN.
Each extracted profile of the image (using a square
shape, figures 12 and 13) is compared to a reference
learned database in which each profile is associated
with its appropriated category. Different categories,
related to different needed features (as: size,
functional signature, etc).

Experiments on different kinds of chips and on
various probe defects have proven the efficiency of
the neural approach to this kind of perception
problem. The developed intelligent PMI system
outperformed the best solutions offered by
competitors by 30%: the best response time per via
obtained using other wafer probers was about 600
ms and our neural based system analyzes one via
every 400 ms, 300 of which were taken for the
mechanical movements. Measures showed that the
defect recognition neural module’s execution time

was negligible compared to the time spent for
mechanical movements, as well as for the image
acquisition (a ratio of 12 to 1 on any via). This
application is presently inserted on a high throughput
production line.

3.3 Bio-inspired Multiple Neural
Networks Based Process
Identification

The identification task involves two essential steps:
structure selection and parameter estimation. These
two steps are linked and generally have to be
realized in order to achieve the best compromise
between error minimization and the total number of
parameters in the final global model. In real world
applications (situations), strong linearity, large
number of related parameters and data nature
complexity make the realization of those steps
challenging, and so, the identification task difficult.
To overcome mentioned difficulties, one of the
key points on which one can act is the complexity
reduction. It may concern not only the problem
representation level (data) but also may appear at
processing procedure level. An issue could be model
complexity reduction by splitting a complex
problem into a set of simpler problems: multi-
modelling where a set of simple models is used to
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Figure 14: Left side of a bird’s brain scheme and it’s auditory and motor pathways involved in the recognition and the
production of song (left) and inspired T-DTS multiple model generator's general bloc-diagram (right).

sculpt a complex behaviour (Murray, 1997). On this
basis and inspired from animal brain structure (left
picture of figure 14, showing the left side of a bird’s
brain scheme and it’s auditory and motor pathways
involved in the recognition and the production of
song), we have designed an ANN based data driven
treelike Multiple Model generator, that we called T-
DTS (Treelike Divide To Simplify).This data driven
neural networks based Multiple Processing (multiple
model) structure is able to reduce complexity on
both data and processing levels (Madani, 2003, b)
(right picture of figure 14). T-DTS and associated
algorithm construct a treelike evolutionary neural
architecture automatically where nodes, called also
"Supervisor/Scheduler Units" (SU) are decision
units and leafs called also "Neural Network based
Models" (NNM) correspond to neural based
processing units.

The T-DTS includes two main operation modes.
The first is the learning phase, when T-DTS system
decomposes the input data and provides processing
sub-structures and tools for decomposed sets of data.
The second phase is the operation phase (usage the
system to process unlearned data). There could be
also a pre-processing phase at the beginning, which
arranges (prepare) data to be processed. Pre-
processing phase could include several steps
(conventional or neural stages). The learning phase
is an important phase during which T-DTS performs
several key operations: splitting the learning
database into several sub-databases, constructing
(dynamically) a treelike Supervision/Scheduling
Unit (SSU) and building a set of sub-models (NNM)
corresponding to each sub-database. Figure 15
represents the division and NNM construction bloc
diagrams. As shown in this figure, if a neural based
model cannot be built for an obtained sub-database,
then, a new decomposition will be performed
dividing the concerned sub-space into several other
sub-spaces.

The second operation mode corresponds to the
use of the constructed neural based Multi-model

system for processing unlearned (work) data. The
SSU, constructed during the learning phase, receives
data and classifies that data (pattern). Then, the most
appropriated NNM is authorized (activated) to
process that pattern.
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Figure 15: General bloc diagram of T-DTS learning phase,
splitting and NNM generation process.

We have applied T-DTS based Identifier to a
real world industrial process identification and
control problem. The process is a drilling rubber
process used in plastic manufacturing industry.
Several non-linear parameters influence the
manufacturing process. To perform an efficient
control of the manufacturing quality (process
quality), one should identify the global process
(Chebira, 2003).
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Figure 16: Industrial processing loop bloc diagram.
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Figure 17: Process identification results showing the
plant’s output prediction in the working phase.

A Kohonen SOM based SU with a 4x3 grid
generates and supervises 12 NNM trained from
learning database. Figures 16 and 17 show the bloc
diagram of industrial processing loop and the
identification result in the working phase,
respectively. One can conclude that the predicted
output is in accord with the measured one, obtained
from the real plant.

4 CONCLUSION

Advances accomplished during last decades in
Artificial Neural Networks area and issued
techniques made possible to approach solution of a
large number of difficult problems related to
optimization, modeling, decision  making,
classification, data mining or nonlinear functions
(behavior) approximation. Inspired from biological
nervous systems and brain structure, these models
take advantage from their learning and
generalization capabilities, overcoming difficulties
and limitations related to conventional techniques.
Today, conjunction of these new techniques with
recent computational technologies offers attractive
potential for designing and implementation of real-
time intelligent industrial solutions. The main goal
of the present paper was focused on ANN based
techniques and their application to solve real-world
and industrial problems. Of course, the presented
models and applications don’t give an exhaustive
state of art concerning huge potential offered by
such approaches, but they could give, through
above-presented ANN based applications, a good
idea of promising capabilities of ANN based
solutions to solve difficult future industrial changes.
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To improve and to shorten product and production planning as well as to get a higher planning and product
quality the idea of the Digital Factory was invented. Digital Factory means general digital support of
planning following the process chain from product development over process and product planning to
production by using virtual working techniques. It follows that the whole process of developing a new
product with its associated production equipment has to be completely simulated before starting any
realisation. That calls for the integration of heterogeneous processes and a reorganisation of the whole
factory. The Digital Factory will be one of the core future technologies and revolutionize all research,
development and production activities in mechanical and electrical industries. International enterprises like
DaimlerChrysler and Toyota are making a considerable effort to introduce this technique as soon as possible

in their factories. It will give them a significant advance in time and costs.

1 INTRODUCTION

Automotive industry is in many areas of automation
a forerunner. This is due to some special
characteristics of this industrial area. To make profit
each type of a car must be produced in a great
number of pieces, which makes it worth to automate
production as much as possible. The competition on
the automotive market is very hard and forces low
retail prices. Larger design changes of one type of a
car necessitate a complete rebuilt of the production
line in the body shop and partially in the assembly
area.

But changes of a production line are expensive,
because a lot of special equipment is needed and the
installation of new equipment is very labour
intensive. Investments available to rebuild or to
change production lines are limited. Therefore any
modification of a production line must be planed
very carefully. The planning procedure involves a
lot of different departments and is a relatively time
consuming task.

On the other hand at the beginning of the
planning activities the day, when the new production
has to be started, the date of SOP (start of
production) is already fixed. All planning suffers
therefore from a limited amount of investments and
a lack of time to do planning in detail. To overcome
these problems intensive engineering should be done

using simulation tools. A large variety of tools is
today available on the market. Nearly every activity
can be simulated by a special tool as digital mock-up
(car assembly), work place optimisation and
workflow management.

But the traditional use of simulation tools deals
only with isolated, limited problems. A conveyor
systems can be optimised, the optimal way to mount
front windows investigated or the optimal
distribution of work among several robots
determined. But the final goal is the digital factory.

2 DEFINITION

The term digital factory means simulation of all
activities, which are taking place in the area of R&D
as well as in the production area of a factory. The
digital factory involves the use of digital simulation
along the entire process chain, from developing of
new product, planning the associated production
equipment and organizing mass production.

The digital factory involves therefore much more
than only the use of simulation tools. It imposes new
types of organisation of the factory and an intensive
collaboration between the car manufacturer and his
subcontractors. All activities in the plant — that
means the whole workflow - have to be standar-
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dized. The data outcome of every step of the work-
flow has to be specified and measures have to be
taken, that the data of the workflow, when a step is
finished, are immediately stored into a global factory
wide database. The final target is to start develop-
ment and production -that means- any realisation
only, if the simulation shows, that product and
production will met the given investments, the
predefined time schedule and the necessary quality.

3 GLOBAL DATA BASE

The success of simulation depends on the quality
and actuality of the available data. At any moment
simulation must have access to the actual data of
development and planning. The quality of the simu-
lation results depends on the quality and actuality of
the available data.

There are in every factory two different types of
data, the geometric or engineering data, which are
produced, when a new product is developed and the
associated production line is planed, and the com-
mercial and administrative data, which are used by
the purchase, sales and controlling departments.

First of all these both areas have to be to inte-
grated. To optimise e.g. the planning of a production
line engineering and commercial data are needed.
Special data structures have to be implemented to
enable a data flow between these two areas. The data
structures must be able to stores both types of data
and to store all data, which the engineering and
commercial departments need.

The design of theses structures is of paramount
importance for the well working of the digital
factory. They must de designed to store all data and
to permit an effective and fast access to the data.
When the data structures are defined, it must be
assured that they always contain actual data.

4 WORKFLOW MANAGEMENT

In an automotive factory at any moment a large
number of activities are taking place. These
activities are embedded in different workflows. A
workflow consists of a sequence of different process
steps. The activities of each step and the sequence of
the different activities must be defined. Every
employee must respect the factory specific workflow
directions.

For every process step the data outcome has to
be defined. As soon as a step is executed the
generated data are stored in the global database. That
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assures, that the global database always contains the
actual data.

There are standardized workflows and order or
client specific ones. The data outcome of the special
workflow cannot be defined in advance, because the
activities or the workflow respectively depends on
the work to do. Therefore it is very important to
reduce the number of special workflows. They must
be converted to standard workflows or integrated
into existing standard ones.

Every activity will be computer based. Each
process step has to be supported by a computer
system. There are different software systems
available on the market like Delmia Process
Engineer of Dassault Systémes. That assures that the
defined sequence of steps of a workflow is
respected. A new step can only be initiated, if the
previous one has been completed. After the
definition of the workflows and the outcome of each
step, the management of the workflows is done by
computer.

5 SUBCONTRACTORS AND
COLLABORATIVE
ENDINEERING

Generally the production of a car manufacturer is
limited to the car body, the engine, the gearbox and
the assembly of the whole car. Therefore a large part
of the car components has to be developed and
produced by subcontractors. But the concept of a
digital factory requires the simulation of the whole
vehicle and consequently the integration of the
subcontractors.

The exchange of information between car manu-
facturer and subcontractors has to be started, before
a component is completely developed. Both sides
have to inform each other of the daily progress of
work. That calls for collaborative engineering.
Something like a virtual team has to be created. The
team members are working in different places, but
there is a permanent information exchange between
them. If the development of the car body and the
engine is terminated, all components will be also
available.

This gives to the subcontractors tremendous
problems. They have to dispose of the same simu-
lation tools as the car manufacturer, which will
cause high investments. They have to standardize
their workflows, to deliver to the car manufacturer
continuously information about the work in
progress. They need to use the similar data structures
to store engineering and commercial data. Every
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partner must give to access to his engineering data to
the other participants. As subcontractors normally
are working for different car manufacturers, who are
using different simulation tools and have different
data structures, they will face considerable problems
in the future.

6 DANGER AND UNRESOLVED
PROBLEMS

Such a close collaboration needs a very intensive
data interconnection, which brings with out doubts
considerable dangers. There are still today no mea-
sures to protect data networks against foreigners
with an absolute security.

There are unresolved problems like how the own
data can be protected against competitors, how a
furnisher can be hindered from passing secret
information to another car manufacturer, how to
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secret services can be prevented to seize data or
hackers to destroy them.

7 SUMMARY

Concept and realisation of the digital factory form a
key technology and will revolutionize significantly
the way development and planning is done in
mechanical and electrical industry. It will help to re-
duce significantly the production costs and speed up
the product live cycle. But it will also increase the
interdependence between the automotive industry or
leading companies respectively and their sub-
contractors and make companies more vulnerable.
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1 INTRODUCTION

Engineers focus on the dynamics of control systems
and robotics, addressing issues such as
controllability, safety, and stability. To facilitate the
control of increasingly complex physical systems
such as drive-by-wire automobiles and fly-by-wire
airplanes, high-performance networked computer
systems with numerous hardware and software
components are increasingly required. However, this
complexity also leads to more potential errors and
faults, during both the design/implementation phase
and the deployment/runtime phase. It is therefore
essential to manage the control system's complexity
with the help of smart information systems and to
increase its reliability with the aid of mechanical
verification tools. Software control programs
provide greater flexibility, higher precision, and
better complexity management. However, these
safety-critical real-time software must themselves be
formally analyzed and verified to meet logical and
timing correctness specifications.

This keynote explores the use of rule-based systems
in control systems and robotics, and describes the
latest computer-aided verification tools for checking
their correctness and safety.

2 MODEL CHECKING

To verify the logical and timing correctness of a
control program or system, we need to show that it
meets the designer's specification. One way is to
manually construct a proof using axioms and
inference rules in a deductive system such as
temporal logic, a first-order logic capable of
expressing relative ordering of events.

This traditional approach toconcurrent program
verification is tedious and error-prone even for small
programs. For finite-state systems and restricted
classes of infinite-state systems, we can use model
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checking (first developed by Clarke, Emerson, and
Sistla in the 1980s) instead of proof construction to
check their correctness relative to their
specifications.

We represent the control system as a finite-state

graph. The specification or safety assertion is
expressed in propositional temporal logic formulas.
We can then check whether the system meets its
specification using an algorithm called a model
checker, which determines whether the finite-state
graph is a model of the formula(s). Several model
checkers are available and they vary in code and
runtime complexity, and performance:
(1) explicit-state, [Clarke, Emerson, and Sistla
1986], (2) symbolic (using Binary Decision
Diagrams or BDDs) [Burch, Clarke, McMillan, Dill,
and Hwang 1990], and (3) model checkers with real-
time extensions.

In Clarke, Emerson, and Sistla's approach, the
system to be checked is represented by a labeled
finite-state graph and the specification is written in a
propositional, branching-time temporal logic called
computation tree logic (CTL).

The use of linear-time temporal logic, which can
express fairness properties, is ruled out since a
model checker for such as logic has high
complexity.

Instead, fairness requirements are moved into the
semantics of CTL.

3 VISUAL FORMALISM,
STATECHARTS, AND
STATEMATE

Model checking uses finite state machines (FSMs) to
represent the control system's specification, as is the
case in the specification and analysis of many
computer-based as well as non-computer-based
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systems, ranging from electronic circuits to
enterprise models. They can model in detail the
behavior of a system and several algorithms exist to
perform the analysis. Unfortunately, classical state
machines as those employed in the standard,
explicit-state CTL model-checking approach lack
support for modularity and suffer from exponential
state explosion. The first problem often arises when
FSMs are used to model complex systems which
contain similar subsystems. The second problem is
evident in systems where the addition of a few
variables or components can substantially increase
the number of states and transitions, and hence the
size of the FSM. Furthermore, the inability to
specify absolute time and time intervals limit the
usability of classical FSMs for the specification of
real-time systems.

We can introduce modular and hierarchical features
to classical FSMs to solve the first two problems.
Harel et al., in 1987 developed a visual formalism
called Statecharts to solve these two problems as
well as the problem of specifying reactive systems.
Reactive systems are complex control-driven
mechanisms that interact with discrete occurrences
in the environment in which they are embedded.
They include real-time computer systems,
communication devices, control plants, VLSI
circuits, robotics, and airplane avionics. The reactive
behavior of these systems cannot be captured by
specifying the corresponding outputs resulting from
every possible set of inputs. Instead, this behavior
has to be described by specifying the relationship of
inputs, outputs, and system state over time under a
set of system- and environment-dependent timing
and communication constraints.

Graphic features (labeled boxes) in the Statecharts
language are used to denote states (or sets of states)
and transitions between states. A transition from one
state to another state takes place when the associated
event(s) and condition(s) are enabled. A state can be
decomposed into lower-level states via refinement,
and a set of states can be combined into a higher-
level state via clustering. This hierarchical
specification approach makes it possible for the
specifier to zoom-in and zoom-out of a section of the
Statecharts specification, thus partially remedying
the exponential state explosion problem in classical
FSMs. Furthermore, AND and OR clustering
relations, together with the notions of state
exclusivity and orthogonality, can readily support
concurrency and  independence in  system
specification. These features dramatically reduce the
state explosion problem by not considering all states
in a classical FSM at once. The entire specification
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and development environment is known as
STATEMATE.

To develop a comprehensive tool capable of not
only system specification, Harel et al., in 1990
extended the work on Statecharts, which is capable
of behavioral description, to derive high-level
languages for structural and functional
specifications. The language module-charts is used
to describe a structural view with a graphical display
of the components of the system. The language
activity-charts is used to describe a functional view
with a graphical display of the functions of the
system. They also added mechanisms that provide a
friendly user interface, simulated system executions,
dynamic analysis, code generation, and rapid

prototyping.

4 TIMED AUTOMATA

Finite automata and temporal logics have been used
extensively to formally verify qualitative properties
of concurrent systems. The properties include
deadlock or livelock-freedom, the eventual
occurrence of an event, and the satisfaction of a
predicate. The need to reason with absolute time is
unnecessary in these applications, whose correctness
depends only on the relative ordering of the
associated events and actions. These automata-
theoretic and temporal logic techniques using finite-
state graphs are practical in a variety of verification
problems in network protocols, electronic circuits,
and concurrent programs. More recently, several
researchers have extended these techniques to timed
or real-time systems while retaining many of the
desirable features of their untimed counterparts.

Two popular automata-theoretic techniques based on
timed automata are the Lynch-Vaandrager approach
and the Alur-Dill approach. The Lynch-Vaandrager
approach (1991, 1994) is more general and can
handle finite and infinite state systems, but it
lack an automaticverification mechanism. Its
specification can be difficult to write and understand
even for relatively small systems. The Alur-Dill
approach (1994) is less ambitious and is based on
finite automata, but it offers an automated tool for
verification of desirable properties. Its dense-time
model can handle time values selected from the set
of real numbers whereas discrete-time models such
as those in Statecharts and Modecharts use only
integer time values.
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S REAL-TIME LOGIC, GRAPH-
THEORETIC ANALYSIS, AND
MODECHART

A real-time control system can be specified in one of
two ways. The first is to structurally and functionally
describe the system by specifying its mechanical,
electrical, and electronic components. This type of
specification shows how the components of the
system work as well as their functions and
operations. The second is to describe the behavior
of the system in response to actions and events.
Here, the specification tells sequences of events
allowed by the system. For instance, a structural-
functional specification of the real-time anti-lock
braking system in an automobile describes the
braking system components and sensors, how they
are interconnected, and how the actions of each
component affects each other. This specification
shows, for example, how to connect the wheel
sensors to the central decision-making computer
which controls the brake mechanism.

In contrast, a behavioral specification only shows
the response of each braking system component in
response to an internal or external event, but does
not describe how one can build such a system. For
instance, this specification shows that when the
wheel sensors detect wet road condition, the
decision-making computer will instruct the brake
mechanism to pump the brakes at a higher frequency
within 80 milliseconds. Since we are interested in
the timing properties of the system, a behavioral
specification without the complexity of the structural
specification often suffices for verifying the
satisfaction of many timing constraints. ferther-
more, to reduce specification and analysis
complexity, we restrict the specification language to
handle only timing relations. This is a departure
from techniques which employ specification
languages capable of describing logical as well as
timing relations such as real-time CTL.

To show that a system or program meets certain
safety properties, we can relate the specification of
the system to the safety assertion representing the
desired safety properties. This assumes that the
actual implementation of the system is faithful to the
specification. Note that even though a behavioral
specification does not show how one can build the
specified system, one can certainly show that the
implemented system, built from the structural-
functional specification, satisfy the behavioral
specification.

One of the following three cases may result from the
analysis relating the specification and the safety
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assertion. (1) The safety assertion is a theorem
derivable from the specification, thus the system is
safe with respect to the behavior denoted by the
safety assertion. (2) The safety assertion is
unsatisfiable with respect to the specification, so the
system is inherently unsafe since the specification
will cause the safety assertion to be violated. (3) The
negation of the safety assertion is satisfiable under
certain conditions, meaning that additional
constraints must be added to the system to ensure its
safety.

The specification and the safety assertion can be
written in one of several real-time specification
languages. The choice of language would in turn
determine the algorithms that can be used for the
analysis and verification. The first-order logic called
Real-Time Logic (RTL) [Jahanian and Mok 1986]
has been developed for writing specifications and
safety assertions. For a restricted but practical class
of RTL formulas, an efficient graph-theoretic
analysis can be applied to perform verification.
Modechart is a graphical tool based on RTL for
specifying real-time control systems.

Timed Petri Nets:

Petri nets provide an operational formalism for
specifying untimed concurrent systems. They can
show concurrent activities by depicting control and
data flows in different parts of the modeled system.
A Petri net gives a dynamic representation of the
state of a system through the use of moving tokens.
The original, classical, untimed Petri nets have been
used successfully to model a variety of industrial
systems. More recently, time extensions of Petri nets
have been developed to model and analyze time-
dependent or real-time systems. The fact that Petri
nets can show the different active components of the
modeled system at different stages of execution or at
different instants of time makes this formalism
especially attractive for modeling embedded systems
that interact with the external environment.

6 PROCESS ALGEBRA

A computer process is a program or section of a
program (such as a function) in execution. It may be
in one of the following states: ready, running,
waiting, or terminated. A process algebra is a
concise language for describing the possible
execution steps of computer processes. It has a set of
operators and syntactic rules for specifying a process
using simple, atomic components. It is usually not a
logic-based language.
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Central to process algebras is the notion of
equivalence, which is used to show that two
processes have the same behavior. Well-established
process algebras such as Hoare's Communicating
Sequential Processes (CSP) (1978, 1985), Milner's
Calculus of Communicating Systems (CCS) (1980,
1989), and Bergstra and Klop's Algebra of
Communicating Processes (ACP) (1985) have been
used to specify and analyze concurrent processes
with interprocess communication. These are untimed
algebras since they only allow one to reason about
the relative ordering of the execution steps and
events.

To use a process algebra or a process-algebraic
approach to specify and analyze a system, we write
the requirements specification of the system as an
abstract process and the design specification as a
detailed process. We then show that these two
processes are equivalent, thus showing the design
specification is correct with respect to the
requirements specification. Here, the requirements
specification may include the desired safety
properties.

7 REAL-TIME RULE-BASED
DECISION SYSTEMS

As the complexity of control systems increases,
it is  obvious that more intelligent
decision/monitoring/control  software must be
developed and installed to monitor and control these
control systems. Real-time decision systems must
react torrr events in the external environment by
making decisions based on sensor inputs and state
information sufficiently fast to meet environment-
imposed timing constraints. They are used in
applications that would require human expertise if
such decision systems are not available. Human
beings tend to be overwhelmed by a transient
information overload resulting from an emergency
situation, thus expert systems are increasingly used
under many circumstances to assist human
operators.

These embedded control systems include airplane
avionics navigation systems, automatic vehicle
control systems fly-by-wire Airbus 330/340/380 and
Boeing 777/7E7, smart robots (e.g., the Autonomous
Land Vehicle), space vehicles (e.g., unmanned
spacecrafts), the Space Shuttle and satellites, and the
International ~ Space  Station), electric  and
communication grid monitoring centers, portable
wireless devices and hospital patient-monitoring
devices.
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Since the solutions to many of these decision
problems are often nondeterministic or cannot be
easily expressed in algorithmic form, these
applications increasingly employ rule-based (or
knowledge-based) expert systems. In recent years,
such systems are also increasingly used to monitor
and control the operations of complex safety-critical
real-time systems.

8 REAL-TIME DECISION
SYSTEMS

A real-time decision system interacts with the
external environment by taking sensor readings and
computing control decisions based on sensor
readings and stored state information. We can
characterize a real-time decision system by the
following model with 7 components:

(1) a sensor vector x in X,

(2) a decision vectoryin 'Y,

(3) a system state vector s in S,

(4) a set of environmental constraints A,
(5) adecisionmap D, D: S* X ->S *Y,
(6) a set of timing constraints T, and

(7) a set of integrity constraints I.

In this model, X is the space of sensor input values,
Y is the space of decision values, and S is the space
of system state values. (We shall use x(t) to denote
the value of the sensor input x at time t, etc.)

The environmental constraints A are relations over
X, Y, S and are assertions about the effect of a
control decision on the external world which in turn
affect future sensor input values. Environmental
constraints are usually imposed by the physical
environment in which the real-time decision system
functions.

The decision map D relates y(t+1), s(t+1) to x(t),
s(t), i.e., given the current system state and sensor
input, D determines the next decisions and system
state values. For our purpose, decision maps are
implemented by rule-based programs.

The decisions specified by D must conform to a set
of integrity constraints 1. Integrity constraints are
relations over X, S, Y and are assertions that the
decision map D must satisfy in order to ensure safe
operation of the physical system under control. The
implementation of the decision map D is subject to a
set of timing constraints T which are assertions
about how fast the map D has to be performed. Let
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us consider a simple example of a real-time decision
system. Suppose we want to automate a toy race car
so that it will drive itself around a track as fast as
possible. The sensor vector consists of variables
denoting the position of the car and the distance of
the next obstacle ahead. The decision vector consists
of two variables: one variable to indicate whether to
accelerate, decelerate or maintain the same speed,
another variable to indicate whether to turn left, right
or keep the same heading. The system state vector
consists of variables denoting the current speed and
heading of the car. The set of environmental
constraints consists of assertions that express the
physical laws governing where the next position of
the car will be, given its current position, velocity,
and acceleration. The integrity constraints are
assertions restricting the acceleration and heading of
the car so that it will stay on the race track and not to
run into an obstacle. The decision map may be
implemented by some equational rule-based
program. The input and decision variables of this
program are respectively the sensor vector and
decision vectors. The timing constraint consists of a
bound on the length of the monitor-decide cycle of
the program, i.e., the maximum number of rule
firings before a fixed point is reached.
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There are two practical problems of interest with
respect to this model: ~ Analysis problem: Does a
given rule-based decision program satisfy the
integrity and timing constraints of the real-time
control system?

Synthesis problem: Given a rule-based decision
program that

satisfies the integrity constraints but is not fast
enough to meet

the timing constraints, can we transform the given
program into one

which meets both the integrity and timing
constraints?

In view of the safety-critical functions that
computers and software are beginning to be relied
upon to perform in real time, it is incumbent upon us
to ensure that some acceptable performance level
can be provided by a rule-based program, subject to
reasonable assumptions about the quality of the
input.
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We study the stabilizability of uncertain stochastic systems in the presence of finite capacity feedback. Mo-

tivated by the structure of communication networks, we consider a stochastic digital link that sends words
whose size is governed by a random process. Such link is used to transmit state measurements between the
plant and the controller. We extend previous results by deriving sufficient conditions for internal and external
stabilizability of multi-state linear and time-invariant plants. In accordance with previous publications, stabi-
lizability of unstable plants is possible if the link’s average transmission rate is above a positive critical value.
In our formulation the plant and the link can be stochastic. In addition, stability in the presence of uncertainty
in the plant is studied using a small-gain argument.

1 INTRODUCTION

Various publications in this field have introduced nec-
essary and sufficient conditions for the stabilizability
of unstable plants in the presence of data-rate con-
straints. The construction of a stabilizing controller
requires that the data-rate of the feedback loop is
above a non-zero critical value (Tatikonda, 2000b;
Tatikonda, 2000a; G. Nair, 2000; Sahai, 1998; Liber-
zon, 2003). Different notions of stability have been
investigated, such as containability (W. S. Wong,
1997; W. S. Wong, 1999), moment stability (Sa-
hai, 1998) and stability in the almost sure sense
(Tatikonda, 2000b). The last two are different when
the state is a random variable. That happens when
disturbances are random or if the communication link
is stochastic. In (Tatikonda, 2000b) it is shown that
the necessary and sufficient condition for almost sure
stabilizability of finite dimensional linear and time-
invariant systems is given by an inequality of the type
C > R. The parameter C represents the average data-
rate of the feedback loop and R is a quantity that de-
pends on the eigenvalues of A, the dynamic matrix
of the system. If a well defined channel is present in
the feedback loop then C may be taken as the Shan-
non Capacity. If it is a digital link then C is the av-
erage transmission rate. Different notions of stabil-
ity may lead to distinct requirements for stabiliza-

tion. For tighter notions of stability, such as in the
m-th moment sense, the knowledge of C may not suf-
fice. More informative notions, such as higher mo-
ments or any-time capacity (Sahai, 1998), are neces-
sary. Results for the problem of state estimation in the
presence of information constraints can be found in
(W. S. Wong, 1997), (Sahai, 2001) and (X. Li, 1996).
The design problem was investigated in (Borkar and
Mitter, 1997).

1.1 Main Contributions of the Paper

In this paper we study the moment stabilizability of
uncertain time-varying stochastic systems in the pres-
ence of a stochastic digital link. In contrast with
(G. Nair, 2003), we consider systems whose time-
variation is governed by an identically and indepen-
dently distributed (i.i.d.) process which may be de-
fined over a continuous and unbounded alphabet. We
also provide complementary results to (G. Nair, 2003;
Elia, 2002; Elia, 2003; R. Jain, 2002) because we use
a different problem formulation where we consider
external disturbances and uncertainty on the plant and
a stochastic digital link.

In order to focus on the fundamental issues and
keep clarity, we start by deriving our results for first
order linear systems (N. Martins and Dahleh, 2004).
Subsequently, we provide an extension to a class of
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multi-state linear systems. Necessary conditions for
the multi-state case can also be found in (N. Martins
and Dahleh, 2004). As pointed out in (G. Nair, 2003),
non-commutativity creates difficulties in the study of
arbitrary time-varying stochastic systems. Results for
the fully-observed Markovian case over finite alpha-
bets, in the presence of a deterministic link, can be
found in (G. Nair, 2003).

Besides the introduction, the paper has 3 sections:
section 2 comprises the problem formulation and pre-
liminary definitions; in section 3 we prove suffi-
ciency conditions by constructing a stabilizing feed-
back scheme for first order systems and section 4 ex-
tends the sufficient conditions to a class of multi-state
linear systems.

The following notation is adopted:

e Whenever that is clear from the context we refer to
a sequence of real numbers x(k) simply as z. In
such cases we may add that x € R*°.

e Random variables are represented using boldface
letters, such as w

e if w(k) is a stochastic process, then we use w(k)
to indicate a specific realization. According to
the convention used for sequences, we may denote
w(k) just as w and w(k) as w.

o the expectation operator over w is written as £[w]

e if F is a probabilistic event, then its probability is
indicated as P(FE)

o we write log,(.) simply as log(.)

o if z € R*, then

Izl =) (i)l

i=0

[2[oc = sup |z(7)]
€N

Definition 1.1 Ler o € N, |J{oco} be an upper-
bound for the memory horizon of an operator. If
Gy : R® — R is a causal operator then we de-

fine ||Gf||oo(0) as:

|G ¢ () (k)]
1G ooy = sup ——1 e
k>0,27£0 MaAXjek—o41,....k} \-’L(J)|
(H
G lloo(oo) I8 just the

Note that, since G is causal,
infinity induced norm of G y:

1G5 ()l

”GfHoc(oo) = HGfHOO = SUPz+£0
2o

2 PROBLEM FORMULATION

We study the stabilizability of uncertain stochastic
systems under communication constraints. Motivated
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by the type of constraints that arise in most computer
networks, we consider the following class of stochas-
tic links:

Definition 2.1 (Stochastic Link) Consider a link
that, at every instant k, transmits r(k) bits. We de-
fine it to be a stochastic link, provided that r(k) €
{0,...,7} is an independent and identically distrib-
uted (i.i.d.) random process satisfying:

r(k) =C —r’(k) )

where E[r®(k)] = 0 and C > 0. The term r°(k)

represents a fluctuation in the transfer rate of the link.
More specifically, the link is a stochastic truncation

operator F}. - {0,1}" — |J;_,{0, 1}* defined as:

Fh(byooo b)) = (bry- .. byery) 3)

where b; € {0, 1}.

Given 2(0) € [—3, 2] and d > 0, we consider nomi-
nal systems of the form:

x(k+1)=a(k)x(k) +u(k) +d(k) &
with |d(k)| < d and x(i) = 0 for i < 0.

2.1 Description of Uncertainty in the
Plant

Let o € Ny (J{oo}, Zy € [0,1) and Z, € [0,1) be
given constants, along with the stochastic process z,
and the operator Gy : R® — R satisfying:

|2q (k)| < Za ®)
Gy causal and ||G¢||oo(p) < Zy (6)

Given z(0) € [—3,3] and d > 0, we study the
existence of stabilizing feedback schemes for the fol-

lowing perturbed plant:

x(k+1) = a(k) (1 + z,(k)) x(k) + u(k)
+Gy(x)(k) +d(k) (7)

where the perturbation processes z, and G;(x) sat-
isfy (5)-(6). Notice that z, (k) may represent uncer-
tainty in the knowledge of a(k), while G;(x)(k) is
the output of the feedback uncertainty block G'y. We
chose this structure because it allows the representa-
tion of a wide class of model uncertainty. It is also al-
lows the construction of a suitable stabilizing scheme.

Example 2.1 If Gf(x)(k) = pox(k) + ... +
:U'nflx(k —n+ ]-) then HGfHOC(g) = Z ‘/Ll| Sfor
0= Mn.

In general, the operator Gy may be nonlinear and
time-varying.
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2.2 Statistical Description of a(k)

The process a(k) is i.i.d. and independent of r(k) and
2(0), meaning that it carries no information about the
link nor the initial state. In addition, for convenience,
we use the same representation as in (2) and write:

log([a(k)]) = R + 15 (k) ®)

where £[13 (k)] = 0. Notice that 12 (k) is responsible
for the stochastic behavior, if any, of the plant. Since
a(k) is ergodic, we also assume that P (a(k) = 0) =
0, otherwise the system is trivially stable. Such as-
sumption is also realistic if we assume that (7) comes
from the discretization of a continuous-time system.

2.3 Functional Structure of the
Feedback Interconnection

In the subsequent text we describe the feedback loop
structure, which might also be designated as informa-
tion pattern (Witsenhausen, 1971). Besides the plant,
there are two blocks denoted as encoder and controller
which are stochastic operators. At any given time k,
we assume that both the encoder and the controller
have access to a(0), ..., a(k) and r(k — 1) as well as
the constants o, Zf, Z, and d. The encoder and the
controller are described as:

e The encoder is a function F¢ : RFFL — {0,1}7
that has the following dependence on observations:
Fi(z(0), ..., x(k)) = (by,...,bz)  (9)

o The control action results from a map, not necessar-
ily memoryless, F¢ : [J;_,{0,1}" — R exhibiting
the following functional dependence:

u(k) = Fg(b(k)) (10)

where b(k) are the bits successfully transmitted
through the link, i.e.:

B(k) ::Fllc (blv"':b'F) = (blv"'7br(k)) (11)

As such, u(k) can be equivalently expressed as
u(k) = (Fi o Fi o Fi) (@(0), ..., x(k))

Definition 2.2 ( Feedback Scheme) We define a feed-
back scheme as the collection of a controller F and
an encoder F7.

2.4 Problem Statement and M-th
Moment Stability

Definition 2.3 (Worst Case Envelope) Let x(k) be
the solution to (7) under a given feedback scheme.
Given any realization of the random variables r(k),

a(k), Gf(x)(k), zqa(k) and d(k), the worst case en-
velope x(k) is the random variable whose realization
is defined by:

z(k) = sup |z(k)] (12)
a(0)e[~4,3]

Consequently, (k) is the smallest envelope that con-
tains every trajectory generated by an initial condi-
tion in the interval x(0) € [—3,%]. We adopted the
interval [— %, %] to make the paper more readable. All
results are valid if it is replaced by any other symmet-

ric bounded interval.

Our problem consists in determining sufficient con-
ditions that guarantee the existence of a stabilizing
feedback scheme. The results must be derived for the
following notion of stability.

Definition 2.4 (m-th Moment Robust Stability) Let
m >0, p € Ny [J{oo}, Zp € [0,1), Z, € [0,1) and
d > 0 be given. The system (7), under a given feed-
back scheme, is m-th moment (robustly) stable pro-
vided that the following holds:

limg 00 £ [X(K)™] =0 Zp=d=0
3b > 0,limsup,_, ., € [x(k)™] <b otherwise
13)
The first limit in (13) is an internal stabil-
ity condition while the second establishes exter-
nal stability. The constant b must be such that
lim sup;,_,, € [x(k)™] < b holds for all allowable
perturbations z, and Gy (x) satisfying (5)-(6).

2.5 Motivation for our Definition of
Stochastic Link and Further
Comments on the Information
Pattern

The purpose of this section! is to motivate the trun-
cation operator of definition 2.1. In addition, details
of the synchronization between the encoder and the
decoder are discussed in subsection 2.5.1.

Consider that we want to use a wireless medium
to transmit information between nodes A and B. In
our formulation, node A represents a central station,
which measures the state of the plant. The goal of the
transmission system is to send information, about the
state, from node A to node B, which represents a con-
troller that has access to the plant. Notice that node A
maybe a communication center which may communi-
cate to several other nodes, but we assume that node
B only communicates with node A. Accordingly, we
will concentrate on the communication problem be-
tween nodes A and B only, without loss of generality.

IThis section is not essential for understanding the suf-
ficiency theorems of sections 3 and 4.
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Definition 2.5 (Basic = Communication  Scheme)
We assume the existence of an external time-
synchronization variable, denoted as k. The interval
between k and k + 1 is of T seconds, of which
Tr < T is reserved for transmission. We also denote
the number of bits in each packet as 11, excluding
headers. In order to submit an ordered set of packets
for transmission, we consider the following basic
communication protocol, at the media access control
level:

(Initialization) A variable denoted by c(k) is used
to count how many packets are sent in the interval
t € [kT, kT + Trp). We consider yet another counter
p, which is used to count the number of periods for
which no packet is sent. The variables are initialized
ask =0,p=0and c(0) =0.

(For node A)

(Synchronization) If k changes to k := k + 1 then
step 1 is activated.

e Stepl The packets to be submitted for transmis-
sion are numbered according to their priority; 0
is the highest priority. The order of each packet
is included in the header of the packet. The vari-
able c(k) is initialized to c¢(k) = 0 and p is in-
cremented to p := p + 1. The first packet (packet
number 0) has an extra header, comprising the pair
(c(k —p—1),p). Move to step 2.

o Step 2: Stands by until it can send packet number
c(k). If such opportunity occurs, move to step 3.

o Step 3: Node A sends packet number c(k) to node
B and waits for an ACK signal from node B. If node
A receives an ACK signal then c¢(k) := c(k) + 1,
p = 0 and move back to step 2. If time-out then go
back to Step 2.

The time-out decision may be derived from several
events: a fixed waiting time; a random timer or a new
opportunity to send a packet.

(For node B)

e Step 1: Node B stands by until it receives a packet
from node A. Once a packet is received, check if it
is a first packet: if so, extract (¢(k —p—1),p) and
construct T gec (i), withi € {k—p—1,...,k—1},
according to:

Ifp=1)
Tiee(k —p—1)=c(k —p—DIL (14
Taec(1) =0,i€{k—p,....k—1} (15)
(Ifp=0)
raee(k — 1) = c(k — DII (16)

where 11 is the size of the packets, excluding the
header. If the packet is not duplicated then make
the packet available to the controller. Move to step
2.
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o Step 2: Wait until it can send an ACK signal to
node A. Once ACK is sent, go to step 1.

The scheme of definition 2.5 is the simplest version
of a class of media access control (MAC) protocols,
denoted as Carrier Sense Multiple Access (CSMA).
A recent discussion and source of references about
CSMA is (M. Heusse, 2003). Such scheme also de-
scribes the MAC operation for a wireless communi-
cation network between two nodes. Also, we adopt
the following strong assumptions:

e Every time node A sends a packet to node B: either
it is sent without error or it is lost. This assumption
means that we are not dealing with, what is com-
monly referred to as, a noisy channel.

e Every ACK signal sent by node B will reach node
A before k changes to £ + 1. This assumption
is critical to guarantee that no packets are wasted.
Notice that node B can use the whole interval
t € (kT + Tp,(k + 1)T) to send the last ACK.
During this period, the controller is not expecting
new packets. The controller will generate u(k)
using the packets that were sent in the interval
t € [kT,kT + Tr). Consequently, such ACK is
not important in the generation of u(k). It will be
critical only for u(4) fori > k.

We adopt k, the discrete-time unit, as a reference.
According to the usual framework of digital control,
k will correspond to the discrete time unit obtained
by partitioning the continuous-time in periods of du-
ration 7". Denote by T < T the period allocated
for transmission. Now, consider that the aim of a
discrete-time controller is to control a continuous-
time linear system, which admits? a discretization of
the form x.((k + 1)T) = A(k)x.(kT) + u(k). The
discretization is such that u(k) represents the effect
of the control action over t € (kT + T, (k + 1)T).
Information about x(k) = x.(kT), the state of the
plant at the sampling instant ¢ = kT, is transmitted
during ¢t € [kT, kT + Tr]. Whenever k changes, we
construct a new queue and assume that the cycle of
definition 2.5 is reset to step 1.

2.5.1 Synchronization Between the Encoder and
the Decoder

Denote by r.,,.(k) the total number of bits that the en-
coder has successfully sent between k and k + 1, i.e.,
the number of bits for which the encoder has received
an ACK. The variable r.,.(k) is used by the encoder
to keep track of how many bits were sent. The cor-
responding variable at the decoder is represented as
rgec(k). From definition 2.5, we infer that r ge.(k—1)

2A controllable linear and time-invariant system admits
a discretization of the required form. If the system is sto-
chastic an equivalent condition has to be imposed
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may not be available at all times. On the other hand,
we emphasize that the following holds:

c(k) 20 = rgec(i) = renc(i),i € {0,...,k—1}

a7
In section 3, the stabilizing control is constructed in
a way that: if no packet goes through between £k and
k+ 1, ie., c¢(k) = 0 then u(k) = 0. That shows
that rge.(k — 1) is not available only when it is not
needed. That motivated us to adopt the simplifying
assumption that r(k — 1) = repe(k — 1) = rgec(k —
1). We denote by r(k) the random variable which
represents the total number of bits that are transmitted
in the time interval ¢ € [KT,kT + Tp]. The r(k)
transmitted bits are used by the controller to generate
u(k). Notice that our scheme does not pressupose
an extra delay, because the control action will act, in
continuous time, in the interval ¢ € (KT + T, (k +
nT).

2.5.2 Encoding and Decoding for First Order
Systems

Given the transmission scheme described above, the
only remaining degrees of freedom are how to en-
code the measurement of the state and how to con-
struct the queue. From the proofs of theorems 3.2 and
3.4, we infer that a sufficient condition for stabiliza-
tion is the ability to transmit, between nodes A and B,
an estimate of the state X(k) with an accuracy lower-
bounded? by £[|%(k) —x(k)|"] < 2~ F, where R > 0
is a given constant that depends on the state-space rep-
resentation of the plant. Since the received packets
preserve the original order of the queue, we infer that
the best way to construct the queues, at each £, is to
compute the binary expansion of x(k) and position
the packets so that the bits corresponding to higher
powers of 2 are sent first. The lost packets will al-
ways* be the less important. The abstraction of such
procedure is given by the truncation operator of defi-
nition 2.1. The random behavior of r(k) arises from
random time-out, the existence of collisions generated
by other nodes trying to communicate with node A or
from the fading that occurs if node B is moving. The
fading fenomena may also occur from interference.

3This observation was already reported in (Tatikonda,
2000a)

“The situation were the packets lost are in random posi-
tions is characteristic of large networks where packets travel
through different routers.

3 SUFFICIENCY CONDITIONS
FOR THE ROBUST
STABILIZATION OF FIRST
ORDER LINEAR SYSTEMS

In this section, we derive constructive sufficient con-
ditions for the existence of a stabilizing feedback
scheme. We start with the deterministic case in sub-
section 3.1, while 3.2 deals with random r and a. We
stress that our proofs hold under the framework of
section 2. The strength of our assumptions can be
accessed from the discussion in section 2.5.

The following definition introduces the main idea
behind the construction of a stabilizing feedback
scheme.

Definition 3.1 (Upper-bound Sequence) Let zy €
[0,1), Z, € [0,1), d > 0 and o € Ny |J{oo} be
given. Define the upper-bound sequence as:

v(k+1) = Ja(k) |27 Py (k)
+zymax{v(k —o+1),...,v(k)} +d, (18)

where v(i) = 0 fori < 0, v(0) = % and r.(k) is an
effective rate given by:

re(k) = —log(27"® 4 z,) (19)

Definition 3.2 Following the representation for r(k)
we also define C, and v°(k) such that:

ro(k) = Co — r2(k) (20)
where E[rl (k)] = 0.

We adopt v(0) = 1 to guarantee that |z(0)| <
v(0). If 2(0) = 0 then we can select v(0) = 0. Notice
that the multiplicative uncertainty z, acts by reduc-
ing the effective rate r. (k). After inspecting (19), we
find that r. (k) < min{r(k), —log(z,)}. Also, notice
that:

Za =0 = (ro(k) = r(k),rl(k) =’ (k),C = C.)
(2D

Definition 3.3 (Stabilizing feedback scheme) We
make use of the sequence specified in definition 3.1.
Notice that v(k) can be constructed at the controller
and the encoder because both have access to o, Zy,
Za, d, v(k — 1) and a(k — 1).

The feedback scheme is defined as:

o Encoder: Measures x(k) and computes b; € {0,1}
such that:

7
1

(b1,...,bs) =arg max Z@'j
izt biig(;((ki«))*%) i=1 2

(22)
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Place (bi,...,bs) for transmission.  For any
r(k) € {0,...,7}, the above construction pro-
vides the following centroid approximation & (k)
Jor x(k) € [-v(k), v(k)]:
r(k)
. 1 1 1
&(k) = 2”(’“)(; bz‘? + Tl 5) (23)

which satisfies |z (k) — #(k)| < 27" Ry (k).

e Controller: From the 7 bits placed for transmission
in the stochastic link, only r(k) bits go through.
Compute u(k) as:

u(k) = —a(k)x(k) (24)

As expected, the transmission of state information
through a finite capacity medium requires quantiza-
tion. The encoding scheme of definition 3.3 is not an
exception and is structurally identical to the ones used
by (R. W. Brocket, 2000; Tatikonda, 2000b), where
sequences were already used to upper-bound the state
of the plant.

The following lemma suggests that, in the con-
struction of stabilizing controllers, we may choose to
focus on the dynamics of the sequence v(k). That
simplifies the analysis in the presence of uncertainty
because the dynamics of v(k) is described by a first-
order difference equation.

Lemma 3.1 Letz; € [0,1), z, € [0,1) and d > 0 be

given. If x(k) is the solution of (7) under the feedback

scheme of definition 3.3, then the following holds:

x(k) < v(k)
for all 0 € Ny [J{oo}, every choice Gy € Ay, and
|za(k)| < Z,, where

Afo={G; :R® = R™ 1 [|Gyllo(e) < 27} (25)
Proof: We proceed by induction, assuming that
z(i) < w(i) for i € {0,...,k} and proving that
Z(k+1) <w(k+1). From (7), we get:

u(k)
(k+1)| <la(k k) + —=
ok + 1)1 < Ja(W)l (k) + 5|
+lza(R)|a(k)[[x(k)] + |Gy () (F)| + [d(k)]  (26)
The way the encoder constructs the binary expansion
of the state, as well as (24), allow us to conclude that
u(k) _
z(k) + ——=| < 277 ®y(k
(k) + 51 < 27 Oulh)
Now we recall that |z,(k)| < Z,, |Gy(z)(k)]
Zrmax{v(k—o+1),...,v(k)} and that |d(k)| <
so that (26) implies:

ek + )| < |a(k)|(27"® + 24)o(k)
+zymax{v(k —o+1),...,v(k)} +d (27)

The proof is concluded once we realize that |z(0)] <
v(0).

<
Jv

O
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3.1 The Deterministic Case

We start by deriving a sufficient condition for the ex-
istence of a stabilizing feedback scheme in the deter-
ministic case, i.e., r(k) = C and log(|a(k)|) = R.
Subsequently, we move for the stochastic case where
we derive a sufficient condition for stabilizability.
Theorem 3.2 (Sufficiency conditions for Robust
Stability) Let 0 € Ny | J{oo}, 25 €[0,1), z, € [0,1)
and d > 0 be given and h(k) be defined as

h(k) = 2FR=C) | >0
where C, = 1, = —log(27€ + Z,).

Consider that x(k) is the solution of (7) under the
feedback scheme of definition 3.3 as well as the fol-
lowing conditions:

e (C1)C.>R
o (C2) zf|lh|1 <1

If conditions (C 1) and (C 2) are satisfied then the
following holds for all |d(t)| < d, Gy € Ay, and
|20 (k)| < Za:

_ _ alhd + 5

o0 < Il (22
where Ay , is given by:

Ao ={G; :R® = R™ 1 [|Gylloo(e) < 27} (29)
Proof: From definition 3.1, we know that, for arbi-
trary o € Ny (J{oo}, the following is true:

v(k +1) = 2R Ceu(k)
+zymax{v(k —o+1),...,v(k)} +d (30)
Solving the difference equation gives:
v(k) = 2FR=Cy(0)

+J>+MM%(%)

k—1
+ 37 glkmim(R=C)
i=0
x(zgmax{v(i — 0+ 1),...,v(i)} +d) (31)
which, using ||IIxv]ec = max{v(0),...,v(k)},

leads to:

v(k) < (7]l (27 Mol oo +d) +25R7C)0(0) (32)
But we also know that 2¥(R—Ce) is a decreasing func-
tion of k, so that:

Mevlloe < IRl (Z¢ I Txvlloc +d) +0(0)  (33)

which implies:

[][1d +v(0)
Mpvlleo < =" (34)
evllee = T Tz,
Direct substitution of (34) in (32) leads to:
h|l d -
o) < s (5 BLE O ) i
1— [|hll1zy

(35)
The proof is complete once we make v(0) = % and
use lemma 3.1 to conclude that Z(k) < v(k).

O
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3.2 Sufficient Condition for the
Stochastic Case

The following lemma provides a sequence, denoted
by v, (k), which is an upper-bound for the m-th mo-
ment of X(k). We show that v,, is propagated accord-
ing to a first-order difference equation that is suitable
for the analysis in the presence of uncertainty.

Lemma 3.3 (M-th moment boundedness) Let o €
Ny, zr € [0,1), Z, € [0,1) and d > 0 be given
along with the following set:

Aﬁg = {Gf TR — R HGfHoo(g) < Zf} (36)

Given m, consider the following sequence:

Vi (k) = hun (k)0 (0)
k—1

+ ) (b —i—1)
=0

X (Q%Ef max{vm (i — o+ 1),...,vm(i)} + J)
(37)

where v;, (i) = 0 for i < 0, v,,(0) = 3, hun (k) is the
impulse response given by:
k.

B (k) = (g[Qm(log(\a(k)l)—rc(k))]) " k>0 (38)

and r.(k) = —log (27" + z,). If x(k) is the so-
lution of (7) under the feedback scheme of definition
3.3, then the following holds
EX(K)™] < vm (k)™

forall |d(t)| < d, Gy € Ay, and |z,(k)| < Za.

Proof: Since lemma 3.1 guarantees that Z(k+1) <
v(k+1), we only need to show that E[v(k+1)"]w <
um(k + 1). Again, we proceed by induction by
noticing that v(0) = v,,(0) and by assuming that
E[v(i)™]m < vm(i) fori € {1,...,k}. The in-
duction hypothesis is proven once we establish that
E[v(k + 1)™]% < v (k + 1). From definition 3.1,
we know that:

Ev(k +1)™]w = g[(glog(\a(k)\)—re(k)v(k)

1

+zymax{v(k —o+1),....v(k)} +d)"" (39
Using Minkowsky’s inequality (Halmos, 1974) as
well as the fact that v(4) is independent of a(j) and
r.(j) for j > i, we get:
Ev(k + 1))
< g[amtioa(latt)l—re ()5 £y (k)™] =

+zp€max{v(k—po+1),... (k)™ +d (40)

which, using the inductive assumption, implies the
following inequality:
Ev(k+ 1)
< g[gm(log(\a(kﬂ)fre(k))]ivm(k)
Jrg#,?f max{v, (k—o+1),...,0,(k)} +d (41)

where we used the fact that, for arbitrary random vari-
ables s1, ..., sy, the following holds:

Elmax{lsi, ..., [sn[}™] < 5[2 |s:[™]

<nmax{&[s1|™],...,E[sx|™]} (42)

The proof follows once we notice that the right hand
side of (41) is just v, (k + 1).

O

Theorem 3.4 (Sufficient Condition) Let m , o €
N;, zr € [0,1), 2, € [0,1) and d > 0 be given
along with the quantities bellow:

Bm) = log€ [27159)]

1
ae(m) = —log€ {2mri(k)}
m
B (k) = Qlf(RJrﬁ(M)Jrae(m)*ée)7 E>0

where r0 comes from (20). Consider that x(k) is the

e

solution of (7) under the feedback scheme of definition
3.3 as well as the following conditions:

e (C3) C. >R+ B(m)+ ae(m)
o (C4) o7 Zf[|hmlly < 1

If conditions (C 3) and (C 4) are satisfied, then the
following holds for all |d(t)| < d, Gy € Ay, and
|z, (k)| < Z4:

Ex (k)]

1 _ ||hmH1d'~‘l
<[[hm|lx <szf :

- 1
1= 0%zl 2

(43)
where Ay , is given by:
Ago={G; : R*® - R*: HGfHoo(g) <zZr} (44)
Proof: Using v,,, from lemma 3.3, we arrive at:
U (k) < o (K) v (0)
s (07 24 IMevmlloc + )~ 45)
where we use

»Um(k)}

1Mo = max{v,(0), ..
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But from (45), we conclude that:

Iktmlloe < v () Fimlly (07 ¢l gt oo + d)
(46)

or equivalently:

U (0) + [ [l1d

1= [hm 107 2

Substituting (47) in (45), gives:

Tk vm oo < 47

U (k) < B (k)vim (0)
0 (0) + [|Fn 1 -> @)

+d

1
| 07 Zf i
" 1~ || hul1om Zg

The proof follows from lemma 3.3 and by noticing
that h,,, (k) can be rewritten as:

k
B () = (g[Qm(log(\a(k)\)—re(k)J)

= Qk(R+ﬂ(m)+ae(m)7Ce)7 k>0 (49)

O

4 SUFFICIENT CONDITIONS
FOR A CLASS OF SYSTEMS OF
ORDER HIGHER THAN ONE

The results, derived in section 3, can be extended, in
specific cases, to systems of order higher than one
(see section 4.1). In the subsequent analysis, we out-
line how and suggest a few cases when such exten-
sion can be attained. Our results do not generalize to
arbitrary stochastic systems of order n > 1. We em-
phasize that the proofs in this section are brief as they
follow the same structure of the proofs of section 3 .

We use n as the order of a linear system whose state
is indicated by z(k) € R™. The following is a list
of the adaptations, of the notation and definitions of
section 1, to the multi-state case:

e if z € R™ then we indicate its components by [z];,
with i € {1,...,n}. In a similar way, if M is a
matrix then we represent the element located in the
i-th row and j-th column as [M];;. We also use | M|
to indicate the matrix whose elements are obtained
as [|M]i; = [[M]3].

e R™*° js used to represent the set of sequences
of n-dimensional vectors, i.e., z € R"*® —
xz(k) e R", k € N.

o the infinity norm in R™*° is defined as:

e = supmax|[o()];
7

The authors suggest the reading of section 3 first.

N.C. Martins, M.A. Dahleh and N. Elia

It follows that if = € R" then ||z|c =
max;je(1,... n} [[z];]. Accordingly, if z € R"*°
we use ||z(k)||oc = maxjcqr,.. n) |[2(K)];] to in-
dicate the norm of a single vector, at time &, in con-
trast with ||z||ec = sup; max; |[z(2)];]-

e the convention for random variables remains un-
changed, e.g., [x(k)]; is the jth component of a n-
dimensional random sequence whose realizations
lie on R™*°

e If H is a sequence of matrices, with H (k) € R"*",
then

1|l = maxy > [[H (K))]

k=0 j=1

For an arbitrary vector z € R" we use Hx
to represent the sequence H(k)x. For a par-
ticular matrix H(k), we also use ||H(k)||1 =

max; 307 |[H (k).

e we use 1 € R” to indicate a vector of ones, i.e.,

—.

[1]; =1forj e {1,...,n}

4.1 Description of the Nominal Plant
and Equivalent Representations

In this section, we introduce the state-space represen-
tation of the nominal discrete-time plant, for which
we want to determine robust stabilizability. We also
provide a condition, under which the stabilizability, of
such state-space representation, can be inferred from
the stabilizability of another representation which is
more convenient. The condition is stated in Proposi-
tion 4.1 and a few examples are listed in remark 4.2.
Such equivalent representation is used in section 4.2
as way to obtain stability conditions that depend ex-
plicitly on the eigenvalues of the dynamic matrix.

Consider the following nominal state-space realiza-
tion:

%(k+1) = A(k)x(k) +a(k) + d(k)  (50)

where ||d||oo < d and d is a pre-specified constant.
We also consider that A is a real Jordan form with
a structure given by:

A(k) = diag(J1(k), ..., Iqum)(k)) (5D

where J;(k) are real Jordan blocks(R. Horn, 1985)
with multiplicity ¢; satisfying Y . ¢; = n.

The state-space representation of a linear and time-
invariant system can always be transformed in a way
that A is in real Jordan form. The discretization of
a controllable continuous-time and time-invariant lin-
ear system can always be expressed in the form (50),
i.e., with B = I. If the system is not controllable,
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but stabilizable, then we can ignore the stable dynam-
ics and consider only the unstable part which can be
written in the form (50).

If the system is stochastic then, in general, there is
no state transformation leading to A (k) in real Jor-
dan form. The following is a list of conditions, un-
der which a state-space representation of the form
x(k +1) = A(k)x(k) + u(k) can be transformed
in a new one, for which A is in real Jordan form:

e When the original dynamic matrices are already in
real Jordan form. A particular instance of that are
the second order stochastic systems with complex
poles.

e A collection of systems with a state-space realiza-
tion of the type x(k+1) = J(k)x(k)+u(k) which
connected in a shift-invariant topology. Here we
used the fact that if several copies of the same sys-
tem are connected in a shift-invariant topology then
they can be decoupled by means of a time-invariant
transformation (N. C. Martins, 2001).

Still, the representation (50)-(51) cannot be stud-
ied directly due to the fact that it may have com-
plex eigenvalues. We will use the idea in (Tatikonda,
2000a) and show that, under certain conditions, there
exists a transformation which leads to a more conve-
nient state-space representation. Such representation
has a dynamic matrix which is upper-triangular and
has a diagonal with elements given by |A; (A (k))|.

If we denote R(6) as the following rotation:

cos(0)  sin(6
wo =[S ) o

then the general structure of J; (k) € R% is:
(If n; (k) is real)

ni(k) 1
Ji(k) = 0 ni (k) .1 (53)
0 0 0.
(otherwise)
Ji(k)
mi (k)| R(6; (k)) I .0

0 n:(k)|R(0:(K)) I 0

(54)
We start by following (Tatikonda, 2000a) and defin-
ing the following matrix:

Definition 4.1 (Rotation dynamics) Let the real Jor-
dan form A (k) of (50) be given by (51). We define the
rotation dynamics R ; (k) as the following matrix:

R (k) = diag(JF(k),...,3E(k))  (55)

where JE(k) € R% are given by:

_ [sgn(n:(k)I ni(k) e R
Tk = {diag(R(ei(k))7 ..., R(0;(k))) otherwise
(56)

For technical reasons, we use the idea of
(Tatikonda, 2000a) and study the stability of x given
by:

x(k)=R;(k—1)"" R;(0)"'%(k)  (57)

Remark 4.1 The motivation for such time-varying
transformation is that, by multiplying (50) on the left
by Rz(k)~'---R4(0)"!, the nominal dynamics of
X is given by:

x(k+1) = A(k)x(k) + d(k) +u(k) (58

where d(k) = Rk — 1)~'---R;(0)"'d(k),
u(k) = Rz(k— 1)1 R4(0)"'u(k) and A(k)
is the following upper-triangular matrix®:

A(k) = Rz(k)""A(k)
A1 (A(R))|
0

: : (59)
0 0 [Au(A(K))]

The following proposition is a direct consequence
of the previous discussion:

Proposition 4.1 (Condition for equivalence of repre-
sentations) Let A(k) be such that R ; (k) satisfies:

sup IR4(k)™" - Rz(0)7 "l <Ty < oo (60)

— —1\—1
sup | (Rz(k)~ - R(0) 1) 7 [y < Ty < 00

(61)
Under the above conditions, the stabilization of (58)-
(59) and the stabilization of (50)-(51) are equivalent
in the sense of (62)-(63).

lim sup [|x(k)||oc < Ty limsup [|%(k)]
k—o00 k—o0
< ThTelimsup [|x(k)||ee  (62)

k—o0

limsup E[||x(k)||m] < TT* limsup E[||x(k)||%]
k k—oo

— 00

<T7Ty3 limsup E[||x(k)[[55] - (63)
k—oo

®Here we use an immediate modification of lemma
3.4.1, from (Tatikonda, 2000a). It can be shown that,
if A(k) is a real Jordan form then R;(j) *A(k) =
A(K)R 4(5)"* holds for any j, k. This follows from the
fact thatR(91)R(02) = R(01 + 02) = R(@Q)R(@l) holds
for arbitrary 6; and 6.
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Remark 4.2 Examples of A(k) for which (60)-(61)

hold are:

e all time-invariant A

o A(k) = diag(Ji(k),...,T,(k)) where q; are in-
variant.

o all 2-dimensional A(k). In this case R ;(k) is al-
ways a rotation matrix, which includes the iden-
tity as a special case. Under such condition, the
bounds in (60)-(61) are given by

sup [Riz(E)™" - Rz(0)7 1 <2
_ _ -1
s%pll (Ri(k)" - Rz0)7") 1 <2

4.2 Description of Uncertainty and
Robust Stability

Let o € Ny (J{oc}, d > 0,z € [0,1) and z, > 0
be given constants then we study the stabilizability of
the following uncertain system:

x(k+1) = A(k)(I+Zq(k))x(k) +u(k)+d(k)
T Grx)(k) 