
Springer Tracts in Advanced Robotics

Volume 25

Editors: Bruno Siciliano · Oussama Khatib · Frans Groen



Springer Tracts in Advanced Robotics

Edited by B. Siciliano, O. Khatib, and F. Groen

Vol. 24: Yuta, S.; Asama, H.; Thrun, S.; Prassler, E.;
Tsubouchi, T. (Eds.)
Field and Service Robotics
550 p. 2006 [3-540-32801-7]

Vol. 23: Andrade-Cetto, J,; Sanfeliu, A.
Environment Learning for Indoor Mobile Robots
130 p. 2006 [3-540-32795-9]

Vol. 22: Christensen, H.I. (Ed.)
European Robotics Symposium 2006
209 p. 2006 [3-540-32688-X]

Vol. 21: Ang Jr., H.; Khatib, O. (Eds.)
Experimental Robotics IX
618 p. 2006 [3-540-28816-3]

Vol. 20: Xu, Y.; Ou, Y.
Control of Single Wheel Robots
188 p. 2005 [3-540-28184-3]

Vol. 19: Lefebvre, T.; Bruyninckx, H.; De Schutter, J.
Nonlinear Kalman Filtering for Force-Controlled
Robot Tasks
280 p. 2005 [3-540-28023-5]

Vol. 18: Barbagli, F.; Prattichizzo, D.; Salisbury, K. (Eds.)
Multi-point Interaction with Real and Virtual Objects
281 p. 2005 [3-540-26036-6]

Vol. 17: Erdmann, M.; Hsu, D.; Overmars, M.;
van der Stappen, F.A (Eds.)
Algorithmic Foundations of Robotics VI
472 p. 2005 [3-540-25728-4]

Vol. 16: Cuesta, F.; Ollero, A.
Intelligent Mobile Robot Navigation
224 p. 2005 [3-540-23956-1]

Vol. 15: Dario, P.; Chatila R. (Eds.)
Robotics Research { The Eleventh International
Symposium
595 p. 2005 [3-540-23214-1]

Vol. 14: Prassler, E.; Lawitzky, G.; Stopp, A.;
Grunwald, G.; H�agele, M.; Dillmann, R.;
Iossiˇdis. I. (Eds.)
Advances in Human-Robot Interaction
414 p. 2005 [3-540-23211-7]

Vol. 13: Chung, W.
Nonholonomic Manipulators
115 p. 2004 [3-540-22108-5]

Vol. 12: Iagnemma K.; Dubowsky, S.
Mobile Robots in Rough Terrain {
Estimation, Motion Planning, and Control
with Application to Planetary Rovers
123 p. 2004 [3-540-21968-4]

Vol. 11: Kim, J.-H.; Kim, D.-H.; Kim, Y.-J.; Seow, K.-T.
Soccer Robotics
353 p. 2004 [3-540-21859-9]

Vol. 10: Siciliano, B.; De Luca, A.; Melchiorri, C.;
Casalino, G. (Eds.)
Advances in Control of Articulated and Mobile Robots
259 p. 2004 [3-540-20783-X]

Vol. 9: Yamane, K.
Simulating and Generating Motions of Human Figures
176 p. 2004 [3-540-20317-6]

Vol. 8: Baeten, J.; De Schutter, J.
Integrated Visual Servoing and Force Control
198 p. 2004 [3-540-40475-9]

Vol. 7: Boissonnat, J.-D.; Burdick, J.; Goldberg, K.;
Hutchinson, S. (Eds.)
Algorithmic Foundations of Robotics V
577 p. 2004 [3-540-40476-7]

Vol. 6: Jarvis, R.A.; Zelinsky, A. (Eds.)
Robotics Research { The Tenth International Symposium
580 p. 2003 [3-540-00550-1]

Vol. 5: Siciliano, B.; Dario, P. (Eds.)
Experimental Robotics VIII
685 p. 2003 [3-540-00305-3]

Vol. 4: Bicchi, A.; Christensen, H.I.;
Prattichizzo, D. (Eds.)
Control Problems in Robotics
296 p. 2003 [3-540-00251-0]

Vol. 3: Natale, C.
Interaction Control of Robot Manipulators {
Six-degrees-of-freedom Tasks
120 p. 2003 [3-540-00159-X]

Vol. 2: Antonelli, G.
Underwater Robots { Motion and Force Control of
Vehicle-Manipulator Systems
209 p. 2003 [3-540-00054-2]

Vol. 1: Caccavale, F.; Villani, L. (Eds.)
Fault Diagnosis and Fault Tolerance for Mechatronic
Systems { Recent Advances
191 p. 2002 [3-540-44159-X]



Peter Corke � Salah Sukkarieh (Eds.)

Field and Service Robotics

Results of the 5th International Conference

With 395 Figures



Professor Bruno Siciliano, Dipartimento di Informatica e Sistemistica, Università degli Studi di Napoli Fede-
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Container Port Automation

Graeme Nelmes

Patrick Cooperation

1 Introduction

Patrick is a focused transport logistics company specialised in the loading
and unloading of ships and the efficient land based collection, distribution
and storage of cargo for import, export and within Australia.

Patrick began as a one-time small stevedore and now leader in port
related transport and logistics. We’ve evolved into a major transport
operator and our background in the deployment and adaptation of
technology gives us the understanding of how to apply technology to the
efficient movement of freight across the whole supply chain whether it is at
the port, on rail, air, and road or at the warehouse.

2 Background

In 1995 Patrick began collaboration with the Australian Centre for Field
Robotics (ACFR) at the University of Sydney with the objective of
improving waterfront efficiency. An initial project was undertaken to
improve quay-crane cycle times through the design of new reeving systems
and application of advanced high-speed estimation and control techniques.
This was followed in 1996 with a project to design an autonomous straddle
carrier. Patrick and ACFR worked with straddle carrier manufacturers
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development was completed in 2000 with the demonstration of a fully auto-
nomous straddle carrier in a restricted area at Port Botany. The system
was handed over to a new company, Patrick Technology & Systems (PTS),
whose objective was to take this demonstration system through to a
production container terminal. The company engaged personnel from both
Patrick and the ACFR involved in the development phase, together with
new employees skilled in production engineering and terminal operations.

A container terminal at Fisherman’s Island in Brisbane was acquired and
redesigned to be automated. Systems engineering, component and software
production engineering, port planning and traffic management systems were
designed.

Five new automated straddle carriers were produced and the system was
put into initial operation in 2002. The automated container terminal was
opened for public inspection and to trade media at the General Stevedoring
Council Meeting held in Brisbane in April 2002. Since this time the system
has been handling ships docking at the terminal and has also undergone
further development in readiness for deployment at larger terminals.

3 Operating Principle

The vehicle control system allows for the planning and execution of free-
ranging paths over the port area. The autonomous straddle carrier fleet is
controlled by the Terminal Operating System which coordinates the motion
of all vehicles on the terminal, and which schedules container movement to
get best throughput from the terminal. Paths and container movement
tasks are generated remotely by the Terminal Operating System. These
tasks are interpreted into control actions by the central Traffic Manage-

Kalmar Industries to deliver a fleet of new “fly-by-wire” straddle carriers to
Patrick terminals in Australia. In 1997, with the help of a START grant,
the ACFR undertook a programme to automate one of these straddle
carriers. This included the development of control algorithms, navigation
and positioning methods, path planning and safety systems. The
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ment System and then transferred to the straddle carrier’s Vehicle
Management System. The execution system then tracks execution of these
actions relative to the planned path by comparison with navigation system
output. A number of methods are employed for evaluating path and control
execution integrity during motion.
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4 System Description

The autonomous straddle carrier system is based on a conventional manned
straddle carrier.This is a vehicle capable of picking up, carrying and placing
shipping containers, allowing movement of containers from land-side ve-
hicles, to holding yards, to quay cranes and back.

The autonomous (unmanned) straddle carrier is fitted with automatic
motion control systems that allow on-board computers to control engine
speed, wheel speed, steering angle, and container hoisting.

The navigation system, which determines the position, attitude and
velocity of the vehicle, employs a multi-loop multi-sensor position
estimation algorithm designed both for high accuracy and also for very high
reliability and integrity. The system employs a precision GPS/inertial
navigation loop running in parallel with a millimetre-wave radar
(MMWR)/encoder loop. Each loop outputs independent navigation infor-
mation, which can be used to cross check for potential sensor faults and
subsequently combined to provide high reliability, high accuracy position
estimates.

The vehicle control system allows for the planning and execution of
free-ranging paths over the port area. Paths and container movement tasks
are generated remotely by the port central control system. These tasks are
interpreted into control actions by the straddle carrier. The vehicle pilot
system also maintains a map of the terminal area to determine which areas
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are passable and to implement traffic management systems. Speeds of up to
25Km/h are achieved by the control system.

An independent safety system monitors the integrity and health of various
system functions and vehicle components. This is integrated with the
existing vehicle PLC controller. A time-of-flight laser system is also used to
detect potential collisions in the path of the vehicle. The autonomous
straddle carrier fleet is controlled by the terminal management system
which coordinates the motion of all vehicles on the terminal, and which
schedules container movement to get best throughput from the terminal.
The yard area of the container terminal is completely unmanned and
secured with physical and electronic barriers to ensure a high degree of
safety for the complete system.

The completed system can be operated by a single individual stationed at
a control centre on site and the operation of the Fisherman’s Island terminal
is monitored remotely from PTS offices in Sydney (1000km away).

5 Results

The Fisherman’s island terminal is currently being exercised with
commercial container traffic. Ships docking at the terminal are unloaded by
quay-crane and the automated straddle carrier system undertakes all
internal container movements including loading on to road-side vehicl es.
Detailed issues such as dealing with non-standard containers, interfacing to
cranes, land-side traffic and the rail network, maintenance of autonomous
systems components, are all being dealt with by the team at PTS. The
Patrick Fisherman’s Island terminal is now one of the most technically
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advanced container terminals in the world and demonstrates for the
first time the possibility of operating fully automated water-front opera-
tions in small to medium sized terminals.

The transition from a university development project into a commercially
operational system was achieved by PTS through innovation in systems
engineering, design and operational methods. The complexity of the system,
including use of advanced control algorithms, robotic methods in navigation
and multi-vehicle cooperation, the use of radar and other sensor
technologies, makes this project one of the most advanced commercial
robotic systems ever deployed.

The autonomous straddle carrier system will revolutionise waterfront
operations both in Australia and overseas. Operationally, the end users
have been very receptive to the opportunities for improved efficiency and
planning offered, and have been surprised and pleased by the huge im-
provements in maintenance and terminal management made possible.
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The Berkeley Lower Extremity Exoskeleton

H. Kazerooni

University of California, Berkeley
Berkeley, CA 94720, USA
exo@me.berkeley.edu

Abstract. The first functional load-carrying and energetically autonomous
exoskeleton was demonstrated at U.C. Berkeley, walking at the average speed of 1.3
m/s while carrying a 34 kg (75 lb) payload. Four fundamental technologies associated
with the Berkeley Lower Extremity Exoskeleton (BLEEX) were tackled during the
course of this project. These four core technologies include: the design of the
exoskeleton architecture, control schemes, a body local area network (bLAN) to host
the control algorithm and an on-board power unit to power the actuators, sensors
and the computers. This article gives an overview of one of the control schemes. The
analysis here is an extension of the classical definition of the sensitivity function of a
system: the ability of a system to reject disturbances or the measure of system
robustness. The control algorithm developed here increases the closed loop system
sensitivity to its wearer’s forces and torques without any measurement from the
wearer (such as force, position, or electromyogram signal). The control method has
little robustness to parameter variations and therefore requires a relatively good
dynamic model of the system.

1 Definition

The primary objective of this project at U.C. Berkeley is to develop
fundamental technologies associated with the design and control of
energetically autonomous lower extremity exoskeletons that augment
human strength and endurance during locomotion. The first fieldoperational
lower extremity exoskeleton (commonly referred to as BLEEX) is comprised
of two powered anthropomorphic legs, a power unit, and a backpack-like
frame on which a variety of heavy loads can be mounted. This system
provides its pilot (i.e. the wearer) the ability to carry significant loads on
his/her back with minimal effort over any type of terrain. BLEEX allows
the pilot to comfortably squat, bend, swing from side to side, twist, and
walk on ascending and descending slopes, while also offering the ability to
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step over and under obstructions while carrying equipment and supplies.
Because the pilot can carry significant loads for extended periods of time
without reducing for extended periods of time without reducing his/her
agility, physical effectiveness increases significantly with the aid of this class
of lower extremity exoskeletons. In order to address issues of field robust-
ness and reliability, BLEEX is designed such that, in the case of power loss
(e.g. from fuel exhaustion), the exoskeleton legs can be easily removed and
the remainder of the device can be carried like a standard backpack.

Fig. 1. Berkeley Lower Extremity Exoskeleton (BLEEX) and pilot Ryan Steger. 1:
Load occupies the upper portion of the backpack and around the Power Unit; 2: Rigid
connection of the BLEEX spine to the pilot’s vest; 3: Power unit and central com-
puter occupies the lower portion of the backpack; 4: Semirigid vest connecting BLEEX
to the pilot; 5: One of the hydraulic actuators; 6: Rigid connection of the BLEEX feet
to the pilot’s boots. More photographs can be found at http://bleex.me.berkeley.edu

BLEEX was first unveiled in 2004, at U.C. Berkeley’s Human Engineering
and Robotics Laboratory (Fig. 1). In this initial model, BLEEX offered a
carrying capacity of 34 kg (75 lbs), with weight in excess of that allowance
being supported by the pilot. BLEEX’s unique design offers an ergonomic,
highly maneuverable, mechanically robust, lightweight, and durable outfit to
surpass typical human limitations. BLEEX has numerous potential appli-
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cations; it can provide soldiers, disaster relief workers, wildfire fighters, and
other emergency personnel the ability to carry heavy loads such as food,
rescue equipment, first-aid supplies, communications gear, and weaponry,
without the strain typically associated with demanding labor. Unlike
unrealistic fantasy-type concepts fueled by movie-makers and science-fiction
writers, the lower extremity exoskeleton conceived at Berkeley is a practical,
intelligent, load-carrying robotic device. It is our vision that BLEEX will
provide a versatile and realizable transport platform for mission-critical
equipment.
The effectiveness of the lower extremity exoskeleton stems from the combined
benefit of the human intellect provided by the pilot and the strength
advantage offered by the exoskeleton; in other words, the human provides an
intelligent control system for the exoskeleton while the exoskeleton actuators
provide most of the strength necessary for walking. The control algorithm
ensures that the exoskeleton moves in concert with the pilot with minimal
interaction force between the two. The control scheme needs no direct
measurements from the pilot or the human-machine interface (e.g. no force
sensors or EMG); instead, the controller estimates, based on measurements
from the exoskeleton only, how to move so that the pilot feels very little
force. This control scheme, which has never before been applied to any
robotic system, is an effective method of generating locomotion when the
contact location between the pilot and the exoskeleton is unknown and
unpredictable (i.e. the exoskeleton and the pilot are in contact in variety of
places). This control method differs from compliance control methods
employed for upper extremity exoskeletons, [9], [10], and [12], and haptic
systems [11], and [14] because it requires no force sensor between the wearer
and the exoskeleton.

The basic principle for the control of BLEEX rests on the notion that the
exoskeleton needs to shadow the wearer’s voluntary and involuntary
movements quickly, and without delay. This requires a high level of
sensitivity in response to all forces and torques on the exoskeleton,
particularly the forces imposed by the pilot. Addressing this need involves a
direct conflict with control science’s goal of minimizing system sensitivity in
the design of a closed loop feedback system. If fitted with a low sensitivity,
the exoskeleton would not move in concert with its wearer. We realize,
however, that maximizing system sensitivity to external forces and torques
leads to a loss of robustness in the system.

Taking into account this new approach, our goal was to develop a control
system for BLEEX with high sensitivity. We were faced with two realistic
concerns; the first was that an exoskeleton with high sensitivity to external
forces and torques would respond to other external forces not initiated by its
pilot. For example, if someone pushed against an exoskeleton that had high
sensitivity, the exoskeleton would move just like the way it would move in
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response to the forces from its pilot. Although the fact that it does not
stabilize ist behavior on its own in response to other forces may sound like a
serious problem, if it did (e.g. using a gyro), the pilot would receive motion
from the exoskeleton unexpectedly and would have to struggle with it to
avoid unwanted movement. The key to stabilizing the exoskeleton and
preventing it from falling in response to external forces depends on the pilot’s
ability to move quickly (e.g. Stepp back or sideways) to create a stable
situation for himself and the exoskeleton. For this, a very wide control
bandwidth is needed so the exoskeleton can respond to both pilot’s voluntary
and involuntary movements (i.e. reflexes). The second concern is that
systems with high sensitivity to external forces and torques are not robust to
variations and therefore the precision of the system performance will be
proportional to the precision of the exoskeleton dynamic model. Although
this is a serious drawback, we have accepted it as unavoidable. Nevertheless,
various experimental systems in our laboratory have proved the overall
effectiveness of the control method in shadowing the pilot’s movement.

2 Brief History

In the early 1960s, the Defense Department expressed interest in the
development of a man-amplifier, a powered suit of armor which would
augment soldiers lifting and carrying capabilities.

In 1962, the Air Force had the Cornell Aeronautical Laboratory study the
feasibility of using a master- slave robotic system as a man-amplifier. In later
work, Cornell determined that an exoskeleton, an external structure in the
shape of the human body which has far fewer degrees of freedom than a
human, could accomplish most desired tasks [19]. From 1960 to 1971, General
Electric developed and tested a prototype man-amplifier, a master-slave
system called the Hardiman ([2], [3], [4], [17], and [20]). The Hardiman was a
set of overlapping exoskeletons worn by a human operator. The outer
exoskeleton (the slave) followed the motions of the inner exoskeleton (the
master), which followed the motions of the human operator. All these studies
found that duplicating all human motions and using master-slave systems
were not practical. Additionally, difficulties in human sensing and system
complexity kept it from walking.

Several exoskeletons were developed at the University of Belgrade in the
60’s and 70’s to aid paraplegics [5] and [24]. Although these early devices were
limited to predefined motions and had limited success, balancing algorithms
developed for them are still used in many bipedal robots. The “RoboKnee” is
a powered knee brace that functions in parallel to the wearer’s knee and
transfers load to the wearer’s ankle (not to the ground) [22]. “HAL” is an
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orthosis, connected to thighs and shanks, that moves a patient’s legs as a
function of the EMG signals measured from the wearer ([6] and [7]).

In our research work at Berkeley, we have separated the technology
associated with human power augmentation into lower extremity exoskeletons
and upper extremity exoskeletons. The reason for this was two-fold; firstly, we
could envision a great many applications for either a stand-alone lower or
upper extremity exoskeleton in the immediate future. Secondly, and more
importantly for the division is that the exoskeletons are in their early stages,
and further research still needs to be conducted to ensure that the upper
extremity exoskeleton and lower extremity exoskeleton can function well
independently before we can venture an attempt to integrate them. With this
in mind, we proceeded with the designs of the lower and upper extremity
exoskeleton separately, with little concern for the development of an
integrated exoskeleton.

In the mid-1980s, we initiated several research projects on upper extremity
exoskeleton systems, billed as “human extenders” [8], [9], and [10]. The main
function of an upper extremity exoskeleton is human power augmentation for
manipulation of heavy and bulky objects. These systems, which are also
known as assist devices or human power extenders, can simulate forces on a
worker’s arms and torso. These forces differ from, and are usually much less
than the forces needed to maneuver a load. When a worker uses an upper
extremity exoskeleton to move a load, the device bears the bulk of the weight
by itself, while transferring to the user as a natural feedback, a scaled-down
value of the loads actual weight. For example, for every 40 pounds of weight
from an object, a worker might support only 4 pounds while the device
supports the remaining 36 pounds. In this fashion, the worker can still sense
the load’s weight and judge his/her movements accordingly, but the force
he/she feels is much smaller than what he/she would feel without the device.
In another example, suppose the worker uses the device to maneuver a large,
rigid, and bulky object, such as an exhaust pipe. The device will convey the
force to the worker as if it was a light, single-point mass. This limits the
cross-coupled and centrifugal forces that increase the difficulty of maneuvering
a rigid body and can sometimes produce injurious forces on the wrist. In a
third example, suppose a worker uses the device to handle a powered torque
wrench. The device will decrease and filter the forces transferred from the
wrench to the worker’s arm so the worker feels the low-frequency components
of the wrenchs vibratory forces instead of the high- frequency components that
produce fatigue.

The Berkeley Lower Extremity Exoskeleton (BLEEX) is not an orthosis or a
brace; unlike the above systems it is designed to carry a heavy load by
transferring the load weight to the ground (not to the wearer). BLEEX has
four new features. First, a novel control architecture was developed that
controls the exoskeleton through measurements of the exoskeleton itself [1].
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This eliminated problematic human induced instability [14] due to sensing the
human force. Second, a series of high specific power and specific energy power
supplies were developed that were small enough to make BLEEX a true
field-operational system [18], [23], [25]. Third, a body LAN (Local Area
Network) with a special communication protocol and hardware were
developed to simplify and reduce the cabling task of all the sensors and
actuators needed for exoskeleton control [15] and [16]. Finally, a versatile
architecture was chosen to decrease complexity and power consumption.
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Summary. This paper describes an algorithm that tracks and localizes a helicopter
using a ground-based trinocular camera array. The three cameras are placed indepen-
dently in an arbitrary arrangement that allows each camera to view the helicopter’s
flight volume. The helicopter then flies an unplanned path that allows the cameras
to self-survey utilizing an algorithm based on structure from motion and bundle
adjustment. This yields the camera’s extrinsic parameters allowing for real-time po-
sitioning of the helicopter’s position in a camera array based coordinate frame. In
fielded experiments, there is less than a 2m RMS tracking error and the update rate
of 20Hz is comparable to DGPS update rates. This system has successfully been
integrated with an IMU to provide a positioning system for autonomous hovering.

Keywords: structure from motion, bundle adjustment, self-surveying cameras,
camera tracking, camera localization

1 Introduction

Position estimation is of critical importance in autonomous robotics research
as it is the principal measurement used in machine control and localizing col-
lected data. [1] We utilize three ground based cameras to track and localize
one of the Stanford autonomous helicopters (Fig. 1). This system replaces
an onboard DGPS system, making the positioning system more robust dur-
ing aggressive flight maneuvers. DGPS is unreliable because directional GPS
antennas are prone to signal occlusions during rolls and omnidirectional an-
tennas are susceptible to multipath during upright flight. Also, by moving the
positioning equipment off the helicopter, the weight is reduced allowing the
helicopter more power for maneuvering. The cameras are placed on the ground
in unsurveyed positions that will allow them to see the helicopter at all times.
Because the rotation and translation relationship between each camera is un-
known, this extrinsic data will need to be extracted through self-surveying of
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Fig. 1. One of Stanford’s autonomous helicopters

the array. Once the extrinsic data has been determined, then the 3-D location
of the aerial vehicle can be accurately and robustly tracked in a camera array
based coordinate frame with standard least squares, LS, techniques.

The core problems in this project are the localization of the helicopter
in each image frame and the self-surveying of the extrinsic parameters for
the three cameras. Background differencing is used to locate the helicopter
in each image. Essentially, by identifying the background through an average
of previous scenes the moving helicopter can be identified as cluster of points
in the foreground image. The center of this cluster identifies the approximate
center of the helicopter.

Extrinsic information is usually obtained via calibration of the cameras in
the scene utilizing a calibration object, such as a cube with a checkerboard
pattern, or the cameras are fixed in locations and orientations with known
extrinsic parameters. [2] This is not ideal in a field environment because the
above methods would require a recalibration of the cameras with a large cal-
ibration aid every time a camera is jostled or would require a large structure
that would fix the cameras in relation to each other while providing enough
coverage to view the entire scene. Thus, the process of camera self-surveying
is crucial to the tracking problem. Through this, the camera array will be able
to estimate its geometry on the fly while deployed in the field without requir-
ing modifications to the scene or the helicopter. Our approach uses multiple
observations of the same scene motion to recover the extrinsic relationships
between the cameras. In particular, this is done using a variant of the structure
from motion (SFM) algorithm [3] and bundle adjustment [4].

Surveying and calibration will be used interchangeably throughout this
paper. When we talk about calibration however, we are only referring to cal-
ibrating the extrinsic parameters of our camera array.



2 Background

There are several related localization approaches in the field. [5, 6, 7] Ap-
proaches like DGPS [5, 6] and radar provide high precision localization accu-
racy, but tend to be expensive, hard to relocate, prone to occlusion, or have
to be deployed on the vehicle. Like the directional GPS antenna, an on-board
camera system is also susceptible to occlusions when the helicopter rolls and
pitches.[7] Inertial techniques provide high fidelity, but introduce significant
drift error. Our system can be useful as a low-cost portable alternative to
standard positioning systems without adding hardware to the helicopter.

The self-surveying ability of our system allows us to place the cameras any-
where on a field such that the cameras cover the operating space where the
helicopter will fly and have the helicopter in focus. Self-calibration to acquire
extrinsic parameters has been done by groups in the past. [8, 9] The main
difference is that they move the stereo cameras in order to extract parame-
ters while we will be moving a point in the image to extract the same type
of information. For example, Knight and Reid use a stereo head that rotates
around an axis to give calibration and head geometry. [10] Zhang shows that
four points and several images from a stereo pair which has moved randomly,
but is constant with respect to each other, can be used to compute the rela-
tive location and orientation of the cameras along with the 3-D structure of
the points up to a scale factor. [11] Our self-surveying technique utilizes an
algorithm developed by Poelman and Kanade. They use one camera tracking
several feature points and take a stream of images while moving the cam-
era. With this data, they can determine the motion of the camera and the
coordinates of each of the feature points. [3]

3 Tracking Approach

A background differencing method is utilized to extract the location of the
helicopter in images coordinates from the black and white pictures. First, the
statistical model of the background is built by updating a running average of
the image sequence over time, with I as a pixel intensity value:

Ibackground
j (u, v) = (1 − α)Ibackground

j−1 (u, v) + αIcurrent
j (u, v) (1)

where α regulates updating speed. [4] Next, the algorithm takes an image
difference of the current image and the background image, and then thresholds
out the image difference caused by noise:

Idifference
j (u, v) = { I = Icurrent

j (u, v) − Ibackground
j (u, v) |I ≥ Ithreshold

0 |I < Ithreshold }
(2)

Finally, the estimate of a moving object in the image coordinate (uj , vj) is
estimated by the population mean of the non-zero pixel distribution of the
image difference:
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uj =
1
k

*
m

*
n

mIdifference
j (m, n) (3)

vj =
1
k

*
m

*
n

nIdifference
j (m, n) (4)

Here, the search window (m, n) is a square mask, containing k pixels, centered
at the helicopter location in the previous time step. This eliminates unrealistic
abrupt jumps in the helicopter location estimate caused by noise and other
moving objects elsewhere in the image.

This simple windowed background differencing method works when the
helicopter is the principal actively moving object in the search window. Al-
though slow-moving disturbances like clouds in the sky can be distinguished
from the helicopter by tuning α and the threshold to appropriate values, this
algorithm may be confused when other fast moving objects are in its windowed
view, such as swaying trees or airplanes in the background.

As suggested in related literature, the tracking performance can be greatly
improved by taking the probabilities of the predicted target dynamics into
consideration, for instance, using Kalman filtering [2], the condensation algo-
rithm [12], or multiple hypothesis tracking [13]. In this research, the Kalman
filter approach is implemented to improve robustness in maintaining a lock
on the helicopter in this specific helicopter tracking environment. However,
in the experimental setup used in section 5.3 (in which the helicopter flies
above the treeline in each of the camera views), the algorithm does well even
without a Kalman filter.

4 Self-Calibration Algorithm

4.1 Structure from Motion

To calibrate the extrinsic parameters of the system, a structure from motion
technique based on the algorithm defined by Poelman and Kanade in 1997
will be used for an initial estimate. [3] As opposed to taking a single camera
and taking a stream of images of an object as we move the camera, we will
use static cameras and take a stream of images as we move the object in the
scene. This will provide the data necessary to utilize the algorithm described
below.

The equation below shows the standard camera conversion equations:

pj = Ri(Pj + ti) (5)

Ri =

 ii
ji

ki

 , ti =

 tix
tiy
tiz

 , pj =

pjx

pjy

pjz

 , Pj =

Pjx

Pjy

Pjz

 (6)
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M : number of cameras (3)
N : length of flight
i : camera (1,2,...,M)
j : sampling epoch (1,2,...,N)
ti : the location of the camera i in the world frame
Pj : the helicopter trajectory in the world frame
pij : the helicopter trajectory in camera i frame
Ri : rotation matrix for camera i

uij , vij : pixel values of the helicopter at epoch j in camera i

To convert from 3-D camera frame coordinates to a 2-D image frame coor-
dinate system, a scaled orthographic projection, also know as “weak perspec-
tive,” will be used. This projection technique, shown in the equation below,
approximates perspective projections when the object in the image is near
the image center and does not vary a large amount in the axis perpendicular
to the camera’s image plane. The equations below assume unit focal length
and that the world’s origin is now fixed at the center of mass of the objects
in view.

xi =
ti · ii
zi

, yi =
ti · ji

zi
, zi = ti · ki (7)

uij =
pjx

zi
= mi · Pj + xi (8)

vij =
pjy

zi
= ni · Pj + yi (9)

mi =
ii
zi

, ni =
ji

zi
(10)

W = R∗P + t∗ (11)

W =

����
u11 ... u1N

v11 ... v1N

: :
uM1 ... uMN

vM1 ... vMN

%%%% , R∗ =

����
m1

n1

:
mM

nM

%%%% , t∗ =

����
x1 ... x1

y1 ... y1

: :
xM ... xM

yM ... yM

%%%% (12)

Using the helicopter’s trajectory in each of the cameras, (uij , vij), we can
solve for the measurement matrix W ∗. Taking the singular value decomposi-
tion of W ∗ and ignoring any right or left singular eigenvectors that correspond
with the 4th or higher singular values (that appear due to noise) results with:

xi =
1
N

N*
j=1

uij , yi =
1
N

N*
j=1

vij (13)

W ∗ = W − t∗ = R∗P ≈ U2M×3Σ3×3V
T
3×N = R̃P̃ (14)

R̃ = U, P̃ = ΣV T (15)
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R̃ and P̃ represent the affine camera positions and the affine structure of
the points in the scene respectively which can then be transferred back to
Euclidian space with a matrix Q. To determine Q we will use the 2M + 1
linear constraints defined below. The last constraint will avoid the trivial
solution satisfied by everything being zero.

W ∗ = R̃QQ−1P̃ (16)

|mi|2 = |ni|2 =
1
z2
i

⇒ |mi| − |ni| = 0 (17)

mi · ni = 0 (18)

|m1| = 1 (19)

With these constraints and the Jacobi Transformation of Q the affine system
can then be converted back into Euclidian space. If the resulting Q is not
positive definite, then distortions, possibly due to noise, perspective effects,
insufficient rotation in the system, or a planar flight path, has overcome the
third singular value of W . [3]

We multiply all the rotation matrices and the newly found matrix of points
by R−1

1 to convert everything into a coordinate frame based on the camera 1
image frame.

After this process, the only remaining extrinsic parameters still unknown is
ti . To find ti, LS can be used by expanding the equation below to encompass
all the points in each camera.uij

vij

zi

 −
 ii · pj

ji · pj

0

 = Riti (20)

The minimum number of points required to self-survey with structure from
motion is defined by

2MN > 8M + 3N − 12 (21)

Given that three cameras will be used, a minimum of four points will be neces-
sary to self-survey. Because our cameras are static, we can fly the helicopter to
four different locations and record images at each location. This will provide
the minimum points necessary to self-survey. [14]

4.2 Camera Frame to World Frame

The resulting extrinsic parameters of the camera array are unscaled and given
in the camera 1 image frame. To extract the unknown scale factor inherent to
these type of vision problems, the distance L between camera 1 and camera
2 is measured. The ratio of that distance to the unscaled distance between
camera 1 and camera 2 is defined as the scale factor.

To rotate the extrinsic parameters from the camera 1 image frame to a
world frame, a rotation matrix is created based on the following assumptions
(see also Fig. 2(b)):
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(a) Point Grey Firefly2 camera. (b) World frame

Fig. 2. Camera setup

1. Camera 1 is at the origin of the world frame.
2. The vector from camera 1 to camera 2 is the x axis.
3. All the cameras are in the x − y plane.
4. The y axis is defined as towards the helicopter, but orthogonal to the x

axis and in the x − y plane.
5. The z axis is then defined by the right hand rule (approximately straight

up)

This results in:

t1 =

 0
0
0

 , t2 =

L
0
0

 , t3 =

x3

y3

0

 (22)

4.3 Bundle Adjustment

Given the SFM solution as initial estimate, the calibration parameters can be
refined further by solving nonlinear perspective equations directly via iterative
LS, bundle adjustment. [4] The bundle adjustment technique optimizes the
calibration parameters, exploring the best array geometry that matches to the
set of visual tracking measurements collected during a calibration flight.

The calibration parameters estimated by the LS batch process include the
camera locations in the world, the camera orientations, and the helicopter
trajectory. Specifically, the following extrinsic parameters are the unknowns
to be estimated: ti, Pj , and the Euler angles associated with Ri, (αi, βi, and
γi).

The set of normalized 2-D tracking points, (uij , vij), in the image coor-
dinates is the sole measurement used in this calibration process (except for
the measurement L). The following perspective geometry equations relate all
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the unknown parameters to the 2-D tracking points via a nonlinear perspec-
tive model. [2] (23) is different than (8) and (9) because here we are using a
perspective model for the cameras.

uij =
Pjx

Pjz
, vij =

Pjy

Pjz
(23)

Ri =

 cos γi sin γi 0
− sin γi cos γi 0

0 0 1

  cosβi 0 − sin βi

0 1 0
sin βi 0 cos βi

  1 0 0
0 cos αi sin αi

0 − sin αi cosαi

 (24)

The bundle adjustment method linearizes the perspective equations (5),
(23), and (24) into a Jacobian form, and then batch-estimates the unknown
calibration parameters via the iterative LS by taking the pseudo-inverse of
the Jacobian matrix J of the linearized measurement equations (25):

δ


u�

ij

v�ij

�
= Jδ


ti
αi

βi

γi

Pj

 ⇒ δ


ti
αi

βi

γi

Pj

 = (JT J)−1JT δ


u�

ij

v�ij

�
(25)

For all the unknowns to be observable, the Jacobian matrix J must be well-
conditioned. Capturing a certain geometry change by tracking the helicopter
simultaneously at the three cameras yields enough observability for the LS
estimate. Also, to ensure proper convergence in the nonlinear LS iteration,
bundle adjustment is seeded with multiple sets of initial estimates centered
around the SFM solution to avoid converging to a local minimum.

5 Field Demonstration

5.1 Experimental Setup

The current prototype system consists of a helicopter platform and a ground-
based camera array, Fig. 3. The camera array includes three compact digital
cameras (Point Grey Firefly2 cameras, Fig. 2(a), using a Firewire interface)
all connected to a single PC. An image from each camera is captured, nearly
simultaneously, at a resolution of 640 × 480 in an 8-bit grayscale format at a
rate of 20Hz.

5.2 Tracking

The tracking algorithm based on the background differencing method was
implemented in the field on each camera to track a common helicopter. Fig.
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Fig. 3. Experimental setup

4(a) shows an image from one of the cameras during the test. The black box is
the tracking marker centered at the estimated helicopter location and the thin
white larger box is the search window of the background differencing method.

This particular flight test was conducted in an open field on Stanford’s
campus next to a road where moving cars and walking people constantly
came in and out of the scene. While the windowed background differencing-
only method frequently failed to track a low flying helicopter in such a busy
environment, the Kalman filter was able to maintain the lock on the helicopter
during the flight.

Fig. 4(b) shows the resulting helicopter trajectory in the image coordinate
for camera 1. The solid lines show the helicopter trajectory tracked by the
Kalman filter. The dashed lines show the helicopter trajectory manually post-
traced in the logged images as true reference. Although the Kalman filter was
able to keep tracking the helicopter, the tracking markers were sometimes
lagging in tracking the helicopter when the helicopter accelerated faster than
the pre-defined dynamic model in the Kalman filter equations; we believe that
fine tuning the process noise covariance will further improve performance. The
mean errors between the Kalman filter and the true references were roughly
7.5 pixels, as shown in Table 1(a).

Table 1. Error tables

(a) Tracking errors in pixels

mean(pixel) std(pixel)

Camera 1 6.9 5.0

Camera 2 7.2 5.2

Camera 3 8.3 6.2

(b) Localization error

x(m) y(m) z(m)

mean -0.17 1.39 0.27

std 1.07 0.99 0.52
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(a) View of a camera actively tracking. (b) Results of tracking.

Fig. 4. Tracking the helicopter in a busy scene.

5.3 Localization

To check the validity of the localization algorithm the results from the cal-
ibration algorithm are compared with DGPS data, Fig. 5(a) and Fig. 5(b).
Fig. 5(a) shows the results from SFM which is used to feed bundle adjust-
ment. As the plot shows, care needs to be taken in picking points to initialize
SFM because of the near-perspective assumption. Fig. 5(b) shows that the re-
sult from bundle adjustment follows DGPS pretty well. There are some small
offsets that are probably due to the assumptions made in section 4.2. There
is also some small variations in the trajectory reported by the vision system
which likely result from small errors in the helicopter tracking system. Over-
all, the vision results match fairly well with the DGPS data. The errors are
reported in Table 1(b).

6 Conclusions

The self-surveying and tracking camera array presented in this paper produces
an effective localization system that extends ideas from SFM and bundle ad-
justment. This is then combined with stereo tracking methods to generate a
least squares measurement of the helicopter’s location.

The results presented document the tracking performance of this method
in a field environment for a series of cameras whose extrinsic parameters are
not known a priori. The calibration performance was tested against DGPS
and was found to have less than a 2m RMS tracking error. The 20Hz update
rate of the system is comparable to DGPS, and we obtain a tracking latency
of less than 100ms. This makes it feasible to use this system as part of an
autonomous flight controller.
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Fig. 5. 3-D plots of DGPS vs. ...

Because of the near-perspective assumption, it is better to run SFM on
fewer points where the helicopter is near the center of the image as opposed
to a large set of data where the helicopter’s route spans the entire image. To
make this procedure more robust, a paraperspective SFM [3] or a perspective
SFM [13] can be used to initialize bundle adjustment.

Recent autonomous hover flights have demonstrated the capability of this
system for real-time fielded operations. [15] Future work will test its use for
acrobatic flights, find ways to maximize the flight volume, and make the sys-
tem more robust to dropouts where the helicopter leaves one camera’s field of
view.
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Visual Motion Estimation for an Autonomous

Underwater Reef Monitoring Robot

Matthew Dunbabin, Kane Usher, and Peter Corke

CSIRO ICT Centre, PO Box 883 Kenmore QLD 4069, Australia

Summary. Performing reliable localisation and navigation within highly unstruc-
tured underwater coral reef environments is a difficult task at the best of times. Typ-
ical research and commercial underwater vehicles use expensive acoustic positioning
and sonar systems which require significant external infrastructure to operate effec-
tively. This paper is focused on the development of a robust vision-based motion
estimation technique using low-cost sensors for performing real-time autonomous
and untethered environmental monitoring tasks in the Great Barrier Reef without
the use of acoustic positioning. The technique is experimentally shown to provide
accurate odometry and terrain profile information suitable for input into the vehicle
controller to perform a range of environmental monitoring tasks.

1 Introduction

In light of recent advances in computing and energy storage hardware, Au-
tonomous Underwater Vehicles (AUVs) are emerging as the next viable alter-
native to human divers for remote monitoring and survey tasks. There are a
number of remotely operated (ROV) and AUVs performing various monitoring
tasks around the world [17]. These vehicles are typically large and expensive,
require considerable external infrastructure for accurate positioning, and need
more than one person to operate a single vehicle. These vehicles also gener-
ally avoid the highly unstructured reef environments such as Australia’s Great
Barrier Reef, with limited research performed on shallow water applications
and reef traversing. Where surveying at greater depths is required, ROV’s
have been used for video transects and biomass identification, however, these
vehicles still require the human operator in the loop.

Knowing the position and distance a AUV has moved is critical to ensure
that correct and repeatable measurements are being taken for reef survey-
ing applications. It is important to have accurate odometry to ensure survey
transect paths are correctly followed. A number of techniques are used to es-
timate vehicle motion. Acoustic sensors such as Doppler velocity logs are a
common means of obtaining accurate motion information. The use of vision
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for motion estimation is becoming a popular technique for underwater use
allowing navigation, station keeping, and the provision of manipulator feed-
back information [16, 12, 15]. The accuracy of underwater vision is dependent
on visibility and lighting, as well as optical distortion resulting from varying
refractive indices, requiring either corrective lenses or careful calibration[4].

Visual information is often fused with various acoustic sensors to achieve
increased sensor resolution and accuracy for underwater navigation [10]. Al-
though this fusion can result in very accurate motion estimation compared to
vision only, it is typically performed off-line and in deeper water applications.

A number of authors have investigated different techniques for odometry
estimation using vision as the primary sensor. Amidi [2] provides a detailed
investigation into feature tracking for visual odometry for an autonomous
helicopter. Another technique to determine camera motion is structure-from-
motion (SFM) with a comparison of a number of SFM techniques in terms of
accuracy and computational efficiency given by Adams[1]. Corke [7] presents
experimental results for odometry estimation of a planetary rover using om-
nidirectional vision and compares robust optic flow and SFM methods with
very encouraging results.

This research is focused on autonomously performing surveying tasks
based around the Great Barrier Reef using low-cost AUV’s and vision as the
primary sensor for motion estimation. The use of vision in this environment
is considered a powerful technique due to the feature rich terrain. However, at
the same time it can cause problems for traditional processing techniques with
highly unstructured terrain, soft swaying corals, moving biomass and lighting
ripple due to surface waves.

The focus of this paper is on the development of a robust real-time vision-
based motion estimation technique for a field deployed AUV which uses intel-
ligently fused low-cost sensors and hardware, and without the use of acoustic
positioning or artificial lighting.

2 Vision System

2.1 Vehicle

The vehicle developed and used in this research was custom designed to au-
tonomously perform the environmental monitoring tasks required by the reef
monitoring organisations [14]. To achieve these tasks, the vehicle must nav-
igate over highly unstructured surfaces at fixed altitudes (300-500mm above
the sea floor) and at depths in excess of 100m, in cross currents of 2 knots
and know its position during linear transects to within 5% of total distance
travelled. It was also considered essential that the vehicle be untethered to
reduce risk of entanglement, the need for support vessels and reducing drag
imposed on the vehicle operating in strong currents.
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Fig. 1 shows the hybrid vehicle design named “Starbug” developed as
part of this research. The vehicle can operate remotely or fully autonomously.
Details of the vehicle performance and system integration are given in [9].

Fig. 1. The “Starbug” Autonomous Underwater Vehicle.

2.2 Sensors

The sensor platform developed for the Starbug AUV and used in this research
has been based on past experience with the CSIRO autonomous airborne
system [6] and enhanced to allow a low-cost navigation suite for the task of
long-term autonomous reef monitoring [8]. The primary sensing component
of the AUV is the stereo camera system. The AUV has two stereo heads with
one looking downward to estimate altitude above the sea-floor and odometry,
and the other looking forward for obstacle avoidance (not used in this study).
The cameras used are a colour CMOS sensor from Omnivision with 12mm
diameter screw fit lenses which have a nominal focal length of 6mm.

Each stereo pair has the cameras set with a baseline of 70mm which allows
an effective distance resolution in the range 0.2 to 1.7m. The cameras look
through 6mm thick flat glass. The two cameras are tightly synchronized and
line multiplexed into PAL format composite video signal. Fig. 2 shows the
stereo camera head used in the AUV and an representative image of the
typical terrain and visibility that system operates.

In addition to the vision sensors, the vehicle has a magnetic compass,
custom built IMU (see [8] for details), pressure sensor (2.5mm resolution), a
PC/104 800MHz Crusoe computer stack running the Linux OS, and a GPS
which is used when surfaced.

3 Optimised Vision-Based Motion Estimation

Due to the unique characteristics of the reef environment such as highly un-
structured and feature rich terrain, relatively shallow waters and sufficient
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(a) Stereo camera pair (b) Typical reef terrain

Fig. 2. Forward looking stereo camera system and representative reef environment.

natural lighting, vision is considered a viable alternative to typical expensive
acoustic positioning and sonar sensors for navigation.

The system uses reasonable quality CMOS cameras with low-quality
miniature glass lenses. Therefore, it is important to have an accurate model
of the cameras intrinsic parameters as well as good knowledge of the cam-
era pair extrinsic parameters. Refraction due to the air-water-glass interface
also requires consideration as discussed in [8]. In this investigation the cam-
eras are calibrated using standard automatic calibration techniques (see e.g.
Bouguet[3]) to combine the effects of radial lens distortion and refraction.

In addition to assuming an appropriately calibrated stereo camera pair,
it is also assumed that the AUV is initialised at a known start position and
heading angle. The complete procedure for this odometry technique is outlined
in Algorithm 1.

The key components of this technique are image processing which we have
termed three-way feature matching (steps 1-7) which utilises common well
behaved procedures, and motion estimation (steps 8-10) which is the primary
contribution of this paper. These components are discussed in the following
sections.

3.1 Three-Way Feature Matching

Feature extraction

In this investigation, the Harris feature detector [5] has been implemented
due to its speed and satisfactory results. Roberts[13] compared the temporal
stability for outdoor applications and found the Harris operator to be superior
to other feature extraction methods. Only features that are matched both in
stereo (spatially) for height reconstruction, and temporally for motion recon-
struction are considered for odometry estimation. Typically, this means that



Algorithm 1 Visual motion estimation procedure.

1. Collect a stereo image.
2. Find all features in the entire image.
3. Take the 100 most dominant features as template (typically this number is more

like 10-50 features).
4. Match corners between stereo images by calculating the normalized cross-

correlation (ZNCC).
5. Store stereo matched features.
6. Using stereo matched features at current time step, match these with stereo

matched features from images taken at previous time step using ZNCC.
7. Reconstruct those points which have been both spatially and temporally

matched into 3D.
8. Using the dual search optimisation technique outlined in Algorithm 2, determine

the camera transformation that best describes motion from the previous to the
current image.

9. Using measured world heading, roll and pitch angles, transform the differential
camera motion to a differential world motion.

10. Integrate differential world motion to determine a world camera displacement.
11. Go to step 1 and repeat.

between ten and fifty strong features are tracked at each sample time and
during ocean trials with poor water clarity this was observed to be less than
ten.

We are currently working on an improved robustness to feature extraction
that consists of a combination of this higher frame rate extraction method with
a slower loop running a more computationally expensive KLT (or similar) type
tracker to track features over a longer time period. This will help to alleviate
long term drift in integrating differential motion.

Stereo matching

Stereo matching is used in this investigation to estimate vehicle altitude, pro-
vide scaling for temporal feature motion and to generate coarse terrain profiles.

For stereo matching, the correspondences between features in the left and
right images are found. The similarity between the regions surrounding each
corner is computed (left to right) using the normalised cross correlation sim-
ilarity measure (ZNCC).

To reduce computation, epipolar constraints are used to prune the search
space and only the strongest corners are evaluated. Once a set of matches is
found, the results are then refined with sub-pixel interpolation. Additionally,
rather than correcting the entire image for lens distortion and refraction ef-
fects, the correction is applied only to the coordinate values of the tracked
features, hence saving considerable computation.
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Optic flow (motion matching)

The tracking of features temporally between image frames is similar to the spa-
tial stereo matching as discussed above. Given the full set of corners extracted
during stereo matching, similar techniques are used to find the corresponding
corners from the previous image. Differential image motion (du,dv) is then
calculated in both the u and v directions on a per feature basis.

To maintain suitable processing speeds, motion matching is currently con-
strained by search space pruning, whereby feature matching is performed
within a disc of specified radius. The reduction of this search space size can
potentially be achieved with a motion prediction model to estimate where the
features lie in the search space.

In this motion estimation technique, temporal feature tracking currently
only has a one frame memory. This reduces problems due to significant ap-
pearance change over time. However, as stated earlier, longer term tracking
will improve integration drift problems.

3D feature reconstruction

Using the stereo matched corners, standard stereo reconstruction methods are
then used to estimate a feature’s three-dimensional position. In our previous
vision-based motion estimation involving aerial vehicles [6], the stereo data
was processed to find a consistent plane. The underlying assumption for stereo
and motion estimation was the existence of a flat ground plane. In this current
application, it cannot be assumed that the ground is flat. Hence, vehicle height
estimation must be performed on a per feature basis.

The primary purpose of 3D feature reconstruction in this investigation is
for scaling feature disparity to enable visual odometry.

3.2 Motion Estimation

The first step in the visual motion estimation process is to find a set of points
(features) which give a three-way match, that is, those points which have both
a stereo match in the current frame and a corresponding matching corner from
the previous frame as discussed in Section 3.1. Given this correspondence,
the problem is formulated as one of optimization to find at time k a vehicle
rotation and translation vector (xk) which best explains the observed visual
motion and stereo reconstruction as shown in Fig. 3.

Fig. 3 shows the vehicle looking at a ground plane (not necessarily planar)
at times k − 1 and k with the features as seen in the respective image planes
shown for comparison. The basis behind this motion estimation is to optimise
the differential rotation and translation pose vector (dxest) such that when
used to transform the features from the current image plane to the previous
image plane, minimises the median squared error between the predicted image
displacement (du�,dv�) (as shown in the “reconstructed image plane”) and the



Fig. 3. Motion transformation from previous to current image plane.

actual image displacement (du,dv) provided from optic flow for each three-way
matched feature.

During the pose vector optimisation, the Nelder-Mead simplex method[11]
is employed to update the pose vector estimate. This nonlinear optimisation
routine was chosen in this analysis due to its solution performance and the
fact that it does not require the derivatives of the minimised function to be
predetermined. The lack of gradient information allows this technique to be
‘model free’.

The pose vector optimisation consists of a two stage process at each time
step to best estimate vehicle motion. Since the differential rotations (roll,
pitch, yaw) are known from IMU measurements, the first optimisation routine
is restricted to only update the translation components of the differential
pose vector with the differential rotations held constant at their measured
values. This is aimed at keeping the solution away from local minima. As
there may be errors in the IMU measurements, a second search is conducted
using the results from the first optimisation to seed the translation component
of the pose estimate, with the entire pose vector now updated during the
optimisation. This technique was found to provide more accurate results than
a single search step as it helps in avoiding spurious local minima. Algorithm
2 describes the pose optimisation function used in this analysis for the first
stage of the motion estimation. Note that in the second optimisation stage,
the procedure is identical to Algorithm 2, however, dθ, dα and dψ are also
updated in Step 3 of the optimisation.
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Algorithm 2 Pose optimisation function.

1. Seed search using the previous time step’s differential pose estimate such that

dx = [dx dy dz dθ dα dψ]

where dx, dy and dz are the differential pose translations between the two time
frames with respect to the current camera frame, and dθ, dα and dψ are the
differential roll, pitch and yaw angles respectively obtained from the IMU.

2. Enter optimisation loop.
3. Estimate the transformation vector from the previous to the current camera

frame.

T = Rx (dθ)Ry (dα)Rz (dψ) [dx dy dz]T

4. For i = 1.. number of three-way matched features, repeat steps 5 to 9.
5. Displace the observed 3D reconstructed feature coordinates (xi,yi,zi) from

current frame to estimate where it was in the previous frame (xei
,yei

,zei
).

[xei
yei

zei
]T = T [xi yi zi]

T

6. Project the current 3D feature points to the image plane to give (uoi
,voi

).

7. Project the displaced feature (step 5) to the image plane to give (udi
,vdi

).

8. Estimate the observed feature displacement on the image plane.

[du�

i dv�

i]
T

= [uoi
voi

]T − [udi
vdi

]T

9. Compute the squared error between the estimated and actual feature displace-
ment (du,dv) observed from optic flow.

ei = (dui − du�

i)
2

+ (dvi − dv�

i)
2

10. Using the median square error value (em) from all three-way matched features,
update dx using the Nelder-Mead simplex method.

11. If em is less than a preset threshold, end, else go to step 3 and repeat using the
updated dx.

The resulting optimised differential pose estimate at time k (xk) which is
with respect to the camera coordinate system attached to the AUV can then
be transformed to a consistent coordinate system using the roll, pitch and
yaw data from the IMU. In this investigation, a homogeneous transformation
(TH) of the camera motion is performed to determine the differential change
in the world coordinate frame.

The differential motion vectors are then integrated over time to obtain the
overall vehicle motion position vector at time tf such that



xtf
=

tf�

k=0

THk
dxk (1)

It was observed that during ocean trials, varying lighting and structure
could degrade the motion estimation performance due to insufficient three-
way matched features being extracted. Therefore, a simple constant velocity
vehicle model and motion limit filters (based on measured vehicle performance
limitations) were added to improve motion estimation and discard obviously
erroneous differential optimisation solutions. A more detailed hydrodynamic
model is currently being evaluated to further improve predicted vehicle motion
and aid in pruning the search space and optimisation seeding.

4 Experimental Results

The performance of the visual motion estimation technique described in Sec-
tion 3 was evaluated in a test tank constructed at CSIRO’s QCAT site and
during ocean trials. The test tank has a working section of 7.90 x 5.10m with a
depth of 1.10m. The floor is lined with a sand coloured matting with pebbles,
rocks of varying sizes and large submerged 3D objects to provide a texture
and terrain surface for the vision system. Fig. 4 shows the AUV in the test
tank and the ocean test site off Peel Island in Brisbane’s Moreton Bay.

(a) CSIRO QCAT test tank (b) Ocean test site

Fig. 4. AUV during visual motion estimation experiments.

In the test tank the vehicle’s vision-based odometry system was ground
truthed using two vertical rods attached to the AUV which protruded from
the water’s surface. A SICK laser range scanner (PLS) was then used to track
these points with respect to a fixed coordinate frame. By tracking these two
points, both position and vehicle heading angle can be resolved. Fig. 5 shows
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the results of the vehicle’s estimated position using only vision-based motion
estimation fused with inertial information during a short survey transect in
the test tank. The ground truth obtained by the laser tracking system is shown
for comparison.
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Fig. 5. Position estimation using only vision and inertial information in short survey
transect. Also shown is a ground truth obtained from the laser system.

As seen in Fig. 5, the motion estimation compares very well with the
ground truth estimation with a maximum error of approximately 2% at the
end of the transect. Although, this performance is encouraging, work is being
conducted to improve the position estimation over greater transect distances.

The ground truth system is not considered perfect (as seen by the noisy
position trace in Fig. 5) due to resolution of the laser scanner and the size of
the rods attached to the vehicle causing slight geometric errors. However, the
system provides a stable position estimate over time for evaluation purposes.

A preliminary evaluation of the system was conducted during ocean tests
over a hard coral and rock reef in Moreton Bay. The vehicle was set off to
perform an autonomous untethered transect using the proposed visual odom-
etry technique. The vehicle was surfaced at the start and end of the transect
to obtain a GPS fix and provide a ground truth for the vehicle. Fig. 6 shows
the results of a 53m transect as measured by the GPS.

In Fig. 6, the circles represent the GPS fix locations, and the line shows
the vehicles estimated position during the transect. The results show that the
vehicles position was estimated to within 4m of the actual end GPS given
location or to within 8% of the total distance travelled. Given the poor water
clarity and high wave action experienced during the experiment, the results
are extremely encouraging.
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Fig. 6. Position estimation results for ocean transect.

5 Conclusion

This paper presents a new technique to estimate the egomotion and provide
feedback for the real-time control of an autonomous underwater vehicle using
only vision fused with low-resolution inertial information. A 3D motion esti-
mation function was developed with the vehicle pose vector optimised using
the nonlinear Nelder-Mead simplex method to minimise the median squared
error between the predicted to observed camera motion between consecutive
image frames. Experimental results show that the system performs well in
representative tests with position estimation accuracy during simple survey
transects of approximately 2% and in open ocean tests to 8%. The tech-
nique currently runs at better than 4Hz sample rate on the vehicle’s onboard
800MHz Crusoe processor without code optimisation. Research is currently
being undertaken to improve algorithm performance and processing speed.

Other areas of active research focus include improving system robustness
against issues such as heading inaccuracies, lighting (wave “flicker”) and ter-
rain structure variations including surface texture composition such as sea-
grass, hard and soft corals to allow reliable in-field deployment.
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Summary. Awareness of pedestrians, other vehicles, and other road obstacles is
key to driving safety, and so their detection is a critical need in driver assistance
research. We propose using a model-based approach which can either directly seg-
ment the disparity to detect obstacles or remove the road regions from an already
segmented disparity map. We developed two methods for segmentation: first, by
directly segmenting obstacles from the disparity map; and, second by using mor-
phological operations followed by a robust model fitting algorithm to reject road
segments after the segmentation process. To test the success of our methods, we
have tested and compared them with an available method in the literature.

1 Introduction

Road accidents have been considered as the third largest killer after heart
disease and depression. Annually about one million people are killed and a
further 20 million are injured or disabled. Road accidents not only cause
fatality and disability, but also they cause stress, anxiety and financial side
effects on people’s daily life. In the computer vision and robotics communities,
there have been various efforts to develop systems which assist the driver to
avoid pedestrians, cars and road obstacles. However, road structure, lighting,
weather conditions, and interaction between different obstacles may signif-
icantly affect the performance of these systems. Hence, providing a system
that is reliable in a variety of conditions is necessary.

According to Bertozzi et al., [4] the use of visible vision and image pro-
cessing methods for obstacle detection in intelligent vehicles can be classified
as motion based [11], stereo based [12], shaped based [3] and texture based
[5] methods. For more details on the available literature, readers are referred
to [10]. Among these different approaches, stereo-based vision have been re-
ported as the most promising approach to obstacle detection [7]. The recent
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works in stereo-based obstacle detection for intelligent vehicles include the
Inverse Perspective Method (IPM) [2] and the u- and v-disparity map [9].

IPM relies on the fact that if every pixel in the image is mapped to the
ground plane, then in the projected images obstacles located on the ground
plane are distorted. This distortion generates a fringe in the image resulting
from subtracting the left and right projected images and helps us to locate
an obstacle in the image. This method requires the camera parameters and
the base line to be known as a a priori. In fact, IPM is very sensitive to cam-
era calibration accuracy. Furthermore, the existence of shadows, reflections
or markings on the road may reduce the performance of this method. The
other recent method in obstacle detection for intelligent vehicles is based on
generating u- and v-disparity maps [9], which are histograms of the disparity
map in the vertical and horizontal directions. An obstacle is represented by a
vertical line in v-disparity while by a horizontal line in u-disparity. The ground
plane can be detected as a line with a slope. Hence, techniques such as Hough
Transform can be applied to detect obstacles. Obstacle detection using u- and
v- disparity maps appear to outperform IPM [8], however they have other
shortcomings. For example, the u- and v-disparity maps are usually noisy and
unreliable. In addition, accumulating in the horizontal and vertical direction
of the disparity map causes objects behind each other (or next to each other)
be incorrectly merged. The other disadvantage of this method is that small
objects or objects which are located in a far distance from camera tend to
be undetected. This may occur due to line segments in these regions that are
either too short to detect, or too long and so easily merged with other lines
in the v- or u-disparity map.

To overcome the above problems, this paper presents two new obstacle
detection algorithms for application in intelligent vehicles. Both algorithms
segment the disparity map. The first algorithm is based on the fact that the
obstacles are located approximately parallel to the image plane, and directly
segments them using a robust model fitting method applied to the quantised
disparity space. The second algorithm incorporates some simple morphological
operations and then a robust model fitting approach to separate the road
regions from the image. As this robust fitting method is only applied to a
part of image, the computation time is low. Another advantage of our model
based approach is that we do not require calibration information, which is in
sharp contrast with methods such as IPM.

Note that for finding pedestrians and cars in a road scene, typically stereo
data is used as a first stage, then fused with other data for classification. This
paper addresses the first stage only, and is highly suitable for incorporation
with other data at a later stage, or direct fusion with other cues.
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2 Algorithm 1: Robust Model Fitting

This algorithm relies on the idea that a constant model can describe the
disparity map associated with every obstacle approximately parallel to the
image plane. This is a true assumption where objects:

1. have no significant rotation angle;
2. have rotation but are not too close to the camera; or,
3. have rotation but have no significant width.

Later we will show that, by assuming overlapping regions in our algorithm,
we may allow small rotations about the vertical or horizontal axis. In the
algorithm, we first apply a contrast filtering method to the image and remove
areas of low contrast from the disparity map. It allows us to remove regions
whose disparity map, due to the lack of texture, is unreliable. This contrast
filtering method is described in Section 4. We then quantise the disparity
space by dividing it to a number of overlapping bins of length g pixels. Each
bin has g/2 pixels overlap with the next bin. This overlap can help to prevent
regions being split across two successive bins. In our experiments we set g=8
pixels. This quantisation approach has some advantages; first we apply our
robust fitting method to each bin separately and hence we avoid expensive
approaches such as random sampling. Second, we take the quantisation noise
of pixel-based disparity into account. Finally, it allows an obstacle to rotate
slightly around the vertical axis or have a somewhat non-planar profile (such
as a pedestrian). After disparity quantisation, we fit the constant model to the
whole bin. We compute the constant parameter and the residuals. If the noise
is Gaussian, the squared residuals will be subject to a χ square distribution

with n-1 degrees of freedom and and thus the scale of noise will be δ =
+

r2
i

n−1 :
where ri is the residual of the i th point. We compute the scale of noise and
select the points whose corresponding residual is less than the scale of noise
multiple by the significance level T (which can be looked up from Gaussian
distribution table). These points are inliers to the constant model and thus
do not belong to the road. Now we have a preliminary knowledge about the
inliers/outliers. In the next stage we iteratively fit the model to the inliers,
recompute the constant parameter with more confidence and compute the final
scale of noise only using the inliers. We used 3 iterations in our experiments.

We now have a final estimation of the model parameter. However iteration
has shrunken the inlier space. To create larger regions and simultaneously
maintain our degree of confidence, we fit the final estimated model to the bin
(including inliers and outliers) and reject outliers using the final scale of noise.

This above task gives us different sets of inliers of different depths that
create a segmentation map. However, this does not guarantee the locality
of each segment. To enforce the locality constraint we compute the regional
maximum of the segmentation map, assuming that we are only interested in
areas which are closer to us than the surrounding background. Finally a 4-
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connected labelling operation provides us with the final segmentation map.
As a post processing stage we may apply a dilation operation to fill the holes.

Figure 1-3 show the contrast filtering result mapped on the disparity map,
the result of the 4-connected labelling operation on the segmented image (and
the dilation) and the final result for frame 243. As can be seen from this figure,
the missed white colour car (at the right side of the image) does not have
enough reliable disparity data and thus is not detected as a separate region.
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Fig. 1. The contrast filtering result
mapped on the disparity map.
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Fig. 2. The 4-connected labelling op-
eration result

Fig. 3. Final results

3 Algorithm 2: Basic Morphological Operations

The second segmentation algorithm presented here is a simple set of morpho-
logical operations, followed by a road separation method. We first compute
the edges of the disparity map. Again, we apply our contrast filtering method
to the intensity image, and from the edge map we remove areas which have
low contrast. We apply a dilation operation to thicken the edges. Then we fill
the holes and small areas. We apply an erosion operation to create more dis-
tinct areas. To remove isolated small areas we use a closing operation next to
an opening operation. Finally as a post processing step we dilate the resulting



region using a structural element of size 70× 10. This step can fill small holes
inside a region and join closely located regions. This algorithm relies on the
removal of road areas. An algorithm for this is explained below.

3.1 Road Separation

Assume that we are given the disparity map and an initial segmentation in
the form of a set of overlapping rectangular regions. The camera parameters
and the base line is assumed to be unknown, which is an advantage of our
method over the existing methods. We aim at rejecting those regions which
belong to the road. We assume the road plane to be piecewise linear. It can be
easily proved that the disparity of pixels located on the road can be modelled
by the following equation [6]: d = B

Hfx( y
fy

cos α + sin α) where y is the image
coordinate in the horizontal direction, H is the distance of camera from the
road, B is the base line and α is the tilt angle of camera with respect to the
road. The parameters fx and fy are the scaled camera focal length. Thus for
simplicity we can write d = ay+b: where a and b are some unknown constant
parameters.

That means we describe the road with a set of linear models, i.e., modelling
the road as piecewise linear (any road that is not smooth and piecewise linear
certainly is an obstacle). We fit the linear model to every segment in the image.
We compute the parameters a, b and the residuals. If the noise is Gaussian, the
squared residuals will be subject to a χ square distribution with n-2 degrees

of freedom and thus the scale of noise will be δ =
+

r2
i

n−2 : here ri is the residual
of the i th point. We compute the scale of noise and select the points whose
corresponding residual is less than the scale of noise as inliers. Since these
points are inliers to the assumed road model, they are not part of an obstacle.
Then we select the regions whose number of inliers is more than a threshold.
This threshold represents the maximum number of road pixels which can be
located in a region and that region be still regarded as an obstacle region.
Again we apply the previously discussed robust model fitting approach to the
inliers to estimate the final scale of noise and model parameters. We create a
new set of inliers/outliers. We reject a region as a road region only if its sum
of squared residuals is greater than the scale of noise. Once we make our final
decision, we can compute the final road parameters if we require. We also can
compute a reliability measure for each region based on its scale of noise and
its number of outliers to the road model (obstacle pixels).

4 Contrast Filtering

If an area does not have sufficient texture, then the disparity map will be
unreliable. To avoid such areas we have applied a contrast filtering method
which includes two median kernels of size 5×5 and 10×10. The sizes of these
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pixels were chosen heuristically so that we ignore areas (smaller than 10×10)
in which the contrast is constant. We convolved our intensity image with both
median kernels. This results in two images I1 and I2, in each of which, every
pixel is the average of the surrounding pixels (with respect to the kernel size).
We compute the absolute difference between I1 and I2 and construct matrix
M, so that M=I1-I2. We reject every pixel i where Mi< FTH. The threshold
FTH is set to be 2 in all experiments.

Fig. 4. If the contrast varies significantly between two embedded regions, then the
filter results in a high value (e.g., the left embedded squares), while, for regions with
no contrast the filter results in a low value(e.g, the right embedded squares).

5 Experimental Results

Fig. 5. Inside the ANU/NICTA intelligent vehicle. Cameras to monitor the road
scene and find obstacles appear in place of the rear-vision mirror.

Within the ANU/NICTA intelligent vehicles project, we have a continu-
ing project to develop pedestrian and obstacle detection, to run on our road
vehicle, see Figure 5. For the purposes of this paper, we have applied our al-
gorithm to a noisy image sequence containing pedestrians, cars and buildings.
Here, we have provided a few samples of our results. We also have included
the results of applying the stereo-vision algorithm reported in [8] on the same



image sequence. This algorithm, which uses the u- and v-disparity map, has
been shown to be successful in comparison with other existing methods [8].

The example frames shown here were chosen to illustrate different as-
pects (strength and weakness) of both algorithms. We also compared the
three methods quantitatively in figure 18. The computation time for both
proposed methods is about one second per frame in a non-optimized Matlab
implementation on a standard PC. We expect it to be better than frame rate
in a C optimized implementation, and so comfortably real-time.

As the following results indicate all the algorithms may miss a number of
regions. However, it has been observed (from figure 18) that the model based
algorithm misses fewer regions and performs better. However, a drawback of
this algorithm is that if the disparity map is noisy, and some obstacles may be
rejected as outliers (in the robust fitting stage). This can be solved by assum-
ing a larger significance level T. However, it may cause under-segmentation.
In future work we plan to devise an adaptive approach to compensate for a
poor and noisy disparity map.

The morphological algorithm is only applicable where the disparity map is
sparse, otherwise for a dense disparity map, we will have a considerable under
segmentation. In this case, using the model based algorithm is suggested.

Figures 6-8 show that the model based algorithm has detected all the
obstacles correctly (in frame 8), while the morphological based algorithm has
under-segmented the data, and the u- and v-disparity based algorithm only
detected one obstacle.

As can be seen from figure 9-11, the model fitting based algorithm has
detected all obstacles, but failed to segment a pedestrian from the white car
(in frame 12). The morphological based algorithm has again missed the white
car. In contrast, the u- and v- disparity based algorithm has only succeeded
in detecting one of the pedestrians.

Figure 12-14, show that all of the different algorithm have successfully
ignored the rubbish and the manhole on the road. The model fitting based
algorithm has detected all obstacles except for the pedestrian close to the
camera. The morphological based algorithm has again missed the small white
car while it has successfully detected the pedestrians. In contrast, the u- and
v- disparity based algorithm has only succeeded in detecting the pedestrian
near to the camera.

The last example is frame 410 of the sequence. Figure 15-17 show that
while the model based algorithm tends to generate a large number of different
regions, the morphological operations based algorithm tends to detect more
major (larger and closer) obstacles. The pedestrian has a considerable rotation
angle and so the model based algorithm split the pedestrian across two regions.
This can be easily solved by a post-processing stage. Both the u- and v-
disparity and the model based algorithms miss the car at the right side of
image. However, small obstacles at further distances, which are ignored by
the u- and v- disparity based algorithm, are detected by the model based one.
Furthermore, although the u- and v- disparity based algorithm generates more
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Fig. 6. Results of applying model based
algorithm on frame 8.

Fig. 7. Results of applying morpholog-
ical based algorithm on frame 8.

Fig. 8. Results of applying u- and
v-disparity based algorithm in [8] on
frame 8.

precise boundaries for the pedestrian,it generates a noisy segmentation. This
may happen in all algorithms and is mainly due to noise in disparity. This is
best dealt with using other cues.

5.1 Comparison Results

In figure 18 we show the results of applying the two algorithms to 50 succes-
sive images of a road image sequence. These 50 frames were chosen because
all of them have four major obstacles, a reasonably high number in real appli-
cations. The ground truth results and also the results of applying the u- and
v-disparity based algorithm [8] have been shown in different colors. Ground
truth was labelled manually by choosing the most significant obstacles. Fig-
ure 18 clearly show that both proposed algorithms outperform the u- and
v-disparity based algorithm. More importantly the model based method for
obstacle detection has been more successful than the other two approaches.
The complete sequence is available at:
http://users.rsise.anu.edu.au/∼nmb/fsr/gheissaribarnesfsr.html.



Fig. 9. Results of applying model based
algorithm on frame 12.

Fig. 10. Results of applying morpho-
logical based algorithm on frame 12.

Fig. 11. Results of applying u- and v-
disparity based algorithm frame 12.

Note that with careful tuning the u- and v-disparity based algorithm may
generate better results. Despite its poor performance, this method has the
advantage of generating a more precise bounding box.

6 Future Work

Although the results of our algorithms show better performance than using
u- and v-disparity map, still there is a large space for improvement. The
robust model based approach can be improved by using a smarter quantization
method than the current one. The partitioning method of Bab-Hadiashar and
Suter [1] can also be used to improve the results. In addition, we may use a
model selection criterion to decide if a region is located on the road or on an
obstacle approximately parallel to the camera image plane.

To reduce the false negatives, we will fuse the disparity segmentation result
with other cues such as shape, texture or motion. We also will include a
tracking method to track obstacles over the image sequence such as Kalman
filtering or particle filtering.

Road Obstacle Detection Using Robust Model Fitting 51



52 N. Gheissari and N. Barnes

Fig. 12. Results of applying model
based algorithm on frame 170.

Fig. 13. Results of applying morpho-
logical based algorithm on frame 170.

Fig. 14. Results of applying u- and v-
disparity based algorithm frame 170.

Finally, as this algorithm only aims at detecting the obstacle region with no
classification, later we will include a classification approach to decide whether
an obstacle is a car, a pedestrian etc.

7 Conclusion

The main contribution of this paper is proposing a model based approach for
obstacle detection in driving assistant applications. The first algorithm relies
on the fact that a constant model can describe the disparity map associated
with every obstacle approximately parallel to the camera image plane. We
quantize the disparity space, use a robust model fitting method to estimate
the constant model parameter, and compute the scale of noise that is used to
partition the data. In the second algorithm that only can be applied to sparse
disparity maps, we use some basic morphological operations to segment the
data. Our main contribution here is not the segmentation algorithm itself but
it is the way we separate the road data from our image. This road separation
(or detection) method again is based on a model-based approach.

Both algorithms have been extensively tested and compared and have
shown to be more successful than the u- and v- disparity segmentation al-



Fig. 15. Results of applying model
based algorithm on frame 410

Fig. 16. Results of applying morpho-
logical based algorithm on frame 410

Fig. 17. Results of applying u- and v-
disparity based algorithm frame 410

Fig. 18. Comparison of our two algorithms with the u- and v- disparity based
algorithm.

gorithm. The model based algorithm misses fewer regions than the other al-
gorithms. This indicates that the model based approach is effective for obstacle
detection, and is worthy of further study to improve its performance further.
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Summary. In this paper, we present a new adaptation of the regular polygon de-
tection algorithm for real-time road sign detection for autonomous vehicles. The
method is robust to partial occlusion and fading, and insensitive to lighting con-
ditions. We experimentally demonstrate its application to the detection of various
signs, particularly evaluating it on a sequence of roundabout signs taken from the
ANU/NICTA vehicle. The algorithm runs faster than 20 frames per second on a
standard PC, detecting signs of the size that appears in road scenes, as observed
from a camera mounted on the rear-vision mirror. The algorithm uses the symmetric
nature of regular polygonal shapes, we also use the constrained appearance of such
shapes in the road scene to the car in order to facilitate their fast, robust detection.

1 Introduction

Improving safety is a key goal of road vehicle technology. Driver support
systems aim to improve safety by helping drivers react to changing road con-
ditions. Although full automation of road vehicles may be achievable in the
future, our research focusses on systems that can assist drivers immediately.
Rather than replacing the driver, we aim to keep the driver in the loop, while
supporting them in controlling the car.

Road signs present information to alert drivers to changes in driving con-
ditions. Critical information signs, such as speed, give-way, roundabout, and
stop give information that a driver must react to, as opposed to informational
and directional signs. These signs appear clearly in the road scene, and are
well distinguished. However, drivers may sometimes miss such signs due to
distractions or a lack of concentration. This makes detecting critical informa-
tion signs and making the driver aware of any they may have missed a key
target for improving driver safety. The lack of driver awareness of a sign may
be detected through a lack of response.

We have previously demonstrated the application of the radial symmetry
operator [1] to detecting speed signs, demonstrating real-time performance [2].

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 55–66, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Here detection took advantage of the circle that must appear on Australian
speed signs. The radial symmetry algorithm is a shape detector, based on
image gradient, and so is robust to varying lighting conditions and occlusions,
or the incomplete appearance of edges due to sign degradation under weather
conditions. This detection algorithm was coupled with recognition to allow a
full system that reported the current speed limit to the driver in real-time.

The regular polygon detector is a more general algorithm than radial sym-
metry that is able to detect all regular polygons including triangular, square,
and octagonal shapes [3]. General regular polygons may be detected in an
image up to a similarity transform. All the properties of the radial symme-
try algorithm are maintained in terms of robustness to illumination changes,
occlusion, and poor edges. In this paper, we adapt this algorithm specifically
to real-time road sign detection. By only examining gradients that could be
part of the road sign being sought, we are both able to simplify the detection
process without significantly impacting robustness. This allows the detection
to run at less than 50 ms per image on a standard PC installed in the vehicle.
We demonstrate this performance on a real road sequence, showing robust
and effective detection.

This class of regular polygon detectors has complexity O(Nkl), where l is
the maximum width of the segments of the shape, k is the number of scales
that are being considered, and N is the number of image pixels. Note that
for small shapes k and l are small numbers. The generalised Hough transform
[4] is a general algorithm that can perform the same function, however, even
modern hardware-based implementations take multiple seconds to recognise
a single shape [5]. This improved computational performance is the benefit of
specialised algorithms for detection of known features.

Other work in perceptual grouping [6] takes a similar approach in terms of
finding local support for shapes. However, this work does not use pixel-based
gradient information, and works at the level of edge segments for gradient.
A complexity of k2 was reported where k is the number of edge segments,
however for a cluttered image, if the segment size is one pixel, k may be of
order of the size of the image.

The regular polygon shape detector class of algorithms is specialised for
real-time performance by exploiting the nature of regular polygon-like shapes
that have a defined centre point, using it as the voting centre. This makes
the algorithm robust to pixels that are missed due to occlusion, poor gradient
direction estimates or broken edges, as the vote at the centre point will still be
high. The regular polygon detectors are parametric in the formulation, and can
be easily and efficiently applied in situations where constraints are available
from the embodiment of the vision system within, such as the appearance
of a road sign to a car. In this paper, we focus specifically on the aspect of
adapting the detector for road sign detection.

This detector improves on previous sign detection results by facilitating
fast, robust detection that can reduce the region of interest for sign recog-
nition to only a few pixels, returning the position, centroid, scale and shape
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of candidate signs. Thus, few pixels require examination for recognition, and
the sign size and shape parameters are known. This allows computationally
expensive recognition as processing is well-targetted, so comparatively little
computation is needed to assess a candidate. The enhancements detailed in
this paper reduce the number of false positive sign detections by ignoring all
gradient edges that are not at an angle that could be part of a valid road sign.

2 Background

Road sign recognition research has been around since the mid 1980’s. A direct
approach is to apply normalised cross correlation to the raw traffic scene
image. This brute force method is computationally prohibitive, but can be
eased somewhat by approaches such as simulated annealing [7], or applying
templates to an edge image of the road scene [8]. However, these methods are
still computationally intensive and so unsuitable for a real-time system.

Many approaches have introduced separate stages for sign detection and
classification of sign type (e.g., [9, 10, 11]). We argue that this is an effective
means of managing computation for even a small number of sign types if the
detection algorithm has low computational cost, facilitating real-time opera-
tion. In this manner, computationally intensive classification is only performed
on a small fraction of the input stream.

Colour segmentation is the most common method for detection. Typically,
this is based on the assumption that the wavelength that arrives at the camera
from a traffic sign is invariant to the intensity of incident light. This assump-
tion usually manifests in the statement that HSV (or HSI) space is invariant
to lighting conditions [11]. A great deal of the research in this area exploits
a detection stage based on this assumption (e.g., [11, 12, 9, 13, 14, 15, 16]),
either finding the signs, or eliminating much of the image from further pro-
cessing. However, the camera image is not invariant to changes of incident
light chromaticity. Such variance occurs under different conditions, such as
direct sunlight, heavy cloud, smog, and under headlights at night. Further,
the colour changes as signs fade over time.

Another approach to detection is a priori assumptions about image forma-
tion. At its simplest, one can assume that the road is approximately straight,
so much of the image can be ignored. Combining such assumptions with colour
segmentation, Hsu and Huang [16] look for signs in only a restricted part of
the image. However, such assumptions can break down on curved roads, or if
the road is not planar. A more sophisticated approach is to use some form of
detection to facilitate scene understanding, and thus eliminate a large region
of the image. For example, Piccoli et. al [12] suggest large uniform regions of
the image correspond to the road and sky, and thus signs are only likely to
appear in the region alongside the road and below the sky. However, this is
inadequate in more difficult road scenes, for example a scene with trees over-
head casting shadows across the road. They also suggest ignoring one side of
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the image as signs will only come up on one side, however, this is not always
the case, for example see Figure 3, where the sign is in the centre of the road.

In this paper we present an adaptation of the regular polygon detection
algorithm to real-time detection of road signs. The detector uses gradient
elements to detect signs based on shapes, detecting triangle, square, diamond,
octagonal, and circular signs. The adaptation of the regular polygon detector
that we present can detect all signs in an image in 50 ms at all the sizes that
are practical for our driver assistance system vehicle platform.

3 The Structure of the Road Environment

There is much possible variation in sign appearance. Throughout the day, and
at night time, lighting conditions can vary enormously. A sign may be well lit
by direct sunlight, or headlights, or on the other hand it may be completely
in shadow on a bright day. Further, heavy rain may blur the image of the
sign. Ideally, signs have clear colour contrast, but over time they can become
quite faded, but are still quite clear to drivers. Although signs appear by the
road edge, this may be far from the car on a multi-lane highway — to the
left or right, or very close on a single lane exit ramp — and whilst signs are
generally a standard distance above the ground, they can also appear overhead
or on temporary roadworks signs at ground level. With this nature, it is not
simple to restrict the possible viewing positions of a sign within the image.
By modelling the road [17], it may be possible to dictate parts of the image
where a sign cannot appear, but road modelling has its own computational
expense, and, as discussed previously, colour-based methods are not robust.
However, the roadway is well structured. Critical signs, including give way,
stop and roundabout signs have a highly regulated appearance. Unless the
sign has been tampered with, signs will appear upright and approximately
orthogonally to the road direction. Finally, signs are always placed to be easily
visible, so the driver can easily see them without having to look away from the
road. In this paper we assume that the signs are correctly oriented, however,
with minor accidents, signs can occasionally appear tilted.

The regular polygon algorithm searches for near regular polygonal features.
As a legal critical information signs must always appear orthonormal to the
direction of the road, provided the system camera points in the direction of
vehicle motion, the surface of signs will be approximately parallel to the image
plane and so the polygonal shape of these signs will appear undistorted. On
a rapidly curving road it may be that the sign only appears parallel to the
image plane briefly, but this will be when the vehicle is close to the sign, so it
will appear large in the image. If we are processing images at 20 Hz, and we
are able to recognise a sign reliably from only a small number of frames then
generally we are safe to assume that the sign will be approximately parallel
to the image plane for many images.



4 Adapting Regular Polygon Detection
to Real-Time Sign Detection

Detecting regular polygons has been shown to be a powerful means of locat-
ing triangular, square and octagonal road signs in images [3]. The method
used was an extension of the radial symmetry transform [1], and utilised the
intrinsic symmetry of equiangular regular polygons to detect these shapes in-
dependently of orientation. However, in the case of road sign detection the
orientation of the target is known a priori, and thus orientation independence
is not required. This section demonstrates how the introduction of an orien-
tation constraint can be applied to the algorithm to: reduce the complexity;
and increase the speed to real-time levels.

For the sake of completeness this section summarises the base part of the
algorithm described in [3]. This sets the basis for the adaptation to road scenes
and the real-time implementation described in the remainder of the section.

4.1 Review of Regular Polygon Detection

The existing algorithm detects the centroids of n-sided regular polygons in
greyscale images as follows. Firstly the image gradient vector field is com-
puted, all elements with magnitudes under a predefined threshold are set to
zero, and the resulting vector field is denoted g. For each radius under con-
sideration, a vote image Or is computed of the same size as the input image,
and initialised to zero. Each non-zero element of g is considered in scan-line
order, and the shape centroid locations voted for and against by this gradient
element are computed. For a single gradient element g(p) these are given:

L+ = {L(p, m)|m ∈ [−w, w]}, (1)
L− = {L(p, m)|m ∈ [−2w,−w) ∪ (w, 2w]}, (2)

respectively. Here L(p, m) describes a line of pixels in front of and behind the
gradient element a distance r away, as shown in Figure 1, and is given by:

p

g(p)

ww

r

Fig. 1. Lines of pixels voted for by gradient element g(p), light lines indicate positive
votes, dark lines negative votes.
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L(p, m) = p + round (mḡ(p) ± rg(p)) , (3)

where ḡ(p) is a unit vector perpendicular to g(p), m is an integer and

w = r tan
π

n
. (4)

Figure 2 shows the different voting lines for the same gradient element
when searching for different shapes, the white lines show positive votes L+

and the dark lines are the negative votes L−. The negative votes are included
to attenuate the response of straight lines too long to belong to the target
shape. As each significant (non-zero) element of g is considered the total
votes for each pixel are accumulated in the vote image Or.

p

g(p)

p

g(p)

p

g(p)

Fig. 2. Voting lines associated with a gradient element for different shapes.

In [3] a second vote image is constructed called the n-angle image. This
votes for angles to ensure that the shapes detected have the required number,
and does this in such a way as to facilitate the detection of these shapes
at any orientation simultaneously. The n-angle image is a key component
and accounts for a substantial portion of the computational time required.
However, it is not required if the orientation of the target is known a priori.

4.2 Detecting Regular Polygons of Known Orientation

If the orientation of the targeted shape is known, the search can be targeted
much more specifically, and a number of speedups and simplifications can be
applied to both reduce the complexity and increase the performance of the
method originally proposed in [3].

The orientation together with the number of sides of a regular polygon
provides a constraint on the angles of gradient elements that are likely to occur
at the edges of the shape. Specifically, for an n-sided figure with orientation θ,
the gradient orientations likely to occur around this shape are given by



Fig. 3. Images from the start (52), middle (75), and end (99) of the sequence
showing the roundabout sign used in this paper.

� g(p) =
�

θ +
2kπ

n
± (

#
mod π, for k an integer, (5)

where ( is the angular tolerance on detected shape orientation with respect to
that expected. This allows for some variation in the angle of real signs, and for
some error in gradient values. Note that ( was actually a few degrees. Note that
this method is equivalent to the previous algorithm, with a priori information
replacing the second vote image to apply joint orientation selectivity. It will
also remove any triangular candidates that are not oriented as signs, and so
remove this noise from the image.

Only gradient elements satisfying the orientation constraint in Equation 5
need be considered when computing Or. This both reduces the computation
required to compute Or and implicitly performs the same task that the n-
angle image did in the unconstrained case, namely attenuating responses for
votes whose angular spacing is not consistent with that of the target shape.

4.3 Embodied Vision Issues

In practice, we process a continous image stream, not single images. Between
two images at 20 fps, only slight motion will occur. Accidental features are
common, where two image features align coincidentally, such as alignment of
multiple edges to form a regular polygon. We may partly deal with this issue
by requiring that a detected regular polygon is present for t images, does
not move far between frames, and that its radius does not decrease in size
over time, and only increases by an amount appropriate for the vehicle speed.
Further, as there will be artefacts at multiple radii for a single sign, we apply
non-maximal suppression.

Further, the size that the sign will appear in the camera image mounted
in the car is constrained by the closest distance that it will be from the car,
and the camera focal length. There is also no point in detecting signs that are
smaller than the minimum size required to classify the sign.
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Fig. 4. Inside the ANU/NICTA intelligent vehicle. Cameras to monitor the road
scene appear in place of the rear-vision mirror.

5 Real-Time In-Vehicle Implementation

We integrated regular polygonal sign detection into the ANU/NICTA Intel-
ligent vehicle, see Figure 4. The algorithm was implemented in C++. The
maximum radii of the largest circle that could be inscribed on the triangle
was 12 pixels, and four radii was sufficient for the visible range of give way
signs as they appeared from the vehicle. For a 320 x 240 image, the detection
of four radii algorithm was able to run at 20 fps, running in less than 50 ms
per frame, on a 3Mhz dual processor PC. This is a vast improvement over
the approximately 1 fps performance of the original algorithm [3]. In previous
work we found that classification using normalised cross correlation was able
to run in less than 1ms per candidate, and so there is sufficient time left for
each frame to classify several candidates. As discussed in [18], the threshold
of gradients was set to only take the top 20% of the gradients in the image,
improving the signal to noise ratio and enhancing computational speed.

6 Results

Previously, we ran the detector on a series of signs taken from the internet
with the general algorithm. Images from this set were rerun with the new
adaptation of the algorithm to demonstrate that it has not lost any general-
ity for road scenes. The images and their regular polygon transform for the
correct radius are shown in Figure 5. The results are quite comparable with
the full algorithm, and are less noisy due to the exclusion of gradients that
are irrelevant to the constrained orientation case of road signs.

We took a real image sequence from the cameras mounted in the vehicle.
The sequence consists of 100 images. The sign is large enough to be classified
starting from frame 52, until it falls outside the image in frame 99. Over this
period the vehicle was travelling at approximately 60 kmph. This sequence
was run through the complete system without any specific adjustments to
the sequence itself. The first, last, and mid images in the sequence are shown



Fig. 5. Images of two stop signs from the internet, and corresponding regular poly-
gon transform image using the algorithm presented for radius 20, and 28 respectively.
Although not completely clear to eye in this reproduction, in both cases the sign is
detected as the highest peak in the image.

in Figure 3. Figure 6 shows the vote images that were produced for the mid
image in the sequence. At the position of the sign, the increasing radius can be
seen as the lines produced by voting move towards, and then past the centre
of the sign, the peak is across (b) and (c). For this image, the best radius was
at (232,52) from top left. For this sequence, we took the best candidate in
each frame for each radius, and checked if it was in the best ten candidates
at each radius for the next t images. For the sequence, the frame by frame
results for different t are shown in Figure 7. Figure 8 shows a summary of
the number of times the sign was correctly detected during the sequence, and
the number of false positives, given different values for t. Regardless of the
detection rates over the sequence, it can be clearly seen that the sign is easily
detected many times over the sequence. Also, with this small number of false
positives, the recognition part of the system will be required to investigate
a maximum of four image locations in any frame. Figure 9 shows the false
positive rates for the images where the sign was to small to be detected. We
expect that this can be improved by computationally simple post-processing
of detected candidates. In initial trials with normalised cross correlation-based
recognition, the sign was recognised 17 times in the sequence. Although this
shows the sign being recognised many times while it is visible, the literature
would suggest better recognition rates can be achieved with tuning.

In previous work round signs [2], we found that false positive repeat signs
were rare for circular features. As can be seen from Figure 8 this was less the
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6. The regular polygon detection image for image 76 shown above, for radii of
(a) 6, (b) 8, (c) 10, and (d) 12. The images underneath show vote histograms. (b)
and (f) show the correct radius with a single clear peak of votes at the sign, with
few other candidates with a close number of votes.

Fig. 7. Average and half standard deviation of false positives (top) and false neg-
atives (bottom), given number of frames t that the sign is required to be present.
Note that the error bars are set to one half of the standard deviation for clarity.

case for triangular signs. This is to be expected, as it is not uncommon for
a multiple edges to align in an urban road-scene. However, as the number of
expected edges increases towards the limit of a circle they will become less
common as this requires more coincidentally placed edges.



numframes times correct false positives

2 44 47

3 44 44

4 44 38

5 44 37

Fig. 8. For the number of frames the sign is required to be present, the number of
correct classification and the number of false positives across the whole 48 frames
where the sign was detectable.

t number of frames average false positives

2 3.01

3 2.80

4 2.46

5 2.26

Fig. 9. Number of false positives per frame versus t for the 52 frames where the
sign was not large enough to be detected.

7 Conclusion

We have adapted the regular polygon algorithm for road sign detection. By
constraining the gradient image voting, we were able to simplify the algorithm
in terms of computation, and process images in less than 50 ms. The detection
results over sample images show no significant loss of detection signal with re-
spect to the original regular polygon detection algorithm. New image sequence
results demonstrate stable performance at real time, and reliable detection,
with sufficiently few false positives to support real-time classification.
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Autonomous navigation using natural landmarks in an unexplored environ-
ment is a very difficult problem to handle. While there are many techniques
capable of matching pre-defined objects correctly, few of them can be used for
real-time navigation in an unexplored environment. One important unsolved
problem is to efficiently select a minimum set of usable landmarks for locali-
sation purposes. This paper presents a method which minimises the number
of landmarks selected based on texture descriptors. This enables localisation
based on only a few distinctive landmarks rather than handling hundreds
of irrelevant landmarks per image. The distinctness of a landmark is calcu-
lated based on the mean and covariance matrix of the feature descriptors of
landmarks from an entire history of images. The matrices are calculated in a
training process and updated during real-time navigation.

1 Introduction

Autonomous navigation in an unexplored environment is more challenging
than in a controlled environment. In particular, underwater environments
are mostly unexplored and do not have GPS access. Therefore navigation is
generally based on methods such as Simultaneous Localization and Mapping
(SLAM) [1] [2]. Most existing SLAM algorithms rely on artificial landmarks
which do not exist in an unexplored environment. Recently, methods have been
developed for extracting natural landmarks with representations that are in-
variant to scaling, distortion and perspective. Most of these methods select
landmarks based on local properties of points, such as extracting the extrema
[3] [4] or corner features [5]. The surrounding properties of these points are
then analysed and converted to a vector of feature descriptors. These meth-
ods can efficiently select invariant natural landmarks from each image, so that
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the same landmarks can be picked up under different geometric or lighting
conditions from different images.

However, such methods tend to generate hundreds of landmarks per im-
age. For real-time SLAM applications, it is computationally infeasible to com-
pare landmarks from the current image against a database of all landmarks
previously seen. SLAM does not only require a method for selecting natural
landmarks that are invariant, but also requires selection of a small enough
set of distinctive landmarks for computing the similarity between landmarks.
A method for selecting distinctive landmarks that is both economical and
efficacious is described in this paper.

2 Background

Scale Invariant Feature Transformation (SIFT) [4] is a method which has
received much attention recently for its robustness in representing landmarks.
It analyses the local gradients of the extrema extracted using Difference of
Gaussian (DOG) filters [6] . Its descriptors are claimed to be invariant under
changes in scale, rotation, shift and illumination conditions.

We have previously devised another method of representing landmarks
based on DOG and frequency distribution analysis [3] that could potentially
provide more robust descriptors than those based on gradient properties be-
cause the frequency properties used are usually less sensitive to noise.

Corner-based approaches, such as the Harris Matrix [7], claim to be also
invariant under affine transformation [5]. Other methods including phase con-
gruency [8], wide baseline stereo matching [9], intensity transformation [10]
and steerable filters [11], are also designed to provide invariant descriptors.
Some comparison of these techniques has been reported [12].

All of the methods mentioned above can be described in two main steps.
Firstly, select interest points based on local properties. Secondly, analyse and
represent the local properties of interest points by descriptors. The reason that
methods mentioned so far tend to generate hundreds of landmarks per image
is because the selection process occurs prior to descriptor transformation and
is therefore based only on raw image data. The main motivation of distinctness
analysis presented in this paper is to have a further selection process based
on the landmarks represented by descriptors i.e. a post-descriptor selection
process.

3 Distinctivness Analysis

The question arises as to how a few relevant landmarks out of a potentially
large set should be remembered. In Figure 1, it would be best to remember
the center object because it is the most distinctive among the set. If one
remembers any of the other objects, which are similar to each other, it will be
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hard to distinguish between them later on. The algorithm should maximize
the probability of recognizing and localizing correctly, based on the features
of just a few chosen landmarks.

Fig. 1. Simple diagram of a distinctive object among other objects

3.1 Mathematical Distinctness

Mathematically speaking, if each landmark is represented by descriptors using
a method noted in Section 2, each landmark becomes a feature vector of
descriptors in parametric space. Distinctness can be judged from analyzing
these vectors. The general philosophy of distinctness selection is to preserve
a set of parameters that appear less frequently whilst deleting those that
appear more frequently. If we consider all the feature vectors of landmarks as
containing random variables, the probability of appearance for each of them
can then be calculated by assuming a Gaussian distribution of the vectors
using the formula [13]:

f(x) =
1)

(2π)mdet(C)
× exp{−1

2
(x − µ)tC−1(x − µ)} (1)

where:

µ =
1
n

n*
j=1

xj (2)

and

C =
1

n − 1

n*
j=1

(xj − µ) · (xj − µ)t (3)

where n = the number of landmarks.
A distinctness selection can then be made on the basis that the lower the

probability, the more distinctive a landmark is judged to be.
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3.2 Global Distinctness

Since distinctness selection is a process of minimizing the number of land-
marks, the selection criteria must select landmarks consistently from a variety
of images. The distinctness of a landmark must have a global meaning for it
to be call distinctive i.e. any possible matches should pick out landmarks that
are distinctive across images rather than within a particular image.

Referring to Equation 1, the distinctness of a landmark is calculated based
on a mean vector µ and a covariance matrix C. To obtain these two matrices,
the sample feature vectors must be selected over a wide range of images of the
environment. However, remembering all the sampled feature vectors from each
image can accumulate to a huge database. This is avoided because the mean
and covariance are updated on every image without the need for recalculation
later on.

Let us denote the mean and covariance for the global distinctness by µt

and Ct respectively and those for the current image by µc and Cc. Then µc

and Cc can be calculated from Equations 2 and 3; assuming µt and Ct have
been initialised, they can be updated using the formula:

µt = λ µt−1 + (1 − λ)µc (4)

where λ is the innovation factor, which determines how much the system
relies on history versus new data.

Ct is calculated on the following formula:

Ct(x,y) = E(XY )t − µt(x)µt(y) (5)

where E(XY ) is the expectation value of the product of two dimensions
X and Y, which can be calculated from:

E(XY )t = λ E(XY )t−1 − (1 − λ)E(XY )c (6)

E(XY )t−1 and E(XY )c can be obtained by rearranging Equation 5 using
E(XY ) as the subject with appropriate µ and C matrices.

µt and Ct can be updated iteratively using µc and Cc. To initialize µt

and Ct, they are assigned equal to µc and Cc for the first input image.
µt and Ct require the system to run over a series of images in order to
have confidence in global distinctness. A practical solution is to take a safe
walk in the environment of interest e.g. move forward a few steps then move
backward a few steps, before using the data for exploration into an unexplored
environment.

3.3 Probability of Similarity

Once distinctive landmarks have been extracted, they are compared to form
a judgment on how likely any two of them correspond to the same landmark.
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This involves calculating the probability of similarity between two selected
landmarks from different images.

Each landmark is extracted and converted into a feature descriptor i.e.
a p-dimensional vector, which is subject to sources of randomness. Firstly
there is random noise from the sensors. Secondly, the descriptor expression is
itself a simplified representation of the landmark. Lastly the two images being
compared could be viewing the landmark from a different perspective, which
causes geometric distortion. Therefore, each landmark can be considered as a
single sample of the observing object.

In making inferences from two landmarks in two different images, it is
in principle a standard significance test. However, comparison is only made
between two single samples. For this reason, the ANOVA test (The Analysis
of Variance) cannot be used because the sample size required should be large.

For multidimensional vector comparison, the χ2
v (Chi-Squared) distribu-

tion test is appropriate. Chi-Squared distribution is a combined distribution
of all dimensions which are assumed to be normally distributed. It includes an
additional variable v describing the degrees of freedom. Details can be found
in [13].

In multidimensional space, the χ2
v variable is defined by:

χ2
v = N(x − y)tΣ−1(x − y) (7)

where:
x and y are the mean of the measurements of X and Y respectively;
Σ is the covariance matrix of noise;
N is a function related to the sample size of the two measurements.
Since our sample size is one, then N = 1, x = x and y = y. Equation 7

simplifies to:

χ2
v = (x − y)tΣ−1(x − y) (8)

If the noise of each dimension is independent of the other, the inverse
covariance is a diagonal matrix and hence can be further simplified to:

χ2
v =

p*
i=1

(xi − yi)2

σ2
i

(9)

where p is the number of dimensions of x.
Since x contains p independent dimensions, then the degree of freedom

v is p not (p − 1) as usually defined for the categorical statistic. Also σi =√
2σ, where σ is the standard deviation for a single random variable on each

dimension.
With χ2

v and v obtained, the probability of similarity is defined to be
equal to the integrated probability at the χ2

v value obtained. The integrated
probability of Chi-Square distribution can be found in statistical tables.
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4 Experimental

In this section, experiments were conducted on a series of sub-sea images
(courtesy of ACFR, University of Sydney, Australia). The configuration was
set such that the camera was always looking downwards on the sea floor.
This configuration minimised the geometrical distortion caused by different
viewpoints.

4.1 Initial Test of the Algorithm

For this experiment, the algorithm was written in Matlab V6.5 running on a
PC with a P4 2.4GHz processor and 512Mb of RAM.

To demonstrate how the distinctness analysis algorithm worked, a typical
analysis is now explained in detail. In the following example, we have trained
the distinctness parameters µt and Ct over 100 images from the series. The
texture analysis described in [3] generated invariant landmarks on two partic-
ular images shown in Figure 2 which consist of partially overlapping regions.

The distinctness analysis described in Section 3 was then applied to further
select a smaller set of landmarks which were considered to be distinctive as
shown in Figure 3. The innovation factor λ was chosen to be 0.9 weighting
the past significantly more than the present. The threshold for distinctness in
Equation 1 was chosen to be 0.2, a value that kept the number of landmarks
chosen to relatively few. In Figure 4, the two highest matches of landmarks
that scored higher than a threshold probability of 0.8 are shown with linked
lines.

The first selection of landmarks based on DOG techniques generated many
landmarks scattered all over the two images. More landmarks could usually
mean more confidence for matching. However, the computational time for
making comparison would also increase. In addition, since non-distinctive ob-
jects were not excluded, many of the matches could possibly have been gen-
erated by similar objects located at different places.

Figure 3 shows a selection of landmarks that the algorithm chose to be
globally distinctive. The number of landmarks was significantly reduced when
retaining useful matches between the two images. Since these landmarks
should not appear frequently in the environment, the possibility that simi-
lar objects appear in different locations is minimised.

The run-time of this algorithm depended on the complexity of the images.
On average, the time required to generate landmarks with descriptors took
∼6 seconds per image while the selection process of distinctive landmarks re-
quired only ∼0.05 second per image. Thus the extra time required to select
distinctive landmarks was comparatively small. The time required to calculate
the probability between any two landmarks was ∼0.001 second. On average,
the sub images could generate 150 landmarks. Therefore there were 150 x 149
potential comparisons required to calculate between two images. The maxi-
mum time required would be ∼0.001 x 150 x 150 = 22.5 seconds. But after
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Fig. 2. Two particular images from the Sub sea images. The different sizes of boxes
are landmarks generated using texture analysis described in [3].

applying the distinctness selection process, the number of landmarks reduced
to ∼10 per image. The time required to make comparison thus reduced to
∼0.1 second. The algorithm is currently being re-implemented in C which
should improve its speed significantly.

4.2 Global Distinctness Test

The performance of the algorithm was then tested with different images across
the environment. The test should reveal whether the algorithm could select
objects that are truly distinctive from a human’s perspective. The task is in
some ways subjective. A group of images are displayed in Figure 5 together
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Fig. 3. On the same two images of Figure 2. After applying the Distinctness selection
process described in Section 3, the number of landmarks is reduced.

with the landmarks selected by the algorithm. The reader can judge the per-
formance of the algorithm by noting what has been picked out.

As can be seen, the distinctive landmarks are usually the complicated
textural corals which tend to be sparsely distributed.

It can be seen that in some of these images, there is a single distinctive
object, in which case, the algorithm has concentrated the landmarks in that
region. However, in images that contain no obvious distinctive objects, the
algorithm has chosen fewer distinctive landmarks scattered over the whole
image.
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Fig. 4. After comparing each distinctive landmarks, two highest matches that con-
tains probability of over 0.8 are joined by lines for illustration.

4.3 Stability Test

A final test was conducted to check on the stability of chosen landmarks. By
stability, we mean that the same landmark should be picked out invariant to
any changes in shift, rotation, scale and illumination. A selection of image
pairs was made such that these pairs contained relatively large changes in
the previously mentioned conditions and contained overlapping regions. After
the algorithm was applied to each image to pick out distinctive landmarks,
an inspection was made within the overlapping region to count the number
of distinctive landmarks that appeared within a few pixels in corresponding
locations of the two images. By comparing this number with the number
of landmarks that did not correspond in both of the images, a measure of
stability was obtained. For example in Figure 3, there were four distinctive
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Fig. 5. Sample images from sub-sea series (courtesy of ACFR, University of Sydney,
Australia)
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landmarks appearing in corresponding locations of both images. On the other
hand, there were three which do not correspond in both images.

In Figure 6, 20 pairs of images have been analysed in the way indicated
above. On average, 47% of the landmarks selected as distinctive in one image
appeared correspondingly in both images. This was deemed a relatively high
hit rate for tracking good distinctive landmarks through image sequences and
shows promise for enabling map building in a SLAM context.

Fig. 6. An analysis of finding stable landmarks over 20 pairs of images.

5 Conclusion and Future Work

The work reported here has shown that it is possible to differentiate image
data in such a way that distinctive features can be defined which can be
tracked on images as the features progress through a sequence of images in
an unexplored environment.

The paper presented an extended algorithm for selecting distinctive land-
marks among numerous candidates, that could also be adapted and combined
with existing invariant landmark generation techniques such as SIFT or Tex-
ture Analysis. In our experiments, the algorithm is demonstrated to discrimi-
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nate a small enough set of landmarks that would be useful in techniques such
as SLAM.

We are currently working to incorporate this landmark selection algorithm
with inertia sensor information to form a functioning SLAM system and de-
ploy it in a submersible vehicle.
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Summary. We present a biologically inspired active vision system that incorpo-
rates two modes of perception. A peripheral mode provides a broad and coarse
perception of where mass is in the scene in the vicinity of the current fixation point,
and how that mass is moving. It involves fusion of actively acquired depth data
into a 3D occupancy grid. A foveal mode then ensures coordinated stereo fixation
upon mass/objects in the scene, and enables extraction of the mass/object using a
maximum a-posterior probability zero disparity filter. Foveal processing is limited
to the vicinity of the camera optical centres. Results for each mode and both modes
operating in parallel are presented. The regime operates at approximately 15Hz on
a 3GHz single processor PC.

Keywords: Active Stereo Vision Road-scene Fovea Periphery

1 Introduction

The National ICT Australia (NICTA) Autonomous Systems and Sensing
Technologies (ASSeT) Smart Car project focusses on Driver Assistance Sys-
tems for increased road safety. One aspect of the project involves monitoring
the driver and road scene to ensure a correlation between where the driver is
looking, and events occurring in the road scene [11]. The detection of objects
in the road scene such as signs [19] and pedestrians [14], and the location of the
road itself [2], form part of the set of observable events that the system aims
to ensure the driver is aware of, or warn the driver about in the case that they
have not noticeably observed such events. In this paper, we concentrate on the
use of active computer vision as a scene sensing input to the driver assistance
architecture. Scene awareness is useful for tracking objects, classifying them,
determining their absolute position or fitting models to them.
4 National ICT Australia is funded by the Australian Department of Communica-

tions, Information Technology and the Arts and the Australian Research Council
through Backing Australia’s ability and the ICT Centre of Excellence Program.
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1.1 Research Platform

Fig. 1. Research platform. Left: Smart Car, and CeDAR mounted behind the wind-
screen (centre). Right: CeDAR, laboratory apparatus.

The Smart Car (Fig. 1, left), a 1999 Toyota Landcruiser, is equipped with
the appropriate sensors, actuators and processing hardware to provide an en-
vironment in which desired driver assistance competencies can be developed
[9]. Positioned centrally inside the front windscreen is an active stereo vision
mechanism. CeDAR, the Cable-Drive Active-Vision Robot [22], incorporates
a common tilt axis and two pan axes each exhibiting a range of motion of 90o.
Angles of all three axes are monitored by encoders that give an effective angu-
lar resolution of 0.01o. An additional CeDAR unit (Fig. 1, right) identical to
the unit in the Smart Car is used for initial visual experiments. Although it is
stationary and cannot replicate road conditions, it is convenient for algorithm
development such as that presented in this paper.

2 Active Vision for Scene Awareness

A vision system able to adjust its visual parameters to aid task-oriented be-
haviour – an approach labeled active [1] or animate [4] vision – can be ad-
vantageous for scene analysis in realistic environments [3]. Foveal systems
must be able to align their foveas with the region of interest in the scene.
Varying the camera pair geometry means foveal attention can be maintained
upon a subject. It also increases the volume of the scene that may be depth-
mapped. Disparity map construction using a small disparity search range that
is scanned over the scene by varying the camera geometry is less computa-
tionally expensive than a large static disparity search. A configuration where
fixed cameras use pixel shifting of the entire images to simulate horopter re-
configuration is more processor intensive than sending commands to a motion
axis. Such virtual shifting also reduces the useful width of the image by the
number of pixels of shift.

3 Bimodal Active Vision

We propose a biologically inspired vision system that incorporates two modes
of perception. A peripheral mode first provides a broad and coarse perception
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of where mass is in the scene in the vicinity of the current fixation point
(regardless of where that may be) and how that mass is moving. The images
are processed in their entirety. It does not, however, incorporate the notion of
coordinated gaze fixation or object segmentation. Once the peripheral mode
has provided a rough perception of where mass is in the scene, the foveal
mode allows coordinated stereo fixation upon mass/objects in the scene, and
enables extraction of the object or region of mass upon which fixation occurs.
We limit foveal processing resources to the region of the images immediately
surrounding the image centres.

The human vision system provides the motivation for bimodal perception.
Humans find it difficult to fixate on unoccupied space. Empty space contains
little information; we are more concerned with interactions with objects or
mass. Additionally, the human visual system exhibits its highest resolution
around the fixation point, over a region of approximately the size of a fist at
arms length. The periphery, despite being less resolute, is very sensitive to
salient scene features such as colourful or moving objects [21]. For resolute
processing, humans centre objects detected in the periphery within the fovea.

3.1 Peripheral Perception

We first provide an overview of the process required to rectify epipolar geom-
etry for active stereo image pairs. Rectified pairs are then used to construct
depth maps which are incorporated into an occupancy grid representation of
the scene. We also describe how the flow of mass in the occupancy grid is
estimated. These techniques provide a coarse 3D perception of mass in the
scene.

Active Rectification and Depth Mapping

In [7] we described a rectification method used to actively enforce parallel
epipolar geometry [15] using camera geometric relations. Though the geomet-
ric relations can be determined by visual techniques (see [20]), we use a fixed
baseline and encoders to measure camera rotations. We have shown the ef-
fectiveness of the rectification process by using it to create globally epipolar
rectified mosaics of the scene as the cameras were moved (Fig. 2). The mosaic
process allows the use of any static stereo algorithms on an active platform by
imposing a globally static image frame and parallel epipolar geometry. Here,
we use the process for active depth-mapping. Depth maps are constructed us-
ing a processor economical sum of absolute differences (SAD) technique with
difference of Gaussians (DOG) pre-processing4 to reduce the effect of intensity
variations [5].

4 DOG is an approximation to the Laplacian of Gaussian.
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Fig. 2. Online output of the active rectification process: mosaic of rectified frames
from right CeDAR camera.

A Space Variant Occupancy Grid Representation of the Scene

Occupancy grids can be used to accumulate diffuse evidence about the oc-
cupancy of a grid of small volumes of space from individual sensor readings
and thereby develop increasingly confident maps [10]. Occupancy grids per-
mit Bayesian integration of sensor data. Each pixel in a disparity map is a
single measurement for which a sensor model is used to fuse data into the
3D occupancy grid. The occupancy grid is constructed such that the size of
a cell at any depth corresponds to a constant amount of pixels of disparity
at that depth. It is also constructed such that rays eminating from the origin
pass through each layer of the occupancy grid in the depth direction at the
same coordinates [7]. Fig. 3 (left) shows an example snapshot of occupancy
grid construction.

As described in [8], the velocities of occupied cells in the 3D grid are cal-
culated using an approach similar to that of [16]. This approach estimates 2D
optical flow in each image and depth flow from consecutive depth maps. The
mosaics remove the effect of camera rotations so that SAD based flow estima-
tion techniques can be used to determine the vertical and lateral components
of scene flow (Fig. 3, centre). We are able to assign sub-cell sized motions
to the occupied cells in the occupancy grid. The occupancy grid approach
was used to coarsely track the location and velocity of the ground plane and
objects in the scene [8] (Fig. 3, right) at approximately 20Hz.

3.2 Foveal Perception

We begin by assuming short baseline stereo fixation upon an object in the
scene. We can ensure fixation on an object by placing it at the vergence point
using saliency based attention mechanisms5. We want to find the boundaries
of the object so we can segment it from its background, regardless of the type
5 Gaze arbitration combines 2D visual saliency operations with the occupancy grid

perception. However, visual saliency and gaze arbitration are not within the scope
of this paper.
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Fig. 3. Peripheral perception. Left: left camera image (top) and occupancy grid
representation of mass in the scene with surface rendering (bottom). Centre: left
camera image (top) and 3D mass flow vectors (bottom). Right: left camera image of
road scene (top) and occupancy grid representation showing ground plane extraction
(bottom).

of object or background configuration. Analogous to human vision, we define
the fovea as approximately the size of a fist held a distance of 60cm from the
camera. For our cameras, this corresponds to a region of about 60x60 pixels.

For humans, the boundaries of an object upon which we have fixated
emerge effortlessly because the object is centred and appears identical in our
left and right eyes, whereas the rest of the scene usually does not. For synthetic
vision, the approach is the same. The object upon which fixation has occurred
will appear with identical pixel coordinates in the left and right images, that
is, it will be at zero disparity. For a pair of cameras with suitably similar
intrinsic parameters, this condition does not require epipolar or barrel distor-
tion rectification of the images. Camera calibration, intrinsic or extrinsic, is
not required.

ZDF Formulation

A zero disparity filter (ZDF) is formulated to identify objects that map to
image frame pixels at the same coordinates in the left and right fovea. Fig. 5
shows example ZDF output. Simply comparing the intensites of pixels in the
left and right images at the same coordinates is not adequate due to incon-
sistencies in (for example) saturation, contrast and intensity gains between
the two cameras, as well as focus differences and noise. A human can easily
distinguish the boundaries of the object upon which fixation has occurred
even if one eye looks through a tinted lens. Accordingly, the regime should be
robust enough to cope with these types of inconsistencies. One approach is to
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Fig. 4. NCC of 3x3 pixel regions at same coordinates in left and right images.
Correlation results with higher values shown more white.

correlate a small template in one image with pixels in the same template in
the other image. Fig. 4 shows the output of this approach. Bland areas in the
images have been surpressed (set to 0.5) using DOG pre-processing. This is
because untextured regions will always return a high NCC response whether
they are at zero disparity or not. The output is sparse and noisy. The palm
is positioned at zero disparity but is not categorised as such. To improve re-
sults, image context needs to be taken into account. For this reason, we adopt
a Markov Random Field [13] (MRF) approach. The MRF formulation defines
that the value of a random variable at the set of sites (pixel locations) P
depends on the random variable configuration field f (labels at all sites) only
through its neighbours N ∈ P . For a ZDF, the set of possible labels at any
pixel in the configuration field is binary, that is, sites can take either the label
zero disparity (f(P ) = lz) or non-zero disparity (f(P ) = lnz). For an obser-
vation O (in this case an image pair), Bayes law states that the a-posterior
probability P (f | O) of field configuration f is proportional to the product of
the likelihood P (O | f) of that field configuration given the observation and
the prior probability P (f) of realisation of that configuration:

P (f | O) ∝ P (O | f) · P (f). (1)

The problem is thus posed as a MAP optimisation where we want to find
the configuration field f(lz, lnz) that maximises the a-posterior probability
P (f | O). In the following two sections, we construct the terms in Eq. 1.

Prior P (f)

The prior encodes the properties of the MAP configuration we seek. It is
intuitive that the borders of zero disparity regions co-incide with edges in the
image. From the approach of [6], we use the Hammersly-Clifford theorem, a
key result of MRF theory, to represent this property:

P (f) ∝ e−
P

C VC(f). (2)

Clique potential VC describes the prior probability of a particular realisation
of the elements of the clique C. For our neighbourhood system, MRF theory
defines cliques as pairs of horizontally or vertically adjacent pixels. Eq. 2
reduces to:

P (f) ∝ e
− P

p

P
q∈Np

Vp,q(fp,fq )
. (3)

In accordance with [6], we assign clique potentials using the Generalised Potts
Model where clique potentials resemble a well with depth u:
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Vp,q(fp, fq) = up,q · (1 − δ(fp − fq)), (4)

where δ is the unit impulse function. Clique potentials are isotropic (Vp,q =
Vq,p), so P (f) reduces to:

P (f) ∝ e

− P
{p,q}∈εN

8><>:2u ∀fp �= fq,

0 otherwise. (5)

VC can be interpreted as a cost of discontinuity between neighbouring pixels
p, q. In practice, we assign the clique potentials according to how continuous
the image is over the clique using the Gaussian function:

Vc =
e−(ΔIC)2

2σ2
, (6)

where ΔIC is the change in intensity across the clique, and σ is selected
such that 3σ approximates the minimum intensity variation that is considered
smooth.

Note that at this stage we have looked at one image independently of the
other. Stereo properties have not been considered in constructing the prior
term.

Likelihood P (O | f)

This term describes how likely an observation O matches a hypothesized con-
figuration f and involves incorporating stereo information for assessing how
well the observed images fit the configuration field. It can be equivalently
represented as:

P (O | f) = P (IA | f, IB), (7)

where IA is the primary image and IB the secondary (chosen arbitrarily) and
f is the hypothesized configuration field. In terms of image sites P (pixels),
Eq. 7 becomes:

P (O | f) ∝
'
P

g(iA, iB , lP ), (8)

where g() is some symmetric function [6] that describes how well label lP fits
the image evidence iA ∈ IA and iB ∈ IB corresponding to site P (it could,
for instance, be a Gaussian function of the difference in observed left and
right image intensities at P ; we evaluate this instance – Eq. 11 – and propose
alternatives later).

Energy minimisation

We have assembled the terms in Eq. 1 necessary to define the MAP optimi-
sation problem:
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P (f | O) ∝ e
− P

p

P
q∈Np

Vp,q(fp,fq ) ·
'
P

g(iA, iB , lP ). (9)

Maximising P (f | O) is equivalent to minimising the energy function:

E =
*

p

*
q∈Np

Vp,q(fp,fq
) −

*
P

ln(g(iA, iB , lP )). (10)

Optimisation

A variety of methods can be used to optimise the above energy function in-
cluding, amongst others, simulated annealing and graph cuts. For active vision,
high-speed performance is a priority. At present, a graph cut technique is the
preferred optimisation technique, and is validated for this class of optimisa-
tion as per [18]. We adopt the method used in [17] for MAP stereo disparity
optimisation (we omit their use of α–expansion as we consider a purely binary
field). In this formulation, the problem is that of finding the minimum cut on
a weighted graph:

A weighted graph G comprising of vertices V and edges E is constructed
with two distinct terminals lzd, lnzd (the source and sink). A cut C = V s, V t

is defined as a partition of the vertices into two sets s ∈ V s and t ∈ V t.
Edges t, s are added such that the cost of any cut is equal to the energy of
the corresponding configuration. The cost of a cut |C| equals the sum of the
weights of the edges between a vertex in V s and a vertex in V t.

The goal is to find the cut with the smallest cost, or equivalently, com-
pute the maximum flow between terminals according to the Ford Fulkerson
algorithm [12]. The minimum cut yields the configuration that minimises the
energy function. Details of the method can be found in [17]. It has been shown
to perform (as worst) in low order polynomial time, but in practice performs
in near linear time for graphs with many short paths between the source and
sink, such as this [18].

Robustness

We now look at the situations where the ZDF performs poorly, and provide
methods to combat these weaknesses. Fig. 5a shows ZDF output for typical
input images where the likelihood term has been defined using intensity com-
parision. Output was obtained at approximately 25Hz for the 60x60 pixel
fovea on a standard 3GHz single processor PC. For this case, g() in Eq. 8 has
been defined as:

g(iA, iB , f) =

�
e−(ΔIC )2

2σ2 ∀f = lz

1 − e−(ΔIC )2

2σ2 ∀f = lnz

(11)

The variation in intensity at corresponding pixel locations in the left and
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Fig. 5. Foveal perception. The left and right images and their respective foveas are
shown with ZDF output (bottom right) for each case a-f. Result a involves intensity
comparision, b involves NCC, and c DOG NCC for typical image pairs. Result d-f
show NDT output for typical images d, and extreme conditions e,f.

right images is significant enough that the ZDF has not labeled all pixels
on the hand as being at zero disparity. To combat such variations, NCC is
instead used (Fig. 5b). Whilst the ZDF output improved slightly, processing
time per frame was significantly increased (∼ 12Hz). As well as being slow,
this approach requires much parameter tuning. Bland regions return a high
correlation whether they are at zero disparity or not, and so the correlations
that return the highest results cannot be trusted. A threshold must be chosen
above which correlations are disregarded, which also has the consequence of
disregarding the most meaningful correlations. Additionally, a histogram of
correlation output results is not symmetric (Fig. 7, left). There is difficulty
in converting such output to a probability distribution about a 0.5 mean, or
converting it to an energy function penalty.

To combat the thresholding problem with the NCC approach, the images
can be pre-processed with a DOG kernel. The output using this technique
(Fig. 5c) is good, but is much slower than all previous methods (∼ 8Hz)
and requires yet more tuning at the DOG stage. It is still susceptible to the
problem of non-symmetric output.

We prefer a comparator whose output histogram resembles a symmetric
distribution, so that these problems could be alleviated. For this reason we
chose a simple neighbourhood descriptor transform (NDT) that preserves the
relative intensity relations between neighbouring pixels, but is unaffected by
brightness or contrast variations between image pairs.

In this approach, we assign a boolean descriptor string to each site and
then compare the descriptors. The descriptor is assembled by comparing pixel
intensity relations in the 3x3 neighbourhood around each site (Fig. 6). In its
simplest form, for example, we first compare the central pixel at a site in the
primary image to one of its four-connected neighbours, assigning a ’1’ to the
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descriptor string if the pixel intensity at the centre is greater than that of its
northern neighbour and a ’0’ otherwise. This is done for its southern, eastern
and western neighbours also. This is repeated at the same pixel site in the
secondary image. The order of construction of all descriptors is necessarily
the same. A more complicated descriptor would be constructed using more
than merely four relations6. Comparison of the descriptors for a particular site
is trivial, the result being equal to the sum of entries in the primary image
site descriptor that match the descriptor entries at the same positions in the
string for the secondary image site descriptor, divided by the length of the
descriptor string.

Fig. 7 shows histograms of the output of individual neighborhood compar-
isions using the NCC DOG approach (left) and NDT approach (right) over a
series of sequential image pairs. The histogram of NDT results is a symmetric
distribution about a mean of 0.5, and hence is easily converted to a penalty
for the energy function.

Fig. 5d shows NDT output for typical images. Assignment and comparision
of descriptors is faster than NCC DOG, (∼ 25Hz) yet requires no parameter
tuning. In Fig. 5e, the left camera gain was maximised, and the right cam-
era contrast was maximised. In Fig. 5f, the left camera was defocussed and
saturated. The output remained good under these artificial extremes.

Fig. 6. NDT descriptor construction, four comparisons.

3.3 Bimodal Results

Fig. 8 shows a snapshot of output of the foveated and peripheral perception
modes operating in parallel. The coarse peripheral perception detects mass
near the (arbitrary) point of gaze fixation. Then the foveal response ensures
gaze fixation occurs on an object or mass by zeroing disparity on peripher-
ally detected mass closest to the gaze fixation point. By adjusting the camera
geometry, the system is able to keep the object at zero disparity and cen-
tred within the foveas. Bimodal perception operates at approximately 15Hz
without optimisation (threading and MMX/SSE improvements are expected).

6 Experiment has shown that a four neighbour comparator compares favorably (in
terms of trade-offs between performance and processing time) to larger descrip-
tors.
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Fig. 7. Histograms of individual NCC DOG (left) and NDT (right) neighborhood
comparisions for a series of observations.

Fig. 8. Bimodal operation. Left: left (top) and right (bottom) input images. Right:
Foveal perception (top) and peripheral perception (bottom). Foveal segmentation
enhances the coarse perception of mass in the scene.

4 Conclusion

A bimodal active vision system has been presented. The peripheral mode
fused actively acquired depth data into a 3D occupancy grid, operating at ap-
proximately 20Hz. The foveal mode provides coordinated stereo fixation upon
mass/objects in the scene. It also enables pixel-wise extraction of the object
or region of mass upon which fixation occurrs using a maximum a-posterior
zero disparity filter. The foveal response operates at around 25Hz. Bimodal
perception operates at approximately 15Hz on the 3GHz single processor PC.

Obtaining a peripheral awareness of the scene and extracting objects
within the fovea permits experimentation in fixation and gaze arbitration.
Prioritised monitoring of objects in the scene is the next step in our work
towards artificial scene awareness.
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A System for Automatic Marking of Floors in
Very Large Spaces
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Summary. This paper describes a system for automatic marking of floors. Such
systems can be used for example when marking the positions of stands for a trade
fair or exhibition. Achieving a high enough accuracy in such an environment, char-
acterized by very large open spaces, is a major challenge. Environmental features
will be much further away then in most other indoor applications and even many
outdoor applications.

A SICK LMS 291 laser scanner is used for localization purposes. Experiments
show that many of the problems that are typically associated with the large beam
width of ultra sonic sensors in normal indoor environments manifest themselves here
for the laser because of the long range.

The system that is presented has been in operation for almost two years to date
and has been used for every exhibition in the three main exhibition halls at the
Stockholm International Fair since then. The system has speeded up the marking
process significantly. For example, what used to be a job for two men over eight
hours now takes one robot monitored by one man four hours to complete.

Keywords: Floor marking, localization, large space, long range, laser

1 Background

The Stockholm International Fairs (StoFair) [1] is the leading exhibition, fair
and congress organizer in Scandinavia. It has 56,500 m2 of indoor exhibi-
tion area. There are about 70 fairs and over 1000 congresses, conferences and
seminars per year. The StoFair uses a completely free layout for the exhibi-
tions, that is, each exhibition can have its own unique layout and there are
no restrictions on the shape of the individual stands.

Shortly before each event, the production phase is initiated by marking on
the floor where each stand is located. Then the stands are built, the customers
move in, the fair runs, the customer move out and the stands are torn down.
The next marking takes places and the cycle continues. To maximize the
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© Springer-Verlag Berlin Heidelberg 2006
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utility of the space, the time between fairs should be as small as possible. The
marking of the stand positions are therefore often performed during the night
or at other odd hours.

Traditionally the marking has been carried out manually with tape and a
tape measure. It is a very tedious and boring job. For each tape that is placed
the person has to bend down all the way to the floor. A large exhibition
can have several hundred stands and for each stand several coordinates are
marked. This in combination with the odd hours motivates automation of the
process.

The automation of the marking process can be realized in several ways
and with different levels of autonomy. Most of the time is spent on finding
the location to mark and not the marking itself. Clearly, a fully autonomous
system provides the largest potential gain. One person could then supervise
one or more marking robots and do the job faster than before. It would also
relieve the person from the hard labor that the manual process involves.

2 Introduction

To realize an autonomous marking system there are several subproblems that
need to be addressed. The robot need to be able to localize accurately, navigate
safely through the environment and be able to mark locations on the floor.
There are no systems available off the shelf yet for this task to the best
knowledge of the authors.

The problem of localization has been thoroughly studied in the robotics
literature, see for example [2, 3, 4]. Most of the localization research have
been carried out in indoor environments. The main sensor modalities have
been the ultra sonic sensors and now lately the laser scanner. Both of these
provide range information. In outdoor applications other types of sensors such
as GPS and inertial sensors are also common (see e.g. [5]). GPS however, is
not available indoor. Different representations have been used where the two
main directions are to use features [2, 4] and occupancy grids [6, 3].

Navigation and obstacle avoidance have also attracted a lot of attention
over the years. In most indoor environments this is a key component as the
distance to obstacle at all times is relatively small. Several methods have
been proposed such as the Vector Field Histogram [7], the Dynamic Window
Approach [8] and the Nearness Diagram [9]. Also here the sonar and laser
scanners have been the most commonly used sensors. In the current applica-
tion obstacle avoidance is easier then under regular indoor conditions as the
environment is very large with few obstacles.

2.1 Outline

The rest of the paper is outlined as follows. Sections 3 lists some of the re-
quirements on the system and presents the overall design. Section 4 discusses
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the implementation except for the localization part which is described in Sec-
tion 5. The results of an experimental evaluation of the system are given in
Section 6 and a summary and some conclusions can be found in Section 7.

3 Requirements and Design

3.1 Requirements

This section lists some of the requirements that was put on the system by
StoFair.

• The environment is constantly undergoing changes. A system that that
relies entirely on artificial landmarks, such as retro reflective tapes, be-
ing placed throughout the environment would be costly to maintain. It is
therefore desirable that the system uses the natural environment as much
as possible.

• Since the marks on the floor are the basis for building the walls and placing
the carpets they need to have a certain level of accuracy. The StoFair
specified 3 cm as an acceptable level.

• It must be easy to maintain the map so that it can be adapted to changes
in the environment.

• The system must avoid collisions if there are objects in the way and instead
report points as unreachable if blocked.

• The marking is sometimes done several weeks ahead of time. The floor
is cleaned with machines between the fairs and each mark that is lost in
this process has to be re-measured. This means that the markings have to
withstand significant wear for quite some time.

• The system must have the means to notify an operator if there is a problem,
such as the batteries being low, the robot is stuck, etc.

• The robot must be able to report what coordinates where marked and
which failed. Based on such a report the system should also be able to
continue a mission if it was interrupted.

• It would be desirable to add information besides the location of coordinates
to the markings.

3.2 Design Decisions

It is clear that the sensor used for localization must have a long range since
the environment is very large and the features are sparsely spaced. With GPS
being ruled out, radio localization systems not yet being accurate enough,
sonar sensor not having the necessary range, the remaining candidate sensors
are cameras and laser scanners. Vision was also ruled out since the lighting
conditions are often quite bad and the uncertainty was too large whether or
not the necessary accuracy could be reached. The choice was therefore to use
a laser scanner.
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As mentioned in Section 2 there are several ways to represent the environ-
ment in a map. Depending on the application one will be better suited then
the other. Here, the requirement that a user should be able to maintain the
map tipped the scale in favor of the feature based representations. Another
reason for this was that a CAD model of the environment already existed
which would be easier to exploit in a feature map setting.

To get a head start in the project it was decided to use a commercially
available platform. Building a custom made platform would take too much
time and cost too much money in the initial phase of the project.

A four wheel platform would have the advantage of handling uneven floors
well and be able to traverse small obstacles such pieces of wood that had been
left on the floor. The downside was that it would have significantly worse
odometric performance and might not even be able to turn on a carpet for
example. A conventional two wheeled, differential drive system was therefore
chosen.

4 Implementation

4.1 Platform

The platform of choice for the unit was a Pioneer2-DXE from ActivMedia [10]
with an on-board 800MHz computer running Linux. Figure 1 shows the plat-
form equipped with everything that is needed to carry out a marking mission.
The standard batteries of the Pioneer robots were later replaced by packs of
Ni-MH cells to boost the autonomy from about 2h up to 6h. The laser scan-
ner is the main sensor for localization and navigation. In addition, sonar and
bumpers are used as a compliment for close range obstacle avoidance.

Regarding the laser scanner a more thorough investigation should have
been made. Now the choice was biased by already being familiar with the
SICK family of laser scanners. A SICK LMS 291 was chosen, as it has better
range than the indoor SICK LMS 200.

4.2 Map

A map of the environment already existed in the CAD system that is used
for planning the layout of the fairs and many other tasks. The CAD system
is already familiar to the staff and offers an easy to use interface for editing
a map. It was therefore decided that the map format for the robot should be
CAD compatible. The DXF format was chosen because it is text based and
easy to parse. Changes to the environment made in the CAD system can thus
be carried over to the robot effortlessly. Figure 2 shows the features available
to the robot for localization in HallC at StoFair. This hall is about 80m by
270m. Looking at the figure it seems to be dense with features, but pillars in
the middle are 25m apart.
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Printerhead

SICK LMS 291

Printer controller

Ink bottle

Sonar

Bumper

Fig. 1. The platform base is a Pioneer-2DXE. A SICK LMS 291 is the main sensor.
For the marking it has been equipped with a industrial ink-jet printing system
consisting of a printer head, an ink bottle, hoses and a printer control unit.

Fig. 2. The wall and pillar features in HallC which is about 80m by 270m large.

4.3 Marking Device

Clearly the system would not be functional without any means to mark loca-
tions on the floor. The requirement that the markings must be sturdy enough
to withstand running a cleaning machine over them and to allow addition
information to be added to the marking led us to use an industrial ink-jet
printer from EBS [11]. Such systems are typically used to print on for ex-
ample cardboard boxes. In its normal application the printer head is fixed
and the boxes move past the head on a conveyer belt. Here the printer head
is moved by the robot over the floor to create the equivalent of a gigantic
plotter. This has given the first platform its name, Harry Plotter.
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4.4 Navigation

The navigation system have three main parts that are responsible for i) local
planning to make sure that obstacles are avoided, ii) marking of points and
iii) global path planning to select which order to traverse the coordinates. The
navigation system operates at 20Hz, driven by the rate of the odometric data.

Obstacle Avoidance

Obstacle avoidance in exhibition hall environments is often not as challenging
as in a typically indoor environment as there is so much space to maneuver
on. However, the system still needs to be able to handle situations with heavy
clutter not to get stuck when an area has not been properly cleaned. The
system switches between two modes depending on the amount of clutter.
In the normal mode a controller similar to the one used in the High Safety
situations of the Nearness Diagram [9] is used. In situations with heavy clutter
the Global Dynamic Window Approach [12] is used. The speed had to be
limited to 0.6m as the platform was unable to maintain a straight course at
higher speed with all the extra equipment that added to the weight. Clearly,
a custom made platform could have performed better here.

Marking

The printing on the floor is done at constant speed (0.15m/s). The printer
is “loaded” with a text string and the printing is started by a signal that is
normally generated when the object to print on passes a photodetector. Here
this signal is generated by the robot.

Besides marking the location of a certain coordinate the system can add
extra information that makes it easier to identify the coordinate and make it
easier to see how the carpets or walls should be placed. This extra information
is given by two optional text strings.

At a speed of 0.15m/s and a sampling rate of 20Hz the error just from the
discrete time control could be in the order of 1cm. In addition, there are no
real-time guarantees in standard Linux which can also contribute to errors.
Another source of errors is the delay between when the signal is given and the
printing starts. This delay is measured and compensated for. To reduce the
influence of the first type errors the distance to the mark position is calculated
in each step. Instead of signalling to print when the mark has been passed,
printing starts when it is predicted to be shorter to the mark location in the
current iteration than it will be when scheduled the next time.

Global Path Planning

The global path planning here is similar to the traveling salesman problem,
each coordinate has to be visited to mark it. Currently a simplistic approach
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is used where the stands are completed sequentially. The advantage of this
approach, besides being computationally attractive, is that construction of
the stands in principal could begin immediately after the first stand has been
marked. Planning is performed once before each mission and results in an
XML-file with the information needed for each coordinate.

The direction of the text information is defined by the direction of the line
that connects the current coordinate with the previous. In cases where there
is no previous point, special coordinates which are not marked can be added
to the file.

The mission specification file in XML-format can be used directly as a
report file. A tag for each coordinate tells if it has been marked or not. A
comment regarding the cause of failures can also be added and easily be
picked out because of the XML-format.

The robot is unable to mark a certain coordinate in mainly two cases i)
the space required by the robot to mark is occupied or ii) it is not sure enough
about its position.

4.5 User Interface

The user interface is graphical and has been written in JAVA. It allows the
operator to monitor the progress of the robot continuously. The planned path
of the robot is displayed and coordinates that have been successfully marked
are faded out. Points that the robot was unable to mark are highlighted.
In cases where the operator knows that certain parts of a hall are blocked
these areas can be de-selected graphically. The graphical user interface also
provides information about the estimate time left to complete the mission and
the status of the batteries.

As an extra security measure the robot is equipped with a GSM module so
that it can send text messages (SMS) to the operator. Such messages are sent
when the batteries need to be changed, if the robot is stuck or lost somewhere.

5 Localization

Because of the nature of the task the localization component in the system was
one of the keys to success. It has been shown by many that indoor localization
using a feature representation can be made highly accurate [4]. The challenge
in this application is that the environment is much larger, the floor is not
as even and the map might not be completely correct and complete. As was
seen in Figure 2 the distance between features is large, in the order of 25m.
The surface of the floor varies between relatively smooth concrete to uneven
asphalt where the robot can almost get stuck in places.

Two types of features are used in the map, i) lines which correspond to
walls and ii) pillars. A wall provides accurate information about the distance
and orientation relative to it. However, it would not be possible to rely only
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on the walls as they are not visible at all from some poses in the large hall.
Notice also that the uneven floor limits the maximum usable range as well.
The different features are kept in different layers in the CAD map so that
they can be distinguished easily. The pillars come in many different shapes
and are defined as sets of lines and arcs. An Extended Kalman Filter (EKF)
is used to fuse the information from the measurements of the features and the
odometry.

5.1 Lines

The are many examples of using lines for localization in the literature. What
makes this case special is the large distances. At typical indoor distance (<
10m) the foot print of the laser scanner is often small enough to neglect.
However, in the large halls this will lead to large errors. The beam width of the
SICK LMS 291 is in the order of 0.01rad ≈ 0.60◦ [13]. The footprint can easily
be in the order of a meter in some cases. When performing line extraction for
the localization this must be taken into account. Figure 3 shows how the
compensated point can be calculated assuming that the reflecting surface is
rough.

Fig. 3. The center point (blue) is reported by the laser scanner and the one at the
end of the arc (red) is an approximation of the true reflection point

The problem with this model is that the effective beam width, depends
(at least) both on distance and on the reflecting material. In the environment
under consideration some walls are very smooth, whereas some are rough.
Just as ignoring the beam width is bad, erroneously compensating for it is
equally bad. Therefore, to avoid having to augment the map with reflectivity
information for the walls another approach is taken. Only wall segments that
can be observed close to perpendicular are used for localization. Because of
the layout of the halls this is generally not a limitation.

5.2 Pillars

The description of the pillars gives a flexible representation that can account
for the many types of pillars that are present in the environment. When match-
ing scan points to the contour of the pillars the ICP algorithm [14] is used.
The contour is sampled to generate the reference point to match the scans
against (see Figure 4). The pillars all have similar painted surfaces and thus
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the compensation illustrated in Figure 3 can be used. Only the sample points
that correspond to model segments that are visible from the current pose are
used for the different pillars. After associating scan points to pillars based
on their position the ICP algorithm is run to associate the points with the
different segments on the pillars. The position of each scan point is then com-
pensated for (see Figure 3), according to the associated pillar segment. After
this a second turn of the ICP algorithm is run to make adjustments caused
by the beam width compensation.

Fig. 4. Left: Sampled contour as reference points for the ICP algorithm. Mid: Close
range observation. Right: Long range observation.

6 Experimental Evaluation and Modifications

At the end of the project, in February 2003, a few month before the system was
put into operation, a full scale test of the system was performed. The total
number of coordinates was 722, out of which 518 should be marked3. The
length of the trajectory was 4374m and contained 246 stands corresponding
to a total stand area of 10150m2. The total time for the task was 4.5h and
the robot succeeded to mark 492 out of the 518 points.

To evaluate the marking accuracy, the 492 marked coordinates were hand
measured. Figure 5 shows the error distribution both in terms of the absolute
error and separated into the x- and y-components. The standard deviation
for the absolute error was 18mm and the average error was 28mm.

There are many sources of errors. One was mentioned before dealing with
the printer. Furthermore, the CAD map that is the basis for the localization
is accurate to about 1-2cm. The laser sensor also has a systematic error in
the order of centimeters [13]. Finally, the hand measured positions also have
an error associated with them. Put together these errors can explain most
of the fluctuations in the accuracy. The really large errors (≥ 75mm), which
3 The rest defined directions
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represents less than 3% of the total number points, are the result of data
association errors. Many of these are caused by unmodeled objects being in
the scene. For example, the pillars are often used to lean all sorts of things
against to get them out of the way. At large distances it is very difficult to
detect such errors.
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Fig. 5. Error distribution for the marked point for the first full scale test.

There were two causes for the 26 coordinates that could not be marked.

• In some places the trajectory was planned such that only a single wall was
visible, i.e. the robot was driving close to and toward the wall. In these
cases the pose of the robot could not be determined with enough accuracy
and these coordinates were skipped.

• The robot is unable to mark coordinates that are too close to obstacles.
Furthermore, in the current implementation the robot also wants to be
able to drive straight for a distance before the mark is made to stabilize
everything and reach the right printing speed.

6.1 Modifications

Some modifications were made to the system before it was put into operation
in August 2003.

A method based on using temporary localization stick landmarks was
developed. The halls at the StoFair all have some coordinates permanently
marked on the floor to assist in the manual marking process. Whenever such
a point comes into view the system searches for a stick there. If it is found
very close to the predicted position it is added to the map and henceforth
used in the localization process. The sticks have their own layer in the CAD
map.

In many cases were the robot is uncertain of its pose for a mark, the
pose can be determined better if the robot is reversing the mark direction.
Therefore, the robot attempts to mark a point in the opposite direction before
reporting a failure due to insufficient accuracy. The result of this modification
is that the robot is able to mark all positions free from obstacles under normal
conditions.
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6.2 Re-evaluation

The same fair that was evaluated in 2003 was evaluated again in 2005. This
time a total of 194 coordinates spread out over the hall were examined man-
ually. Out of these, 188 points were marked and 6 had been skipped because
they were too close to obstacles (pillars). The ability to turn around and mark
in the other direction reduced the number of failures. The marked coordinates
had the same average error and standard deviation as in the evaluation two
years earlier.

The system has now become a natural part of the marking process. It has
been used for marking every fair in the three main halls since it was taken into
service in 2003. The robot operators are from the same group of people that
used to perform the manual marking. They do not have any special computer
or robotics training which indicates that the system is easy enough to use by
people that have no robotics background.

7 Summary and Conclusion

To summarize we have presented a system for automatic markings of floors.
It has been used to mark every fair in the three main halls at StoFair since
August 2003. The system has shown that high accuracy can be achieved in
very large areas, but that the laser scanner has to be modelled better than in
typical indoor applications.

Figure 6 shows an example of how it might look when two fairs have been
marked in different colors. The dashed lines have been overlayed graphically
to highlight the location of the walls for the two stands. Notice how one of
the two texts will be visible even after the construction as it ends up outside
the wall.

Fig. 6. An example of how it looks on the floor when two fairs have been marked

The most important indicators of success in this project is the fact that
the system has been used now for almost two year continuously and is greatly
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appreciated by the staff and that a second platform has been built. At first
many considered it to be mysterious and some were sceptical but today it is
taken for granted. As a final remark the time to mark a typical fair has been
cut from 8h with two men to about 4h with one robot and one man that
potentially can run more than one robot at a time.
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Summary. This paper develops a theory for the decentralised estimation of angu-
lar profiles for point characterisation. Angular profiles are an example of spatially
distributed characterisation which may be further processed for classification and
identification. This paper also describes the development of a vision system for in-
tegration into a decentralised data fusion system for tracking and characterisation.
Visual results are presented showing the field setup and sensor observations.
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1 Introduction
This project extends our previous work on multi-air vehicle decentralised data
fusion (DDF), which used point feature detection for object tracking, locali-
sation and mapping [1]. This paper discusses our developments in the incor-
poration of point characterisation for detecting and identifying low signature,
partially obscured or hidden objects.

Multiangular image processing is common in geoscience applications for
land classification [2]. A wide variety of application specific domains imple-
ment angular characterisation, but generally not in a recursive estimation
framework, let alone in a method amenable to probabilistic decentralised data
fusion.

In SLAM, tracking and structure from motion, point features are not gen-
erally considered to possess interesting properties as a function of viewing an-
gle. Multiangular characterisation in a decentralised, real time object tracking
environment is a new approach.

The rest of this paper is laid out as follows: Section 2 introduces our
approach, explaining the purpose of characterisation and angular profiles in
particular.
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Section 3 describes the setup of our vision system and field tests. Section 4
shows visual results from the field tests. Section 5 develops a technique for the
decentralised estimation of angular profiles, with simulated demonstrations.
Section 6 outlines directions for future development.

2 Approach

Our aim is to incorporate identity and class of objects into our existing sens-
ing and decentralised data fusion system [1, 3] and to include this in the
development of an information theoretic control layer.

In general, we are proposing to perform feature characterisation from sen-
sor data prior to performing identification upon the characterisation results.
These techniques incorporate spatially distributed observations and build spa-
tially distributed representations of objects to provide a rich basis for classi-
fication.

Angular dependence of properties is one particular dimension we are con-
sidering for characterisation. This is based on the challenges of feature iden-
tification and classification from a single frame or scan, especially given the
possibility of hidden or obscured objects.

Characterising angular properties requires observing from a wide range
of angles. This behaviour will be useful for characterisation in the form of
angular profiles described here and also for other characterisations such as
estimating 3D structure [4] and bearing only localisation.

In this paper, recent results are shown from a flight trial involving circling
around features of interest.

3 Experimental Setup

The vision system is mounted as a nose module on our UAV, as shown in
figure 1(a). The colour camera is a Sony XCD-X710CR. This was chosen for
its high resolution (1024 × 768) and high frame rate (up to 30 fps at full size).
The colour camera interfaces via a standard firewire device for commanding
and image transfers. The trigger input on the camera is driven from a parallel
port output signal driven from a custom Linux kernel module for periodic
events and timestamping.

Both cameras are mounted in fixed positions, along the lateral axis of the
UAV. This geometry is consistent with the need for viewing ground features
from many angles and consistent with the flight parameters of the UAV. The
UAV flies in arc trajectories around the ground features with the bank angle,
forward velocity, relative altitude and turn radius matched to ensure that the
sensor footprint covers the ground feature and that flight parameters are kept
within safe limits. Details of the UAV control architecture are given in [5].
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(a) Sensors setup (b) UAV in flight (c) Setup for ground
based observations

Fig. 1. Sensors, flight vehicle and ground vehicle setup

Ground vehicle observations were obtained using the same vision system,
as shown in figure 1(c).

Flight tests were carried out in a rural environment consisting of natural
and pre-existing man-made features. Some typical features can be seen in
figure 2. These include isolated trees and vegetation patches, live animals
(cattle), long straight fences with junctions and corners, straight and curved
roads (including the airstrip), a continuous curved river, isolated dams and
water tanks, sheds and other buildings.

Ground
Vehicle

White
Squares

Ground Vehicle
tracks

Trees
(live, dead)

(a) Trees, white squares
and ground vehicle

(b) Horizon, Infrastruc-
ture

(c) river and vegetation

Fig. 2. Environmental setup

Various artificial features were introduced into the environment; white
squares, patterned cylinders and a vehicle. The white squares are 1×1 metre
plastic squares which are highly visible from the air and ground. These were
surveyed in position using DGPS to act as fiducial markers for the confirma-
tion of tracking and image registration results (of their own position and of
nearby natural features). White squares are the most basic object for tracking
purposes. The patterned cylinders are 2.5 metres high by 1.5 metres diame-
ter cylinders with a printed pattern wrapped around the circumference. The
vehicle acts as a realistic test case for tracking and classification, (see figure
3(b)).
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4 Flight Imagery

Results are shown here for the images obtained from the UAV mounted vision
system. Images will be subjected to feature extraction and used for construc-
tion of angular profiles of the various natural and artificial features. Figure
3 shows the ground vehicle as viewed from multiple positions during flight.
Images in figure 2 were also obtained from the UAV vision sensor.

(a) A sample of observa-
tion positions. Dots indi-
cate the UAV vehicle posi-
tions for each observation
shown below.
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(b) A selection of views of the vehicle. Each
row is obtained from a single pass of the
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Fig. 3. Images from the flight data

5 Estimation of Angular Profiles

This section describes an approach to the estimation of angular profiles. An-
gular profiles will be important to the development of identification and clas-
sification algorithms (for example, [2]) and will play a role in directing infor-
mation theoretic control algorithms into circling features of interest. Angular
profiles can be considered as a container for observables which vary in angle. It
is a subject of future development to incorporate the extraction of such observ-
ables from images, however the angular profiling technique is demonstrated
here with preliminary observations. Possible observables include geometry,
colour, texture and outputs from single-view image processing techniques.
Angular profiles can be considered as a useful intermediate between image fu-
sion and three dimensional object estimation on the one hand, and the fusion
of single aspect classification results on the other [6].

Angular profiles are cast in an information filter (inverse covariance) form
[7]. Recent developments from the SLAM community in large state space
management in information form will be beneficial in the implementation [8].

State Description. An angular profile of an object is a function x(θ). The
function x(θ) is discretised into a finite set of angles

�
θ1 · · · θN

�
covering all



angles 0 � θi < 2π. Each xi = x(θi) is a continuous scalar, xi ∈ R. The state
space for estimation consists of the state vector X =

�
x1 · · · xN

�T .
An angular profile covering two dimensions of angle is similarly a function

x(θ, φ) discretised into a finite set covering 0 � θi < 2π and −π � φi < π .

Problem Description. The challenge in the theory behind estimation of angu-
lar profiles lies in describing the correlations between angular states such that
the profile behaves well during estimation. In particular, it is desired to apply
a consistency model, to reflect the fact that there can not be sudden jumps in
the profile across small changes in angle. This consistency model plays the role
of a process model in ordinary scalar estimation, in that it serves to smooth
out the noise presented by observations.

Consistency models are required in order to smooth out observation noise
for observations from multiple angles. By analogy with conventional scalar
estimation, process models smooth out observation noise for observations from
multiple points in time. Consistency models are required so that correlations
can be propagated around the profile such that observations at one angle
affect the estimates at all other angles. By analogy with conventional scalar
estimation, process models describe correlations such that observations affect
future estimates.

This means that consistency models are as fundamentally important to
the estimation as process models are to conventional estimation and that con-
sistency models play the same role in the estimation as conventional process
models.

5.1 A Differential Observation Technique
for Angular Consistency Models

This section describes a technique for constructing the correlations between
the angular profile states. This section is described with reference to a one-
dimensional angular profile. The extension to two dimensions is described in
section 5.3

A consistency model for the angular profile is assumed, taking the form
given in equation 1 and re-arranged in terms of all states as in equation 2.
The consistency model in examples and demonstrations here is a constant
value model, F = I. This consistency model is an observation of the difference
between successive states. The true difference is w, which is modelled as zero
mean Gaussian noise of covariance Rc. Rc, Zc and Hc refer to the parameters
of the consistency model update.

xk = Fxk−1 + w (1)
(xk − Fxk−1) = w�

0 · · · −F I · · · 0
� �

x0 · · · xk−1 xk · · · xN

�T = w (2)

Development of Angular Characterisation 109



110 P. Thompson and S. Sukkarieh

Equation 2 is of the form given in equation 3

Zc = HcX + v (3)

Zc = [0] Hc =
�
0 · · · −F I · · · 0

�
v = w E [w] = 0 E

�
wwT

�
= Rc

The consistency model is applied to each pair of successive states, resulting
in a concatenated Hc matrix, shown in equation 4 for an example with five
states.

Zc =


0
0
0
0
0

 Hc =


−F I

−F I
−F I

−F I
I −F

 (4)

The final row in equation 4 is a periodic boundary condition which observes
the difference between the first (x1) and last (xN ) state elements1. The angular
profile must be periodic by definition, i.e. x (0) = x (2π).

This consistency model observation can be applied as an observation up-
date. Here we assume that an Information filter (inverse-covariance) represen-
tation of the state variables is being used. The Fisher Information matrix, Y,
is initialised to zero to represent infinite uncertainty. The consistency model
observation becomes an addition to Y, as shown in equation 5

Y = 0 + Hc
T Rc

−1Hc (5)

The resulting Y information matrix is shown by example in equation 6,
with Rc

−1 = I and F = I.

Y =


2 −1 −1
−1 2 −1

−1 2 −1
−1 2 −1

−1 −1 2

 (6)

Note that the information matrix is sparse. The number of non-zeros is given
by 3Nn where N is the number of angles in the discretisation and n is the
size of the state at a given angle. Note that at this point det(Y) = 0, as there
have been no genuine observations. The rank of Y is N − 1. There is zero
information along the sum of all states eigenvector but all others are nonzero.

1 Note that x1 �= xN , since θ1 �= θN (they are separated by one interval)



Observations. The most basic observation simply observes the value at one
angle θi, updating xi. In this case the observation H matrix selects one par-
ticular angle state eg: H =

�
1 0 · · · 0

"
. Note that there is a data association

problem involved in choosing which angle state to associate an observation
with.

Using the Information filter observation update equation, observations of
x at particular angles are made by information addition:

Y+ = Y− + HT R−1H (7)

The form of the information update results in additions to the diagonal of Y,
retaining the sparse layout regardless of the number of observations.

This technique inherits the scalability and decentralisation properties of
the information filter. Multiple observations are fused recursively without in-
crease in the size of the representation. Furthermore, the information matrix
is always highly sparse, in a banded pattern. By arriving at an information
form description of the angular profile, the technique is readily applicable to
incorporation into our existing decentralised data fusion architecture [1].

5.2 Angular Profile Simulations
The following simulations demonstrate the theory. A true angular profile was
created from an arbitrary smooth function. Observations were taken from the
true profile with zero mean Gaussian noise consistent with the observation
model. To plot the angular profile, the information matrix and vector are
converted to covariance and estimate. The estimated angular profile is then
given by x. Error bounds at each angle are given by the diagonals of P.

Figure 4(a) shows the angular profile after two observations. There is no
direction imposed on the propagation of uncertainty around the profile; it is
symmetrical in both directions. Uncertainty grows as one moves away from
angles where an observation was made. This is reflected in the structure of
the covariance matrix, Figure 4(c). Note that correlations exist broadly across
regions without observations, yet the information matrix remains sparse and
banded. Note that the individual observations become simple additions onto
the diagonal with almost no processing required for successive observations
(especially not a matrix inversion). The profile construction problem is essen-
tially deferred until the information matrix is inverted.

5.3 A Two Dimensional Angular Consistency Model
Section 5.1 described the development of the consistency model for a circular
(one dimensional) angular profile. This section extends the structure of the
consistency model to cover two dimensions, forming a surface.

Equations 1 to 3 refer to the application of a consistency model on pairs
of elements according to their adjacency on the profile, including a periodic
boundary condition. This technique applies to pairs of states in no special
order, therefore it is possible to apply the consistency model to states which
are adjacent in an undirected graph of arbitrary structure. The undirected
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Fig. 4. Simulated Angular profiles.

graph structure for the one dimensional profile is a simple ring. The undirected
graph structure for the two dimensional profile is a spherical mesh.

The spherical mesh is generated from DistMesh [9]. The mesh is uniform
overall but not perfectly regular. The positions of the nodes and the mesh
connectivity is constant throughout the estimation process. In future revi-
sions the irregular mesh will be replaced by a regular mesh with identical
edge lengths and number of edges per node in order to ensure symmetry and
uniformity.



The consistency model is described by an Hc matrix equivalent to equation
4. This matrix is formed by iterating through each of the graph edges of the
mesh structure, where each edge yields one row of Hc. For each edge, where
the edge is between nodes i and j:

Hcrow,i = I Hcrow,j = − I (8)

The consistency model observation becomes an addition to Y, as in equation
5.

5.4 Two Dimensional Angular Profiles Demonstration
Figure 5 shows a demonstration of angular profiles from our flight vehicle and
ground vehicle. The patterned cylinder object was characterised according
to the metric area of the object as viewed from the (air or ground) borne
image sensor. This is a preliminary observable for demonstration of the esti-
mation structure. Figure 5(d) shows the separate contributions from the air
and ground vehicle, which are separate due simply to their differing angles
of elevation. The fusion of information from air and ground is simplified by
the use of angular profiles because they allow explicit differences in value at
viewing angles. Hence it is not required that features be absolutely identical
from air and ground. Figures 5(a) and 5(b) are shown at the same orienta-
tion. The peaks in profile information correspond to the groups of observation
points where multiple observations have been fused. Regions without observa-
tions take on an estimate obtained through the network of consistency models,
causing those regions to have non-zero information.

5.5 Information Theoretic Properties of Two Dimensional Angular
Profiles
One application of angular profiles is in causing information theoretic control
schemes [10] to explore multiple viewing angles of point features (in addi-
tion to spatial exploration over multiple features). This section describes the
properties of the determinants of the information matrices of angular profiles.

The entropic information i of an n-dimensional Gaussian variable with
Fisher information, Y and the mutual information I between two alternate
information matrices Ya and Yb are given by:

i = 1
2 log [(2πe)n |Y|] I = 1

2 log


|Ya|
|Yb|

�
(9)

Angular profiles determinants have the following properties:

• After application of the consistency model but before observations, |Y| =
0. This means that Y retains the properties of a non-informative prior
after application of the consistency model.

• A single observation causes the determinant, |Yb|, to be non-zero.

Development of Angular Characterisation 113



114 P. Thompson and S. Sukkarieh

E
as

tin
g

M
G

A
(m

)

Northing MGA (m)

Cyclinder and View positions

6.1675 6.1676 6.1677 6.1678 6.1679

x 10
6

2.297

2.2975

2.298

2.2985

2.299

2.2995

2.3

2.3005

x 10
5

Cylinder
Ground Obs
Air Obs

(a) Cylinder Object location and air
and ground viewing positions

−1500−1000−500 0 500 1000 1500 2000
−1000

−500

0

500

1000

1500

2000

(b) Radius represents the profile infor-
mation (inverse covariance). The orien-
tation matches that of 5(a)

−4 −2 0 2

−2

−1

0

1

2

3

4

(c) Radius represents the
profile estimate (Projected
area of the object, m2)

-1500 -1000 -500 0 500 1000 1500 2000-5000
500

1000
1500

-1000

-500

0

Air vehicle contributed
information

Ground vehicle contributed
information

(d) Radius represents the profile information (in-
verse covariance). Information peaks correspond to
air and ground observations

Fig. 5. Angular Profiles Demonstration

The mutual information properties of angular profiles are distinct from
those of three dimensional bearing only point localisation [10]. Given a single
observation, the next observation to maximise information gain should be 180
degrees around the profile. A sequence of adjacent observations optimised for
information gain explores all angles.

5.6 Other Applications and Extensions
The method of interpreting prediction models as differential observations used
here to develop a technique for developing the consistency models for angu-
lar profiles can be applied to other problems in the estimation of spatially
distributed states. In particular, it could be applied to the estimation of the
trajectory of near-linear features such as fences, roads and rivers presented by
our field site.



Interpreting prediction models as differential observations can also be ap-
plied to temporal estimation. It is a subject of future investigation to compare
this to other treatments of delayed and asequent data handling [11] and to
other smoothing formulations of estimation. [12]

Interpreting spatial consistency models and temporal prediction models as
differential observations (in space a time respectively) allows one to describe
consistency in space and time simultaneously. This provides a method for
simultaneously estimating spatially distributed random fields and providing
temporal smoothing (spatio-temporal estimation). This can be compared to
the spatial Kalman filtering described in [13] and [14].

It will be necessary to describe temporal process models for the angular
profiles, primarily to introduce uncertainty over time.

There are difficulties involved with handling observations of the angular
profile from uncertain angles. As described, the technique treats the angular
states as fixed on a set of angles around the object and so observations must
be subject to data association to choose the angle to update.

6 Conclusion and Future Work

In this paper we introduced our project and approach, described the vision
system and environment. We introduced a theory for the estimation of angular
profiles with demonstrations from simulation and field data.

In future developments we will be incorporating the image processing al-
gorithms and observation models necessary to observe angular profiles as de-
scribed here. We will be revising the decentralised data fusion system to allow
greater flexibility in the choice of states associated with each feature in order
to support the communication and fusion of angular profiles.

Feedback from the angular profile states and localisation states will need
to be used simultaneously for information theoretic decentralised control. As
discussed in section 5.5, an angular profile of a single feature has well behaved
properties in entropy and mutual information, causing decentralised control
algorithms to explore not only different positions in space but different an-
gles of view. However, implementing angular profiling alongside localisation
presents many challenges.

The technique of angular profiling is limited by the choice of the profiled
observable. For general vision based applications it may be preferable to fo-
cus on methods for estimating the three dimensional geometric structure and
colour or itensity of regions, rather than relying upon low dimensional remote
observables. However, the ability of angular profiles to provide an entropic
measure of angular information coverage is a relevant and beneficial feature.

Acknowledgments

This project is supported by the ARC Centre of Excellence programme, funded by
the Australian Research Council (ARC) and the New South Wales State Govern-
ment. This project is supported by BAE Systems, Bristol, UK.

Development of Angular Characterisation 115



116 P. Thompson and S. Sukkarieh

References

1. Salah Sukkarieh, Eric Nettleton, Jong-Hyuk Kim, Matthew Ridley, Ali Gokto-
gan, and Hugh Durrant-Whyte. The ANSER project: Data fusion across mul-
tiple uninhabited air vehicles. The International Journal of Robotics Research,
22(7-8):505–539, 2003.

2. Nadine Gobron, Bernard Pinty, Michel M Verstraete, Jean-Luc Widlowski, and
David J. Diner. Uniqueness of multiangular measurements. IEEE Transactions
on Geoscience and Remote Sensing, 40(7):1574 – 1592, 2002.

3. Eric Nettleton. Decentralised Architectures for Tracking and Navigation with
Multiple Flight Vehicles. PhD thesis, The University of Sydney, 2003.

4. Frank Dellaert, Steven M. Seitz, Charles E. Thorpe, and Sebastian Thrun. Struc-
ture from motion without correspondence. Proceedings of the IEEE Computer
Society Conference on Computer Vision and Pattern Recognition, 2:557 – 564,
2000.

5. D.T. Cole, S. Sukkarieh, A.H. Goktogan, H. Stone, and R. Hardwick-Jones. The
development of a real-time modular architecture for the control of uav teams.
In The 5th International Conference on Field and Service Robotics, July 2005.

6. Ed Waltz. Handbook of Multisensor Data Fusion. The Principles and Practice
of Image and Spatial Data Fusion. CRC Press, 2001.

7. Peter S. Maybeck. Stochastic models, estimation, and control, volume 1 of Math-
ematics in Science and Engineering. 1979.

8. Sebastian Thrun, Yufeng Liu, Daphne Koller, Andrew Y. Ng, Zoubin Ghahra-
mani, and Hugh Durrant-Whyte. Simultaneous localization and mapping with
sparse extended information filters. The International Journal of Robotics Re-
search, 23(7-8):693–716, 2004.

9. Pen-Olof Persson and Gilbert Strang. A simple mesh generator in matlab. SIAM
Review, 46(2):329 – 345, 2004.

10. Ben Grocholsky. Information-Theoretic Control of Multiple Sensor Platforms.
PhD thesis, Australian Centre for Field Robotics Department of Aerospace,
Mechatronic and Mechanical Engineering The University of Sydney, 2002.

11. Eric W. Nettleton and Hugh F. Durrant-Whyte. Delayed and asequent data in
decentralised sensing networks. Proceedings of SPIE - The International Society
for Optical Engineering, 4571:1 – 9, 2001. Decentralised sensing networks.

12. Robert F. Stengel. Optimal Control and Estimation. Dover, 1994.
13. K.V. Mardia, C. Goodall, E.J. Redfern, and F.J. Alonso. The kriged kalman

filter. Test (Trabajos de Estadstica), 7(2):217–285, December 1998.
14. Noel Cressie and Christopher K. Wikle. Space time kalman filter. Encyclopedia

of Environmetrics, 2002.
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Subterranean Voids
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Summary. The need for reliable maps of subterranean spaces too hazardous for
humans to occupy has motivated the development of robotic mapping tools. For
such systems to be fully autonomous, they must be able to deal with all varieties of
subterranean environments, including those containing loops. This paper presents an
approach for an autonomous mobile robot to determine if the area currently being
explored has been previously visited. Combined with other techniques in topological
mapping, this approach will allow for the fully autonomous general exploration of
subterranean spaces. Data collected from a research coal mine is used to experimen-
tally verify our approach.

1 Introduction

In many parts of the world, abandoned mines present a significant environ-
mental hazard. Toxic runoff, landslides, and subsidence are just some of the
dangers presented by these structures. In the U.S. alone, there are tens of
thousands of abandoned mines [3] that threaten nearby surface and subter-
ranean operations. The first step towards combating this problem is to obtain
an accurate metric survey of the mine structure. Unfortunately, in most cases
an accurate survey of the mine has either been lost or never existed. Taking
a new survey of the structure is often limited to inspections via boreholes,
as abandoned mines are usually too dangerous for people to enter. For this
reason, robots have been proposed as a method for mapping abandoned mines.

The Carnegie Mellon Subterranean Robotics group has undertaken the
task of developing robotic systems that can autonomously explore abandoned
mines or other hazardous subterranean voids. The initial effort led to the
development of a system that can autonomously navigate and explore long
stretches of a single mine portal [2]. More recent work has focussed on ex-
panding mission profiles to include general exploration of multiple intersect-
ing corridors. This led to a system which can detect and traverse multiple
corridors [13], but can not determine when it has returned to a previously
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Fig. 1. Left: Groundhog, the current robotic platform of the mine mapping project.
Right:This map was generated from data acquired during experimentation and
utilizes offline globally consistent mapping techniques. It shows the highly cyclic
nature of room-and-pillar mines.

visited corridor intersection from a different direction. This constraint limited
the environments explored in [13] to those which did not contain loops.

This paper presents a method by which an autonomous mobile robot can
identify correspondences between intersections in subterranean environments,
allowing for autonomous loop closure and more general exploration. Our ap-
proach for matching intersections is based on comparisons of both 2D and
3D range data local to each intersection. The results of these comparisons
are then fed to a binary classifier, which produces the probability of a match.
Such a classifier can then be integrated into a complete system designed to
track multiple topological map hypotheses.

The remainder of this paper discusses the relevant details of our approach.
Section 2 provides background into subterranean topological exploration. Sec-
tion 3 describes our technique, with experimental results presented in Section
4. We conclude with a discussion and directions for future work.

2 Subterranean Topological Exploration

2.1 Robotic Platform

Our current mine mapping platform is Groundhog (Figure 1), a 700 kg
custom-built ATV-type robot that is physically tailored for operation in the
harsh conditions of abandoned mines. Groundhog’s primary sensing consists
of 2 SICK LMS-200 laser range finders mounted in front and back. Each has
a 180◦ field of view, and is mounted on a tilt mechanism with a 60◦ range.
Tilting each laser allows for the acquisition of 3D range data. Groundhog
has been used extensively in both test and abandoned mine environments,
accruing hundreds of hours of mine navigation, including 8 successful portal
entry experiments in the abandoned Mathies mine outside of Pittsburgh, PA.
Offline techniques have been used to generate globally consistent, large-scale
maps based on log data from these experiments. For a thorough overview of
the Groundhog system, see [2].
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2.2 Topological Representations

Topological representations coincide nicely with the inherent structure of
room-and-pillar mines, which consist almost exclusively of narrow corridors
and corridor intersections (see Figure 1). A topological map is a graph repre-
sentation of an environment. The nodes of the graph correspond to distinct lo-
cations in the environment, and the edges correspond to direct paths between
two such locations. For mines, nodes and edges correspond to intersections
and corridors, respectively. This approach was used in [10] to allow a robot to
traverse known mine environments. Topological maps have also proven useful
in robotic exploration tasks of unknown environments [9]. Unexplored edges
in a topological map correspond to unexplored regions of the environment,
thus providing a mechanism for determining which region of the environment
to explore next.

The key components of a system designed for autonomous topological
exploration are:

• A method for traversing an edge in the environment until a node is reached.
• A method for detecting a node and its associated edges in the environment.
• A method for determining whether the currently sensed node has been

visited before, and if so which previously visited node it corresponds to
(this is the problem our current work strives to solve).

• A representation of the topological map and its associated uncertainty.

The first two components have been previously developed and tested in sub-
terranean environments, as described in the following sections.

2.3 Edge Traversal

Edge traversal is the first necessary component for autonomous topological
exploration. While traversing a single corridor, Groundhog utilizes the Sense-
Plan-Act (SPA) framework. While stationary, Groundhog tilts one of its lasers
to accumulate 3D range data from the space in front of it. This 3D point
cloud is used to generate a 2.5D cost map. Next, a goal pose is chosen that
will further Groundhog’s progress down the corridor (or turn it into a new
corridor). A path is planned to the goal pose by feeding the cost map into
a nonholonomic motion planner described in [13]. The planned path is then
traversed by Groundhog, and the whole process repeated. For a more detailed
description, see [2, 13].

2.4 Node Detection

A method for node detection is also critical to topological exploration.
Groundhog detects intersections in its environment by searching for nodes
of the generalized Voronoi diagram (GVD) [6]. Edges of the GVD represent
sets of points equidistant from 2 objects. Nodes of the GVD represent points



Fig. 2. The data collected at each node. Left: Groundhog approaching an inter-
section. Center: the 2D range data collected, as well as the detected node location
and radius. Right: the 3D range data collected.

equidistant from 3 objects. While traversing an edge, potential GVD nodes
are detected using a procedure described in [15]. Each potential node is then
tracked until Groundhog drives through the intersection to which the node
corresponds. The purpose of this extra traverse is to obtain a 2D map of the
environment around the node with a full 360◦ coverage, as opposed to the 180◦

field of view of Groundhog’s lasers. Such coverage is achieved by combining
multiple laser scans from different vantage points. This 360◦ coverage is nec-
essary to determine whether the intersection just traversed is worth exploring;
if the end of a corridor is already within sensor range from the intersection
itself, it may not be worth further exploration. This procedure also eliminates
large concavities that can appear as intersections when first detected. After
a node has been detected and verified, a 3D scan of the intersection is taken,
and Groundhog continues its exploration. The Voronoi radius (equidistance
value between the node and the objects that formed it), 2D map, and 3D scan
(Figure 2) are all stored for later use.

2.5 Framework for Topological Uncertainty

For successful topological exploration, a robot must be able to determine if a
given node has been previously visited. This determination can be made based
purely on the local topology [7], or by combining topological information with
range data or data on nearby features. The techniques described in this paper
follow the latter approach.

Regardless of the specifics of the node matching approach, its output will
be uncertain. There may be multiple previous nodes which match the current
node closely enough to be considered a possible match, and the fact that the
node may never have been previously visited adds additional uncertainty. A
framework is necessary for dealing with this uncertainty until the ambiguity
can be removed. A widely adopted approach is to maintain multiple hypothe-
ses as to the correct topology of the environment [8, 11, 16]. The robot can
then either take actions designed to explicity remove the ambiguity, or main-
tain multiple hypotheses until the natural exploration behavior of the robot
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produces enough additional information. In either case, the correct framework
can add additional robustness on top of the chosen node matching scheme.

3 Subterranean Node Matching

We approach node matching as a topological global localization problem.
When a robot arrives at a node Ni along edge Ei, it can localize itself to
a discrete subset of all possible states in the world (the set of states located
at a node, oriented along an edge). If the robot can properly match Ni and
Ei to a previously visited Nj and Ej , then it will have relocalized itself. If the
robot can properly determine that Ni has not been visited before, it will still
have localized itself to the correct state, albeit a state that has not previously
been visited.

To determine whether the current node Ni matches a previous node Nj ,
we use a hybrid approach based on both local topology and range data (Figure
3). Local topological data is rarely descriptive enough to determine explicitly
whether two nodes match. However, it requires essentially no preprocessing:
it is computationally inexpensive to determine whether Ni and Nj are of the
same degree. For this reason, local topological data is used to pare down the
number of prospective matches.

For similar reasons, 2D as well as 3D range data is used. While 2D range
data is usually not descriptive enough to make an explicit determination, it
is much cheaper to process than the full 3D point cloud, and can further pare
down the number of prospective matches. 2D data has another advantage un-
der our current setup: as described in Section 2.4, 2D information is collected
a full 360◦ around the intersection. The additional coverage offered by 2D
data often proves quite useful in determining final matches.

A common approach for determining whether a robot is revisiting a lo-
cation is to explicitly search for features in the local environment, and try
to match these features to those that have been previously detected. How-
ever, subterranean spaces provide a unique challenge for feature extraction.
While such spaces are often feature rich, it is hard to characterize the features
exhibited. Features can very greatly in both type and scale, and so a more
robust approach is needed. For this reason, our approach compares nodes in a
manner which does not require explicit extraction of predetermined features.

3.1 Comparison of Topological Properties

The first step of our node matching scheme is to use the topological properties
of the detected node Ni to eliminate as many nonmatching nodes Nj as possi-
ble. These topological properties are the degree of the node and its associated
Voronoi radius. Another property we explored was the relative orientations
of the edges associated with the node. Previous work [12] has shown these
relative orientations to be quite susceptible to noise. This lack of robustness



CompareNodes(Ni, Nj):
if Ni.degree �= Nj .degree then return 0
d ← Ni.degree
if |Ni.vRadius −Nj .vRadius | > T d

r then return 0
P2 ← PositionOffsetBetweenNodes(Ni, Nj)

R2 ← MinimumErrorRotation(Ni, Nj , P2)

(MSE2D, P2, R2) ← TrICP2D(Ni.2D, Nj .2D, P2, R2)

if MSE2D > T d
e then return 0

(MSE3D, P3, R3) ←TrICP3D(Ni.3D, Nj .3D, P2, R2)

E ← FormErrorVector(Ni, Nj , P3, R3)

return LogisiticRegression(E, d)

Fig. 3. Pseudocode for our node matching procedure

was also observed in our own experiments, and therefore this property was
not used. Instead, if Nj has a different degree than Ni, or the difference in
observed radii is more than a threshold Tr, Nj is eliminated as a candidate
match. Tr is set relatively high, so as to ensure that no correct matches are
ever thrown out, while eliminating as many incorrect matches as possible in
a computationally inexpensive manner.

3.2 2D Map Matching

The next phase of node matching is to compare each node’s 2D local map.
Before the 2D maps can be compared, they must be properly aligned. Align-
ment of 2D point sets can be achieved using the Iterative Closest Point (ICP)
algorithm [4]. ICP assumes that each point in the data set corresponds to the
closest point in the model set. These correspondences are used to compute the
transformation between the two sets that minimizes the Mean Squared Error
(MSE). The correspondences are then recomputed, and the process iterates
until convergence.

Due to the manner in which our 2D maps are constructed, the assumption
that every point in the data set has a corresponding point in the model set is
often violated to a degree that degrades performance. Therefore, the Trimmed
Iterative Closest Point algorithm (TrICP) [5] is used instead. The key differ-
ence between ICP and TrICP is that TrICP assumes that only a proportion
ξ of the points in the data set correspond to points in the model set. At each
iteration, only ξK of the K points in the data set are used. The ξK points
used are those with the smallest squared distance to their corresponding point
in the model set. When unknown beforehand, ξ can be automatically set by
minimizing the function

ψ(ξ) = MSE(ξ)ξ−(1+λ) (1)

122 D. Silver, J. Carsten, and S. Thayer



Topological Global Localization for Subterranean Voids 123

where MSE(ξ) is the MSE of the ξK points with the smallest squared distance
to their corresponding point in the model set. The parameter λ balances the
tradeoff between using more points and increasing MSE. In [5], λ = 2.

Both ICP and TrICP require a fairly accurate initial alignment in order to
converge correctly. By framing node matching as a global localization prob-
lem, it is assumed that there does not exist a good long term estimate of
metric position. In practice, this is usually the case, as Groundhog’s online
position estimation is not stable over long distances (accurate metric maps
are produced offline). Since Groundhog’s perceived metric position can not be
used for an initial alignment, the locations of the nodes themselves are used.
Since each node is embedded into the environment, if the two local maps are
really of the same intersection, then the location of the Voronoi node in each
map corresponds to the same point in space, represented in different coor-
dinate frames. Setting the origin of each local map to be the corresponding
Voronoi point thus produces an initial alignment in position. However, the
orientation of each map relative to the node is still unknown. To fix the orien-
tation, TrICP is run 8 times, with the initial orientation of one map relative
to the other equally spaced at 45◦ intervals. TrICP is able to overcome such
large errors in initial orientation because the error in initial position is small.
The final alignment that results in the smallest MSE is selected as the correct
2D alignment (Figure 4(a)).

The MSE of the final alignment (after recomputing ξ) is compared against
a threshold Te. Just as with Tr, Te is set to eliminate as many false matches
as possible, while not eliminating any correct matches.

3.3 3D Map Matching

The last phase of node matching uses the 3D range data gathered after each
node is detected. As with the 2D data, the 3D data must first be properly
aligned. The 3D alignment is also achieved using TrICP. The initial 3D align-
ment used for TrICP is based on the final 2D alignment. Using the 2D align-
ment between the candidate nodes, and the known position of each node
relative to the origin of the 3D scan, an initial 3D alignment is computed that
is fairly accurate in x, y and yaw. Just as running TrICP with only an initial x
and y allows the 2D alignment to converge to the correct orientation, running
TrICP with an initial x, y and yaw allows the 3D alignment to converge to
the correct z, roll, and pitch (Figure 4(b)).

In this phase, TrICP is run with one modification. Normally, ξ is computed
according to (1) once during the first iteration. Thus, ξ depends heavily on
the initial alignment. Since the initial alignment could have significant error
in 3 of the 6 degrees of freedom, ξ must be occasionally recomputed. For this
purpose, an additional loop is added around TrICP. After TrICP successfully
converges, ξ is recomputed based on the final alignment. The final alignment
is then fed back into TrICP as the new initial alignment. This process repeats
until the value of ξ converges.



(a) 2D alignment: Each map is centered around its Voronoi node, and then one
map is rotated relative to the other to find the minimum MSE alignment.

(b) 3D alignment: the 2D alignment is used as the initial 3D alignment (left).
The ξNd closest points (center) are then used to find the final alignment
(right).

Fig. 4. 2D and 3D alignment of range data at an intersection

After each 3D alignment is complete, an error vector E = {e1, ..., en} is
produced for each prospective match Ni ↔ Nj . The error vector consists
of both 2D and 3D error measures. The 2D metrics are used despite the
availability of 3D metrics, due to the 360◦ coverage of 2D data. In addition to
MSE, additional error metrics based on the normal vectors of the 3D range
data are used. This error metric is especially useful for classifying potential
matches with a small ξ. The specific error vector used is described in Section
4.

3.4 Classification

After an error vector has been produced, the final task is to determine as
accurately as possible whether or not Ni matches Nj . This can be viewed as a
binary classification problem, with matching and non-matching classes. One
approach to binary classification is logistic regression [1]. Under this approach,
the probability of a match is computed from the error vector E as
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Table 1. The results of each phase of node matching

Stage of # of Incorrect # of Correct
Comparison Matches Remaining Matches Remaining

Original Dataset 1962 108
Degree Matching 1002 108
Radii Difference 588 108

2D MSE 173 108
Logistic Regression 23 108

P (Ni ↔ Nj |E = {e1, ..., en}) =
1

1 + exp(−z)
(2)

z = w0 + w1Φ1(e1) + w2Φ2(e2) + ... + wnΦn(en) (3)

W is vector of weights {w0, ..., wn}, computed from training data using a
maximum likelihood formulation. Each Φi is constructed as a classifier based
on an individual element of the error vector. Our approach constructs each
Φi as a Gaussian classifier of the ith element of the error vector

Φi(ei) =
N (ei, µ

+
i , σ+

i )
N (ei, µ

+
i , σ+

i ) + N (ei, µ
−
i , σ−

i )
(4)

where µ+
i and σ+

i are the mean and standard deviation of the ith element
of E over matches, µ−

i and σ−
i are the mean and standard deviation over

non-matches, and N (e, µ, σ) is the Gaussian probability density function.

4 Experimental Results

4.1 Data Collection

To test our node matching approach, data was collected from the Bruceton
research coal mine near Pittsburgh, PA. The dataset consists of the same
topological, 2D, and 3D data that would be collected during autonomous ex-
ploration and intersection detection. 3D range data was downsampled to one
point per 5cm voxel [14], to ensure equivalent resolution from multiple vantage
points and to provide a significant decrease in computation. For each intersec-
tion, data was collected from each corridor leading into the intersection. Data
was gathered from 46 different intersection/corridor combinations, resulting
in 2070 possible matches. Of these, 108 are correct matches. The results of
each phase of node matching are shown in Table 1.

4.2 Topological Matching

Of the 2070 possible matches, 960 (46%) can be immediately eliminated, be-
cause the degree of one node does not match the degree of the other node.
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Fig. 5. The distributions of each value of the final error vector over nodes of degree
3. The distributions over matches are shown on top, and non-matches on the bottom

Next, matches are eliminated based on the Voronoi radius. To make it as
unlikely as possible that any correct matches are eliminated in this phase,
Tr is set at 1.5 times the maximum difference in Voronoi radii observed in a
correct match. To take into account the differences in various types of inter-
sections, a different threshold T d

r is chosen based on the degree d of the node.
Solely based on radii thresholding, 1219 (59%) of the possible matches can
be immediately eliminated. Combining radii thresholding with the enforce-
ment of degree equality eliminates 1374 (66%) of the possible matches. Thus,
approximately 2/3 of prospective matches are eliminated almost immediately.

4.3 2D Matching

After thresholding on topological properties, the next phase is to align the 2D
range data, and compare the MSE against a threshold Te. For 2D TrICP, a
λ value of 2 was used. As with radius thresholding, a different T d

e is used for
each node degree d, and each T d

e is set at 1.5 the maximum observed MSE in
a correct match. Of the 2070 possible matches, 1573 (76%) can be eliminated
solely based on 2D MSE thresholding. By also only considering matches that
passed the topological matching phase, 1789 (86%) matches are eliminated.
Thus, the relatively inexpensive topological and 2D matching phases are able
to quickly eliminate all but about 14% of the possible matches.

4.4 3D Matching

Next, the 3D range data associated with the remaining prospective matches
is aligned. For 3D TrICP, a λ value of 1.5 was used. After 3D alignment is
completed, the final error vector E is formed. An error vector consisting of
the following fields has so far produced the best results:

• The difference in Voronoi Radius
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Fig. 6. Output of the final classifier on matches (left) and non-matches (right)

• The 2D MSE of the ξ2K2 points with the smallest error
• The 3D MSE of the ξ3K3 points with the smallest error
• The median angle between normal vectors of the ξ3K3 points with the

smallest error

Example distributions of these 4 elements over both correct and incorrect
matches are shown in Figure 5.

4.5 Final Classification

After the error vector has been computed, it is fed into the classifier to com-
pute a final match probability. For this experiment, the classifier was trained
over the set of all matches that were not eliminated by thresholding tests.
To help reduce the chance of a false negative, correct matches were weighted
twice as heavily as incorrect matches during training. As with all other phases,
a separate classifier is used for each possible node degree.

The distributions of the final probabilities over both correct and incorrect
matches are shown in Figure 6. Thresholding the final probability at 0.1 re-
sults in all 108 correct matches still being considered, with only 23 remaining
false positives. This accuracy is more than sufficient for use within a multi-
hypotheses topological framework.

5 Conclusion

In this paper, we have presented a method for approximating the probabil-
ity that two corridor intersections in a subterranean void match. Such an
approach can be used by an autonomous mine mapping robot to determine
when it is revisiting an intersection. This approach, in conjunction with other
topological techniques, will allow for the full autonomous exploration of mine
environments, including autonomous loop closure.

Future work will focus on making our node matching technique robust to
the point that multi-hypotheses tracking will almost never be necessary. One
method for achieving this would be to use multiple 3D scans from each visit



to a node to provide the same 360◦ coverage that the 2D scans achieve. Also,
more intelligent means of computing Tr and Te will be explored. Further, the
possibility of more descriptive 3D error metrics will be investigated.
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Summary. For underground mining operations human operated LHD vehicles are typically
used for transporting ore. Because of security issues and of the cost of human operators, al-
ternative solutions such as tele-operated vehicles are often in use. Tele-operation, however,
leads to reduced efficiency, and it is not an ideal solution. Full automation of the LHD vehi-
cles is a challenging task, which is expected to result in increased operational efficiency, cost
efficiency, and safety. In this paper, we present our approach to a fully automated solution
currently under development. We use a fuzzy behavior-based approach for navigation, and
develop a cheap and robust localization technique based on the deployment of inexpensive
passive radio frequency identification (RFID) tags at key points in the mine.

Keywords: Mining vehicles, fuzzy logic, hybrid maps, behavior-based navigation,
autonomous robots, RFID

1 Introduction

In underground mining, LHD (Load-Haul-Dump) vehicles are typically used to
transport ore from the stope or muck-pile to a dumping point. A number of reasons
have led to the desire to automate the operation of LHD vehicles, thus removing the
need to have a human operator constantly on-board the vehicle. First, a mine is gen-
erally not offering the best environment conditions for humans. Second, the nature
of this task is such that the vehicle and its operator are continuously subject to the
risk of being hit or buried by falling rocks, since the load operation is performed in
unsecured areas. Third, an automated LHD vehicle could allow reduced operation
costs and increased productivity. Fourth, automatic control of the LHD vehicle could
lead to less mechanical strain, which would in turn reduce the maintenance costs.

In some mines, tele-operation of LHDs is used to gain safety, but this often leads
to reduced productivity since a remote operator is not able to drive the vehicle as fast
as an on-board operator. In addition the maintenance cost of the vehicles tends to
increase with tele-operation. These facts have led to the desire to automate the whole
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Fig. 1. Left: The ATRV-Jr research robot, carrying the two main sensors used in our experi-
ments, the SICK laser scanner and the RFID tag reader (white box). Right: An LHD vehicle.

tasks performed by the LHD vehicles, or to use a combination of performing some
tasks autonomously and others by tele-operation. Since the greatest part of the time
in the work-cycle is spent tramming (moving or Hauling), this is the part that is most
desirable to automate. This paper addresses the development of a control system that
allows the autonomous navigation of an LHD vehicle in a mining environment.

In order to be commercially viable, any solution for the autonomous navigation
of LHD vehicles should meet a number of requirements. The solution should require
minimal setup and maintenance effort. It should require only little additional infras-
tructure on the mine, or possibly none at all. It should not require that an accurate
geometric map of the mine is hand-coded into the system. It should afford navigation
speeds comparable to the ones reached through a human operator (approximately
30 Km/h). Finally, it should guarantee extremely high safety and reliability, that is,
faults should have low probability, and there should be mechanisms able to detect
these faults and to stop the vehicle.

This paper, present our steps toward the development of a system for auto-
mated navigation of LHD vehicles in underground mines that satisfies the above
requirements. Our system uses a coarse topological map to represent the mine, and
a behavior-based approach to navigate inside the mine using a sequence of reac-
tive follow-tunnel behaviors. No global metric localization is required. Instead, the
vehicle uses data from a laser range scanner to maintain its relative position and
orientation inside each tunnel, and an intersection recognizer to assess its topologi-
cal position in the map. Intersections are recognized by a combination of odometry,
laser signature, topological structure, and RFID tags. The two main features of this
approach are: (1) small setup and maintenance costs, since it only requires to place
a passive RFID tag at each tunnel intersection; and (2) high reliability, thanks to the
redundancy of the information used.

Our development methodology is in two phases. In the first phase, with focus on
localization, we develop our techniques and algorithms on a small research outdoor
robot, starting from an existing framework for autonomous navigation [11]. The ex-
periments in this phase are performed in long corridors inside a building, and in a
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test underground mine. In the second phase, we will port the developed algorithms to
a real 30 ton LHD vehicle manufactured by Atlas Copco, and run experiments in the
test mine. Figure 1 shows the two experimental vehicles used in our development.
This paper reports about the first phase; the second phase will start in the next few
months.

The rest of this paper is structured as follows. In the next section, we briefly
overview some related systems for autonomous navigation in underground mines.
In Sections 3 and 4, we discuss our approach to localization and to navigation, re-
spectively. In Section 5 we present some preliminary experiments performed on the
research robot in both the indoor environment and the test mine. Section 6 concludes.

2 Related Work

Several solutions have been suggested and evaluated for automation of the tramming
(movement) of the LHDs. Some of these have been in use for quite some time now,
while others have recently emerged pushed by the research in the area of mobile
robotics.

2.1 Older Solutions

Several solutions to autonomous tramming have been used in mines around the world
for quite some time now. These have all been based on some infrastructure that
guides the vehicle. Independent of the type all infrastructure based guidance solu-
tions have several drawbacks, such as installation cost, maintenance cost, and in-
flexibility. Examples of what has been used are inductive wires [5], light ropes and
reflexive tape. Common to these examples are the time and cost of installation, while
the light rope also suffer from maintenance cost, and unavailability due to damages
created by blasting nearby.

These systems also suffers from another major drawback: none of them allows
high speed tramming. A manual operator drives the vehicle at its top speed, which is
usually somewhere between 20–30 km/h, while the guidance solutions above rarely
or never provide possibilities to travel faster than fractions of the top speed. This
is due to the fact that all of the line following systems have difficulty of gaining
significant look-ahead, since they only sense the line at the current position of the
vehicle or slightly ahead of the vehicle.

Experiments with infrastructure-less guidance using ultrasonic sensors to detect
the tunnel walls have been performed successful at low speed [12], [10], but the
difficulties to get the necessary high resolution look-ahead prevented this system
from being able to do any high-speed navigation.

Finally none of the systems above utilizes any form of obstacle detection, which
is another drawback in a sometimes unpredictable mining environment.



2.2 Current Products and Recent Solutions

A more flexible system of infrastructure based guidance is used in the LKAB mine
in Kiruna, Sweden [13]. This system is based on a bearing only laser scanner that
measures the angle to reflexive tapes on the tunnel walls, and allows the vehicle to
operate at full speed. The drawback of this robust and highly reliable system is the
need to install the reflexive tapes, and to measure the position of the same to be able
to integrate them into the guidance map. This system is more flexible than the ones
mentioned earlier since once the reflexive tapes are installed and integrated in the
guidance map, the path to be followed by the vehicle can be changed in software.

An infrastructure-less guidance system is described in [8]. This system solely de-
pends on dead reckoning, angle/distance laser scanner and the natural landmarks in
the mine. During automatic tramming a five-meter section of the scanned tunnel pro-
file closest to the vehicle is compared to a map with known profiles and the position
can thus be established. The map, which is a polyline representation of the tunnel
wall, on a specific height above the floor (the height the laser scanner is mounted
on the vehicle) is created by a teaching procedure. During the teaching the vehicle
is driven manually in the tunnel allowing the laser scanners to register the profile of
the tunnel wall on each side of the vehicle. The scanner produces 181 measurements
per scan, one each degree, but only the ten left- and rightmost are taken into account.
These measurements are then fused into a polyline representation of the tunnel wall
with the average distance of 10 cm between the points. With this system tramming
velocity comparable with human drivers has been achieved with LHD and velocities
up to 40 km/h have been tested on mine trucks. Although this system does not need
any extra infrastructure for the navigation, it has the drawback that the vehicle has to
be driven manually through every path, before it can run there autonomously.

In [4] and [9] an experimental setup of a test track, a mine created by shade
cloth, is described and used to evaluate a reactive guidance and navigation system
of a LHD. The guidance system utilizes laser range scanners and dead reckoning,
together with a nodal map representation of the test track. The 300 m long test track
consists of sharp corners, intersections, a hall, and a loop. No extra infrastructure to
guide the vehicle is installed. The results of the experiments show that the combi-
nation laser range scanner and reactive guidance is a feasible way to perform mine
navigation. The test vehicle successfully navigated through the test track for up to
one hour at a time without human interaction. Regarding the important issue of speed
the experiments showed that the control system is able to run the vehicle at the same
speed as an experienced human driver. With this particular LHD the maximum ve-
locity of 18 km/h was utilized at parts of the test track. The only situation in which
the control system did not manage to equal the human driver was encountered at
sharp intersections, where the control system could not see around the corner. Nei-
ther can the human operator, but after a few test runs the driver remembered what the
tunnel looked like around the corner, and therefore could approach the corner more
aggressively. This approach can obviously be implemented in the control system as
well by adding driving hints to the map.
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Fig. 2. Maps a) fragment of a sample topological map for a mine, b) fragment of metrical map
of our test mine

The same vehicle used in the test track was also tested in a real mine environment.
Again, the vehicle was able to operate at full speed through a typical production cycle
without installed infrastructure or physical changes to the mine tunnel. The vehicles
ability to navigate in previously unseen tunnels was also shown by driving the LHD
up the access decline (a 4 km long 1:7 slope), where a human gave high level instruc-
tions to guide the vehicle through intersections. Duff et. al. [3] also shows that the
control system works on a substantially larger mining machine (60 tonnes instead of
the 30 ton LHD) with different hydraulics.

Although localization and navigation using only topological recognition of the
environment is successful in many cases, there are some environments in which it
proves much harder to localize using only topological information. This can easily
be seen by considering, eg., the abandoned mine in which our trial runs have been
made (see Figure 2b), where the high density of side tunnels (less than one tunnel
width between each side tunnel) makes it difficult for humans to recognize the correct
junctions without using further information such as the markings drawn on the walls.
For this purpose we use an approach corresponding roughly to the marks used by
human operators but more appropriate for automation — by using radio frequency
identification tags to place artificial marks at key locations in the mine.



3 Localization

In order to fulfill its navigation task the autonomous vehicle needs some form of
map, as well as some means of localizing itself within this map. Because of the
cost and accuracy problems with a full metric map we choose to use a hybrid map
which augments a topological map with some metric information [1]. This topologi-
cal map consists of a number of nodes (junctions and positions in tunnels) and edges
(traversable paths between the nodes). This topological map can also be augmented
with some metric information such as approximate tunnel width and length when
available but the system functions also without such information. For an example of
such a topological map augmented with tunnel lengths see Figure 2a.

One of the strengths of using only a topological map is that it can be constructed
at little cost and it can easily be updated when the environment changes. By only
providing a topological description there is no constraint on the actual layout of the
environment: the map provided in Figure 2a could just as well consist of nodes and
tunnels through multiple levels of a mine.

The localization used within the loaders consists of two parts, a topological lo-
calization which gives information about which edge is currently being traversed or
which node has just been reached, and a metric localization which indicates where
the vehicle is positioned within the current tunnel. The purpose of the later is pri-
marily for providing the needed parameters to the reactive behaviors used for tunnel
traversal.

3.1 Metric Localization

We compute three types of metric information: longitudinal position along the tun-
nel, lateral position inside the tunnel, and orientation with respect to the tunnel. The
former is used to increase the robustness of the topological localization; the latter are
needed by the “FollowTunnel” reactive navigation behavior.

For the lateral localization and orientation within a tunnel we use a laser range
scanner. The scanner produces 181 measurements per scan, one per degree and is
mounted in the front of the vehicle. Our algorithm processes these scans to provide
the rest of the system with the parameters of the detected tunnel segments, together
with a certainty factor that depends on the number of reflected laser readings. In
addition, our algorithm uses the laser data to detect obstacles for collision avoidance.
Our target sampling rate for tunnel and obstacle detection is 75 Hz.

In order to achieve this rate, we have used a modified Hough transform [7] on the
1D laser data to identify pairs of line segments. By allowing some flexibility in the
line segments it is also possible to operate in curved tunnels. By only checking for
pairs of lines separated by 180 degrees and with a certain minimum and maximum
separation it is possible to accurately identify tunnels around the vehicle. Our imple-
mentation yields execution times of about 2 ms, well within the requirements for fast
navigation. The low execution time is achieved mainly by discarding irrelevant laser
points before the Hough transformation is made, but the fact that we do not have to
search the entire Hough space for tunnel walls also contributes. Apart from providing
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Fig. 3. Identifying open areas and tunnels with a laser range finder

information about the currently traversed tunnel these transformed laser readings are
also used for identifying side tunnels which are used in the topological localization.

Figure 3 gives an example of extraction of the edges and direction of a tun-
nel from laser range data. The data refers to a situation in the test mine, where the
robot was about to enter a new tunnel. In the figure, the robot is seen from the top,
placed at the center bottom and pointing upward. Laser measurements shorter than
the maximum range (80 m) are indicated by black dots. The light gray cones show
the identified open areas. The dark gray line indicates the direction of the tunnel seg-
ment in front of the robot, found by our algorithm. Notice that the tunnel could be
correctly identified even though its walls are interrupted by the entrances of many
side tunnels.

The longitudinal position along the tunnels is computed by odometric update,
where odometry is given by a combination of scan matching and wheel encoders.
The encoder data are very imprecise since the wheel diameter can change by a large
amount depending on tire pressure, loaded weight, and tire consumption. However,
the combination with the topological localization gives sufficient accuracy for our
purposes.

3.2 Topological Localization

The main input to topological localization is node detection and identification: this
tells us that we have completed the traversal of one edge and arrived at a node.

To do node detection, we use a redundant combination of four sources of infor-
mation: (1) longitudinal metric localization inside the tunnel, that tells us when we
are near or past the next junction; (2) recognition of the laser signature of a junc-
tion from the laser data; (3) recognition of the topological structures, e.g., counting
number of side tunnels; and (4) detection of an RFID tag. The latter also gives us the
unique ID of the junction, which should match the one in the topological map.

For the first two sources of information (1), (2) we use standard robotic tech-
niques with the normal caveats regarding robustness and deployment. Although by



themselves these are not sufficient for our application we use them as a supplemen-
tary source of localization information to further increase the robustness of the two
other techniques outlined below.

The third (3) source of information can be useful in areas in which the density
of intersections is high. In practice, we identify the side tunnels through the laser
system and compare the number of observed side tunnels with the topological map,
much like a human driver would given the description “take the second turn on the
left”. Note that failures may occur, e.g., if the entrance of a side tunnel is temporarily
obstructed by another vehicle.

Perhaps the most peculiar of the above components is the use of RFID tags which
is used in the last information source (4). This is a flexible and low cost solution for
marking up the environment with standardized radio frequency identification tags.

These tags are a low cost, standardized solution for storing and retrieving data
remotely in small tags that have found uses in various fields e.g.,. inventory tracking,
automobile locks, animal tracking and quality control. There exists many different
forms of RFID tags with sizes varying from 0.4 mm square and up, having reading
ranges in the order of a few centimeters up to 8 m for passive tags. Battery powered
(active) tags have reading ranges in the order of hundreds of meters and typical life
lengths of a couple of years. Tags are available for as little as 0.40 USD and expect
to drop in price to as little as 0.05 USD as the use of RFID tagging is growing in the
industry.

For the application of autonomous navigation in mines we use passive RFID
tags in key junctions and equip the LHD with a tag reader allowing us to verify the
localization at key points. The deployment of tags can easily be done by untrained
staff and noting the position of the tags in the nodes of a simple topological map of
the environment is easy.

4 Navigation

The navigation system is organized in the three-layer hierarchical structure repre-
sented in Figure 4. The main idea here is to use a coarse topological planner to
decide a sequence of tunnels and junctions to traverse, and a set of fuzzy behaviors
to perform fast and robust reactive navigation within each tunnel segment.

The bottom layer includes the low-level control and sensor processing algo-
rithms, including the odometry system and the processing of laser data described
in Section 3.1.

The middle layer implements a fuzzy behavior-based system. Fuzzy behaviors
are easy to define and they provide robustness with respect to sensor noise, and to
modeling errors and imprecision [2]. The behaviors that we use were originally de-
veloped for indoor, low-speed navigation [11].

The main behavior used in our system is the “FollowTunnel” behavior, which
takes as input the parameter (orientation and lateral position) of the tunnel extracted
from the laser data as explained above. Other behaviors used in our development
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include “Avoid” to perform obstacle avoidance, and “Orient” to orient in the direction
of the tunnel when entering a new one.

We only needed to modify slightly the original behaviors in order to make them
work in our setup and to navigate at our robots topspeed 1.7 m/sec, or about 6 Km/h
— the original behaviors were tuned for top speeds of about 0.3 m/sec. Thanks to
their qualitative nature, fuzzy behaviors are prone to be transfered from one platform
to another with few modifications, see [6]. However, we expect that major changes
will be needed when we move to the real LHD vehicle, which is characterized by
more complex dynamics and kinematics, less clearance on the sides, and speed up to
30 Km/h.

At the top level, the navigation planner relies on the topological localization de-
scribed earlier, and decides what sequence of behaviors should be activated in order
to reach the given target location. Our planner is based on standard search techniques,
and it generates a reactive navigation plan in the form of a set of “situation → be-
havior” rules. These types of plans are called behavioral-plans, or B-Plans [11].

To exemplify the operations of the complete system we consider the topological
map from Figure 2. Assume that the vehicle starts at at the junction j6 facing in the
direction of tunnel t7 and is given the goal to move to j5. The topological planner
will then generate the following behavioral plan which will be executed:

IF obstacle_near THEN Avoid()
IF nextNode(j4) AND NOT oriented(t7) THEN Orient(t7)
IF nextNode(j4) THEN Follow(t7)
IF nextNode(j5) AND NOT oriented(t4) THEN Orient(t4)
IF nextNode(j5) AND oriented(t4) THEN Follow(t4)
IF nextNode() THEN Still()

Avoid, Orient, Follow and Still are fuzzy behaviors, activated according to the
fuzzy predicates obstacle near, nextNode and oriented. j4, j5, t4 and t7 are control
system representations of objects in the map, for details see [11].



The laser scanner gives readings which are fed to the avoid-obstacle behavior and
used to update the parameters of the current tunnel for the follow behavior. As the
vehicle moves these two behaviors make the vehicle follow the center of the tunnel
t4 as long as the topological localization does not signal that the junction j4 has
been reached. When the junction j4 is detected as described earlier another tunnel is
added to the local expectations on the right side, and the laser is used for localizing
its exact position and the orient behavior starts up. This behavior uses first odometric
information and eventually the laser readings to orient toward tunnel t4 and when
oriented this new tunnel is traversed by the follow behavior.

5 Experiments

5.1 Indoor Trial Runs

In the initial stage we wanted to test the applicability of the system described above
when navigating a set of interconnected corridors at a higher speed. For this purpose
we staged a number of indoor trial runs using the ATRV-Jr research robot shown in
Figure 1 above. These runs were performed in a basement consisting of a number
of approximately 2 m wide corridors with a number of junctions, doors, 45 and 90
degree turns as well as a few slightly larger open areas. We started by setting up
a simple topological map and placed RFID tags first on the walls and later in the
ceiling of the important junctions (see Figure 5a).

Next, a number of runs between a starting point and a target point were made.
During the first runs no metrical or RFID information was provided in the topological
map, i.e. navigation was solely based on the information extracted from the laser
data. This worked well in most corridors and intersections, but in the corridor that
included the small open areas the system mistook the open areas as intersections and
got lost. After this, two more sets of test runs were made, one using a map with RFID
information, the other with coarse metric information added to the map.

By adding RFID information to the topological map the system was able to dis-
tinguish between the real junctions and the open areas and reach its target position.
However the mounting of the tags turned out to be crucial. All of the runs when the
tags were placed in the ceiling were successful and the robot could navigate these
corridors at a speed of up to 1.7 m/s. As for the runs with the tags mounted on the
walls we experienced a few failures caused by undetected tags since this mounting
was outside the specification of the tag/reader combination.

Equal results were achieved with the map with metric information to it, the 150 m
long path was travelled as planned in under 180 s despite disturbances as non mod-
elled open doors and recycle paper trailers parked in the corridors.

5.2 Trials from Test Mine

In order to test the techniques in the target environment we have used an abandoned
mine, used by Atlas Copco in the testing of LHD vehicles. The mine consists of a
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Fig. 5. RFID tags a) in basement, b) on the walls of mine and c) on a stand above center of
junction.

number of 10 m wide and 5 m high tunnels with a fairly flat tunnel floor. In the setup
of the tests we built a rough topological map consisting of five nodes which should
be visited and in doing so a large number of junctions would be passed.3 Since no
accurate metric information where available, we placed RFID tags in the junctions
either by placing them on the walls of the tunnels or (for practical reasons) using
a 3 m high stand simulating placement in the ceiling. See Figures 5b and 5c for a
picture of the tags and their stands.

We used the same ATRV-Jr research robot and control program as above for
these tests, only parameter changes to enable detection of the much wider tunnels
were made. We used odometry to update localization and RFID tags to re-localize
and verify that the correct junctions were reached.

By using the corridor localization technique described in Section 3.1 it was pos-
sible to localize the tunnels, which was needed to correct from the large odometry
errors caused by the uneven surface. As for the localization of the junctions this was
achieved through the RFID tags when the robot passed within a radius of 3 m from
the center point under the corresponding tag. By placing the tags higher up (in the
ceiling) this radius would be increased sufficiently to make it impossible to miss the
readings.

6 Conclusions
In underground mining the development of fully automated systems for the naviga-
tion of loaders is interesting for a number of reasons, including safety and efficiency.
By combining standard robotic techniques such as fuzzy behavior based systems
with some application specific techniques the robustness and usability of fully au-
tomated navigation systems for autonomous underground vehicles can be improved.
In this paper we have investigated a few problems with implementing such naviga-
tion systems and presented a solution based on a hybrid metric-topological map with
a number of redundant methods for localization which provides greater robustness
than any one solution alone. Though still a project under development, the initial
tests of this system in realistic environments look promising.

3 From the main tunnels there are side tunnels with a spacing of only about 10 m.
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Summary. In this paper an existing method for indoor Simultaneous Localisation
and Mapping (SLAM) is extended to operate in large outdoor environments using
an omnidirectional camera as its principal external sensor. The method, RatSLAM,
is based upon computational models of the area in the rat brain that maintains the
rodent’s idea of its position in the world. The system uses the visual appearance of
different locations to build hybrid spatial-topological maps of places it has experi-
enced that facilitate relocalisation and path planning. A large dataset was acquired
from a dynamic campus environment and used to verify the system’s ability to con-
struct representations of the world and simultaneously use these representations to
maintain localisation.

Keywords: SLAM, Omnidirectional Vision

1 Introduction

RatSLAM is a methodology for learning or mapping an environment while
simultaneously maintaining localisation using visual information. The system
was developed from computational models of the hippocampus of rodents -
the part of the brain responsible for a creature’s sense of place. RatSLAM has
been successfully employed on mobile robots in indoor environments [6]. An
obvious new application for the system is outdoor mapping and localisation.
This paper describes how the RatSLAM system can be made to operate suc-
cessfully on an outdoor mobile robot platform using a catadioptric camera as
its principal external sensor. The most significant change to the system was to
the visual processing component which was altered to take full advantage of
the omnidirectional nature of the camera. The new visual processing method
retains the nature of the original; it operates based purely on the visual ap-
pearance of the environment and does not compute any geometrical informa-
tion. While this work builds in part upon early experiments reported in [8]
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many aspects are new or greatly improved. In particular the visual processing
has been expanded to include colour information and the test environment is
more topologically complex.

2 Background

Most work in the area of Simultaneous Localisation and Mapping for field
robots appears focused around the use of range measurement devices, par-
ticularly RADAR and laser range finders, which are processed by Kalman or
particle filters to produce metric maps, for example [7, 2]. Vision based work
with outdoor ground robots appears to be concerned more with localisation
than concurrent mapping. Some vision based localisation techniques are of
interest for moving the RatSLAM system outdoors as they are functionally
similar to the appearance based method RatSLAM used indoors.

2.1 RatSLAM

Figure 1 shows the RatSLAM model. The robot’s pose is represented within a
competitive attractor network called the Pose Cells. These cells are arranged
as a three dimensional array with two dimensions corresponding to x and y

position, and the third dimension to orientation. The competitive attractor
dynamics cause packets of activity that represent the robot’s believed position
to form in the Pose Cells. Wheel encoder information is used to perform path
integration by shifting the activity packets. The external sensors are used
to control the activity in a collection of cells called the Local View. The
environment is learnt by associating active cells in the Local View with active
Pose Cells. Relocalisation is accomplished by injecting energy into the Pose
Cells based on these learnt associations and the current Local View activity.
The new pose hypothesis then competes with the existing hypothesis via the
Pose Cells’ competitive attractor dynamics. The detailed implementation of
the RatSLAM algorithm is discussed more thoroughly in [6].

External Vision Sense Local View (LV)

Pose Cells (PC)

Internal Sensing Path Integration

Fig. 1. The Pose Cells store the systems sense of position. This is continually
modified by the Path Integration and Local View mechanisms which represent the
internal and external sensors respectively.
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2.2 Visual Place Recognition

An attractive method of visual information processing for building environ-
ment maps is appearance based place recognition. This type of processing is
developed from the basic concept that if two camera images are very similar
then it is likely that they were acquired at nearby places. If a representative
set of images can be acquired at known locations throughout the environment
then an estimate of the robot’s current position can be determined by finding
the best match between these and the current camera image. The problem
then becomes one of image matching with a requirement for spatial invari-
ance or generalisation. If the matching process is unable to generalise over a
small area then the robot would only be able to localise at precisely the same
position as when the reference image was required. Spatial generalisation how-
ever limits the physical accuracy to the size of the area in which the image is
recognised. Appearance based localisation has been shown to be sufficient for
robot navigation without using metric information, provided the environment
is unique [3] and has been used in systems that mimic the rodent hippocam-
pus [1]. Visual place recognition has also been used to construct topological
maps of indoor environments [9].

Many techniques have been used to solve the image matching problem
for this application, usually building an intermediate representation of the
image that exhibits properties of spatial invariance and then employing a
representation specific matching process. Some methods for image matching
or image retrieval that have been used for robot localisation are: histogram
matching [10]; image fingerprints [5]; and various types of invariant image
features [4, 12]. Omnidirectional cameras are of particular interest since image
representations can be constructed that are invariant to the orientation of the
robot, removing the need to examine each place in the environment at multiple
orientations.

Many visual appearance based localisation schemes use topological rep-
resentations of space using mechanisms such as connected graphs of learnt
views [3]. However RatSLAM operates in a semi-topological, semi-Cartesian
manner. Each pose cell has an orderly physical relationship with other nearby
cells, which, through path integration, creates a spatial representation which
is roughly Cartesian across short distances. Over larger distances Cartesian
relevance decreases to the point where the map must be considered topologi-
cal.

3 Visual Learning

The relationship between visual information and pose is learnt by forming
weighted connections between active pose and Local View cells. The connec-
tion strength βilmn between Local View cell i and Pose Cell lmn is increased
according to the activities Vi, Plmn of the respective cells and the learning



rate, λ (1). The maximum term limits the strength of a connection to that of
the best observed correlation.

βt+1
ilmn

= max
�
βt

ilmn
, λViPlmn

�
(1)

Relocalisation can then occur by injecting into each Pose Cell the sum of
the Local View cells multiplied by the appropriate learnt weights. In order
to relocalise the same Local View cells should be active each time the robot
is at the same position. The cells must also be sparsely activated to avoid
the problem of linear inseparability that can occur within the single layer
network between the Local View and Pose Cells. These two requirements can
be met by making each Local View cell respond to a different viewpoint in the
environment. In the current implementation each cell possesses a histogram
representation of a particular view, with which the current camera information
is compared. Histograms have several advantages for this application: they are
invariant to rotation when used with omnidirectional cameras; and generalise
with respect to camera position [10]. They are also compact to store and
straightforward to compute. The map that RatSLAM learns is stored in two
parts: a learnt set of views which reduce the external sensor data to sparse
set of primitives; and the Local View - Pose Cell associations which indicate
where these views may be found in the world.

3.1 Histogram Matching

Since the environment is unknown before the robot begins exploring it must
simultaneously learn new areas and recognise previously visited viewpoints.
This requires rapid online learning and recall where newly learnt informa-
tion does not invalidate older information. Recognition is accomplished by
matching the current hue and saturation histograms against a set of reference
histogram pairs using the χ2 statistic. The best match is reported to Rat-
SLAM by setting its corresponding element in the Local View vector. When
the match is weak then the unrecognised histograms are added to the refer-
ence set. In this way the system moves through the environment classifying
the camera data into a growing set of distinct views. Each learnt histogram
pair has a Local View cell to represent it to the rest of the system, so as more
of the environment is explored the number of Local View cells increases.

The χ2 distances are computed separately for the hue and saturation his-
tograms and the results summed to give an overall measure of the distance
between two pairs of histograms. Once the smallest χ2 value is found it is
compared to a sensitivity threshold dm, to determine if a match has been
found. The χ2 statistic has a divide by zero condition when histogram bins
are empty so a modified version is used, where ai and bi are the ith bins of
the histograms a and b (2).

χ2 =
�

i

�
(ai−bi)

2

ai+bi

, ai + bi �= 0

0, ai + bi = 0
(2)

146 D. Prasser, M. Milford, and G. Wyeth



Outdoor Simultaneous Localisation and Mapping Using RatSLAM 147

Each Local View cell then represents one or more physical parts of the en-
vironment that can be distinguished from other places by the external sensor.
The physical area that a cell represents cannot be calculated or determined
a priori, beyond a rough estimate of their average size. Some cells will code
for multiple places in the environment that are visually similar. The converse
is also true - one physical place may correspond to multiple Local View cells.
This can occur when changes to part of the environment make that area better
represented by some other Local View cell. If the environment later changes
back then the original cell will again activate when the robot re-enters the
area. It is responsibility of the rest of the SLAM process to reconcile the Lo-
cal View information with internal sensors and maintain the robot’s sense of
position.

3.2 Histogram Formation

The processing of the camera input is limited to transformation from the
camera’s native YUV colour space to the Hue Saturation Value (HSV) space
and the removal of some parts of the image. The individual histograms of hue
and saturation are then calculated. It is these histograms that represent the
visual scene to the learning process. The centre part of the image does not vary
as the robot travels, nor do the regions that do not contain the mirror. These
areas are not helpful for localisation and are removed in a masking operation
before computing the histograms (Fig. 2). No accounting can be made for the
two other constant features in the images: the support post for the mirror and
the vehicle’s operator, both of which can be seen in the lower part of Fig. 2.
While these features create a blind spot that prevents the camera from being
truly omnidirectional, there is no benefit in removing them from the image as
it is not possible to recover the obscured information.

3.3 Orientation

The histogram matching system will operate independently of the robots ori-
entation, however the mapping and localisation process must consider the
orientation component as it is part of the robot’s state. When each Local
View cell is created it defines its own reference orientation by associating it-
self with the current Pose Cell activity. During relocalisation a measurement
of the relative change in orientation since the recognised Local View cell was
created can be used to appropriately shift its associated Pose Cells in the θ

direction. Similarly when forming Local View – Pose Cell associations with ex-
isting Local View cells the orientation of the Pose Cells are shifted to maintain
the Local View cell’s reference orientation. The angular difference is added to
the θ position of Pose Cells when relocalising and subtracted when learning.

Orientation is derived from the robot’s on-board compass. When a Local
View cell is first created the robot’s compass orientation is recorded with the
cell. Later when this cell is reactivated the difference between the current and



Fig. 2. The region of the image that is included in the histograms. Other parts
of the image remain fairly constant as the robot moves, so they do not provide
information useful for learning robot location.

stored orientations can be used to calculate the appropriate Pose Cell shift.
Using relative measurements means that even if the compass fails to find true
North around certain areas the system will still function. The compass is
considered to be locally consistent rather than globally accurate.

4 Experimental Setup

Data was recorded from a mobile robot platform while travelling along re-
peated paths through a busy campus environment. The data was then pre-
sented to the RatSLAM system in a manner indistinguishable from on line
operation.

4.1 Robot Platform

The robot platform is the CSIRO Autonomous Tractor [11]. While this vehi-
cle is able to operate without human control, in these experiments the robot
was driven manually since the environment is so complex and dangerous. The
principal sensor used in these experiments is a catadioptric camera mounted
on the front half of the vehicle. In these experiments the camera operated at
approximately 4 Hz recording 1024 × 768 YUV422 images. The other sens-
ing capabilities used in these experiments were the internal wheel odometry
sensors and an electronic compass. The nature of the vehicle’s drive system
appears to make measurement of changes in orientation through path inte-
gration very inaccurate.
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4.2 Environment

The test environment was the University of Queensland’s St Lucia campus.
The campus is a dynamic environment with sparse yet constant movement of
people and vehicles during the experiment. The robot travelled through several
different environment types including: footpaths; a board walk; a bridge; under
a building; dense stands of trees; an open grass area; pedestrian precincts and
roads. The day of data gathering could be described as extremely sunny.
In shaded areas the environment appears very dark while in areas of direct
sunlight recorded images are over bright, for instance black asphalt roads
appear white. The data was recorded over a half hour period during which
the robot travelled 2.8 km. Each point on the route shown in Fig. 3 was visited
at least twice and every section of the route was traversed in both directions.
There were four three-way intersections and three looped paths that began
and ended at the same place.

Fig. 3. The approximate path of the robot starting at S and finishing at F .
The robot first travelled the inner loop SABFS, followed by the outer loop,
SACABDBFS in a clockwise direction. Finally the outer loop was revisited in
a counter-clockwise direction.

5 Results

The system performance can be examined by looking at the activity profiles
over time of both the Local View and the Pose Cells. In both sets of activity,
the performance measures are the consistency of the patterns of activity and
how clearly this can be related back to the robot’s position in the real world.
Since the Local View affects the robot’s sense of pose, and not the other way
around, the Local View activity should be examined first.



5.1 Local View Activity

The Local View activity is driven by the histogram based view matching
process. Each Local View cell corresponds to one view and is active when
that view is recognised. The results of the histogram based view learning are
shown in Fig. 4. The first time the robot moves through an area it will learn
a new set of sequentially numbered views (for example the first 200 seconds
of Fig. 4). Subsequent traversals of the same path should result in the same
views being recognised in the same order, or the reverse order if the robot is
travelling in the opposite direction. In Fig. 4 the first 150 or so Local View
cells represent the central looped part of Fig. 3, 150–260 represent the loop
near junction C and 260–350 the loop near D. The remaining 150 or so views
were acquired when previously experienced areas were not recognised. The
number of extra views learnt while revisiting already surveyed areas gives an
indication of the systems competency and its ability to generalise.
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Fig. 4. The index numbers of the active Local View cells as the experiment pro-
gresses. The Local View cells that represent the marked places in Fig. 3 are indicated
here with the same labels.

There are several reasons why the vision system may fail to produce the
desired results. One obvious cause is a physical change to the environment,
such as the arrival or departure of another vehicle, which makes it visually
distinct from the learnt view of the environment. Another reason is a change
not to the physical structure of the environment but in its illumination, which
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could make the camera view appear sufficiently different to the original that
it can no longer be recognised. In the present system the brightness com-
ponent of the HSV colourspace is deliberately ignored as it is expected to
vary with changing illumination. This is not a perfect solution though and
extreme changes in solar illumination will still prevent recognition. The final
significant cause of failed recognition is insufficient spatial generalisation. If
the camera image is not truly omnidirectional then the histograms acquired
from one place at different orientations will be different, reducing the chance
of recognition. The presence of the driver and the mirror support in the image
cause this problem in the current system, although it is not a long term issue
as learning one extra view is usually enough to achieve complete visual cov-
erage of an area. In the short term it may make it more difficult to maintain
localisation when first experiencing an environment from a novel orientation,
since the alternative representation has not yet been learnt.

Some histogram pairs in Fig. 4 are recognised outside of the sequence
in which they were originally learnt, appearing as noise in the Local View
activity. These are not necessarily errors, rather they indicate some small
part of the environment is visually similar in histogram space to some other
distant place, a form of perceptual aliasing. RatSLAM associates such Local
View cells with two sets of Pose Cells, so that when this view is recognised
then it is taken as evidence that the robot could be in either of two locations. A
few Local View cells will be activated inconsistently though and do constitute
false positive type errors. RatSLAM requires that energy injected into the
Pose Cells builds up as a competing packet over several time steps, so that
perceptual aliasing and short term noise in the Local View cells do not cause
incorrect relocalisation.

5.2 Pose Cell Trajectories

The logged wheel velocity and steering angle data can be integrated to produce
the robot path shown in Fig. 5 - a representation that is clearly not consistent
or usable. In contrast Fig. 6 shows the x, y location of the most strongly
activated Pose Cell throughout the course of the experiment. This is not a
Cartesian map but rather a plot over time of position in the system’s own
representation. Consistency between Fig. 6 and the robots position in the real
world is the goal of the system. Repeated travels along a path in the real
world translate to overlaid Pose Cell trajectories in Fig. 6.

The RatSLAM Pose Cell array wraps around in both the x and y dimen-
sions so the trajectory moves continuously between the top and the bottom
of the figure. The central loop of Fig. 3 becomes the Pose Cell trajectory of
S, A, B, F, S�, A� in Fig. 6 with the loop closed in both directions by jumps in
Pose Cell activity from A� to A and from S to S�. When learning new areas
RatSLAM is driven only by path integration so the layout of the Pose Cells
used to represent the central loop is similar to the early part of Fig 5. Subse-
quent travel along this path activates the same Pose Cells as when the path
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Fig. 6. Trajectory of the most strongly activated Pose Cell in x, y space. The Pose
Cells wrap around in the x and y directions. Instantaneous jumps in cell position
are shown by thin lines.
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was first learnt. Certain areas such as the section of path between S� and B

are not as cleanly recognised as other parts, for example A – B. This is caused
by weaker visual place recognition in these areas. The lack of generalisation
in this area is indicated by the formation of new Local View cells during the
S – B period in Fig. 4 at around 1000 seconds.

Since Fig. 6 shows only the most active Pose Cell, there appear to be
sudden changes in the robots perceived position, for example the jump from
A� to A. These jumps occur when a new activity packet becomes dominant
after increasing in strength for several frames.

A similar effect can be seen in the small loop around the point marked C

in Fig. 3. On the first visit the loop is closed by a jump back to the junction
point, C. When the loop is revisited in the opposite direction a small spur is
formed before jumping back to original representation of the loop.

The loop around point D results in a more complex situation. On the first
pass, path integration fails to close the loop as is the usual case. There is a
long delay before the dominant activity packet moves back to the main path.
This results in separate forward and reverse paths being learnt for the area.
During a second traversal of the loop the dominant activity packet changes
between the two representations, jumping to the separate reverse path and
then back to the main path. Unlike the other redundant parts of Fig. 6 which
occurred during loop closing, this time one path is really being represented
by two groups of Pose Cells which correspond to opposite directions of travel.

A pair of jumps also occurred around point A when visual ambiguity
caused an incorrect activity packet to briefly become dominant.

The stability of the map with respect to significant global environmental
changes, such as altered weather conditions, is untested. Stability could be
achieved in a slowly changing environment where the system would be able to
adapt to changes as they occur. However, the current method would eventually
fail in a such an environment as the number of learnt views would increase
indefinitely. Adding a mechanism for removing no longer relevant views from
RatSLAM’s memory would solve this problem.

6 Conclusion

The chief difficulty in converting the RatSLAM architecture to outdoor oper-
ation lay in reworking the vision system to use omnidirectional information.
The new system learns to distinguish different camera locations by examining
a histogram representation of their visual appearance. Despite the complex
and dynamic nature of the environment this recognition process is reliable
enough to function as the principal means of relocalisation. The only other
structural change was the addition of the orientation learning subsystem de-
scribed in Sect. 3.3. Some internal parameters also required adjustment so
that the system would have an appropriate level of confidence in the new



Local View information. After these changes RatSLAM is able to build a rep-
resentation of an outdoor environment under uncertainty of perception and
motion. This representation is learnt while exploring and simultaneously used
to maintain the systems believed position.
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Summary. D-SLAM algorithm first described in [1] allows SLAM to be decou-
pled into solving a non-linear static estimation problem for mapping and a three-
dimensional estimation problem for localization. This paper presents a new version
of the D-SLAM algorithm that uses an absolute map instead of a relative map as
presented in [1]. One of the significant advantages of D-SLAM algorithm is its O(N)
computational cost where N is the total number of features (landmarks). The theo-
retical foundations of D-SLAM together with implementation issues including data
association, state recovery, and computational complexity are addressed in detail.
Evaluation of the D-SLAM algorithm is provided using both real experimental data
and simulations.

Keywords: Decoupled SLAM, Extended Information Filter, Sparse Matrix,
Computational Complexity

1 Introduction

Simultaneous localization and mapping (SLAM) is the process of building a
feature based map of an environment while concurrently generating an esti-
mate for the location of the robot. The SLAM problem has been the subject of
extensive research in the past few years, most of which make use of estimation-
theoretic techniques (see for example [2], [3], [4], [5], [6], [7] and the references
therein).

In traditional SLAM, the state vector contains the location of the robot
and all the feature locations. Some convergence properties of the traditional
SLAM algorithm using Extended Kalman Filter are proved in [2]. However,
traditional SLAM algorithms lead to a heavy computation burden for large
scale problems. Many researchers have exploited the special structure of the
SLAM algorithm in order to reduce the computational effort required in the
SLAM process thereby make large scale SLAM more tractable. For example,
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in [3], a compressed algorithm is presented to store and maintain all the infor-
mation gathered in a local area, and then the information is transferred to the
rest of the global map. In a recent publication [7], Thrun et al. used the Ex-
tended Information Filter to exploit the relative sparseness of the information
matrix to reduce the computational effort required in SLAM.

Another way to reduce the computational complexity is to decouple the
mapping and localization processes in SLAM. Different groups of researchers
have been discussing the possibility of the decoupling. Most of them have
made use of the idea of constructing a relative map using the observation
information. For example, Newman [4] introduced a relative map in which
the map state contains the relative locations among the features. Csorba et
al. [8], Deans and Herbert [9], and Martinelli [10] have made use of relative
map where the map state only contains distances among the features, which
are invariants under shift and rotation. However, all the above approaches
have redundant elements in the state vector of the relative map. If no further
constraint is applied, it may result in inconsistent map. If constraints are
applied, the computation complexity will be increased dramatically. Moreover,
how to extract the information about the relative map from the observations
and the possible information loss in the decoupling of localization and mapping
have not been fully addressed.

In our recent research work [1], a novel decoupled SLAM algorithm, D-
SLAM using compact relative maps, is proposed. The state vector for the
mapping in D-SLAM is a 2n− 3 dimensional vector containing distances and
angles among the features (where n is the total number of features). It is shown
that the new formulation retains the significant advantage of being able to
improve the location estimates of all the features from one local observation.
When Extended Information Filter is applied, D-SLAM results in a sparse
information matrix.

This paper provides a D-SLAM algorithm where the state vector for map-
ping is the absolute locations of the features (2n dimension for n features).
The new algorithm is easier to implement than the D-SLAM algorithm using
relative map, yet maintains the sparseness of the information matrix and the
resulting computational savings. Some discussion on the implementation is-
sues and further evaluation of D-SLAM using experimental data is presented
in this paper. The paper is organized as follows. In Section 2, the key idea of
D-SLAM and the details of the mapping and localization algorithms are pro-
vided. Section 3 addresses some implementation issues in D-SLAM including
data association, state recovery and computational complexity. Experimen-
tal and simulation results are presented and compared with the results using
traditional SLAM in Section 4. Section 5 concludes the paper and addresses
future research directions.
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2 D-SLAM Algorithm

In traditional SLAM, the state vector contains both the robot location (con-
sisting of the position and orientation of the robot) and the feature locations.
In the D-SLAM algorithm proposed below, the state vector for the mapping
only contains the absolute locations of the features. The state vector for the
localization only contains the robot location. The key step is to recast the
measurement vector such that the information about the map contained in
the measurements is relatively separated from the information about the robot
location. In this section, we first briefly review the recasting, then discuss in
detail the procedure of the mapping and localization process in D-SLAM using
absolute map.

2.1 New Measurements Used in D-SLAM

We assume that the robot observes more than one feature at a time. Suppose
robot observes m features f1, · · · , fm at a particular time. The original mea-
surements (used in traditional SLAM) are the measured range and bearing of
each observed feature:

zold = [r1, θ1, · · · , rm, θm]T . (1)

It contains Gaussian noise with zero mean and covariance matrix

Rold = diag[σ2
r1

, σ2
θ1

, · · · , σ2
rm

, σ2
θm

]. (2)

New measurement vector used in D-SLAM is

znew =


zrob

zmap

�
=



αr12

d1r

αφ12

−−−
d12

α312

d13

...
αm12

d1m


=



atan2
�

−ỹ1
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ỹ2−ỹ1
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atan2
�
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(3)

where �
x̃i

ỹi

#
=

�
ri cos θi

ri sin θi

#
, i = 1, · · · , m. (4)

The physical meaning of the new measurement vector is shown in Figure 1(b)
with that of the original measurements shown in Figure 1(a).



(a) Original measurements used in tra-
ditional SLAM

(b) New measurements used in D-
SLAM

Fig. 1. Measurements used in traditional SLAM and D-SLAM

The noise on zrob and zmap are assumed to be Gaussian with zero mean; the
covariance matrices Rrob and Rmap can be obtained by (2), (3) and (4) using
Jacobian of the functions evaluated at the measurement value ri, θi. This kind
of assumption and approximation using linearization have been used in all the
Extended Kalman Filter (or Extended Information Filter) related literature.

In the new measurement vector znew, zrob depends on the robot pose and
features f1, f2 while zmap contains information about distances and angles
among features which are independent of the coordinate system, namely in-
variant under shift and rotation. The part zmap carries the maximal amount
of information of the map that can be extracted from the observations. In
D-SLAM, the key idea is to use only zmap in the mapping.

However, zrob and zmap are not independent. Therefore, the estimation
process need to be formulated carefully in order that statistically consistent
estimates are obtained. In the next two subsections, details of the mapping
and localization algorithms in D-SLAM with absolute map are provided.

2.2 Mapping in D-SLAM

State vector: The state vector in mapping contains the locations of the fea-
tures:

X = (X1, · · · , Xn)T = (x1, y1, x2, y2, · · · , xn, yn)T . (5)

For convenience, we choose the initial robot coordinate system as the co-
ordinate system, where the origin is the initial robot position and the x-axis
is along the initial robot heading.

Since all the features are assumed to be stationary, there is no prediction
step and the mapping problem is a non-linear static estimation problem. Ex-
tended Information Filter (e.g. [11] [7]) is used to derive the formulas. The
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relation between estimated state vector X̂(k) and information vector i(k) is

i(k) = I(k)X̂(k) (6)

where I(k) is the information matrix which is the inverse of the covariance
matrix.

Phase I: The robot is stationary at its initial position

In this phase, the robot location is perfectly known. The original measure-
ments (the range ri and bearing θi) will be used to initialize and/or update
feature fi. The details are omitted.

Phase II: The robot is away from its initial position

Measurement model: Suppose the robot observes m features f1, · · · , fm and
f1, f2 are old features. The model of the new measurement for mapping is

zmap = [d12, α312, d13, · · · , αm12, d1m]T = Hmap(X) + wmap (7)

where

Hmap(X) =
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%%%%%%%%
(8)

and wmap is the new measurement noise whose covariance matrix Rmap can
be computed by (2), (3) and (4).

Initialize new features: Suppose the current estimation of the location of fea-
tures f1, f2 are X̂1 = (x̂1, ŷ1) and X̂2 = (x̂2, ŷ2). They can be used together
with d1i, αi12 in zmap to initialize the location of new feature fi as follows:

α12 = atan2( ŷ2−ŷ1
x̂2−x̂1

)
x̂i = x̂1 + d1i cos(α12 + αi12)
ŷi = ŷ1 + d1i sin(α12 + αi12).

(9)

Update (old and new) features: When new features are observed, the dimen-
sion of the information vector and information matrix will be increased by
adding zeros for the new features. We still denote the new information vector
as i(k), the new information matrix as I(k), and the new state estimation as
X̂(k).

The formulas for the update of the information vector and the information
matrix using the measurement zmap are as follows:



I(k + 1) = I(k) + �HT
mapR

−1
map�Hmap

i(k + 1) = i(k) + �HT
mapR

−1
map[zmap(k + 1) − Hmap(X̂(k)) + �HmapX̂(k)]

(10)
where �Hmap is the Jacobian of the function Hmap evaluated on the current
state estimation X̂(k).

2.3 Localization in D-SLAM

State vector: The state vector used in localization is the three dimensional
robot location:

Xr = (xr, yr, φr)T . (11)

Localization is only needed when the robot is away from its initial position.
We can obtain two estimates of the robot location. The first estimate is from
the process model plus the priori knowledge of the robot location. The details
are the same as those in the traditional SLAM and are omitted here. The
second estimate is from the measurements.
Measurement model: Suppose the robot observes m features f1, f2, · · ·, fm,
among which f1, · · · , fm1 , m1 ≤ m are features that have been previously seen.
Part of the original measurement vector zold that involves these old features
is used for localization

zloc = Hloc(X1, · · · , Xm1 , Xr) + wloc. (12)

Estimate from measurement: An estimate of Xr can be obtained by zloc and
the current estimates of f1, · · · , fm1 and their corresponding covariance matrix
(a submatrix of the whole covariance matrix).
Combine two estimates using Covariance Intersection: Close examination of
the estimation process reveals that the two estimates generated above are not
independent. In some cases, for example in an indoor robot equipped with a
laser sensor, the estimate from measurement itself may provide a sufficiently
accurate robot location. In our simulation, we combine the two estimates using
Covariance Intersection (CI) [6], which facilitates combining two correlated
pieces of information when the extent of correlation itself is unknown.

As in the case of D-SLAM using compact relative map [1], although zmap

in (7) and zloc in (12) are not independent, the observation information is
not reused. This is because the information about the robot location obtained
from the localization process will never be used in the mapping process.

3 Implementation Issues

3.1 Data Association

Data association refers to the process of associating the observations to the
corresponding features. As in the traditional SLAM, many data association
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algorithms can be applied in the proposed D-SLAM algorithm. Generally
speaking, batch data association algorithms (e.g [12]) are more robust than
the standard maximum likelihood approach but the computational cost is
higher.

In our simulation and experiment, we follow the standard maximum likeli-
hood approach described in [2]. Due to erroneous feature detections caused by
moving objects or measurement noise, two feature lists are maintained. One
list stores features that are confirmed to be valid, and the other stores po-
tential features yet to be validated. Mahalanobis distance between the newly
observed features and the features in the two lists are computed in order to
decide about the association.

Note that the recovery of feature location estimation and part of the as-
sociated covariance matrix is needed for the data association.

3.2 Recovery of the Feature Locations in D-SLAM

Recovery of the feature location estimation is not only needed in data asso-
ciation, but also needed in the map update and robot localization. When the
number of features is small, the recovery can be simply obtained by (6) using
the inverse of the information matrix. However, when the number of features
is large, the computational cost of the inversion of the information matrix will
be high. So it is crucial to find more efficient ways of the recovery.

We first consider which part of the map states is needed in the D-SLAM
algorithm. (a) For mapping: as we can see in (10), by using the information
vector, it is not necessary to compute the inverse of the information matrix
I(k + 1) in the update step. However, the current state estimation of the fea-
tures involved in the current observation is still needed to compute �Hmap

and �HmapX̂(k). (b) For localization: in order to obtain the Estimate from
measurement, the estimation of the old features f1, f2, · · · , fm1 and their cor-
responding covariance matrix are needed. (c) For data association: only the
estimates and the covariance matrices of features in the vicinity of robot (the
vicinity here is defined in terms of the range of the sensor used for making
observations) are needed.

In other words, we only need the estimation of the features within the
sensor range of the current robot location and its corresponding covariance
matrix. Since the Jacobian �Hmap in (10) is sparse and there is no prediction
step in the mapping process, the information matrix I(k + 1) is an exactly
sparse matrix with the number of non-zero elements related to the sensor
range. In fact, links (by link, we mean the non-zero off-diagonal element in
the information matrix) between two features are established only if they are
both involved in the same measurements at a particular time. The result is
that links exist only between the features that are in the vicinity of each other.
This exact sparseness makes it possible to reduce the computational cost of
the map recovery significantly.



3.3 Computational Complexity

Let N be the number of features in the map. Two dimensional D-SLAM re-
quires the storage of the information vector with dimension 2N , the recovered
state vector with dimension 2N , the sparse information matrix with non-zero
elements O(N), and the submatrix of the covariance matrix corresponding to
the currently observed features O(1). The storage requirements are therefore
of O(N).

Updating the information matrix and the information vector requires the
Jacobian �Hmap as well as �HmapX̂(k). Thus it is necessary to recover the
current estimate of map state vector X̂(k). This can be done by solving a set
of sparse linear equations, using few iterations requiring O(N) operations as
a good initial guess of X̂(k) is always available.

Once the Jacobian is computed, updating the information matrix and the
information vector requires constant time as the Jacobian is always sparse
and as a prediction step is not necessary.

For data association, locations as well as the uncertainty of the features
in the vicinity of the robot are required. The vicinity here is defined in terms
of the range of the sensor. This requires O(N) operations to evaluate. The
desired columns of the covariance matrix associated with these features can
be obtained by solving a constant number of sparse linear equations with the
aid of a good initial guess, which also requires O(N) operations. Once the
locations of the observed features and the corresponding covariance matrix
are available, localization can be performed in constant time. Overall cost of
D-SLAM is, therefore, O(N).

4 Evaluation of D-SLAM

4.1 Experimental Evaluation with a Pioneer Robot in an Office
Environment

The Pioneer 2 DX robot in our lab is used for the implementation. It is
equipped with a laser range finder with a field of view of 180 degrees and
an angular resolution of 0.5 degree to produce the relative range and bearing
measurements between the robot and the features. We run the pioneer in our
laboratory where we put twelve laser reflector strips in a 8 × 8m2 area. The
standard software, Player, is used to collect the control and sensor data from
the robot. Then we run the D-SLAM algorithm in Matlab with the collected
data.

In order to evaluate the robot and feature location estimation, we need
the true value of the states. Here we use the traditional SLAM estimation as
the truth. Figure 2(a) is the map obtained from D-SLAM. Figure 2(b) is the
robot location estimation from D-SLAM with respect to traditional SLAM
estimation. Figures 2(c) and 2(d) show the 2σ bound obtained from D-SLAM
and traditional SLAM for the estimation of robot location and feature 9.
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Fig. 2. D-SLAM implementation: map and estimation error

Figure 2(b) shows that the D-SLAM estimation is consistent. The map
(Figure 2(a)) is almost as good as that of the traditional SLAM in this small
area, as can be seen more clearly in feature 9 estimation in figure 2(d). In
this figure, the 2σ bound from D-SLAM is very close to that from traditional
SLAM. The slight difference comes from the fact that no information about
robot location is fused into the map.

It can be seen from figures 2(b) and 2(c) that the localization result using
CI is conservative. The reason is that CI applies conservative combination of
the two estimates under the situation of not knowing their correlation [6]. The
risk in it lies in the data association. The maximum likelihood method used
in data association may fail when the robot estimation uncertainty is large. In
D-SLAM, this failure may occur more frequently compared with traditional
SLAM algorithms.



4.2 Evaluation of D-SLAM in Simulation with a
Large Number of Features

In simulation, we ran D-SLAM algorithm in a much larger area, so as to
further verify its convergence and illustrate its properties.

The environment used is a 40 meter square region. We put 196 features
arranged in uniformly spaced rows and columns. The interval between two
features is 3 meters. The robot starts from the left bottom corner and follows
a random trajectory. Robot speed is 20cm/s and turn rate is 0.1rad/s. A
sensor with a field of view of 180 degrees and a range of 5 meters is simulated
to generate relative range and bearing measurements between the robot and
the features.

Figure 3(a) and 3(b) show the maps obtained from D-SLAM and tra-
ditional SLAM. It can be seen that the uncertainty of the feature location
estimates are more conservative in D-SLAM, compared with the traditional
SLAM estimator. This information loss is expected.

Figure 3(c) shows the links among the features in the information matrix.
This figure demonstrates more clearly that links only exist among features
within sensor range. Figure 3(d) shows the non-zero elements in the infor-
mation matrix obtained by the D-SLAM algorithm. Non-zero off-diagonal
elements are caused by closing loops.

5 Conclusions

In this paper, we proposed a new SLAM algorithm: D-SLAM using absolute
map. We addressed some key implementation issues and provided experimen-
tal verification for D-SLAM. The convergence of D-SLAM is verified by both
real experimental data and simulations. Although the robot location is not
incorporated in the state vector used in mapping, correlations among the
features are still preserved in the information matrix. Therefore, the estima-
tion uncertainty of the feature locations that are far away from the initial
location of the robot is significantly reduced as the “loop is closed”. A signifi-
cant advantage of D-SLAM is that the information matrix associated with the
mapping is exactly sparse resulting in a significant reduction in computational
complexity.

Besides the O(N) computational cost, D-SLAM also has the following
potential advantages: (1) since the mapping problem is treated as a static
estimation problem, the multi-robot SLAM problem can be a simple exten-
sion, provided data association issues can be resolved; (2) some recent results
have also shown that the large error in the robot orientation introduces in-
consistency in traditional SLAM [14] [15]. D-SLAM does not have the robot
location in the state vector used for mapping thus may be more robust than
traditional SLAM.
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Fig. 3. D-SLAM simulations: Maps and Sparse Information Matrices

D-SLAM, however, results in some information loss because not all the
information from the process model and observations is used for the mapping
and localization. Preliminary analysis suggests that the extent of the informa-
tion loss is related to the ratio between process noise and observation noise.
It is seen from the experimental results that in many practical scenarios, with
the availability of high rate scanners such as the SICK laser, the information
loss is not a significant drawback.

Our ongoing research includes the detailed analysis of the information loss
in D-SLAM, the verification using data from large outdoor environments, and
multi-robot D-SLAM. Active D-SLAM problem where the robot trajectory is
actively chosen on-line is our future research topic.
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Summary. This paper presents a new generalisation of simultaneous localisation
and mapping (SLAM). SLAM implementations based on extended Kalman filter
(EKF) data fusion have traditionally relied on simple geometric models for defin-
ing landmarks. This limits EKF-SLAM to environments suited to such models and
tends to discard much potentially useful data. The approach presented in this paper
is a marriage of EKF-SLAM with scan correlation. Instead of geometric models,
landmarks are defined by templates composed of raw sensed data, and scan cor-
relation is shown to produce landmark observations compatible with the standard
EKF-SLAM framework. The resulting Scan-SLAM combines the general applicabil-
ity of scan correlation with the established advantages of an EKF implementation:
recursive data fusion that produces a convergent map of landmarks and maintains
an estimate of uncertainties and correlations. Experimental results are presented
which validate the algorithm.

Keywords: Simultaneous localisation and mapping (SLAM), EKF-SLAM,
scan correlation, Sum of Gaussians (SoG), observation model

1 Introduction

A mobile robot must know where it is within an environment in order to navi-
gate autonomously and intelligently. Self-location and knowing the location of
other objects requires the existence of a map, and this basic requirement has
lead to the development of the simultaneous localisation and mapping (SLAM)
algorithm over the past two decades, where the robot builds a map piece-wise
as it explores the environment. The predominant form of SLAM to date is
stochastic SLAM as introduced by Smith, Self and Cheeseman [11]. Stochas-
tic SLAM explicitly accounts for the errors that occur in sensed measurements:
measurement errors introduce uncertainties in the location estimates of map
landmarks which, in turn, incur uncertainty in the robot location estimate,
and so the landmark and robot pose estimates are dependent. Practical imple-
mentations of stochastic SLAM represent these uncertainties and correlations
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with a Gaussian probability density function (PDF), and propagate the un-
certainties using an extended Kalman filter (EKF). This form of SLAM is
known as EKF-SLAM [6]. One problem with EKF-SLAM is that requires the
sensed data to be modelled as geometric shapes, which limits the approach to
environments suited to such models.

This paper presents a new approach to SLAM which is based on the in-
tegration of scan correlation methods with the EKF-SLAM framework. The
map is constructed as an on-line data fusion problem and maintains an esti-
mate of uncertainties in the robot pose and landmark locations. There is no
requirement to accumulate a scan history. Unlike previous EKF-SLAM im-
plementations, landmarks are not represented by simplistic geometric models,
but rather are defined by a template of raw sensor data. This way the fea-
ture models are not environment specific and good data is not thrown away.
The result is Scan-SLAM that uses raw data to represent landmarks and
scan matching to produce landmark observations. In essence, this approach
presents a new way to define generic observation models, and in all other
respects Scan-SLAM behaves in the manner of conventional EKF-SLAM.

The format of this paper is as follows. The next section presents a review
of related work. Section 3 describes a sum of Gaussians (SoG) representation
for scans of range-bearing data, based on the work presented in [1, Chapter 4].
Section 4 presents a method for obtaining a Gaussian likelihood function from
the scan correlation procedure, which produces an observation in a form com-
patible with EKF-SLAM. Section 5 describes the generic observation model
that is applied to all feature observations obtained by scan correlation. Sec-
tion 6 presents Scan-SLAM, which uses the developments of Sections 4 and
5 to implement a scan correlation based observation update step within the
EKF-SLAM framework. The method is validated with experimental results.
Finally, conclusions are presented in Section 8.

2 Related Work

A significant issue with EKF-SLAM [4] is the design of the observation model.
Current implementations require landmark observations to be modelled as
geometric shapes, such as lines or circles. Measurements must fit into one of
the available geometric categories in order to be classified as a feature, and
non-conforming data is ignored. The chief problem with geometric observation
models is that they tend to be environment specific, so that a model suited
to one type of environment might not work well in another and, in any case,
a lot of useful data is thrown away.

An alternative to geometric feature models is a procedure called scan cor-

relation, which computes a maximum likelihood alignment between two sets
of raw sensor data. Thus, given a set of observation data and a reference
map composed similarly of unprocessed data points, a robot can locate itself
without converting the measurements to any sort of geometric primitive. The
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observations are simply aligned with the map data so as to maximise a cor-
relation measure. Scan correlation has primarily been used as a localisation
mechanism from an a priori map [13, 8, 3, 9], with the iterated closest point

(ICP) algorithm [2, 10] and occupancy grid correlation [5] being the most
popular correlation methods.

Two significant methods have been presented that perform scan correlation
based SLAM. The first [12] uses expectation maximisation (EM) to maximise
the correlation between scans, which results in a set of robot pose estimates
that give an “optimal” alignment between all scans. The second method [7]
accumulates a selected history of scans, and aligns them as a network. This
approach is based on the algorithm presented in [10].

The main concern with these methods is that they do not perform data
fusion, instead requiring a (selected) history of raw scans to be stored, and they
are not compatible with the traditional EKF-SLAM formulation. This paper
presents a new algorithm that combines EKF-SLAM with scan correlation
methods.

3 Scan Matching Using Gaussian Sum Representation

A set of point measurements may be represented as a sum of Gaussians. This
representation permits efficient correlation of two scans of data, and has a
Bayesian justification which ensures that, under certain conditions, the scan
alignment estimate is consistent (see [1]). SoG correlation also avoids limita-
tions inherent to occupancy grid and ICP correlation methods; these being
fixed-scale granularity and point-to-point data associations, respectively.

For a set of range-bearing measurements, such as a range-laser scan, the
measurements and their uncertainties are first converted to sensor-centric
Cartesian space. That is, a range-bearing measurement zi = (ri, θi) with
Gaussian uncertainty Ri, is converted to Cartesian coordinates

xi = f (zi) =

�
ri cos θi

ri sin θi

�

Pi = �fzi
Ri�fT

zi

where the Jacobian �fzi
= ∂f

∂zi

.
We define an n-dimensional Gaussian as

g(x; p̄,P) �
1


(2π)n |P|
exp

�
−

1

2
(x − p̄)T P−1(x − p̄)

	

where p̄ and P are the mean and covariance, respectively. An n-dimensional
sum of Gaussians (SoG) is defined as the sum of k scaled Gaussians.

G(x) �

k�
i=1

αig(x; p̄i,Pi)
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Fig. 1. The left-hand figure shows the set of raw range-laser data points trans-
formed to a sensor-centric coordinate frame. The right-hand figure shows the SoG
representation of this scan.

where, for a normalised SoG, the sum of the scaling factors αi is one. However,
normalisation is not necessary for correlation purposes—only relative scale is
important—and it is more convenient to work with non-normalised SoGs. An
example of a SoG produced from a range-laser scan is shown in Fig. 1.

Given two scans of Cartesian data points, where each point has a mean
and variance, the respective scans may be represented by two SoGs.

G1(x) =

k1�
i=1

αig(x; p̄i,Pi)

G2(x) =

k2�
i=1

βig(x; q̄i,Qi)

A likelihood function for the correlation of these two SoGs is given by their
cross-correlation.

Λ(x) = G1(x) � G2(x)

=

� k1�
i=1

αig(u − x; p̄i,Pi)

k2�
j=1

βjg(u; q̄j ,Qj)du

=

k1�
i=1

k2�
j=1

αiβjγij (x) (1)

where γij (x) is the cross-correlation of two Gaussians g(x; p̄i,Pi) and g(x; q̄j ,Qj).

γij (x) =
1


(2π)n |Σ|
exp
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µ̄ = p̄i − q̄j

Σ = Pi + Qj

The result is a likelihood function that provides a measure of scan align-
ment, and a maximum-likelihood alignment can be obtained as

xM = arg max
x

Λ(x) (2)

where pose xM is the maximum-likelihood location of scan 1 with respect to
scan 2. More precisely, xM is the location of the coordinate frame of scan 1
with respect to the coordinate frame of scan 2.

Full details of Gaussian sum correlation can be found in [1, Section 4.4]. In
particular, it describes SoG scaling factors, SoG correlation in a plane (with
alignment over position and orientation), and various alternatives for efficient
implementation.

4 Scan Correlation Variance

For scan correlation to be compatible with EKF-SLAM, it is necessary to
approximate the correlation likelihood function in (1) by a Gaussian. This
section presents a method to compute a mean and variance for scan correlation
based on the shape of the likelihood function in the vicinity of the point of
maximum-likelihood. The resulting approximation is reasonable because the
likelihood function tends to be Gaussian in shape in the region close to the
maximum-likelihood.

The first step in deriving this approximation is to compute the variance
of a Gaussian function given only a set of point evaluations of the function.
Given a Gaussian PDF

g(x; p̄,P) =
1


(2π)n |P|
exp

�
−

1

2
(x − p̄)T P−1(x − p̄)

	

the maximum-likelihood value is found at its mean

g(p̄; p̄,P) =
1


(2π)n |P|
= CM

Any other sample xi from this distribution will have the value

g(xi; p̄,P) = CM exp

�
−

1

2
(xi − p̄)T P−1(xi − p̄)

	

= Ci

By taking logs and rearranging terms, we get

(xi − p̄)T P−1(xi − p̄) = −2(ln Ci − ln CM ) (3)



Thus, given a set of samples {xi} and their associated function evaluations
{Ci}, along with the maximum-likelihood parameters p̄ and CM , then the
inverse covariance matrix P−1 (and hence P) can be evaluated. The only
requirement is that the number of samples equals the number of unknown
elements in P−1.

In this paper, we are concerned with 3-dimensional Gaussians, (i.e., to
represent the distribution of a landmark pose [xL, yL, φL]T ), and so we present
the full derivation of variance evaluation for this case. We define the following
variables

C
�

i = −2(ln Ci − ln CM )

xi − p̄ = [xi, yi, zi]
T

P−1 =


a b c

b d e
c e f




Substituting these into (3) and expanding terms gives

x2

i a + 2xiyib + 2xizic + y2

i d + 2yizie + z2

i f = C
�

i (4)

The result is an equation with six unknowns (a, . . . , f), and so a solution
can be found given six samples from the Gaussian. This is posed as a matrix
equation of the form

Ax = b

where the i-th row of A is [x2

i , 2xiyi, 2xizi, y
2

i , 2yizi, z
2

i ], x is the unknowns

[a, b, c, d, e, f ]T , and b is the set of solutions {C
�

i}. For a Gaussian function,
the solution of this system of equations gives the exact covariance matrix of
the function.

Since the scan correlation likelihood function is not exactly Gaussian (al-
though we presume it has approximately Gaussian shape near the maximum
likelihood location), different sets of samples will produce different values for
P. To reduce this variation, we evaluate more than the minimum number of
samples and compute a least-squares solution using singular value decompo-

sition (SVD), which results in a much more stable covariance estimate.
In summation, two SoGs are aligned according to a maximum likelihood

correlation, to give the pose xM between scan coordinate frames. A number
of samples, N > 6, from the region near xM are evaluated and the alignment
variance PM is computed by SVD. At a higher level of abstraction, the re-
sult of this algorithm can be described by the following pseudocode function
interface

[xM, PM] = scan_align(G1(x),G2(x), x0)

where x0 is an initial guess of the pose of G1(x) relative to G2(x). A good
initial pose is required to promote reliable convergence.
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5 Generic Observation Model

We define a landmark by a SoG in a local landmark coordinate frame, and
the Scan-SLAM map stores a global pose estimate of this coordinate frame in
its state vector (see Section 6 for details). Thus, all observations of landmarks
obtained by scan matching can be modelled as the measurement of a global
landmark frame xL as seen from the global vehicle pose xv (see Fig. 2).

The generic observation model for the pose of a landmark coordinate frame
with respect to the vehicle is as follows.

z = [xδ, yδ, φδ]
T = h (xL,xv)

=


 (xL − xv) cos φv + (yL − yv) sin φv

−(xL − xv) sin φv + (yL − yv) cos φv

φL − φv


 (5)

6 Scan-SLAM Update Step

When an object is observed for first time, a new landmark is created. A
landmark definition template is created by extracting from the current scan
the set of measurements that observe the object. These measurements form
a SoG, which is transformed to a coordinate frame local to the landmark.
While there is no inherent restriction as to where this local axis is defined,
it is more intuitive to locate it somewhere close to the landmark data-points
and, in this paper, we define the local coordinate frame as the centroid of the
template SoG. A new landmark is added to the SLAM map by adding the
global pose of its coordinate frame to the SLAM state vector. Note that the
landmark description template is not added to the SLAM state and is stored
in a separate data structure.

As new scans become available, the SLAM estimate of existing map land-
marks can be updated by the following process. First, the location of a map

Fig. 2. All SoG features are represented in the SLAM map as a global pose identi-
fying the location of the landmark coordinate frame. The generic observation model
for these features is a measurement of the global landmark pose xL with respect to
the global vehicle pose xv. The vehicle-relative observation is z = [xδ, yδ, φδ]

T .



landmark relative to the vehicle is predicted to determine whether the land-
mark template SoG GL(x) is in the vicinity of the current scan SoG Go(x).
This vehicle-relative landmark pose is the predicted observation ẑ according to
(5). If the predicted location is sufficiently close to the current scan, the land-
mark template is aligned with the scan using the SVD correlation algorithm,
using ẑ as an initial guess (see Fig. 3).

[z, R] = scan_align(GL(x), Go(x), ẑ)

The result of scan alignment gives the pose of the landmark template frame
with respect to the current scan coordinate frame, which is defined by the
current vehicle pose. This is the new landmark observation z with uncertainty
R, in accordance with the generic observation model in (5). Having obtained
the observation z and R, the SLAM state is updated in the usual manner of
EKF-SLAM.

Fig. 3. The left-hand figure shows a stored scan landmark template (solid line) and
a new observed scan (dashed line). The right-hand figure shows the scan alignment
evaluated with the scan correlation algorithm from which the observation vector z

is obtained.

7 Results

This section presents simulation and experimental results of the algorithm
presented. The importance of the simulation results is in the possibility to
compare the actual objects position with the estimated by Scan-SLAM.

Fig. 4 shows the simulation environment. The experiment was done in
a large area of 180 by 160 metres with a sensor field of view of 30 metres.
The vehicle travels at a constant speed of 3m/s. The sensor observations
are corrupted with Gaussian noise with standard deviations 0.1 metres in
range and 1.5 degrees in bearing. The simulation map consists of objects with
different geometry and size. In order to select the segments to be added into
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the navigation map, a basic segmentation algorithm was implemented that
selects sensor segments that contain a minimum number of neighbour points.

The results for the Scan-SLAM algorithm are shown in Fig. 4. Here the
solid line depicts the ground truth for the robot pose and the dashed line the
estimated vehicle path. The actual object’s position is represented by the light
solid line and the segment’s position by the dark points. The local axis pose for
each scan landmark is also shown and the ellipses indicate the 3σ uncertainty
bound of each scan landmark. The local axis position was defined equal to the
average position of the raw points included in the segment and the orientation
equal to the vehicle orientation. Fig. 5 shows the result after the vehicle closes
the loop and the EKF-SLAM updates the map. The alignment between the
actual object’s position and that estimated by the algorithm after closing the
loop can be observed.
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Fig. 4. The figure shows the simulation environment. The solid line depicts the
ground truth for the robot pose and the dashed line the estimated vehicle path.
The actual object positions are represented by the light solid line and the segment
positions by the dark points. The ellipses indicate the 3σ uncertainty bound of each
scan landmark.

The algorithm was also tested using experimental data. In the experiment
a standard utility vehicle was fitted with dead reckoning and laser range sen-
sors. The testing environment was the car park near the ACFR building. The
environment is mainly dominated by buildings and trees. Fig. (6) illustrates
the result obtained with the algorithm. The solid line denotes the trajec-
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Fig. 5. Simulation result after closing the loop.

tory estimated. The light points is a laser-image obtained using feature-based
SLAM and GPS, which can be used as a reference. The dark points represent
the template scans and the ellipses the 1σ covariance bound. The local axis for
the scan landmarks were also drawn in the figure. The segmentation criterion
was also based on distance. Seven scan landmarks were incorporated and used
for the SLAM.

8 Conclusions and Future Work

EKF-SLAM is currently the most popular filter used to solve stochastic
SLAM. An important issue with EKF-SLAM is that it requires sensory in-
formation to be modelled as geometric shapes and the information that does
not fit in any of the geometric models is usually rejected. On the other hand,
scan correlation methods use raw data and are not restricted to geometric
models. Scan correlation methods have mainly be used for localisation given
an a priori map. Some algorithms that perform scan correlation based SLAM
have appeared, but they do not perform data fusion and they require storage
of a history of raw scans.

The Scan-SLAM algorithm presented in this paper combines scan correla-
tion with EKF-SLAM. The hybrid approach uses the best of both paradigms;
it incorporates raw data into the map representation and so does not require
geometric models, and estimates the map in a recursive manner without the
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Fig. 6. Scan-SLAM result obtained in the car park area. The solid line denotes the
trajectory estimated. The light points is a laser-image obtained using feature-based
SLAM and GPS. The dark points represent the template scans and the ellipses the
1σ covariance bound.

need to store the scan history. It works as an EKF-SLAM that uses raw data
as landmarks and utilises scan correlation algorithms to produce landmark
observations. Finally experimental results were presented that showed the ef-
ficacy of the new algorithm.

In terms of future research, there is a lot of scope for developing the data
association capabilities that arise from combining scan correlation with EKF-
SLAM metric constraints. The ability of batch data association within an
EKF framework to reject spurious data is well developed (e.g., [1, Chapter
3]). Scan correlation has the potential to strengthen the rejection of outliers
by matching consecutive sequences of scans and removing points that are not
reobserved. Also, scan correlation provides a measure of how well the shape of
one scan fits another and can reject associations that have compatible metric
constraints but misfitting shape.

A second area for future work is the development of continuously improv-
ing landmark templates. As a landmark is reobserved, perhaps from different
view-points, the template model that describes it can be refined to better
represent the object.
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Summary. We present a probabilistic technique for alignment and subsequent
change detection using range sensor data. The alignment method is derived from a
novel, non-rigid approach to register point clouds induced by pose-related range ob-
servations that are particularly erroneous. It allows for high scan estimation errors to
be compensated distinctly, whilst considering temporally successive measurements
to be correlated. Based on the alignment, changes between data sets are detected
using a probabilistic approach that is capable of differentiating between likely and
unlikely changes. When applied to observations containing even small differences, it
reliably identifies intentionally introduced modifications.

1 Introduction

We provide a unified probabilistic technique for alignment and subsequent
change detection using range sensor data. Our work has been motivated by
the goal to identify even small changes of the size of a little box by (airborne)
vehicle observations. To allow for an exhaustive application of our approach,
a terrain shall be sensed as infrequently as possible.

An autonomous Yamaha RMAX helicopter (see Fig. 1) that has been deve-
loped within the scope of the NASA Autonomous Rotorcraft Project (ARP),
serves as model and experimental platform for our alignment and change de-
tection approach. Tests were performed at the Ames Disaster Assistance and
Rescue Team (DART) Collapsed Structure Rescue Training Site (see Fig. 2)
located at NASA Ames Research Center in Mountain View, California.
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Fig. 1. The NASA/ARP helicopter
equipped with a range measurement
device from SICK.

Fig. 2. The DART Collapsed Struc-
ture Rescue Training Site located in
Mountain View, CA.

The vehicle’s pose is estimated by a Kalman filter integrating GPS position
and velocity. The RMAX has been modified to include an avionics payload
which, for our purpose, contains a SICK PLS laser range scanning unit that is
mounted under the helicopter’s nose, pointing straight down at an angle of 90
degrees. The device provides centimeter-accuracy range measurement every
one degree over a field-of-view of 180 degrees and at a frequency of 75 Hz.
Details on ARP as well as the helicopter’s operational issues are to be found
in [14].

2 Related Work

In the past, automatic change detection based on probabilistic techniques has
widely been studied in the field of computer vision and image processing.
In [1] the history of change detection from remotely sensed digital images is
summarized comprehensively. A variety of approaches addressing interesting
purposes, like environmental monitoring [3], urban [4], [5], [6] and forest sur-
veillance [7], etc. have further been developed. These studies exclusively base
on optical and range imagery acquired by camera or aerial mapping radar and
lidar systems.

Recent major breakthroughs in the field of high-precision range sensor
technologies led to an increasing availability of inexpensive scanning devices.
As a consequence thereof, applying change detection methods to spatially
interpreted range sensor data as presented in [8] and [9] has become more and
more attractive. However, compared to the major efforts and breakthroughs
in the imagery-related theories, these approaches have only been studied to
some unsatisfactory extent. Nevertheless, they promise to open up a wide area
of potentially superior applications.

In this paper, we are therefore deriving a novel unsupervised technique to
evaluate changes in spatial point clouds. Our method deeply relates to those
based on the so-called “difference image” as proposed in [1]. In principle,
these methods analyze spatial or spatio-temporal distributions of a distance
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metric between previously aligned reference and sample imagery. But in spite
of their relative simplicity and widespread use, they usually exhibit a major
weakness: As shown in [2], change detection accuracy strongly correlates with
precise registration results that again suffer from the prevailing neglection of
building sufficient models.

In contrast to related work that merely makes insufficient effort to precisely
register data sets by only few rigid transformations, the theory presented in
this paper focuses on enhancing alignment results significantly. This goal is
achieved by applying a novel algorithm based on the non-rigid registration
approach as presented in [13]. We therefore explicitly derive and consider
models of the measuring processes involved in data acquisition.

3 Models

3.1 Helicopter Model

Whenever a range scan is acquired, the helicopter is at a specific pose relative
to a global GPS coordinate system. Let us denote the pose by two sets of
variables, pertaining to the x-y-z coordinates of the vehicle and its three Euler
angles. Specifically, we assume that at time t, for t = 1, . . . , N , the helicopter’s
location is given by the variables xt, yt, and zt. We denote the angles at time
t by φt, θt and ψt. Thus, the state vector of the helicopter at time t is given

by ξt =
�
xt yt zt φt θt ψt


T
.

An estimate of the helicopter’s pose is provided by the onboard Kalman
filter. Specifically, at time t we receive from the EKF a Gaussian pose esti-
mate. The mean of an estimate will be denoted µt and the covariance Σt.
The sequence of all poses acquired during a single flight of the helicopter is
represented by a high-dimensional Gaussian trajectory estimate ξ with mean
µ and covariance Σ. Stated differently, we have ξ ∼ N (µ, Σ). This implies
that the corresponding negative logarithm of the pose trajectory distribution
is given by

− log pr (ξ) = const. +
1

2
(ξ − µ)

T
Σ−1 (ξ − µ) (1)

The constant term in Eq. 1 is the logarithm of the normalizer |2πΣ|− 1
2 .

However, this normalizer does not depend on the target variable ξ. Henceforth,
its actual value will play no important role, and it can safely be omitted.

3.2 Measurement Model

The helicopter acquires ground data using a range scanner. Each scan consists
of M = 180 range measurements. The i-th measurement is oriented at angle
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αi. Let the actual range measurement be denoted rt,i, where t is once again
the time index, and i is the index of the measurement beam acquiring the
range scan at time t.

Basic geometry suggests that the projection of this measurement into spa-
tial coordinates is now obtained by

pt,i (ξt, rt,i) = Rφtθtψt
Ri

�
0 0 rt,i


T
+
�
xt yt zt


T
(2)

Here Rφtθtψt is the joint rotation matrix that maps the orientation of the
helicopter’s local coordinate system back into global world coordinates. The
vector (xt, yt, zt) represents the helicopter’s location in 3-D world coordinates.
Finally, the matrix Ri is a rotation matrix that captures the angle αi of the
i-th measurement beam.

In practice, even in static environments each measurement will be corrup-
ted by noise. To model the noise, we assume the existence of a “true” surface
point, denoted p̂t,i. Of course, p̂t,i is unknown. However, this surface point
induces a true range, denoted r̂t,i, which is unknown as well, but it will play
an important role in determining whether two scans refer to the same static
surface patch in the differencing process. Again, we assume the noise probabi-
lity distribution elongating along the measurement beam to be Gaussian with
mean r̂t,i and variance s. Thus, we define rt,i ∼ N (r̂t,i, s). The corresponding
negative logarithm shall then be given by

− log pr (rt,i) = const. +
1

2
(rt,i − r̂t,i) s−1 (rt,i − r̂t,i) (3)

Once again, the constant term in Eq. 3 is the logarithm of the normalizer

|2πs|− 1
2 and can be omitted. We remark that the assumed measurement error

s plays a critical role in change detection. It characterizes the normal variation
we are expecting when measuring the ground surface.

From Eq. 2 we learn that the distribution over probable surface points pt,i

depends on the time-related pose estimation ξt and the measurement model
for rt,i. Both models are represented by Gaussians and we therefore infer that
the pt,i are also distributed normally. Hence, we define the joint probability
pt,i ∼ N (p̂t,i, Qt,i) and the negative logarithm

− log pr (pt,i) = const. +
1

2
(pt,i − p̂t,i)

T
Q−1

t,i (pt,i − p̂t,i) (4)

Here, the mean p̂t,i is once again the “true” surface point we have sensed,
and the covariance Qt,i incorporates the helicopter model as stated in Sec.
3.1 along with the projection of our measurement model from Sec. 3.2 into
spatial coordinates. The constant part is omitted as usual.
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3.3 Practical Considerations

In change detection, the same ground is purposely sensed more than once. To
distinguish variable values arising from two independent scanning runs, we
introduce a special notation remarking that estimations occurred at different
times. Therefore, poses, measurements and induced surface points originating
from an earlier run will further be referred to as ξt� , rt�,i� and pt�,i� respec-
tively. Observations acquired during a subsequent pass will remain denoted
ξt, rt,i and pt,i. The noise models will be modified analogously.

4 Scan Alignment

In this section, we are deriving a probabilistic model for the alignment process.
Based on that, we will show why classical approaches addressing the problem
of registering range scan data that originates from measurements carried out
by a helicopter must perform poorly. Hence, we will introduce a novel and
superior method that is much more capable of aligning maps of the discussed
type.

4.1 Alignment Model

Based on the assumptions made in Sec. 3, we can now formally consider
alignment as the problem of maximizing the posterior over locations of points
p = {pt,i} in the world, although they might have been induced by different
sensor readings acquired in different runs. Put differently, we seek to find

argmax
ξ,r

pr (p) (5)

where ξ denotes the helicopter’s trajectory estimate, whilst r = {rt,i}
refers to all the measurements acquired during the entire duration of the
observation flight.

As common, our approach minimizes the negative likelihood. From Eq. 5,
we can therefore derive under independent sensor noise:

argmax
ξ,r

pr (p) = argmin
ξ,r

− log pr (p) = argmin
ξ,r

− log

t,i

pr (pt,i) (6)

This expression may then be converted into a simple non-linear least squa-
res problem by applying the negative logarithm stated in Eq. 4. The optimiza-
tion then resolves to
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argmin
ξ,r

�
t,i

1

2
(pt,i − p̂t,i)

T
Q−1

t,i (pt,i − p̂t,i) + const.

 (7)

A basic assumption our approach does not make is the existence of an
explicit model of the environment. This is an important factor, because we are
aiming at being able to detect changes by sensing parts of the world not more
than twice. Hence, it seems nearly impossible to incorporate enough knowledge
to actually learn an adequate probabilistic representation for it. We therefore
have to refer to measurements originating from a previous observation run as
the reference. Put differently, we define

p̂t,i = m (pt,i) (8)

Here, the function m (pt,i) → pt�,i� denotes a matching of points acquired
at time t and angle αi with corresponding surface points of the reference, that
is points induced by sensor readings of an earlier pass. Hence, the posterior’s
optimization from Eq. 7 can be restated

argmin
ξ,r

�
t,i

[pt,i −m (pt,i)]
T Q−1

t,i [pt,i −m (pt,i)] (9)

where constant parts and factors that apply to the whole term have been
omitted. This is safe, because they do not depend on the target variables and
thus, they will play no role in the overall optimization.

One might have noticed that we have not yet derived the joint covariance
matrix Qt,i that appears in our distribution over probable surface points. From
Eq. 2 we learn that inferring the elements of Qt,i involves several rotational
and translational transformations to be applied to the distributions introduced
by our helicopter and our measurement model. However, for the purpose of
simplicity, the correct form of Qt,i will play no role in the overall alignment.
Its determination is therefore dispensable.

4.2 Aligning Rigid Models

Iterative Closest Point Algorithm

Besl and McKay suggest in [10] to solve the alignment problem by using a
special iteration scheme. They prove that, with respect to a given metric,
an optimal matching between a reference and a sample point cloud can be
achieved by repeatedly optimizing the registration parameters R∆φ∆θ∆ψ and
∆t such that they minimize the distance metric between the sample and the
best matching parts of the reference at a time. Here, R∆φ∆θ∆ψ, or written
briefly ∆R, denotes a joint transformation matrix that rotates all sample
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points about the three spatial axes, whilst ∆t =
�
∆x ∆y ∆z


T
performs a

translation. Put formally, ICP therefore seeks to find

argmin
∆R,∆t

�
t,i

[∆R pt,i + ∆t −m (pt,i)]
T Q−1

t,i [∆R pt,i + ∆t −m (pt,i)] (10)

Here, the desired metric that matches correspondent points of the clouds
is the Mahalanobis distance. However, the classical ICP approach only allows
for metrics that assume the constant isotropic and time-invariant case of our
posterior. Put differently Qt,i = q I3, where I3 is the 3 × 3 identity matrix.
With respect to the overall minimization, Qt,i is now constant and can be
omitted. The optimization therefore reduces to

argmin
∆R,∆t

�
t,i

[∆R pt,i + ∆t −m (pt,i)]
2 (11)

Still, the problem is a non-linear least squares problem, because the rota-
tion is a non-linear function of the angles involved.

The ICP algorithm itself is stated in [10] and its convergence is proven. We
therefore waive a complete notation of the iteration scheme. The reader should
note that ∆R and ∆t both incorporate global transformation parameters that
align reference and sample as a whole. Thus, both point clouds are considered
to be rigid.

Linear Optimization Approach

Commonly, it is convenient to linearize the optimization criterion. For that
purpose, we simply expect aligning rotations at each step of ICP to be small
and approximate cosα by 1 and sinα by α. In our case, this is a reasonable
assumption, because we seek to register point clouds that are pre-aligned to
some extent. Accordingly, R∆φ∆θ∆ψ denotes

R∆φ∆θ∆ψ = ∆R ≈
 1 −∆ψ ∆θ

∆ψ 1 −∆φ
−∆θ ∆φ 1

 (12)

Now that the optimization problem is linear, it can easily be solved exactly
(relatively to the approximations). For this purpose, the partial derivatives of
Eq. 11 with respect to the dependents ∆x, ∆y, ∆z, ∆φ, ∆θ and ∆ψ are
set to zero, yielding 6 equations containing the 6 sought variables. This gives
us a matrix equation of the form A x = −b, where A is a 6 × 6 matrix
collecting the gradients of the optimization criterion, b is a 6-dimensional
vector incorporating the constant components of the derivatives and x =�
∆x ∆y ∆z ∆φ ∆θ ∆ψ


T
.



186 R. Kaestner et al.

Fig. 3. Registration results obtained by considering reference (light blue) and sam-
ple (black) to be rigid. The side view reveals, that there remain huge divergences
(red boxes) between numerous parts of the two point clouds.

Here, the exact determination of A and b be omitted, because this solely
involves basic maths. However, we shall remark the important fact that A
is symmetric and positive definite. This is an important property a variety
of particularly efficient numerical algorithms take advantage of. For example,
A x = −b may be solved using the Cholesky Decomposition.

Preliminary Results

Fig. 3 shows two point clouds, one being the reference pt�,i� , the other being
the sample pt,i. Both have been registered using rigid body transformations
as suggested by Besl and McKay. The scans inducing the point clouds were
acquired independently during two flights of our laser-equipped helicopter.
The classical approach obviously performs poorly in that there remain huge
divergences between numerous parts of the two data sets.

To gain more insight into the apparent lacks that occur when applying
standard ICP to helicopter range observations, we need to investigate the
reasons for its failing. By looking at Fig. 3, we find that the errors in our ob-
servations are nearly uncorrelated. This implies that the variances and covari-
ances of the pose estimation and the measurement distribution are significant.
The attempt to apply rigid body transformations to our sample is obviously
not capable of compensating for this kind of errors.

5 Aligning Non-rigid Models

In Sec. 4.2 we have shown that assuming an alignment model consisting of
several individual scans to be rigid leads to results that implicitly induce a
vast amount of false differences. Therefore, we now present a novel approach
that is capable of dealing with high, randomly distributed estimation errors
ICP does not consider.



A Non-rigid Approach to Scan Alignment and Change Detection 187

The key idea is to extent the classical alignment approach by treating the
sample we wish to align to a reference model as a non-rigid point cloud. More
specifically, each scan is considered as rigid body, whilst it remains subject to
local transformations as a whole. Based on that, we are then able to involve
dependency assumptions that account for correlations between observation
errors.

Extended Optimization Criterion

In a first step we simply allow for scans to be transformed independently
instead of assuming a global ∆R and a global ∆t. For that purpose, we
introduce a rotation matrix ∆Rt = R∆φt∆θt∆ψt

and a translation vector

∆tt =
�
∆xt ∆yt ∆zt


T
. Both are applying to all pt,i that were induced by

readings acquired at time t. We now modify the simplified posterior from Eq.
11 to incorporate the scan-related transformation parameters and henceforth
seek to find

argmin
∆Rt,∆tt

�
t,i

[∆Rt pt,i + ∆tt −m (pt,i)]
2 (13)

At first glance, this only seems to be a slight modification, but Eq. 13
essentially differs from Eq. 11 in that we now use a vast sequence of scan-
related, local rotation matrices ∆Rt and translation vectors ∆tt instead of
a single scan-common, global ∆R and a global ∆t to align reference and
sample.

Nevertheless, this gives us a linear optimization problem we are able to
solve exactly. Setting the partial derivatives with respect to the dependents
∆xt, ∆yt, ∆zt, ∆φt, ∆θt and ∆ψt for all t to zero, we yield 6N equations
with 6N unknown variables. That is, the dimensionality of our optimization
problem grew by the factor N . However, we collect the elements to a linear
matrix equation of the form A∗ x∗ = −b∗, where A∗ is once again the matrix
containing all the gradients of our optimization criterion and now incorpora-
tes 6N × 6N elements. As usual, the 6N -dimensional vector b∗ accumulates
the constant components of the derivatives and x∗ represents all 6N sought
transformation parameters.

A closer look to the matrix equation reveals that A∗ remains symme-
tric and positive definite. Although its dimensionality increased tremendously,
non-zero elements can solely be found along the main diagonal. The reason
for that is covered in our model assumption. In particular, we considered all
pose estimations and measurements to be independent in terms of noise. The
missing gradients to the left and the right of the main diagonal therefore ac-
count for missing dependencies in the posterior. Hence, A∗ is said to be sparse
and the stated problem is usually referred to as a sparse energy minimization
problem, for which a rich family of efficient solvers exist. Amongst them, the
conjugate gradient (CG) algorithm is the most prominent iterative method.
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Descriptions of CG can be found in contemporary textbooks on optimization
[15]. The details of the algorithm are omitted for brevity.

Plausible Dependency Assumptions

The alignment approach stated so far is based on a non-rigid model that as-
sembles rigid scan lines in a non-specific way. Estimation noise is assumed to
be independent and consequently, scans are considered as incoherent. Howe-
ver, this is a very weak assumption that may lead to unexpected registration
results. The Kalman filter estimating the helicopter’s pose at each step t, for
example, emits sequences of state vectors ξt that are known to be statistically
dependent over time.

To account for correlated observation errors of this type, we therefore
assume non-zero covariances between temporally successive observations. Put
differently, the idea may be compared to attaching optimization constraints
in the form of little springs between scans arising from time t and time t −
1. We modify the posterior from Eq. 13 accordingly to take advantage of
a translational covariance parameter ∆qt and a rotational covariance ∆qr.
Henceforth, we seek to find

argmin
∆Rt,∆tt

�
t,i

[∆Rt pt,i + ∆tt −m (pt,i)]
2

+
1

∆qt

�
t

[∆tt − t∆t−1]2 +
1

∆qr

�
t

[∆rt − ∆rt−1]2 (14)

Here, we introduced another vector ∆rt =
�
∆φt ∆θt ∆ψt


T
that simply

accumulates the corresponding Euler angles from our rotation matrix ∆Rt =
∆R∆φt∆θt∆ψt .

To exactly solve the linear optimization problem stated in Eq. 14, we are
once again setting the partial derivatives with respect to the dependents ∆xt,
∆yt, ∆zt, ∆φt, ∆θt and ∆ψt for all t to zero. Furthermore, we collect the
gradients and constants to yield a linear matrix equation of the familiar form
and structure. Again, the gradient matrix remains sparse as well as symmetric
and positive definite. Hence, applying the CG algorithm to solve the system
of linear equations remains a feasible approach.

Online Approach

The approach presented so far constructs a global optimization problem that
incorporates knowledge on the complete data sets. However, a lot of applica-
tions exist where an online algorithm is a much more favorable solution. We
are therefore briefly presenting a slightly modified, iterative approach that
incorporates range scans as they occur.
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Fig. 4. Registration results obtained by applying the non-rigid approach presented
in this paper. Reference (light blue) and sample (black) are aligned near-perfectly.

The key idea of our alternative, real-time computable alignment method,
which can directly be derived from Eq. 14, additionally considers a translatio-
nal variance parameter st as well as a rotational variance sr. Thus, the online
posterior optimization shall be denoted

argmin
∆Rt,∆tt

�
i

[∆Rt pt,i + ∆tt −m (pt,i)]
2 (15)

+
1

∆qt
[∆tt − t∆t−1]2 +

1

∆qr
[∆rt − ∆rt−1]2 +

1

st
∆tt

2 +
1

sr
∆rt

2

and has to be determined for every arising observation at time t.

5.1 Alignment Results

Alignment results are depicted in Fig. 4. Compared to the preliminary results
shown in Fig. 3 that were obtained by applying classical ICP, our approach
provides a near-perfect registration of reference and sample, even though the
helicopter’s pose estimation is exceptionally imprecise and noisy.

In order to yield a quantitative evaluation of our alignment results, we
assume a normal distribution of all difference vectors between registered sam-
ple points and corresponding, that is nearest, reference points. This approach
allows for the mean and the standard deviation of the Gaussian alignment
error for each of the spatial dimensions to be determined empirically.

Table 1 presents the alignment errors achieved by applying the classical,
rigid method as well as the non-rigid offline and the non-rigid online approach
proposed in this paper to the helicopter’s observations. Obviously, all methods
perform fairly well in that they are capable of shifting the distributions’ me-
ans into the origin. However, the rigid registration does not compensate for
the error’s variant components, whilst both non-rigid approaches significantly
narrow the Gaussians, thus clearly indicating better alignment results.
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Table 1. Alignment errors (in meters) obtained by applying the classical registration
as well as the approaches presented. Significantly smaller standard deviations of
the error distributions achieved by applying the non-rigid methods clearly indicate
better alignment results.

Alignment/Error Mean Std. Deviation

None
�
0.017 0.032 −0.063


 �
0.117 0.129 0.212



Rigid

�
0.001 0.000 0.002


 �
0.094 0.090 0.153



Non-Rigid, Offline

�
0.002 0.002 0.004


 �
0.058 0.054 0.061



Non-Rigid, Online

�
0.002 0.003 0.000


 �
0.053 0.052 0.058



6 Change Detection

This section of the paper deals with the question of how to actually identify re-
levant changes in the previously aligned models. It will become apparent that
in order to reliably detect changes in naturally erroneous and noisy sensor
data, several assumptions are to be made. Therefore a probabilistic approach
with the capability of considerably improving the detection results is presen-
ted.

6.1 Change Model

The critical question in change detection is whether a surface in the real world
has changed. In our context, a change is manifested by the fact that two “true”
measurements differ, that is the environment has been altered between two
consecutive scans. The probability for this to happen shall be given by the
expression

pr (p̂t,i 
= p̂t�,i�) (16)

We introduce a joint probability distribution giving an estimate of changes
in the environment. Therefore, we are considering two distinct cases.

Case 1: The world has not changed. Consider the range scan rt,i and its
induced point pt,i along with the acquisition pose ξt. Furthermore, let p̄t�,i�

be the nearest neighbor to pt,i, and r̄t�,i� the associated range sensed rela-
tive to the same pose. Then our approach gives us pr (rt,i | p̄t�,i� , ξt, false) ∼
N (r̄t�,i� , 2s). The variance of 2s accounts for the two measurement noise va-
riables involved in this process, one from each of the scans. We assume inde-
pendence in measurement noise, hence the variances of both noise variables
are simply added.

Case 2: The world has changed. Since we make no assumptions as to
how the world changes, the best we can assume is a uniform distribution over
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scan lengths. Thus, we define pr (rt,i | p̄t�,i� , ξt, true) ∼ U (0, rmax), with U
denoting the desired uniform distribution.

These two probabilities enable us to arrive at a probabilistic expression to
estimate when the world changed. In particular, Bayes rule suggests:

pr (true | rt,i, p̄t�,i� , ξt) (17)

=
pr (rt,i | p̄t�,i� , ξt, true) · p (true)

pr (rt,i | p̄t�,i� , ξt, true) · p (true) + pr (rt,i | p̄t�,i� , ξt, false) · p (false)

Here p (true) is the prior probability of a change, and p (false) = 1−p (true)
the probability that the world remains static at any given location.

The logarithm of this expression can be approximated using Jensen’s ine-
quality:

log pr (true | rt,i, p̄t�,i� , ξt)

= log[pr (rt,i | p̄t�,i� , ξt, true) · p (true)] − log[pr (rt,i | p̄t�,i� , ξt, true) · p (true)]

− log[pr (rt,i | p̄t�,i� , ξt, false) · p (false)]

= − log[pr (rt,i | p̄t�,i� , ξt, false) · p (false)]

= − log p (false) + log
√

4πs +
1

2
(rt,i − r̄t�,i�)

T
(2s)

−1
(rt,i − r̄t�,i�)

= const. +
1

2
(rt,i − r̄t�,i�)

T
(2s)

−1
(rt,i − r̄t�,i�) (18)

Therefore, we are now able to determine how probable a likely change is.
We compute a simple quadratic distance of the type

dt,i = (rt,i − r̄t�,i�)
T

(2s)
−1

(rt,i − r̄t�,i�) (19)

Assuming that a change with a probability pr (true | rt,i, p̄t�,i� , ξt) > 0.5
may be significant, the distance dt,i has to be compared to the following
threshold

dt,i
?
> 2 log pr (true | rt,i, p̄t�,i� , ξt) − 2 const.

= 2 log 0.5 + 2 log p (false) − 2 log
√

4πs (20)

If the comparison evaluates to “true”, a probable change can be marked
as detected.

6.2 Change Detection Results

The change detection results shown in Figs. 5, 7 and 6 were all obtained
by preliminarily registering reference and sample according to our alignment
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Fig. 5. Change detection results ob-
tained by evaluating the Euclidean di-
stance between reference and sample.
Changes (red) are commonly occurring
in scattered areas.

Fig. 6. The intentionally introduced
change (a small box with an edge
length of about 20 cm) has been de-
tected correctly by our approach.

Fig. 7. By applying the probabilistic threshold analysis presented in our approach,
all unlikely changes could successfully be extracted from the results. The “true”
change is marked.

approach. A small cubical box with a maximum edge length of about 20 cm
has been placed within the area examined by the helicopter.

Fig. 5 illustrates that solely evaluating the Euclidean distances between
both point clouds explicitly fails in scattered areas of the environment. The
superiority of our probabilistic change detection approach is visualized in Fig.
7, where no false changes were marked within these parts. In Fig. 6 a closer
look to our intentionally introduced change reveals that is has been detected
correctly after all.
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7 Discussion and Future Work

We presented a probabilistic approach for alignment and change detection
using range sensor data. The alignment method provides a non-rigid point
cloud registration that near-perfectly deals with high estimation errors. Chan-
ges between data sets are detected using a probabilistic threshold that is
capable of differentiating between likely and unlikely changes. Even small in-
tentional modifications are detected reliably, whilst errors are excluded.

There is ample opportunity for future research. On the basis of a reliable
change detection, changes could be classified. That would allow for a variety of
applications in robotics to superiorly deal with dynamic environments. Ano-
ther opportunity pertains to the learning component of our work: In addition
to learning alignment models, it should be possible to learn the actual noise
models of the sensors and the pose estimation system. We also suspect that
further improvements can be achieved by better involving the exact physical
noise characteristics of a sensor.
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Summary. Elevation maps are a popular data structure for representing the environment of a
mobile robot operating outdoors or on not-flat surfaces. Elevation maps store in each cell of a
discrete grid the height of the surface the corresponding place in the environment. The use of
this 2 1

2 -dimensional representation, however, is disadvantageous when it is used for mapping
with mobile robots operating on the ground, since vertical or overhanging objects cannot be
represented appropriately. Such objects furthermore can lead to registration errors when two
elevation maps have to be matched. In this paper we propose an approach that allows a mobile
robot to deal with vertical and overhanging objects in elevation maps. We classify the points in
the environment according to whether they correspond to such objects or not. We also describe
a variant of the ICP algorithm that utilizes the classification of cells during the data association.
Experiments carried out with a real robot in an outdoor environment demonstrate that the scan
matching process becomes significantly more reliable and accurate when our classification is
used.

1 Introduction

The problem of learning maps with mobile robots has been intensively studied in
the past. In the literature, different techniques for representing the environment of a
mobile robot prevail. Topological maps aim at representing environments by graph-
like structures, where edges correspond to places, and arcs to paths between them.
Geometric models, in contrast, use geometric primitives for representing the environ-
ment. Whereas topological maps have the advantage to better scale to large environ-
ments, they lack the ability to represent the geometric structure of the environment.
The latter, however, is essential in situations, in which robots are deployed in poten-
tially unstructured outdoor environments where the ability to traverse specific areas
of interest needs to be known accurately. However, full three-dimensional models
typically have too high computational demands for a direct application on a mobile
robot.

Elevation maps have been introduced as a more compact 2 1
2 -dimensional repre-

sentation. An elevation map consists of a two-dimensional grid in which each cell
stores the height of the territory. This approach, however, can be problematic when a
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Fig. 1. Scan (point set) of a bridge recorded with a mobile robot carrying a SICK LMS laser
range finder mounted on a pan/tilt unit.

robot has to utilize these maps for navigation or when it has to register two different
maps in order to integrate them. For example, consider the three-dimensional data
points shown in Figure 1. They have been acquired with a mobile robot standing
in front of a bridge. The resulting elevation map, which is computed from averag-
ing over all scan points that fall into a cell of a horizontal grid (given a vertical
projection), is depicted in Figure 2. As can be seen from the figure, the underpass
has completely disappeared and the elevation map shows a non-traversable object.
Additionally, when the environment contains vertical structures, we typically obtain
varying average height values depending on how much of this vertical structure is
contained in a scan. Accordingly, if one registers two such elevation maps, one ob-
tains incorrect alignments.

Fig. 2. Standard elevation map computed for the outdoor environment depicted in Figure 1.
The passage under the bridge has been converted into a large un-traversable object.

In this paper we present a system for mapping outdoor environments with el-
evation maps. Our algorithm transforms range scans into local elevation maps and
combines these local elevation maps using a variant of the ICP algorithm [3]. In our
elevation maps, we classify locations in the environment into four classes, namely
locations sensed from above, vertical structures, vertical gaps, and traversable cells.
The advantage of this classification is twofold. First, the robot can represent obsta-
cles corresponding to vertical structures like walls of buildings. It also can deal with
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overhanging structures like branches of trees or bridges. Furthermore, the classifi-
cation can be utilized in the ICP algorithm to more robustly match local elevation
maps. We present experimental results illustrating the advantages of our approach
regarding the representation aspect as well as regarding the robust matching.

This paper is organized as follows. After discussing related work in the follow-
ing section, we will describe our extension to the elevation maps in Section 3. In
Section 4 we then describe how to incorporate our classification into the ICP algo-
rithm used for matching elevation maps. Finally, we present experimental results in
Section 5.

2 Related Work

The problem of learning three-dimensional representations has been studied inten-
sively in the past. One of the most popular representations are raw data points or tri-
angle meshes [1, 7, 12, 15]. Whereas these models are highly accurate and can easily
be textured, their disadvantage lies in the huge memory requirement, which grows
linearly in the number of scans taken. An alternative is to use three-dimensional
grids [9] or tree-based representations [13], which only grow linearly in the size of
the environment. Still, the memory requirements for such maps in outdoor environ-
ments are high.

In order to avoid the complexity of full three-dimensional maps, several re-
searchers have considered elevation maps as an attractive alternative. The key idea
underlying elevation maps is to store the 2 1

2 -dimensional height information of the
terrain in a two-dimensional grid. Bares et al. [2] as well as Hebert et al. [4] use ele-
vation maps to represent the environment of a legged robot. They extract points with
high surface curvatures and match these features to align maps constructed from con-
secutive range scans. Parra et al. [11] represent the ground floor by elevation maps
and use stereo vision to detect and track objects on the floor. Singh and Kelly [14]
extract elevation maps from laser range data and use these maps for navigating an
all-terrain vehicle. Ye and Borenstein [16] propose an algorithm to acquire elevation
maps with a moving vehicle equipped with a tilted laser range scanner. They pro-
pose special filtering algorithms to eliminate measurement errors or noise resulting
from the scanner and the motions of the vehicle. Lacroix et al. [6] extract elevation
maps from stereo images. They use a two-dimensional grid and store in each cell
of this grid the average height. Hygounenc et al. [5] construct elevation maps in an
autonomous blimp using 3d stereo vision. They propose an algorithm to track land-
marks and to match local elevation maps using these landmarks. Olson [10] describes
a probabilistic localization algorithm for a planetary rover that uses elevation maps
for terrain modeling.

Compared to these techniques the contribution of this paper lies in two aspects.
First, we classify the points in the elevation map into horizontal points seen from
above, vertical points, and gaps. This classification is important especially when a
rover is deployed in an urban environments. In such environments, typical structures
like the walls of buildings cannot be represented in standard elevation maps. Second,



we describe how this classification can be used to enhance the matching of different
elevation maps.

3 Extended Elevation Maps

As already mentioned above, elevation maps are 2 1
2 -dimensional representation of

the environment. The maintain a two-dimensional grid and maintain in every cell
of this grid an estimate about the height of the terrain at the corresponding point of
the environment. To correctly reflect the actual steepness of the terrain, a common
assumption is that the initial tilt and the roll of the vehicle is known.

When updating a cell based on sensory input, we have to take into account, that
the uncertainty in a measurement increases with the distance measured due to errors
in the tilting angle. In our current system, we a apply a Kalman filter to estimate the
parameters µ1:t and σ1:t about the elevation in a cell and its standard deviation. We
apply the following equations to incorporate a new measurement zt with standard
deviation σt at time t [8]:

µ1:t =
σ2

t µ1:t−1 + σ
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σ2
1:t−1 + σ

2
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2
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Note that the application of the Kalman filter allows us to take into account the
uncertainty of the measurement. In our current system, we apply a sensor model,
in which the variance of the height of a measurement increases linearly with the
distance of the corresponding beam. This process is indicated in Figure 3.

Fig. 3. Variance of a height measurements depending on the distance of the beam.

In addition we need to identify which of the cells of the elevation map correspond
to vertical structures and which ones contain gaps. In order to determine the class of
a cell, we first consider the variance of the height of all measurements falling into
this cell. If this value exceeds a certain threshold, we identify it as a point that has not
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been observed from above. We then check, whether the point set corresponding to a
cell contains gaps exceeding the height of the robot. When a gap has been identified,
we determine the minimum traversable elevation in this point set.

Fig. 4. Labeling of the data points depicted in Figure 2 according to their classification. The
different colors/grey levels indicate the individual classes.

Figure 4 shows the same data points already depicted in Figure 2. The classes
of the individual cells in the elevation map are indicated by the different colors/grey
levels. The blue/dark points indicate the data points above a gap. The red/medium
grey values indicate cells that are classified as vertical. The green/light grey values,
however, indicate traversable terrain. Note that the not traversable cells are not shown
in this figure.

Fig. 5. Extended elevation map for the scene depicted in Figure 1.

A major part of the resulting elevation map extracted from this data set is shown
in Figure 5. As can be seen from the figure, the area under the bridge can now be
represented appropriately by ignoring data points above the lowest surface. This in
turn enables the robot to plan a path through the passage under the bridge.
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4 Efficient Matching of Elevation Maps in 6 Dimensions

To integrate several local elevation maps into a single global elevation map we need
to be able register two maps relative to each other. In our current system, we apply
the ICP algorithm for this purpose. The goal of the matching process is to minimize
an error function defined over two point sets X = {x1, . . . , xL} and Y = {y1, . . . , yL},
where each pair xi and yi is assumed to be the points that corresponding to each other.
We are interested in the rotation R and the translation t that minimizes the following
cost function:

E(R, t) =
1
n

L�
l=1

||xl − Ryl − t||2, (3)

where || · || is a distance function that takes into account the variance of the Gaussians
corresponding to each pair xi and yi.

In principle, one could define this function to directly operate on the height val-
ues and their variance when aligning two different elevation maps. The disadvantage
of this approach, however, is that in the case of vertical objects, the resulting height
seriously depends on the view point. The same vertical structure may lead to varying
heights in the elevation map when sensed from different points. In practical experi-
ments we observed that this introduces serious errors and often prevents the ICP al-
gorithm from convergence. To overcome this problem, we separate Equation (3) into
four components each minimizing the error over the individual classes of points. The
first two classes consist of the cells corresponding to vertical objects and gaps. The
latter two classes contain only cells whose points have been sensed from above. To
increase the efficiency of the matching process, we only consider a subset of these
cells. In practical experiments we found out that traversable cells and edge cells yield
the best registration results. The traversable cells are those cells for which the ele-
vation of the surface normal obtained from a plane fitted to the local neighborhood
exceeds 83 degrees. Additionally, we consider edge cells, i.e., cells which lie more
than 20cm above their neighboring points.

Let us assume that α1, . . . , αNα and α�1, . . . , α
�
Nα

are the corresponding vertical
points, β1, . . . , βNβ and β�1, . . . , β

�
Nβ

are the vertical gaps, γ1, . . . , γNγ and γ�1, . . . , γ
�
Nγ

are the edge points, and δ1, . . . , δNδ and δ�1, . . . , δ
�
Nδ

are the traversable cells. The
resulting error function then is
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where d(x, y) = �x − Ry − t�2.
Figure 6 illustrates how two elevation maps are aligned over several iterations of

the minimization process. Whereas the left column shows the point clouds the right
column shows the cells in the elevation map used for minimizing Equation (4). In our
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current implementation, each iteration of the ICP algorithm usually takes between
one and five seconds on a 2.8GHz Pentium 4. The time necessary to acquire a scan
by tilting the laser is 5 seconds.

Fig. 6. Incremental registration of two elevation maps. The left column depicts the original
point clouds. The right column shows the vertical and edge cells of the elevation maps used
by the ICP algorithm. The individual rows correspond to the initial relative pose (top row),
alignment after 5 iterations (second row), after 10 iterations (third row) and the final alignment
after 30 iterations (fourth row).



In addition to the position and orientation of the vehicle we also have to estimate
the tilt and roll of the vehicle when integrating two elevation maps. In practical ex-
periments we found that an iterative scheme, in which we repeatedly estimate the
tilt and roll of the robot and then determine the relative position and orientation of
the involved elevation maps, improves the registration accuracy. In most cases, two
iterations are sufficient to achieve precise matchings and to obtain highly accurate
maps from multiple local maps generated from different viewpoints.

SICK laser range finder

AMTEC wrist unit

Fig. 7. Robot Herbert used for the experiments.

5 Experimental Results

The approach described above has been implemented and tested on a real robot sys-
tem and in simulation runs with real data. The robot used to acquire the data is our
outdoor robot Herbert, which is depicted in Figure 7. The robot is a Pioneer II AT
system equipped with a SICK LMS range scanner and an AMTEC wrist unit, which
is used as a pan/tilt device for the laser.

5.1 Learning Accurate Elevation Maps from Multiple Scans

To evaluate our approach we steered our robot Herbert through different areas of our
university campus and visually inspected the maps obtained with our technique. In
all cases, we obtained highly accurate maps. Figure 8 shows a typical example, in
which the robot traveled under the bridge depicted in Figure 1 and then continued
driving up a ramp. Along its path the robot generated local elevation maps from 36
scans. The overall number of data points recorded was 9,500,000. The size of each
cell in the elevation map is 20 by 20cm. The whole map spans approximately 70 by
30 meters. As can be seen from the figure, the map clearly reflects the details of the
environment. Additionally, the matching of the elevation maps is quite accurate.

Figure 9 shows a typical example in which our algorithm yields more accurate
maps than the standard approach. In this situation the robot traveled along a paved
way and scanned a tree located in front of the scene. Whereas the left image shows
the map obtained with the standard elevation map approach, the right image shows
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the map obtained with our method. The individual positions of the robot where the
scans were taken are also shown in the images. As can be seen from the figures, our
method results in more free space around the stem of the tree.

Fig. 8. Elevation map generated from 36 local elevation maps. The size of the map is approx-
imately 70 by 30 meters.

Fig. 9. Maps generated from four local elevation maps acquired with Herbert. The left image
shows a standard elevation map. The right image depicts the map obtained with our approach.
The peak in front of the scene corresponds to a tree, which is modeled more accurately with
our approach.

5.2 Statistical Evaluation of the Accuracy

Additionally, we performed a series of experiments to get a statistical assessment as
to whether the classification of the data points into normal, vertical and gap points
combined with the sub-sampling of the normal points leads to better registration
results. To perform these experiments we considered two different elevation maps for
which we computed the optimal relative pose using several runs of the ICP algorithm.
We then randomly added noise to the pose of the second map and applied the ICP
algorithm to register both maps. We performed two sets of experiments to compare
the registration results for the unclassified and the classified point sets. Table 1 shows
the individual classes of noise that we added to the true relative pose of the two maps
before we started the ICP algorithm. In this experiment described here, we only
varied the pose error of the maps and kept the error in the rotations constant. In



particular, we randomly chose rotational displacements from ±5 degrees around the
real relative angle and also varying random displacements in the x and y direction.

displacement class max. rot. displ. max. displ. in x and y
1 ±5 degrees ±0.5m
2 ±5 degrees ±1.0m
3 ±5 degrees ±1.5m
4 ±5 degrees ±2.0m
5 ±5 degrees ±2.5m

Table 1. Displacement classes used to evaluate the performance of the ICP algorithm on the
classified and unclassified points extracted from the elevation maps.
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Fig. 10. Average registration error for the individual types of initial displacement.

The resulting average displacement errors after convergence of the ICP algo-
rithm are depicted in Figure 10. As can be seen from the figure, the ICP algorithm
performed significantly better on the classified point sets. In this figure, the error bars
indicate the α = 0.05 confidence level.

Additionally, we evaluated how often the ICP algorithm failed to accurately reg-
ister the two maps. Figure 11 depicts the normalized divergence frequencies in per-
cent for the individual displacement classes. As this plot illustrates, the utilization of
the individual classes in the ICP algorithm leads to a seriously better convergence
rate. In additional experiments not reported here we obtained similar results for the
different orientational errors.
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6 Conclusions

In this paper we presented an approach to generate elevation maps from three-
dimensional range data acquired with a mobile robot. Our approach especially ad-
dresses the problem of acquiring such maps with a ground-based vehicle. On such
a system one often encounters situations, in which certain objects, such as walls or
trees, are not seen from above. Accordingly, the resulting elevation maps contain
incorrect information. The approach in this paper classifies the individual cells of el-
evation maps into four classes representing parts of the terrain seen from above, verti-
cal objects, overhanging objects such as branches of trees or bridges, and traversable
areas. We also presented an extension of the ICP algorithm that takes this classifica-
tion into account when computing the registration.

Our algorithm has been implemented and tested on a real robot and using outdoor
terrain data. Experimental results show that our classification yields more accurate
elevation maps, especially in the cases of vertical objects and overhanging objects.
Additionally, our extension of the ICP algorithm, which utilizes our classification,
produces more accurate alignments and additionally converges more often.
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Summary. In this paper, a method of obtaining vehicle hypothesis based on laser
scan data only is proposed. This is implemented on the robotic vehicle, CyCab,
for navigation and mapping of the static car park environment. Laser scanner data
is used to obtain hypothesis on position and orientation of vehicles with Bayesian
Programming. Using the hypothesized vehicle poses as landmarks, CyCab performs
Simultaneous Localization And Mapping (SLAM). A final map consisting of the
vehicle positions in the car park is obtained.

Keywords: Vehicle Detection, Bayesian Programming

1 Introduction

In the framework of automatic vehicles in car parks, a 2D map of a car park
is constructed using the autonomous vehicle, CyCab, as the experimental
platform. The map of the car park will contain the positions and orientations
of the different vehicles in the car park. An application of such a map is to
serve as a reference to indicate obstacle positions . Furthermore, it can indicate
the state of the parking lots in the car park, and possibly be used in higher
level applications such as automatic parking.

Several object based representation of the environment were proposed.
Chatila et al. [8] represented the map with a set of lines. More advanced
methods in mapping consists of approximating the environment using small
polygons [3] [4]. Such methods used a variant of the Expectation-Maximization
to generate increasingly accurate 3D maps as more observations are made.
In this paper, a higher level of representation (vehicles in this case) of the
environment is used instead of fundamental geometrical entities.

Currently, the CyCab robotic vehicle localizes itself in a static environemnt
with respect to artificially installed reflective cones. This localization serves to
build a grid map of the environment and has the capability to perform motion
planning with safe navigation as described in [1]. However, reflective cones as
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artifical landmarks is not a very practical approach. An improvement from an
application point of view is to use naturally occuring objects often found in
the car park as landmarks. In this paper, vehicles found in the car park are
used.

The general idea is to use only the laser data without artificial or predefined
landmarks, CyCab will navigate the car park autonomously while generating
a map of its environment.While CyCab is travelling around the car park,
scanning the environment, CyCab continuously reads in odometric and laser
data. At each stage of the iteration, CyCab estimates its own position and
orientation of the form (x, y, θ) and creates a map of the car park in the world
frame of reference. The origin of the world frame of reference is taken from
the initial position of CyCab. The map is then represented as a set of tuples,
each containing the position and orientation of the vehicles detected. CyCab
hypothesizes the configuration of the vehicles in the surrounding based on the
laser scan inputs from laser scanner only.

The advantage of the approach is its ability to map any car park without
installing any external aids. With the set of vehicle poses representing the
map, a compact and semantic representation of the map can be obtained.

2 System Overview

The mechanism of the entire system can be broken down into three funda-
mental components, vehicle detection, the simultaneous localization and map-
ping(slam) and the map construction . CyCab is provided with two types of
raw data, the laser scans and CyCab’s odometric data. Figure 1 shows the
block diagram of the different stages and its interactions:

Data
Laser
Raw

Positions
Vehicle
Relative

Positions
Vehicle

Absolute

Map

Hypothesized

Robot LocalizationVehicle Odometry

Detection
Vehicle

SLAM
Map

Construction

Fig. 1. Overview showing the mapping process

1. Vehicle Detection: With only raw laser scan data, vehicle detection
constructs hypotheses about the positions and orientation of vehicles in
the car park.

2. SLAM: Coupled with information about odometry of CyCab, SLAM
module makes use of the constructed vehicle hypotheses as landmarks
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to localize itself. With its own configuration, SLAM can then calculate
the absolute configuration of the vehicles with respect to real world coor-
dinates.

3. Map Construction: The hypotheses of vehicles have to be checked for
inconsistencies. It is possible for the hypotheses obtained to conflict with
a previous corresponding hypothesis. Furthermore, multiple hypothesis
SLAM methods such as FastSLAM produces a set of hypotheses, a map
construction module is required to merge the information from the differ-
ent hypotheses to obtain the final map.

3 Vehicle Detection

Vehicle detection is the process of forming possible vehicle hypotheses based
on the laser data readings. This problem is addressed in this paper using
bayesian programming[2]. Bayesian programs provides us with a framework
for encoding our a priori knowledge on the vehicle to infer the possible vehicle
poses. In this case, the a priori knowledge consists of the length and width
of vehicles which is assumed to be the same across standard vehicles (cars)
and that the type of vehicles in the car park is of the same class. The subtle
differences in the size of the vehicles can be accomodated for in the bayesian
paradigm and this property renders our assumption practical.

The detection of vehicles takes place in two stages. The first stage is basi-
cally composed of three portions:

1. Clustering and segmentation, to group a set of points indicating ob-
jects, using a distance criterion. Next, segments are obtained using clas-
sical split and merge techniques.

2. Vehicle hypotheses construction using bayesian programming. The
construction of hypotheses by bayesian programming results in a mech-
anism similar to that of hough transform. Peak values in the histogram
indicates the most probable vehicle poses.

With real data, the first stage produces too many false positives. A second
stage of filtering is applied to each vehicle hypothesis obtained after the first
stage as a form of validation gating in order to reduce the number of false
positives. It is broken down into two portions:

1. Edge Filtering is applied to extract the set of line segments that is only
relevant to the vehicle hypothesis in question.

2. Vehicle Support Filtering is based on our proposed metric, vehicle
support, that measures how much of the two adjacent sides of a vehicle
are seen. We try to remove as many false positives as possible using the
vehicle support.



3.1 Construction of Vehicle Hypotheses

A bayesian program is used to infer vehicle positions. The formulation of our
bayesian program results in a mechanism similar to that of a hough transform.
We can infer on positions and orientations of vehicles from segments detected
from laser scan data which is analogous to the way line segments are recovered
from an ensemble of points. However our histogram cells are updated in terms
of probability which takes into account the length and the width of vehicles
instead of voting in the case of hough transform.

Briefly, a bayesian program is composed of:

• the list of relavant variables ;
• a decomposition of the joint distribution over these variables;
• the parametrical form of each factor of the decomposition;
• the identification of the parameters of these parametrical forms;
• a question in the form of probability distribution inferred from the joint

distribution.

In the construction of the histogram, each line segment is treated inde-
pendently. In doing so, it will be sufficient to simply go through the list of
segments and add necessary information into the histogram for each line seg-
ment. This is achieved by performing data fusion with diagnostic [7]. Inference
of vehicle poses is represented by the bayesian program in fig. 2 and fig. 3. In
this paper, the following variables are adopted:

• V : A boolean value indicating the presence of a vehicle
• Z = (x, y, θ): The pose of a vehicle
• S: Ensemble of extracted line segments
• M ∈ {0, 1}p: Compatibility of segments with vehicle pose
• C ∈ {1, 2}p: A value of 1 or 2 if segment corresponds to the width and

length of a vehicle respectively
• π: A priori knowledge

To represent the absence of specific knowledge on the presence of vehicle
P (V | πf ), the pose of the vehicle P (Z | πf ) and the segments P (S | πf ), they
are represented as a uniform distribution.

The semantic of the question from the bayesian program (fig. 2) is to
find the probability of a vehicle given all segments and the vehicle pose. This
question can be simplified using baye’s rule:

P ([V = 1] | [M = 1] [S] Z πf )

= K
�

i

P ([Mi = 1] | [V = 1] Z Si πf )

With K constant. The simplification of the question gives the product of the
probability of the contributions of each line segment, which is given by each
sensor sub-model. The local maximas of the function, P ([V = 1]|[M = 1] [S =
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Relevant Variables
V : Boolean, presence of vehicle
Z = (X, Y, Θ) : Pose of vehicle
S : Set of line segments
M ∈ {0, 1}p : Segment compatibility

Decomposition

P (Z V S M | πf ) =

P (V | πf )P (Z | πf )P (S | πf )
�

i
P (Mi | V Z Si πf )

Parametric Form

P (V | πf ) uniform

P (Z | πf ) uniform

P (S | πf ) uniform

P (Mi | V Z Si πf ) Sensor sub-model
Identification :

None
Question :

P ([V = 1] | [M = 1] [S = (s1, . . . , sn)][Z = (x, y, θ)])

Fig. 2: Detection of vehicles bayesian program

(s1, s2, . . . , sn)] [Z = (x, y, θ)] πf ), gives the possible vehicles hypotheses. For
ease of calculation, the logarithm is applied. The sub-model used in the

P
ro

g
ra

m
m

e


����������������������������

����������������������������

D
es

cr
ip

ti
o
n


������������������������

������������������������

S
p
ec

ifi
ca

ti
o
n


���������������������

���������������������

Relevant Variables
V : Boolean, presence of vehicle
Z = (X, Y, Θ) : Pose of vehicle
Si : Si ∈ S

Ci : Ci ∈ C

Mi : Mi ∈ M

Decomposition

P (V Z Si Ci Mi | πf ) =

P (V | πf )P (Z | πf )P (Si | πf )P (Ci | πf )
�

i
P (Mi | V Z Si πf )

Parametric Form

P (V | πf ) uniform

P (Z | πf ) uniform

P (S | πf ) uniform

P (Mi | Ci V Z Si πf ) pseudo-gaussian
Identification :

None
Question :

P ([Mi = 1] | [V = 1] [Z = (x, y, θ)] [Si = si] πf )

Fig. 3: Sensor Sub-Model bayesian program
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calculation of P (Mi | V Z Si πf ) is described in fig. 3. The question of the
sub-model can be further resolved:

P ([Mi = 1]|[V = 1]ZSiπf )

=
�

Ci

P (Ci|πf )P ([Mi = 1]|Ci[V = 1]ZSiπf )

The remaining problems lies in expressing P (Ci | πf ), the probability that
a segment corresponds to the length or width of a vehicle, and P ([Mi =
1] |Ci [V = 1] [Z = (x, y, θ)] [Si = si] πf ), the probability that a segment and
its given association to the sides of the vehicles, corresponds to a vehicle at
pose (x, y, θ). For P (Ci | πf ), a simple model is given by:

• P ([Ci = 1]|πf ) = L
l+L

• P ([Ci = 2]|πf ) = l
l+L

Given the length L and the width l of the assumed vehicle size, we consider
the prior probability that the segment belongs to either the length or width
is based on the simple ratio of the side in question against the sum of the two
sides.

P ([Mi = 1] | Ci [V = 1] [Z = (x, y, θ)] [Si = si] πf ) is expressed by a
pseudo-gaussian function G(Sc, si). Where Sc represents the segment of a side
of the hypothesized vehicle position (x, y, θ). The more si is further or have a
different orientation with respect to Sc, the smaller the value of G(Sc, si). In
practice, as most of the values in the histogram are negligable if the histogram
is to be filtered by a threshold, it is sufficient to go through the list of segments
and filling in the histogram values only for the possible vehicle poses (x, y, θ)
that are compatible with the line segments. The vehicle poses can be easily
calculated with simple geometry.

3.2 Edge Filtering

To calculate how well the sides conform to a vehicle hypothesis configuration,
the set of relevant segments around the contours of the hypothesized vehicles
have to be selected. The filtered edges are to provide data for the calculation
of the vehicle support (section 3.3).

Two bounding rectangles are calculated from the vehicle hypothesis con-
figuration with one rectangle a ratio smaller than the original vehicle size and
the other a ratio bigger as illustrated in figure 4. The two bounding rectangles
will then be oriented and positioned in the same manner as the hypothesized
vehicle configuration.

The algorithm begins with the segment that contains the end point nearest
to the origin (where Sick is). Starting from this segment, the algorithm starts
to grow outward by searching for any segments where any of its endpoints
lies sufficiently close to one of the endpoints in the original segment. This
continues till a sufficiently close segment cannot be found.

212 C. Tay Meng Keat, C. Pradalier, and C. Laugier



! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂
✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂ ✂

Actual vehicle size Inner bounding box

Outer bounding box Line segments

Fig. 4: Edge filtering with 2 bounding boxes. Shaded area indicates valid area

3.3 Vehicle Support Calculation

In adopting a conservative approach, both length and width of the vehicle
must be adequately observed. Cases where either its length or width is ver-
ified are rejected as it introduces ambiguities and potentially false positives.
A metric, the vehicle support, based on the sum of the magnitude of cross
products can be used to enforce our conservative approach.

The calculation of vehicle support is given by eqn. 1. Under the ideal
case where there are only two segments perfectly aligned to the edges of the
vehicle, the result is a multiplication of the length and width of the vehicle.
The equation for calculating the support is given by:

support = ∀i, j
�

i�=j

| Si × Sj | (1)

Intuitively, if a large portion of the length and a small portion of the width is
detected, the support will give a low value and vice versa. Hence it enforces
the verification of both the length and the width of the hypothesized vehicle
before classifying it as a positive vehicle hypothesis. The enforcement of such
rules are all conveniently embodied in a single equation (eqn 1).

4 Map Construction

The SLAM algorithm is independent of the construction of the vehicle hy-
potheses. Hence, a variety of SLAM methods can be used. If multiple hy-
potheses SLAM algorithms are used, the different hypotheses might come up
with conflicting hypotheses caused by association of landmarks. Such con-
flicting associations of landmarks must be resolved in order to obtain a final
consistent map. In such cases, a single observation might be associated with
different landmarks across the various SLAM hypotheses. The most likely
group of hypotheses with the same data association for a given observation
can be combined together to obtain the landmark to be represented in the
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final map while the rest of the hypotheses are ignored. A detailed descrip-
tion and example based on FastSLAM [5] [6], which is used in this paper, is
presented in [9].

The bayesian programs used previously to construct the vehicle pose hy-
potheses gives a set of possible vehicle poses by taking each line segment
extracted from the laser scan independently. It does not consider the pre-
viously made vehicle pose hypotheses. The disadvantage of the vehicle pose
hypotheses construction and conservative gating approach is its inability to
handle occlusion and false positives are obtained as a result. For example in
fig. 5, a wrong hypothesis is constructed due to occlusion. A corner of a build-
ing is mistook as a vehicle pose hypothesis. By making more observations as
CyCab navigates around to obtain a more comprehensive picture of the envi-
ronment and taking into account previous hypotheses, wrongly made vehicle
hypotheses can be removed.

Fig. 5: An example of a wrong hypothesis due to occlusion

All hope is not lost for vehicle hypotheses that failed gating, often due
to occlusion. Hypotheses that failed gating can be checked against previously
accepted hypotheses. A current hypothesis that is very similar in position and
angle with a previously accepted hypotheses can be taken to be a positive
hypothesis by virtue of being previously accepted.

4.1 Considering Previous Hypotheses

The two main criteria for measuring similarity of a current hypothesis and a
previously accepted hypothesis are their position and angle. It will be con-
venient to obtain a similarity measurement function that returns a bounded
value of between 0 and 1. The measurement of difference in position is given
by function f :

f =
2 × Area(P

�
Q)

Area(P ) + Area(Q)
(2)
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Where P and Q are both the geometry of the two vehicle hypotheses. A perfect
fit of P and Q gives a value of 1 and a non overlapping P and Q gives a value
of 0. Similarly, a measurement of difference in angle, g:

g = 1 − | sin θ| (3)

The two hypotheses are considered similar as long as min(f, g) > threshold.

5 Experimental Results

5.1 Vehicle Detection

After stage 1 (without gating), the vehicle hypothesis to the left in figure 6 is
accepted even when only either the length of the vehicle is detected. But in
fact, that detected side corresponds to a wall. This example demonstrates the
weakness of using a laser scanner as ambiguous situations renders the system
incapable of inferring correctly if it is vehicle. Additional information from a
camera would be more useful. Such examples are the main motivation for a
gating approach.

Stage 2 (gating) rejects the wrong hypothesis as represented by its in-
ner and outer bounding boxes in fig. 7. Due to the conservative approach
in validating hypotheses in stage 2, some potential hypotheses are inevitably
eliminated in the process (eliminated vehicle hypothesis to the right in fig. 7).

Fig. 6. Accepted vehicle hypothesis
after stage 1 of vehicle detection

Fig. 7. The same configuration as
in figure 6 but with rejected vehicle
hypothesis in their inner and outer
bounding boxes after stage 2 of vehi-
cle detection

Vehicles parked in the car park are often spaced out sufficiently enough to
be able to view its sides from the point of view of the laser scan. However, in
the less likely event of being spaced very close together such that the relevant
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laser impact points cannot be obtained, the relevant hypotheses cannot be
obtained. This is one of the limitations of using only a laser scanner. A fusion
of data with a camera will be desirable.

5.2 Map Construction

Tests were conducted within the context of the car park in INRIA Rhône-
Alpes. The current implementation is a naive and unoptimized version of
FastSLAM that executes with a frequency of between 4-6Hz on a pentium 4.

Figure 8 presents the multiple hypotheses of the position of CyCab and
the other vehicles in the environment. The various CyCab hypotheses are
followed by a curve indicating its mean path taken and the various landmark
hypotheses.

Figures 9 and 10 illustrates final constructed map. It is basically a com-
bined map of all the various hypotheses obtained from FastSLAM. In addition,
the figure is overlaid with the laser impact points from the first laser scan and
the laser scan at CyCab’s current position.

Fig. 8: The various CyCab and landmark hypotheses

6 Conclusion and Further Work

In this paper, the extraction of hypothesized vehicle poses from laser scan
data only is presented. Due to limitations in the laser scan data, gating is
required to remove the false positives. However the conservative vehicle hy-
potheses construction approach is at the cost of eliminating potential vehicle
hypotheses. Vehicle hypotheses construction can be ameliorated by taking into
account previously accepted vehicle hypotheses.
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Fig. 9: Final map obtained by fusion of different hypotheses

Fig. 10: Another mapping example

A more reliable method of vehicle hypotheses construction will be explored
by fusing laser scan information with information from a camera. The current
implementation assumes a static environment where landmarks do not move.
Extensions will be made to handle moving objects.
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1 Introduction

The capacity to know about the environment is a major requirement for robots
and automated systems. Real scenes are complex to perceive, dynamic and
large. Therefore to perceive those scenes, robots have access to complemen-
tary sensors such as sonar/laser range-finders, cameras or bumpers, but all
these are always noisy. In automated navigation, the internal representation
of the environment is used for all fundamental tasks: localization[14], path-
planning[6], obstacle avoidance[1] or target tracking[2]. But this modelling
can require huge memory space, especially when the level of abstraction is
fairly low and the representation is close to the sensor data. In these cases
the time of data analysis is also prohibitive, making it necessary to change
sophisticated algorithms for naive ones. This paper addresses the problem of
data representation and data storage for large maps, under the constraints of
multi-sensor real-time updates and hierarchical representation. Thus multi-
scale algorithms could be applied to very large maps with efficient calculating
time.
The first step when mapping the environment is obviously to define how to
map. Geometrical properties are powerful guidelines to do it. A focus on the
ability to reach a point from an other leads to the class of topological maps
and the associated representation is the graph of connected places. Topo-
logical maps are semantically rich, can be drawn even without an accurate
localisation of the robot and their size is very small. However it is difficult to
build and update them automatically and they do not allow direct complex
data manipulations. The possibility to index all the spatial information in a
common reference frame, via a global coordinate system, leads to the class
of metric maps. In an inversely symmetrical manner, metric maps are easy
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to build and update and they allow direct complex interactions with the en-
vironment such as obstacle avoidance, but they are semantically poor, they
require an accurate localisation of the robot and the size of data is critically
huge. Among metrical maps, occupancy grids (OGs) are a classical approach
[9] with the essential property, that they make it straightforward to integrate
noisy measurements of different sensors over time. To deal with the sensor
uncertainty is a main requirement for a mapping framework, because chip
sensors are very noisy. And an unified theory for sensor integration allowed
sensor networks, that achieve robustness for a robotic system. Convincing new
world representations have recently used topological and metric maps in in-
tricate manners to combine their advantages [13], [5]. Now, both of these new
world representations resort to OGs for precise mapping. Therefore focusing
on the main drawback of OGs which is the data size is a major challenge for
robotic.

The wavelet framework [3], [8] is very interesting for non linear signal
approximation as images. Image and occupancy grid processing are two re-
lated subjects as pointed out by Elfes in [4]. Moreover wavelets offer a rigor-
ous mathematical framework for multi-resolution representations and signal
compression. Thus unlike mixed representations as metric-topologic ones, we
propose a new unified framework for multi-resolution map building based on
wavelets, which we call the wavelet occupancy grid (WavOG). Pai and Reis-
sell [10] have shown that wavelets could be used to represent 3D static maps,
and also how to devise efficient path planning through rough terrain with this
kind of representation. Drawing upon this, Sinopoli et al. [12] have used this
static wavelets representation for global path-planning while using traditional
3D updatable OG for local navigation. What we propose is a synthesis of
wavelet representation and OG representation in order to do OG building in
the wavelet space. And also, we describe a probabilistic formulation for every
scaled information provided by the wavelet transform.

In the rest of this paper we first present the wavelet mathematical frame-
work in simple terms. Second, we explain how to link the theoretical building
of OGs with wavelets in order to on-line construct occupancy grids in wavelet
space. We will then pay attention to the multi-resolution occupancy mean-
ing of WavOGs. Fourth, we describe how WavOGs are implemented and a
compact representation is obtained. This new building was validated through
a mapping tour with the cycab autonomous robot. Finally we present these
results in a comparison with a standard occupancy grid, which proves the
compactness of the new representation.
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2 The Wavelet Mathematical Framework

The function which is discretized by a 2D-occupancy grid is the continuous
occupancy function:

R
2 −→ [0; 1]

(x, y) 	−→ p(x, y, occupied)

which is the probability that an obstacle lies in the point (x, y) (Fig. 1).

Fig. 1. Occupancy grid
(in grey level) and its corre-
sponding probability distri-
bution. The green boxes rep-
resents the probability that
the cell is empty while the
red ones the probability that
the cell is occupied.

The aim of this work is to compress the occu-
pancy function. The main idea at work in several
compression schemes is to project the function onto
a set of elementary functions which is a basis for
the vector space of approximation functions. For
example the Fourier transformation projects the
functions onto the infinite set of sines and cosines.
Then, in this case, the approximation process con-
sists in selecting a finite set of the lowest frequen-
cies and rejects high ones, which are almost consid-
ered as noise. But this leads to poor compression
results, especially for non linear functions as OGs
certainly are. Indeed, There exists a similarity be-
tween OGs and images Fig. 1 and there exist some
approximation spaces that are useful for this kind
of signals called wavelet spaces [3].

We will now present a 1-dimensional wavelet decomposition using Mallat’s
algorithm [7]. Then we will present the wavelet notation and the Haar basis
we use.

2.1 Example of the Haar Wavelet Transform in 1D

We will now focus on 1-dimensional wavelet decomposition using Haar basis.
A 1D function p, which is regularly discretized over n points {x0, . . . , xn},

is seen as a vector [p(x0), . . . , p(xn)] ( Fig. 2 ).
One elementary step of the Haar wavelet transform (HWT) uses two neigh-

boring samples p(xi) and p(xi+1) to generate a scale si coefficient and a detail
coefficient di:

Table 1. elementary step of direct and inverse Haar transform

Haar wavelet transform: Haar inverse wavelet transform :

si=(p(x2i)+p(x2i+1))/
√

2 p(x2i)=(si+di)/
√

2

di=(p(x2i)−p(x2i+1))/
√

2 p(x2i+1)=(si−di)/
√

2
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Fig. 2. left : mono-dimensional OG: an observer in the first cell views an obstacle in the
7th cell. Rigth : first iteration of a 1D Haar transform; scaled and detail coefficients are
grouped together. There is only one nonzero detail coefficient corresponding to the impacted
cell.

Except for a constant, the scale coefficient is the average of the neigh-
boring samples and the detail coefficient is the difference between them. It is
clear that it exploits correlation for better encoding, because the more similar
p(x2i) and p(x2i+1) are, the closer to zero di is.
The principle of the HWT is to apply the HWT elementary step recursively
on the scale coefficients (Tab. 1, Fig. 2). The process can be stopped at ev-
ery iteration but the best encoding is obtained when there is only one scale
coefficient.

2.2 The Haar Wavelet Transform in 2D

It is straightforward to deduce HWT in 2 dimensions by alternating one step
of the 1d wavelet transform on raws ( Fig. 3(b) ) and then on columns ( Fig.
3(c) ).

One step of the 2D HWT divides the space in 4 parts: the scale, raw
detail, column detail and diagonal detail spaces ( Fig. 3(c) ). Then one square
of 2 × 2 pixels in the original image produces 4 coefficients by one step of
the 2D HWT (Fig. 4). These coefficients are the weights of special functions,
called the Haar basis functions, in the Haar wavelet representation (Fig. 5).
Performing HWT is just iterating this step on the previous scalle space until
the size of the resulting scale space is one.

Wavelet notation

Here we consider the 2D Haar basis. It is built upon 2 types of basis functions:
the scale and detail functions.

• The scaling mother function is of unit value over the unit square:

Φ(x, y) = 1 for (x, y) ∈ [0, 1]2, zero elsewhere
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(a) (b) (c)

Fig. 3. One step of the Haar wavelet transform in 2d. From the original image (a): first
(a): one 1d wavelet transform on each raw (b), then one 1d wavelet tranform on each column
(c). In the result: from up to bottom, left to right: there are the scale, raw detail, column
detail and diagonal detail spaces.

u v

w x

HWT2D
−→

s =
u+v+w+x

2

r =
u−v+w−x

2

c =
u+v−w−x

2

d =
u−v−w+x

2

HWT2D−1

−→

u = s+r+c+d
2

v = s−r+c−d
2

w = s+r−c−d
2

x = s−r−c+d
2

Fig. 4. 2D Haar wavelet transform and inverse transform: elementary step algorithm. The
direct and inverse transform are the same algorithm.

• The three wavelet mother functions over the unit square3:

Ψ01(x, y) = Ψ10(x, y) = Ψ11(x, y) =

Fig. 5. These graphically-defined functions are +1 where white and -1 where black in the
unit square shown and implicitly zero outside that domain.

We define the Haar basis at scale s as the union of the set of scaled
functions: {Φsij |(i, j) ∈ Z

2} and the set of details functions: {Ψ lij
M |l =

0, . . . , s; (i, j) ∈ Z
2}. Where :

Φlij = 2−lΦ(2−lx − i, 2−ly − j) (1)

Ψ lij
M = 2−lΦ(2−lx − i, 2−ly − j) (2)

3 The type M take three values -01, 10 or 11- corresponding to one of the three mother
wavelets for horizontal, vertical and diagonal differencing.



Each triplet (s, i, j) defines a wavelet square at scale s and offset (i, j). The
scale s is just the number of steps in the HWT. Squares at scale s are disjoint
and have an area of 4lu where u is the area of a square at scale 0. We use the
term coarser to describe basis functions in square at higher scale and finer

for those at lower scale.
Thanks to the orthogonality of the Haar basis, the weight of a basis vector
function, e.g. Φsij , is formally given by the scalar product (noted < . | . >)
with the occupancy function:

< p(x, y) | Φsij > =

�
x,y∈R2

p(x, y)Φsij(x, y)dxdy (3)

3 Occupancy Grids and Wavelets

We first present the bayesian definition of occupancy grids. As the purpose is
to build dynamic maps, we show how occupancy grids are updated. Then as
the wavelet framework is a vector space framework wich special constraints,
we show how to combine OGs and wavelets to perform updates in wavelet
space.

We will now introduce OGs as a statistical representation of the distri-
bution of obstacles over space (Fig.1). Each cell (x) corresponds to a binary
random variable (Ex) whose value is either occupied (occ) or empty (emp)4.
Each cell is considered independent from all others, which makes it possible
to define the consequences of an observation for each specific cell. This leads
to efficient update computation, linear in the number of cells in the sensor
range.

3.1 Relation Between Sensor Measurement and Cell Occupancy

To build a robust modelisation, we use a statistical framework to capture mea-
surement uncertainty. Let Z be a random variable which takes values among
all possible sensor values. Let P (Z|Ex) be the probability distribution over
Z knowing the occupancy state of cell x; P (Z|Ex) is called the sensor model
(Fig. 6(a) for Ex “occupied” and Fig. 6(b) for Ex “empty”).

We define the joint distribution over Z and Ex as P(Z, Ex) = P(Ex)P(Z|Ex).
For a new sensor measure zt, the Bayes rule gives:

p(ex|zt) =
p(ex)p(zt|ex)

p(zt)
(4)

4 We use capital letters for random variables and normal case letters for their realisation.
We use the P capital letter for probability distributions and the p normal case letter for
probability values.
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(a) (b) (c)

Fig. 6. Sensor models with a laser-range finder located in (0, 0) the sensor measures an
impact in (0, 10). (a) Sensor model for occupied cells, (b) Sensor model for empty cells, (c)
Log ratio of previous sensor models.

where the measurement probability is equal to a marginalisation term:

p(zt) = p(occ)p(zt|occ) + p(emp)p(zt|emp) (5)

So from an occupancy state P (Ex) at time t : pt(ex), a new observation
gives a new occupancy state P (Ex|[Z = zt]). This process defines a bayesian
filter which can be indexed by time:

pt+1(ex) = p(ex|zt) =
pt(ex)p(zt|ex)�
ex

pt(ex)p(zt|ex)
(6)

In a mapping process the robot gets a series of observations Z = {z0, z1, . . . , zt}.
Therefore pt(ex) represents p(ex|z0, . . . , zt−1) in the above equation. The pro-
cess is initialized with a prior for Pt=0(Ex), it could be the map obtained by
a previous mapping process or uniform distribution if the aera is unknown.
Thus Eq. 6 provides a general framework for updating a map each cell apart.

3.2 Logarithmic-Form for Occupancy Grid Updates

We will now link OGs to wavelets. We have seen that we can project a huge
representation of a function in a wavelet vector space in order to compress
it. However an occupancy update (Eq. 6) is not a linear operation. Thus, we
present now a well known logarithmic transformation which makes it possible
to perform the entire update operation with only sums. Since pt(occ) = 1 −
pt(emp), we can summarize pt(occ) and pt(emp) with only one number qt:

qt = pt(occ)/pt(emp) (7)

As can be seen5, pt(occ) and pt(emp) are easy to compute from qt.

5 pt(occ) = qt

1+qt
and pt(emp) = 1

1+qt



This leads to the elimination of the marginalisation term in (6), so that
the time process appears to be:

qt =
p(zt−1|occ)
p(zt−1|emp)

qt−1 = q0

t−1�
i=0

p(zi|occ)
p(zi|emp)

(8)

where qt−1 was recursively evaluated.
Now, the products can be changed into sums by using a logarithm. Let

oddst = log(qt) then it leads to log-form expressions of the occupancy grid
updates:

oddst = log(
p(zt−1|occ)
p(zt−1|emp)

) + oddst−1 = odds0 +

t−1�
i=0

log(
p(zi|occ)
p(zi|emp)

) (9)

In (9) log( p(zt−1|occ)
p(zt−1|emp) ) is the observation term of the update; we note it

Obs(zt−1). oddst−1 is the a priori term so that the observation term corrects
it.
Thus, updating a WavOG comes down to adding the wavelet transform of
observation terms to the wavelet representation of the map.

(a) (b)

Fig. 7. mapping obtained by a single laser range-finder in OG and WavOG: (a) classical
OG, (b) the corresponding 3 first detail spaces of the WavOG.

4 Multi-resolution

The wavelet representation is a hierarchical one, and WavOGs are represented
from the coarser scales to the finer. So the coarse resolution information must
be interpreted in order to use multi-scale algorithms.
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Let us analyse the scaled coefficients of a WavOG. As we have seen in sec. 2,
it is given by a scalar product eq. (3). It is the integral of a product between

the log-form of the occupancy grid function and the scale basis function Φ
(i,j)
s ,

where s indexes the scale.

<
�

x

log(
p(occ)

p(emp)
(x))δx|Φ(i,j)

s (x) > =
�

x

log(
p(occ)

p(emp)
(x)).Φ(i,j)

s (x)

= log(

�
x p([Ex = occ])Φ(i,j)

s (x)

�
x p([Ex = emp])Φ

(i,j)
s (x)

) = k log(qs) (10)

In the case of the Haar wavelet basis (Eq. 2) Φ
(i,j)
s is constant over a square

S and zero elsewhere. Let k this constant6:

k log(qs) = k log(

�
x∈S p([Ex = occ])�

x∈S p([Ex = emp])
) (11)

qs =

�
x∈S p([Ex = occ])�

x∈S p([Ex = emp])
(12)

let us define an aera of n cells: A = {c0, . . . , cn}, then let us define 2 events:
efull when all the cells in A are occupied and eopen when all the cells in A
are empty. So the weight for the scaled function leads us immediately to the
probability of efull or eopen when the system must make a choice between
those two possibilities:

P (eopen
|eopen

∨efull) =

�
x∈A

p([Ex = emp])�
x∈A

p([Ex = occ]) +
�

x∈A

p([Ex = emp])
=

1

1 + qs

and in a symetrical way, P (efull|eopen ∨ efull) is obtained. So each resolution
of the map provides a continuous information about the occupancy of the map.

The pixel (i, j, s) in the scale space of a WavOG is proportional to the
mean over the square (i, j, s)7 of the log-ratio occupancy values (Fig. 8).

5 Implementation

We have implemented a classical mapping process using a WavOG with
the Cycab. The Cycab is an autonomous robot devoted to urban transport
equiped with a laser range-finder : SICK LMS-291. In the mapping loop, there
is first a localisation step using a SLAM algorithm and a second step where
the map is updated from the current position using sensor values. We use the
classical SLAM algorithm [11] to get the absolute position.

6 with value: 2−s.
7 The square has is up left corner at coordinate: (2si, 2sj) and has a side of 2s pixels.



(a) (b) (c) (d)

Fig. 8. Scaled view of OG provided in WavOG representation (a) scale 1
16

: 192 × 128

pixels, s = 2. (b) scale 1
64

: 96 × 64 pixels, s = 3. (c) scale 1
256

: 48 × 32 pixels, s = 4. (d)

scale 1
1024

: 24 × 16 pixels, s = 5.

The laser range-finder has an 8-meter range. The side of the finer scale is
6.25cm then sizes double over 5 scales. Thus the side of the coarsest cells is 1
meter and so there still exist many coarser cells which appear totally open at
this scale.
We consider a square window which encloses the sensor view. We maintain
an area of this size as a buffer. As long as the laser impacts belong to this
window, the updates occur in this buffer. Then we apply a 2D Haar wavelet
transform to the buffer and add it to the WavOG. The buffer is flushed and
the process is repeated. Waiting for an entire sick scan at least before doing
the wavelet transform gives a large enough area to see regular fields appear.
So that the result of the wavelet transform is sparse and it is only necessary
to perform wavelet transforms at distant time intervals.
After experimental studies we set a compression threshold which is a com-
promise between data fitting and sparsity. i.e. after updating a wavelet detail
coefficient, if it is lower than this threshold, it is removed from the WavOG.

6 Results

As a validation of our method we compare the number of cells in a classical
occupancy grid with a WavOG (Fig. 9(a), Fig. 9(b)).

Fig. 9 shows the results obtained on the car park of INRIA. These exper-
imental results clearly shows that we have obtained a significant reduction of
the size of the model (about 80% relatively to the OG model), and that the in-
teresting details are still represented (such as the beacons represented by dark
dots in Fig. 9(c)). It should be noticed that the coarser model give a quite good
representation of the empty space (see Fig. 9(d)); this model could be used
for path planning, and refined when necessary using the wavelet model. In the
previous experiments, the map building has been done in real-time. This kind
of compression is however weaker than we expected, the reason seems to be du
to the logarithm use. Indeed the very weak probabilities which must appear to
be the same in human eye, are very different in logarithm space e.g. consider
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(a) (b)

(c) (d)

Fig. 9. (a) classical occupancy grid : 393, 126 cells. (b) wavelet occupancy grid : 78, 742
cells. (c) reconstructed occupancy grid from the WavOG. (d) Semantics for the coarser
scaled of the WavOG.

the difference between 10−100 and 10−50 is huge in log space whereas it is
negligible in a standard representation of probabilities. Then two conclusions
arise: one it is necessary to work with bounded probabilities, which make the
map reactive and easy to compress in wavelet space, two we must observe
homogeneously near area such as the duration of observation of a cell don’t
make a bias in the map representation and then in the map compression. So
in the development of this framework, we plan to study systematic methods
to achieve both of these tasks.

7 Conclusion and Future Works

This paper introduces the structure of wavelet occupancy grids (WavOGs)
as a tool for storing occupancy grids in a compact way. We have shown that
WavOGs provide a continuous semantics of occupancy through scaled spaces.
In accordance with the theoretical properties of wavelets, our experiments
have validated that WavOGs allow major memory gains. WavOG as a com-



pact multi-scaled tool provides an efficient framework for the various algo-
rithms that use OGs such as robot navigation, spatio-temporal classification
or multiple target-tracking. In future works we plan to apply WavOGs to the
monitoring of urban traffic over large areas.
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Summary. In this paper, we present recent results with using range from radio
for mobile robot localization. In previous work we have shown how range readings
from radio tags placed in the environment can be used to localize a robot. We have
extended previous work to consider robustness. Specifically, we are interested in
the case where range readings are very noisy and available intermittently. Also, we
consider the case where the location of the radio tags is not known at all ahead of
time and must be solved for simultaneously along with the position of the moving
robot. We present results from a mobile robot that is equipped with GPS for ground
truth, operating over several km.

Keywords: SLAM, range-based localization, kalman filter, particle filter

1 Introduction

Many tasks for which robots are well suited require a high level of precision in
localization for the application to be successful. One solution to the problem
of localization in which environmental structure can’t be relied upon for use in
localization is to obtain absolute position via GPS. This approach is limited,
however, to environments in which a clear line of sight to GPS satellites orbit-
ing the earth, is available. Robots navigating inside buildings or underground
cannot receive GPS data, and in outdoor environments nearby structures and
even foliage can affect the quality of localization. Another common localiza-
tion technique is dead reckoning, in which the robot’s position is estimated
based on measurements of distance travelled and orientation taken from wheel
encoders and gyros. Since the dead reckoning position estimate degrades over
time, a robot must correct position error using landmarks detected by on-
board sensors. A problem that frequently arises in these cases is that of data
association: sensed data must be associated with the correct landmark, even
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© Springer-Verlag Berlin Heidelberg 2006
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though multiple landmarks may have similar features. Additionally, in many
settings it is not possible to guarantee line of sight to the landmarks.

The method of sensing we have been using involves low-cost, low-power,
radio frequency tags placed in the environment. Originally intended as a
means to track assets and people in an environment equipped with special RF
transponders, we invert the paradigm by fixing the tags in the environment
and moving a transponder with a robot. As the robot moves, the transponder
periodically sends out a query, and any tags within range respond by sending
a reply. The robot can then estimate the distance to each responding tag by
determining the time lapsed between sending the query and receiving the re-
sponse. The advantage of such a method is that it does not require line of sight
between tags and the mobile robot, making it useful in many environmental
conditions that fail optical methods. Note that, since each tag transmits a
unique ID number, distance readings are automatically associated with the
appropriate tags, so the data association problem is solved trivially.

We would like to send a mobile robot into an environment containing these
tags and have it navigate successfully while maintaining a reliable estimate of
its location at all times. In this paper, we examine issues of robustness that
result from noisy and infrequent range data. We also examine the issues of
SLAM in this environment by presenting results from experiments in which
the robot starts moving in the environment without apriori knowledge of the
location of the tags.

2 Related Work

Most landmark-based localization systems use sensors that measure relative
bearing or in some cases both range and bearing to distinct features in the
environment. In the case that the location of these landmarks is unknown,
the problem is more difficult and is generally known as Simulataneous Lo-
calization and Mapping (SLAM). Here we report on localization results with
a modality in which only range to landmarks (RF tags) is measured. Some
other researchers have used range to estimate position. In most cases, instead
of using range, signal strength from a known transmitter is used to produce
a “pseudorange” that is then used for triangulation. For instance, the Cricket
System [9] uses fixed ultrasound emitters and embedded receivers in the object
being located. Radio frequency signals are used to synchronize time measure-
ments and to reject multipath readings. The localization technique is based
on triangulation relative to the beacons. The RADAR system [1] uses 802.11b
wireless networking for localization. This system uses the signal strength of
each packet to localize a laptop. RADAR uses nearest neighbor heuristics to
achieve localization accuracy of about 3 meters. The SpotOn system [4], uses
radio signal attenuation to estimate distance between tags. The system local-
izes wireless devices relative to one another, rather than to fixed base stations,
allowing for ad-hoc localization. Note that GPS also works by triangulating
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ranges to multiple satellites. In some cases, GPS localization is augmented
with inertial measurement and/or dead reckoning. In almost all such systems,
GPS triangulation generally develops an estimate of position as well as un-
certainty that is merged with a position estimate from dead reckoning. Other
methods choose to train on patterns of signal strength to localize. For ex-
ample, Ladd et al propose a Bayesian formulation to localize based on signal
strength patterns from fixed receivers [8].

In contrast, we use a single filter to combine range measurements with
dead reckoning and inertial measurements. While the range measurements are
noisy and exhibit biases, we find that treatment by an extended Kalman filter
(necessary because the underlying system is non-linear) after preprocessing
to remove outliers and to remove systematic biases, suffices as long as the
estimate doesn’t get too far from the true state. This might happen if the
initial condition is too far from the true state or if the filter diverges due
to missing range data over an extended period of time.The Kalman filter
has the advantage that the representation of the distribution is compact; a
Gaussian distribution can be represented by a mean and a covariance matrix.
The robot’s pose estimation is maintained as a Gaussian distribution and
sensor data from dead reckoning and landmark observations is fused to obtain
a new position distribution.

Recent extensions of Kalman filtering allow for non-Gaussian, multimodal
probability distributions through multiple hypothesis tracking. The result is
a more versatile estimation technique that still preserves many of the compu-
tational advantages of the Kalman filter. Monte Carlo localization, or particle
filtering, provides a method of representing multimodal distributions for po-
sition estimation [2], [11], with the advantage that the computational require-
ments can be scaled. The main advantage of these methods is their ability to
comverge from a poor initial condition. We show how a particle filter is able to
recover from large offset errors that are large enough that the Kalman Filter
fails. Also, we extend previous work [5], [7] in SLAM by treating the case in
which the robot starts with no information about the location of the tags in
the environment.

3 Approach

Our current emphasis is robustness. We would like to explicitly treat the case
of noisy and missing range data in addition to requiring the robot to discover
the location of the landmarks on its own. We assume only that the robot has
some information about the accuracy of the range measurements as reported
previously [7]. Here we use range data that is significantly less frequent and
more noisy. For example, the range measurements can have a variance of upto
6 m and range measurements can be as spread out by as much as 15 seconds.

Below we discuss the use of particle filter as a method of being able to
recover from large estimation errors. While the particle filter has weaker per-



formance than the Kalman filter when all is well, it shines when there is a
significant break in the range data or when there is a large initial offset. We
show the ability of the robot to locate the radio tags in the case that their
locations are not known ahead of time.

4 Localization

4.1 Localization with Kalman Filter

Formulation

We have formulated a Kalman Filter that estimates position given measure-
ments of odometry and heading change (from a gyro), and range measure-
ments. Odometry and gyro measurements are used in the state propagation
or the prediction step, while the range measurements are incorporated in the
correction step.

Process Model. If the robot state at time k is qk = [xk, yk, θk, βk, ηk]T , where
xk, yk, θk are the robot’s position and orientation and βk, ηk are the gyro
output scale-factor error and bias at time k. The dynamics of the wheeled
robot used in this experiment are well-modeled by the following set of non-
linear equations:

qk+1 =





xk + �Dk cos(θk)
yk + �Dk sin(θk)

θk + (1 + βk)�θk + ηk

βk

ηk




+ νk = f(�qk, uk) + νk, (1)

where νk is a noise vector, �Dk is the odometric distance traveled, and �θk

is the orientation change. These dead reckoning measurements constitute the
control input vector uk = [�Dk,�θk]T . When a new control input vector
u(k) = [�Dk,�θk]T is received, the robot’s state is updated according to
the process model equation. Then we apply a standard Kalman filter, [7], to
propagate the covariance matrix with the extension from our previous work
to incorporate the gyro bias terms within the filter.

Measurement Model. The range measurement at time k is modeled by:

rk =
�

(xk − xb)2 + (yk − yb)2

y(k) =




rk

�Dk

�θk



 + ω(k) = h(qk+1) + ω(k)
(2)

where, rk is the range measurement received at time k and (xb, yb) is the
location of the beacon from which a measurement was received. When a mea-
surement is obtained, using the measurement model, we compute the expected
range rk to the beacon. Then the state can be updated using standard Kalman
filtering equations.
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Results

In order to evaluate the performance of the filter we turn to the two commonly
used error metrics, the Cross-Track Error (XTE) and the Along-Track Error
(ATE). The XTE accounts for the position error that is orthogonal to the
robot’s path (i.e. orthogonal to the true robot’s orientation), while the ATE
accounts for the tangential component of the position error. As part of our
error analysis of the path estimates, we observe the average of the absolute
values of the XTE and ATE for each point in the path, as well as the maximum
and standard deviation of these errors.

In the experiment illustrated here, the true initial robot position from GPS
was used as the initial estimate. Furthermore, the location of each tag was
known. Figure 1 shows the estimated path using the Kalman filter, along with
the GPS ground truth (with 2 cm accuracy) for comparison.
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Fig. 1. The path estimate from localization (red), ground truth (blue) and beacon
locations (*) are shown. The filter uses odometry and a gyro with range measure-
ments from the RF beacons to localize itself. The path begins at (0,0) and ends at
(33,0), travelling a total of 3.7 km and completing 11 identical loops, with the final
loop (0.343 km) shown above. (Note the axes are flipped). Numerical results are
given in Table 1.

Table 1. Cross-Track and Along-Track Errors for Kalman filter Localization esti-
mate for the entire data set using the Kalman Filter with gyro bias compensation.

XTE ATE

Mean Abs. 0.3439 m 0.3309 m
Max. 1.7634 m 1.7350 m

Std. Dev.n 0.3032 m 0.2893 m



Failure

Sensor Silence. An issue that requires attention while dealing with the
Kalman filter is that of extensive sensor silence. When the system encoun-
ters a long period during which no range measurements are received from the
beacons, it becomes heavily dependant on the odometry and its estimate di-
verges. Upon recovering from this period of sensor silence, the Kalman filter
is misled into settling at a diverged solution. The Figure 2 shows the failure
state of the Kalman filter when presented with a period of sensor silence. In
this experiment, all range measurements received prior to a certain time were
ignored so that the position estimate is derived through odometry alone. As
can be seen in the figure, when the range data starts once again, the Kalman
filter fails to converge to an accurate estimate.
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Fig. 2. The path estimate during the extended period of ”simulated” sensor silence
(cyan), Kalman filter’s recovery from the diverged solution (red), ground truth (blue)
and beacon locations are shown. (Note the axes are flipped). The filter is not able to
properly recover from the diverged solution resultant of the initial period of sensor
silence.

Although this is characteristic of all Kalman filters in general, this problem
is especially critical while dealing with range-only sensors. Due to the extra
level of ambiguity associated with each range measurement it becomes far
easier for the estimate to converge at an incorrect solution.

4.2 Localization with Particle Filter

As we see above, the Kalman filter can fail when the assumptions of linearity
can not be justified. In this case, it is useful to look at methods like Particle
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Filters that can converge without an initial estimate. Particle Filters are a way
of implementing multiple hypothesis tracking. Initially, the system starts with
a uniform distribution of particles which then cluster based on measurements.
As with the Kalman filter, we use the dead reckoning as a means of prediction
(by drifting all particles by the amount measured by the odometry and gyro
before a diffusion step to account for increased uncertainty). Correction comes
from resampling based on probability associated with each particle. Position
estimates are obtained from the centroid of the particle positions.

Formulation

The particle filter evaluated in this work estimates only position on the plane,
not vehicle orientation. Each “particle” is a point in the state space (in this
case the x, y plane) and represents a particular solution. The particle resam-
pling method used is as described by Isard and Blake [3]. Drift is applied
to all particles based on the displacement estimated by dead reckoning from
the state at the previous measurment. Diffusion is achieved by applying a
Gaussian distibuted displacement with a standard deviation of B m/s which
scales according to intersample interval. Given a range measurement r from
the beacon at location Xb = (xb, yb) the probability for the i ’th particle is

P (r, Xb, Xi) =
1

σ
√

2π
e

−(r−|Xb−Xi|)

2σ2 + P0 (3)

which has a maximum in a circle of radius r about the beacon with a radial
cross-section that is Gaussian. The minimum probability, P0, helps reduce
problems with particle extinction. σ is related to the variance in the received
range measurements.

It was found to be important to gate range measurements through a nor-
malized error and a range measurement band, [7]. In the event of a measure-
ment outside the range gate an open-loop update is performed, the particles
are displaced by the dead reckoning displacement without resampling or dif-
fusion.

The location of the vehicle is taken as the probability weighted mean of
all particles. There is no attempt made to cluster the particles so if there
are, for example, two distinct particle clusters the mean would lie between
them. Initially this estimate has a significantly different value to the vehicle’s
position but converges rapidly. Here we use 1000 particles, σ = 0.37, and
B = 0.03.

Results

In the experiment illustrated here, the initial condition for the particles is
based on no prior information, the particles are distributed uniformly over a
large bounding rectangle that encloses all the beacons. The location of each



tag was known apriori. Figure 3(a) contains the plot of the particle filter
estimated path, along with the GPS ground truth.

It should be noted that the particle filter is a stochastic estimation tool and
results vary from run to run using the same data. However it is consistently
reliable in estimating the vehicle’s location with no prior information.
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Fig. 3. (a) The path estimate from localization using a Particle Filter (red), ground
truth (blue) and beacon locations (*) are shown. The filter uses the odometry and
a gyro with absolute measurements from the RF beacons to produce this path esti-
mate. The Particle Filter is not given any information regarding the initial location
of the robot, hence it begins its estimate with a particle cloud uniformly distributed
with a mean at (-3.6 m, -2.5 m). The final loop (0.343 km) of the data set is shown
here, where the Particle Filter converges to a solution. Numerical results are given in
Table 2. (b) The path estimate during the extended period of ”simulated” sensor si-
lence (cyan), Particle filter’s recovery from the diverged solution (red), ground truth
(blue) and beacon locations are shown. The filter easily recovers from the diverged
solution, exhibiting the true nature of the particle filter.

The next experiment addresses the problem of extensive sensor silence
discussed in Section 4.1. When the Particle filter is presented with the same
scenario that was given to the Kalman filter earlier we acquire the Figure
3(b). This figure reveals the ability of the Particle filter to recover from an
initially diverged estimate. It can be observed that although in most cases the
particle filter produces a locally non-stable solution (due to resampling of the
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Table 2. Cross-Track and Along-Track Errors for Particle filter Localization esti-
mate for the entire data set.

XTE ATE

Mean Abs. 0.4053 m 0.3623 m
Max. 1.6178 m 1.8096 m

Std. Dev. 0.2936 m 0.2908 m

particles), its ablity to recover from a diverged solution makes it an effective
localization algorithm.

5 SLAM – Simultaneous Localization and Mapping

Here we deal with the case where the location of the radio tags is not known
ahead of time. We consider an online (Kalman Filter) formulation that esti-
mates the tag locations at the same time as estimating the robot position.

5.1 Formulation of Kalman Filter SLAM

The Kalman filter approach described in Section 4.1 can be reformulated for
the SLAM problem.

Process Model: In order to extend the formulation from the localization case
to perform SLAM, we need only to include position estimates of each beacon
in the state vector. So,

qk =


xk yk θk xb1 yb1 ... xbn ybn

�T
(4)

where n is the number of initialized RF beacons at time k. The process used
to initialize the beacons is described later in this section.

Measurement Model: To perform SLAM with a range measurement from bea-
con b, located at (xb, yb), we modify the Jacobian H(k) (the measurement
matrix) to include partials corresponding to each beacon within the current
state vector. So,

H(k) =
∂h

∂qk

|q=!q =
	

∂h
∂xk

∂h
∂yk

∂h
∂θk

∂h
∂xt1

∂h
∂yt1

... ∂h
∂xb

∂h
∂yb

, ... ∂h
∂xtn

∂h
∂ytn

�
(5)

where,
∂h

∂xti
= ∂h

∂yti
= 0, for ti 
= b, and1 ≤ i ≤ n.

∂h
∂xb

= −(xk−xb)
√

(xk−xb)2+(yk−yb)2

∂h
∂xb

= −(yk−yb)
√

(xk−xb)2+(yk−yb)2

(6)

Only the terms in H(k) directly related to the current range measurement
(i.e., the partials with respect to the robot pose and the position of the bea-
con giving the current measurement) are non-zero. To complete the SLAM
fomulation, P (the covariance matrix) is expanded to the correct dimention-
ality (i.e., 2n+3 square) when each new beacon is initialized.



Beacon Initialization: For perfect measurements, determining position from
range information is a matter of simple geometry. Unfortunately, perfect mea-
surements are difficult to achieve in the real world. The measurements are con-
taminated by noise, and three range measurements rarely intersect exactly.
Furthermore, estimating the beacon location while estimating the robot’s lo-
cation introduces the further uncertainty associated with the robot location.

The approach that we employ, similar to the method proposed by Olson
et al [10], considers pairs of measurements. A pair of measurements is not
sufficient to constrain a beacon’s location to a point, since each pair can
provide up to two possible solutions. Each measurement pair “votes” for its
two solutions (and all its neighbors) within a two dimensional probability
grid to provide estimates of the beacon location. Ideally, solutions that are
near each other in the world, share the same cell within the grid. In order to
accomplish this requirement, the grid size is chosen such that it matches the
total uncertainty in the solution: range measurement uncertainty plus Kalman
filter estimate uncertainty. After all the votes have been cast, the cell with
the greatest number of votes contains (with high probability) the true beacon
location.

5.2 Results from Kalman Filter SLAM

In this experiment, the true initial robot position from GPS was used as an
initial estimate. There was also no initial information, about the beacons,
provided to the Kalman filter. Each beacon is initialized in an online method,
as described in Section 5.1. Performing SLAM with Kalman filter produces
a solution that is globally misaligned, primarily due to the dead reckoning
that had accumulated prior to the initilization of a few beacons. Since, until
the robot localizes a few beacons, it must rely on dead reckoning alone for
navigation. Although this might cause the Kalman filter estimate to settle
into an incorrect global solution, the relative structure of the path is still
maintained.

In order to properly evaluate the performance of SLAM with Kalman filter,
we must study the errors associated with the estimated path, after removing
any global translational/rotation offsets that had accumulated prior to the
initialization of a few beacons. Figure 4 shows the final 10% of the Kalman
filter path estimate after a simple affine transform is performed based on the
final positions of the beacons and their true positions. The plot also includes
the corresponding ground truth path, affine transformed versions of the final
beacon positions and the true beacon locations. Table 3 provides the XTE
and ATE for the path shown in Figure 4.

Several experiments were performed, in order to study the convergence
rate of SLAM with Kalman filter. The plot in Figure 5 displays the XTE and
its 1 sigma bounds for varying amounts of the data used to perform SLAM
(i.e., it shows the result of performing Localization after performing SLAM
on different amounts of the data to initialize the beacons).
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Fig. 4. The path estimate from SLAM using a Kalman Filter (green), the corre-
sponding ground truth (blue), true beacon locations (black *) and Kalman Filter
estimated beacon locations (green dimond) are shown. (Note the axes are flipped).
A simple affine transform is performed on the final estimate beacon locations from
the Kalman Filter in order to re-align the misaligned global solution. The path
shown corresponds to the final loop (0.343 km) of the full data set after the affine
transform. Numerical results are given in Table 3.

Table 3. Cross-Track and Along-Track Errors for the final loop (0.343 km) of the
Data Set after the Affine Transform.

XTE ATE

Mean Abs. 0.5564 m 0.6342 m
Max. 1.3160 m 1.3841 m

Std. Dev. 0.3010 m 0.2908 m
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Fig. 5. Kalman Filter Covergence Graph. Varying amount of data is used to perform
SLAM, after which the locations of the initialized beacons are fixed and simple
Kalman filter localization is perform on the remaining data. The plot above shows
the average absolute XTE and its 1 sigma bounds for various subsets of the data
used for SLAM.



6 Summary

This paper has reported on extensions for increasing robustness in localization
using range from radio. We have examined the use of a particle filter for
recovering from large offsets in position that are possible in case of missing
or highly noisy data from radio beacons. We have also examined the case
of estimating the locations of the beacons when their location is not known
ahead of time. Since practical use would dictate a first stage in which the
locations of the beacons are mapped and then a second stage in which these
locations are used, we have presented an online method to locate the beacons.
The tags are localized well enough so that the localization error is equal to
the error in the case where the tag locations are known exactly in advance.
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Summary. In this paper we describe experiments with networks of robots and
sensors in support of search and rescue and first response operations. The system
we consider includes a network of Mica Mote sensors that can monitor temperature,
light, and the movement of the structure on which they rest. We also consider an
extension to chemical sensing in simulation only. An ATRV-Mini robot is extended
with a Mote sensor and a protocol that allows it to interact with the network. We
present algorithms and experiments for aggregating global maps in sensor space and
using these maps for navigation. The sensor experiments were performed outdoors
as part of a Search and Rescue exercise with practitioners in the field.

Keywords: Sensor network, search and rescue, robot navigation

1 Introduction

A network of robots and sensors consists of a collection of sensors distributed
over some area that form an ad-hoc network, and a collection of mobile robots
that can interact with the sensor network. Each sensor is equipped with some
limited memory and processing capabilities, multiple sensing modalities, and
communication capabilities. Sensor networks extend the sensing capabilities of
the robots and allow them to act in response to events outside their perception
range. Mobile robots extend sensor networks through their ability to bring new
sensors to designated locations and move across the sensor field for sensing,
data collection, and communication purposes. In this paper we explore this
synergy between robot and sensor networks in the context of search and rescue
applications.

We extend the mapping and navigation algorithms presented in [8] from
the case of a static sensor network to that of a mobile sensor network. In this
algorithm, the sensor network models the sensor readings in terms of “dan-
ger” levels sensed across its area and creates a global map in sensor space.
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The regions that have sensor values above a certain threshold are represented
as danger. A protocol that combines the artificial potential field of the sen-
sors with a notion of “goal” location for a mobile node (perhaps to take a
high resolution picture) computes a path across the map that maintains the
safest distance from the danger areas. The focus of this paper is on particular
issues related to building systems of sensors and robots that are deployable
in realistic physical situations. We present sensor network mapping data from
our participation in a search and rescue exercise at Lakehurst, NJ. We then
show how these kinds of maps can be used for navigation in two settings: (1)
in a simulated scenario involving chemical spills and (2) in a physical scenario
implemented on Mica Motes [3] that sense light and guide an ATRV-Mini
robot.

2 Related Work

This work builds on our research agenda for providing computational tools
for situational awareness and “googling” for physical information for first re-
sponders [5]. We are inspired by previous work in sensor networks [2] and
robotics [6]. [7] proposes a robot motion planner that rasterizes configuration
space obstacles into a series of bitmap slices, and then uses dynamic program-
ming to compute the distance from each point to the goal and the paths in
this space—this is the inspiration for our distributed algorithm. This method
guarantees that the robot finds the best path to the goal. [4] discusses the use
of an artificial potential field for robot motion planning. The concept of using
a sensor network to generate a potential field of sensed “danger” and then
using this information to generate a path of minimum danger from a start
location to a goal location was proposed in [8]. In this paper, the proximity
to danger is based on the number of hops from nodes which broadcast dan-
ger messages, and the total danger is the summation of the danger potentials
from all nodes which sense danger. Then, given start and goal node locations,
it is possible for the network to direct the motion of the agent from node to
node along a path which minimizes the exposure of the agent to danger. In a
related work, [1] addresses coverage and exploration of an unknown dynamic
environment using a mobile robot and beacons.

3 Guiding Algorithm

To support guidance, the sensor network computes an adaptive map in per-
ception space. The map is used by mobile nodes to compute safe paths to goal
locations. The goals may be marked by a user or computed internally by the
network. The map is built from locally sensed data and is represented globally
as a gradient starting at the nodes that trigger sensor values denoting danger,
using the artificial potential protocol described in [8]. Given such a map, we
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Algorithm 1 Algorithm for following a path to the goal node.
1: GoalId = 19
2: QueryId = NONE
3: NextNode.Id = NONE
4: NextNode.Potential = POTENTIAL MAX
5: NextNode.Position = (0, 0)
6: Error = RobotSynchronize()
7: while !Error AND (NextNode.Id != GoalId) do
8: if QueryId == NONE then
9: Address = TOS BCAST ADDR {send query to all nodes}

10: else
11: Address = QueryId {send query to the next node on the goal path}
12: NextNode.Id = NONE {set this to detect 0 responses}
13: NodeQuery(Address, GoalId) {send the query}
14: for all Node query responses, Ri do
15: if (Ri.Potential < NextNode.Potential) OR ((Ri.Potential ==

NextNode.Potential) AND (Ri.Hops < NextNode.Hops)) then
16: NextNode.Id = Ri.Id
17: NextNode.Potential = Ri.Potential
18: NextNode.Hops = Ri.Hops
19: NextNode.PriorId = Ri.PriorId
20: NextNode.Position = Ri.Position
21: if (NextNode.Id == NONE) OR ((QueryId != NONE) AND

(NextNode.Id != QueryId)) then
22: QueryId = NONE {no valid response, go back to broadcast}
23: else
24: QueryId = NextNode.PriorId {PriorId is the next node on the goal path}
25: Error = RobotMove(NextNode.Position) {move to position of best Ri}

modify the algorithm in [8] to compute safe navigation paths as shown in
Algorithm 1.

Once a path query message is sent, the replies are processed to select the
best path available. This is done by selecting the response with the lowest
danger potential. If two or more replies with the minimum danger potential
are received, the reply with the minimum number of hops to the goal is used
to select the path.

4 Sensor Experiments

4.1 Search and Rescue Experiments

Experiments were conducted on February 11, 2005 at the Lakehurst Naval
Air Base, NJ as part of the New Jersey Task Force 1 search and rescue train-
ing exercise. The purpose of the experiments was to validate the utility of
sensor networks for mapping, to characterize the ambient conditions of a typ-
ical environment for search and rescue missions. 34 Mica Motes with light,



temperature, and acceleration sensors were manually placed on a large pile of
rubble which is used to simulate the environment of destroyed buildings. The
rubble consists mostly of concrete with embedded rebar or steel cable, though
various destroyed appliances and scraps of sheet metal are also constituent el-
ements. In this experiment, node locations were given to the Motes via radio
messages after deployment.

The sensors were in place by 11:15am and gathered data until 12:45pm.
The sensor data was stored on each Mote and downloaded at a later time.
The day was cold (below freezing at the start of tests), clear and sunny, and
very windy. The sensors were placed at approximately 1.2 meter intervals to
form a 6x6 meter grid. People and robots were traversing the rubble while
readings were taken. The particular section of rubble where the sensors were
placed can be seen in Fig. 1.

Fig. 1. Wide angle view of sensors placed on rubble. Most of the sensors are behind
outcroppings and hence are not visible. The circles show the locations of a few of
the sensors.

To protect them from dust and weather, the sensors were placed in ziploc
freezer bags. All had fresh batteries and were placed so the light sensor was
generally pointing up, though most of the sensors were not on level surfaces.
After about 35 minutes, sensor 23 blew off its concrete perch and fell down
a two meter hole. This event is discernable in the graphs that follow. The
strong winds also rearranged some of the sensors during the course of the
experiment. Four sensors failed, most likely due to temperature extremes,
and hence produced no data.

Sensor Radio Connectivity

The connectivity between the sensors was measured by each sensor sending
and acknowledging 20 ping messages. The results are shown in Fig. 2 (left).
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Fig. 2. Connectivity and acceleration data for sensors placed on rubble. The left
image shows connectivity between sensors in the rubble field. The relative thickness
of the lines indicates the connection strength. Those sensors near the top of the
rubble pile had poor connectivity. The right images show X-axis (top) and Y-axis
(bottom) acceleration data for Sensor A, shown in Fig. 1 as the leftmost black circle.

While the lower laying sensors, which were mostly on flat slabs of concrete,
had reasonable connectivity, the sensors embedded in the more diverse rub-
ble higher in the pile had poor connectivity. In previous experiments we have
found that we get fair connectivity with a distance of two meters between sen-
sors lying on earth. Even with the shorter distance we used between sensors
here (1.2 meters) the metal in the environment has reduced connectivity dra-
matically. The three dimensional nature of the sensor deployment is also likely
to have had an effect, since the antennas of the sensors are not on the same
plane, and have varying orientations. The antennas have a toroidally-shaped
reception pattern with poor connectivity along the axis of the antenna.

Light Sensing

Fig. 3 shows a two dimensional light intensity map at three different times
during the experiment. The map is bilinearly interpolated from the sensed
light values, with the nearest two sensors contributing to the points in the
map between them. Because the light sensors were pointed at the sky and
it was a bright day, they saturated at their maximum value for most of the
test, even if they were in shadow, although near the end of the test shadows
from the moving sun brought some of the sensors out of saturation. The light
reading for sensor 23 goes down after it falls into a hole. Later, light again
reached the sensor from another angle. Other sensors experienced some brief



changes in intensity due to the shadows of people walking by. The shadows
from the rubble and the wind causing sensors to shift account for the rest of
the changes.

Fig. 3. Sensed light intensity map at times of 35, 55, and 90 minutes.

Temperature Sensing

Fig. 4 shows a two dimensional temperature map at three different times
during the experiment. The temperature varied dramatically over time and
based on sensor location. The Motes got quite warm (40C, 105F), which is
surprising since the day was cold and there was a strong wind blowing, though
the day warmed up gradually. The Motes were in plastic bags and the black
plastic of the battery holder and the black heat sensor itself were exposed
directly to sunlight. The bags acted as insulators from the cold, holding warm
air inside and the sunlight on the black plastic heated the air in the bags. The
black heat sensors themselves were also heated to higher than surrounding
temperature by the sun. This is quite interesting since it shows that a sensor
in an environment isn’t necessarily sensing that environment. It needs some
direct connection to the outside world, or else it is only sensing it’s own
microclimate.

Mote 23 fell into a hole at about 35 minutes and cools down slowly (when
viewing the complete data set). The sensors near the base of the rubble and
on the peak of the rubble were mostly laying exposed on flat surfaces. The
in-between sensors were in amongst jumbled rubble and recorded cooler tem-
peratures. The sensors most exposed to the sun became the warmest. The
changes in temperature were caused by the sun warming the air as it rose
higher, the shifting of shadows in the rubble, and sensors being shifted by the
wind.

Acceleration Sensing

In addition to the light and temperature sensors, three acceleration sensors
were deployed. The sensing element was an Analog Devices ADXL202E, 2-
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axis device, capable of measurements down to 2 milli-gs, with a +/-2g range.
Due to a higher data rate, we were only able to record about a half hour of
readings.

Fig. 4. Sensed temperature map at times of 5, 25, and 65 minutes.

Fig. 2 (right) shows the readings from the sensor laying on the ground, The
readings at the start of each graph show the sensors being placed in position.
Sensor A was picked up and then replaced by a task force member halfway
through the experiment. It apparently slowly tipped over during the course
of the next four minutes. The other large shifts in the readings are due to
wind blowing the plastic bags the sensors were in. We have collected similar
data from several other sensors placed on loose rubble at various points up
the rubble pile.

Between wind, weather, shifting rubble, people moving about, lighting and
temperature changes due to the motion of the sun, local variations in line of
sight, and the jumbling of the radio environment by sheet metal and rebar,
this is clearly a challenging environment for wireless sensing applications.

4.2 Chemical Sensing Experiment

In many first response calls the presence of deadly, invisible chemicals is first
noticed when people start coughing or falling ill. Even after the presence of
a gas has been verified, unless it is visible it is difficult to avoid exposure
due to air motion. Chemical sensing networks can provide a first warning of
nearby toxins, and more importantly, can tell us where they are, where they
are moving towards, and how to avoid them.

As part of ongoing work in medical and environmental sensors for first
responders, we devised a simulated air crash scenario that involves a chem-
ical leak. The crash throws some debris into a nearby farmers field where a
tank of anhydrous ammonia used as fertilizer is present on a trailer attached
to a tractor. Anhydrous ammonia, when released into the atmosphere, is a
clear colorless gas, which remains near the ground and drifts with the wind.
It attacks the lungs and breathing passages and is highly corrosive, causing



damage even in relatively small concentrations. It can be detected with an
appropriate sensor such as the Figaro TGS 826 Ammonia sensor. We ran ex-
periments designed to map the presence of an ammonia cloud and guide a
first responder to safety along the path of least chemical concentration. The
sensors were Mica Motes, programmed with the same potential field guidance
algorithm described above in Section 3. Light sensors on the Motes were used
instead of ammonia sensors, due to the difficulty of working with ammonia
gas.

The sensors were programmed with locations arranged in a grid with 50
feet between sensors. The experiment was carried out on a tabletop with the
RF transmission range of the sensors reduced to match a physically larger
deployment. Radio messages between sensors were limited by software to one
hop, using the known locations of the sensors, to reduce message collisions.
Potential field messages were repeated five times to ensure their propagation.
The computed field values were read from the sensors every four seconds to
update a command and control map display. It took 10 to 15 seconds for the
potential field to propagate each new event and stabilize. Chemical detections
were triggered at sensors 9, 20, and 32.

Fig. 5. (Left) Potential field danger map computed by sensors in response to the
simulated presence of a chemical agent. (Right) Safest path computed for a trapped
first responder by the sensor field.

Fig. 5 (Left) shows a danger map computed by a 38 sensor field after the
ammonia has been detected. The danger in the areas between the sensors is
computed using a bilinear interpolation of the stored potential field values
from the nearest two sensors to each point on the map.

After the ammonia has moved into the locale of the field operations, a first
responder located in the lower left corner (the + symbol there) needs guidance
to safely find a way to the operations base (the + symbol in the upper right
corner.) The guidance algorithm uses the potential field to compute all safest
directions from one sensor to the next, and then computes the overall safest
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and most direct path for the first responder to follow, which minimizes the
exposure to the chemical agent. Fig. 5 (Right) shows the safest path computed
by the sensor field.

Such a system can not be relied on by itself for guiding people through
danger. This is due in part to the presence of obstacles which the sensors
know nothing about, such as fences, bodies of water, vehicles, etc. In addition,
the commander on the scene may have additional knowledge which overrides
the path chosen by the sensors (e.g., if there’s a tank of jet fuel which is
overheating along part of the path, it may be best to try a different way,
even if the chemical haze is thicker.) Thus, although the sensors guidance
computations can not be the sole source for guidance, they can be a very
useful addition to the knowledge which the commander and responders in the
field use to choose a way to safety.

4.3 Robot Navigation Experiment

We implemented the algorithm used for the simulations in Fig. 5 and the
algorithm for safe path following, Algorithm 1, on a system of physical robots
and sensors. In our implementation we have a notion of “obstacle” or “danger”
much like in the chemical spread simulation. The values for danger could come
from any of the sensors deployed and tested as described above.

Experimental Setup

Our experimental setup consists of a network of Mica Motes suspended above
the ground and an iRobot ATRV-Mini robot being guided through the network
space. The network space was above a paved area surrounded by grass. The
goal was to guide the robot from a start location to a goal location along a
curved path, while avoiding any grassy area which corresponds to “danger”.

Network

The network is comprised of 18 Mica Motes attached to a rope net suspended
above the ground (see Fig. 6). Motes were attached at the rope crossing points,
spaced 2 meters apart. Deploying nodes above ground level improves radio
performance and prevents damage from the robot wheels. Although the use
of a net is not representative of a typical real-world deployment, it allowed
research to proceed without fabricating protective enclosures for the Motes
and it does not invalidate the algorithmic component of the work.

In our implementation, the location of the nodes in the network is known a
priori, since the Mica Motes are not capable of self-localization without extra
hardware. When the robot communicates with the next node on the path to
the goal, the node passes its location to the robot. The robot then uses its
compass and odometry to move to the node location.



Fig. 6. The network configuration for the guided navigation experiments. 18 Mica
Motes are located at the junctions of the ropes, indicated by the ID numbers. Nodes
10, 11, 12, and 18 broadcast “danger” messages, and node 19 is the goal. Node
number 1 is on the robot, communicating with the network and guiding the robot.
The robot is shown in the starting position for the experiments.

The presence of “danger” was detected by uncovering the light sensor on
the Mica Mote sensor board. This would cause the node to broadcast five
separate danger messages, which would then flood the network due to each
receiver relaying the messages to its neighbors. Multiple messages were used
as a means of determining “reliable” communication links—if the number
of received danger messages is above a threshold based on the number of
expected danger messages, then the link is determined to be reliable, and
is therefore suitable to be on a guiding path [8]. In the experimental setup
shown in Fig. 6, nodes 10, 11, 12, and 18 sensed danger, equivalent to being
over grass in this case. The goal node was number 19, and the robot starting
position is shown in Fig. 6. For these condition, the optimal path consists of
nodes 2, 3, 4, 9, 13, 16, 19.

The robot used in our experiments is an iRobot ATRV-Mini with a four-
wheel skid-steer drive. It is equipped with an internal computer running Linux,
as well as odometry, sonar, compass, and GPS sensors. For our experiments,
the sonar sensors were only used to avoid collisions by stopping the robot if
any sensor detected an object with 25cm of the robot. The GPS sensor was
not used in our experiments, since its resolution was inadequate for the size
of the network. Odometry was used to measure forward motion of the robot,
and the compass was used to turn the robot to a new heading.

The interface to the network is by means of an onboard Mote connected
to the robot by a serial cable. In fact, the onboard Mote is in command of the
system and the ATRV-Mini is merely a locomotion slave. The path algorithm
described in Section 3 is run on the Mote, which sends motion commands to
the robot and receives acknowledgements after the move is completed.
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Experimental Results

Experiments were performed with the setup shown in Fig. 6. A sequence of
snapshots of an experimental run is shown in Fig. 7. Initial experiments were
hampered by poor compass performance on the ATRV-Mini robot, due to
the compass being mounted too close to the drive motors. Despite turning
the robot drive motors off to minimize the compass deflection the compass
heading was not precise, due to the large amount of steel in the adjacent
building and buried electrical cables. The result is some additional deviation
from the path node positions as shown in Fig. 7.

Fig. 7. Six snapshots of a guided navigation experiment. The Mica Motes are located
as shown in Fig. 6. The optimal node sequence is 2, 3, 4, 9, 13, 16, 19. Because the
viewing angle is not directly from above and there is some distortion in the net, the
robot does not line up exactly with the node locations.

Despite the difficulties with the compass, the navigation was successfully
performed many times. Although the final location of the robot is offset from
node 19, the robot did follow the path of minimum danger and avoided the
danger areas while being guided by the sensor network. We plan to conduct
further experiments to get better statistics on the precision of this navigation
algorithm.

Discussion

This implementation demonstrated robot guidance by a sensor network. The
sensor network is very effective at computing useful global maps in perception
space. However, the precision of the navigation system is greatly dependent
on the robot hardware. Navigation by compass can be problematic if environ-
mental factors such as electrical cables and steel structures exist. Although it



is possible to compensate for these effects in a known environment, a search
and rescue scenario may not permit elaborate offline calibration.

Another option would be to use a directional antenna in place of (or in
addition to) the compass. The standard Mica Mote antenna is omnidirectional,
but using a directional antenna would allow the robot to determine a bearing
to the next node in the goal path. This technique, coupled with the use of
radio signal strength (RSSI) to determine the proximity of the robot to a
node would make network localization optional, since the robot could directly
sense its proximity to a node.3 Since localization is sometimes not possible in
a sensor network due to the cost of additional hardware such as GPS sensors
or acoustic transducers like those on the MIT Crickets, enabling the robot
to move through a non-localized network is a useful feature. It is also cost
effective since adding extra hardware to a small number of robots is less costly
than adding localization hardware to all the nodes in a large sensor network.
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Summary. This paper presents a data-fusion and interpretation system for op-
eration of an Autonomous Ground Vehicle (AGV) in outdoor environments. It is
a practical implementation of a new model for machine perception and reasoning,
which has its true utility in its applicability to increasingly unstructured environ-
ments. This model provides a cohesive, sensor-centric and probabilistic summary
of the available sensory data and uses this richly descriptive data to enable robust
interpretation of a scene. A general model is described and the development of a
specific instance of it is described in detail. Preliminary results demonstrate the
utility of the approach in very large, unstructured, outdoor environments.

1 Introduction

The robust interpretation of sensory data represents a critical problem in
the development of autonomous systems in a wide range of application ar-
eas, particularly those involving natural or unstructured environments. At its
most fundamental level perception involves using sensory information to eval-
uate a series of decisions; understanding how various sensors interact with the
surroundings; capturing and interpreting cues including location, geometry,
texture, colour and other perceptual properties; and combining and manip-
ulating the available information to improve the robustness of the processes.
It is known that as the complexity of an environment increases, the level of
informational abstraction required to support a given task also rises and this
method aims to directly address this issue.

This paper introduces a new general model for the perception problem
and highlights its efficacy through the application to the specific problem of
terrain-based navigation and control of an autonomous ground vehicle (AGV).
Both the practical development of the vehicle and the supporting data ma-
nipulation systems will be discussed in detail.

The proposed model is shown in Figure 1. The model has three significant
characterisitics:
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Fig. 1. A schematic view of the proposed perception model highlighting the three
main characteristics: a sensor-centric information summary; explicit use of likelihood
models; and delayed, application-specific interpretative stages.

• The data is modelled in a sensor centric manner, representing the per-
ceptual information in terms of the observed sensory responses. Separate
stimuli are described and quantified as separate degrees of freedom in a
high-dimensional “sensor space” which captures, in a single structure, the
data from all available sensors. No attempt is made, at this stage, to infer
the existence of important characteristics or features. The sensory data
itself is treated as the best available model of the external world.

• Uncertainty and ambiguity in sensing is captured in a probabilistic form
as a likelihood function. The explicit use of a probabilistic model allows
operations of temporal propagation of data and temporal fusion of infor-
mation to occur through the use of the Chapman-Kolmogorov and Bayes
equations respectively. The actual form used to encode these likelihoods is
an important computational issue and many different techniques are ap-
propriate under different circumstances, including: sets of particles, kernel
approximations and functional representations.

• The tasks of perception and reasoning are interpreted as processes which
abstract or compress the stored information. In this context, we focus on
re-interpretation of the data for the purpose of increasing the contrast in
the data relevant to some specific task. It is shown that entropy measures
can be used to explicitly estimate the changes to the information content
as a result of this process.

What distinguishes this approach to machine perception is this emphasis
on processing data in its ‘raw’ sensory form and delaying any interpretative
tasks until the time and place where they are required to achieve some goal.
This is motivated by the belief that the sensory stimuli themselves represent
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a robust, appropriate, and the most complete, summary of the available data.
Sections 2 and 3 introduce the general problem of machine perception and
reasoning and derive the general form of the solution as described in the pre-
sented model. Section 4.1 introduces the AGV system for which the practical
implementation is designed and develops the requirements and characteristics
necessary for successful operation. The specific instantiation of the general
approaches of section 2 and 3 for this application is described in section 4.3.
While the results and methods presented here are preliminary, ongoing work
will be described which demonstrates that this approach is an effective imple-
mentation for the multi-sensor perception problem.

2 Modelling Unstructured Environments

This section introduces the data gathering task; outlines the justification for
the utilisation of the model presented in this work; describes general methods
for data manipulation, management and representation; and once the common
repository of data is developed, the process of re-interpreting the data to aid
task-specific processing is examined. Section 4 derives a specific example of
this approach adapted to the AGV problem.

Assume that the sensor-centric representation amounts to estimating the
value of m distinct properties over a physical space of dimension n. Each
of the individual sensory cues would represent a separate property in this
arrangement. This forms a (rank-zero) tensor field over a physical space, which
is equivalent to a feature space of (m+n) dimensions except that it explicitly
invokes the spatial correspondences between properties. Let the vector y, an
arbitrary vector in Rn, represent a particular location in the physical space
and let the tensor function xk(y) yield the values of the m properties at that
location for the kth time step.

Real sensors yield a measurement of l properties over the same n-dimensional
space. These will be different to the properties to be estimated and will, for
any particular sensor, correspond to a subset of the estimated properties. For
example, a radar measures return intensities which infer the reflectivity at the
radar wavelength. Let the tensor function zk(y) ∈ Rl represent the kth obser-
vation. Denote by Zk the sequence of k observations {z1(y), z2(y), . . . , zk(y)}.

The goal of the framework is to determine an appropriate estimate of the
function, that is, x̂k(y) given Zk. In order to maintain this estimate, we use
Bayes’ rule to re-arrange the sensor model to yield

p(xk(y)|Zk) (1)

where Zk = {z1(y), z2(y), . . . , zk(y)}, which is equivalent to the ‘standard’
formulation of the Bayesian problem, except that explicitly encodes the spatial
dependencies of the components in the form of the tensor functions. It is
possible to transform the state function xk(y) from the spatial frame into



a function space with an appropriately defined basis set. A general form of
this approach is the Kernel decompositions, where the function is treated as
a linear summation of a known set of basis functions. In the sense of these
kernel approximations, the functions can be re-written as

xk(y) =
∞�

i=1

Kx
i (y, αxk

i ) (2)

zk(y) =
∞�

j=1

Kz
j (y, αzk

j ) (3)

where i, j ∈ Z are summation indices; the kernels Kx
i and Kz

j represent the
i and jth functions in the basis sets for each of the equations; and the α are
the parameters (including a mixture co-efficient) which define the ith and jth

state and observation kernel function respectively.
Now, given that knowledge of the αxk

i and αzk
j uniquely defines the func-

tions xk(y) and zk(y), then the estimation of these functions can be considered
as the equivalent problem of estimating these parameters. Thus, we can write
the equivalent of equation 1 as

p(αxk
|Ak) where Ak = {αz1 , αz2 , . . . , αzk

} (4)

In order to make this problem tractable, however, it is necessary to select
an appropriate kernel basis such that the number of parameters required to
yield an acceptable approximation is finite. There are many such approxima-
tions, including: truncated Fourier series, truncated Wavelet decompositions
and Gaussian mixture models, where we can limit the required number of
Gaussians a priori. If the number of mixture components is N and M for the
state and observation mixtures respectively, then we can rewrite this as,

p(αxk
|Ak) where Ak = {αz1 , αz2 , . . . , αzk

} (5)
and αx

∈ RN , αz
∈ RM

3 Reasoning/Data Condensation

In this section an alternative model of the feature extraction process is pre-
sented, one which is based on the underlying assumption that the vast array
of accepted methods all share common features and should, therefore, be de-
scribable as subsets of a more general approach. In this approach reasoning
is treated as an abstraction (or condensing) process in that it reduces the
amount of data during the operation. The overall goal of any feature extrac-
tion algorithm is to determine which subset of the sensory data best enables
the identification of features, so that the system may achieve its desired goals.
In this approach, consider the salient characteristics of the combined sensory
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representation as ‘feature descriptors’ and therefore the basis for the identifica-
tion and description of features. That is, the goal of the interpretative process
is to determine firstly the aspects of the data which support the identification
of the elements within it which, in turn, enable some decision process to be
evaluated. We will refer to these tasks as feature promotion and extraction
respectively. The overall scheme is shown in figure 2. It is beyond the scope
of this paper to develop this feature-extraction process fully and a thorough
treatment will be available in a forthcoming paper.

f gffff ggM odel

F eatureProm otion

Sensory D ata

F eatureE x traction

Fig. 2. Feature extraction block-
diagram showing promotion and extrac-
tion phases in grey

Fig. 3. The Argo vehicle at a recent field
trial

The first stage of this algorithm (incorporating the ‘generalised convolu-
tion’ and ‘model’ blocks) involves promoting relevant characteristics of the
data with respect to the background. As an example, a system which relies
on the reliable detection of edges in a visual field will utilise an appropriate
methodology depending on the types of edges which are of greatest impor-
tance. Fundamentally, this is a contrast enhancing operation and involves the
application of biases to the data, treating parts as either significant or noise.
Mathematically, these biases can be conveniently encoded as functions and
combined with the data, such that the output of the operation as a set of new
measures (one for each model function) which locate the data in a new space.
This is an explicit re-interpretation of the raw data for a specific purpose.

The final stage of the approach involves isolating and identifying the parts
of the signal which are identified by these characteristics as distinct from
background noise. As the previous stage is a generalised contrast enhancing
operation, this step involves a general extension of a thresholding operation.
The existence of a meaningful threshold as a feature criteria is implicit in most
feature extraction algorithms, consider support vector machines (SVMs) [1]
where the nonlinear process is used to generate a hyperplane classifier; or the
scale-invariant keypoints of [2] where keypoints are selected at the scale-space
extrema in an image space.
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4 Practical Implementation

While sections 2 and 3 have introduced generalised approaches to the problem,
this section describes the application of this approach to a specific application
of the navigation and control of an Autonomous Ground Vehicle.

4.1 The ARGO Project

Consider the mapping of this approach to the autonomous ground vehicle
(AGV) shown in figure 3. The vehicle subsystems have been developed with
emphasis on two main goals: to ensure reliable operation over extended periods
(greater than 24 hours continuous) and to provide a modular, scalable test
platform for deployment of technologies resulting from research programmes.
The vehicle has already been demonstrated to operate reliably for longer than
8 hours and has performed autonomous path-following over distances in excess
of 7.5km and up to 2.5km between individual waypoints. The deployment
arena is unstructured, expansive outdoor environments including desert, rural
farmland and wooded areas.

4.2 Reasoning Tasks and Sensing Requirements

Reliable long-term navigation and control for this vehicle under mission sce-
narios including continuous day/night transitions, all-weather operation and
with speeds of up to 9ms−1 requires a minimum set of capabilities. Most im-
portantly the vehicle must be capable of reliable navigation under all design
conditions. There are two obvious candidates: GPS/INS systems [3] and an
implementation of the SLAM algorithm [4]. It has been shown, however, that
reliability and fault detectability considerations suggest that neither system is
suitable in isolation, however an appropriate combination can be developed.
Recent results from the DARPA Grand Challenge [5] have demonstrated the
effects of undetectable faults in the navigation systems.

Determining the desired path based on available information is also critical
for developing a truly autonomous platform. A reliable and efficient planner
will necessarily interpret sensory data with respect to a vehicle specific model.
In addition to estimating the local surface geometry, characteristics such as
ground type (gravel, grass, tarmac, etc.) and condition will be required. Fur-
thermore, the traversability of different regions must be estimated at a larger
scale; identifying lakes, salt-pans, rivers, cliffs and known fence-lines among
the necessary tasks. Even with reliable navigation and a global plan, it is well
known that local variations will prohibit blind path-following. This suggests
that a vehicle will require the ability to detect and respond to obstructions
(both volumetrically positive and negative) in order to modify the trajectory
appropriately.

Candidate sensing modalities for these reasoning capabilities include vehicle-
based GPS/INS system, near-field laser and radar scanners, and augmented
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Fig. 4. High-level view of simple implementation of proposed approach to an Au-
tonomous Ground Vehicle (AGV).

and non-augmented cameras for navigation and near-field sensing. Efficient
global planning suggests the utilisation of satellite (or aerial) height data,
visible and hyper-spectral imagery and surveyed meta-data (fence-lines, way-
points, beacons etc.). This method is advocated as each of these separate
reasoning tasks are dependent on different subsets of the same sensory data.
For example, geometry will depend on the direct measurement of the radar
and laser reflectivities of the environment but robust feature association for
navigation may require some highly abstracted combination of all the sensors.
Finally, the system is able to handle asynchronous data gathering, providing
the most complete available data at any point in time and is readily exten-
sible to scenarios with multiple heterogeneous platforms. Figure 4 shows a
customised version of Figure 1 with these sensors and reasoning capabilities
shown.

4.3 The ‘International Rescue’ Project

In this section we introduce a practical implementation (known internally as
the ‘International Rescue’ project) which enables the system of figure 4 to be
constructed. This implementation provides for a common repository of sen-
sory knowledge and allows simultaneous access to that repository for adding,
changing and accessing the data. Fundamentally, the particular selection of the
information to model and the operational representation for the manipulation
of that data are intimately linked to the computational efficiency provided.
Here we consider first an implementation used to demonstrate the applicabil-
ity of this method, using a single sensor in an expansive outdoor environment.
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Fig. 5. Outdoor scanning terrain imag-
ing millimeter-wave radar unit

Radar
Pre-recorded

Radar
Data 1

Pre-recorded
Radar

Data 'm'

Data Storage Server
(Central Repository)

Client 1 Client 2 Client 'n'

TCP/IP

Fig. 6. The network structure used in
the International Rescue Project.

The first implementation used a millimeter-wave imaging radar unit de-
veloped for outdoor unstructured environments and is shown in figure 5. The
location and orientation of the scanner is obtained using high-accuracy GPS
measurements throughout the data collection phase. Data from the radar is
available as recorded data or ‘live’ from the unit via a TCP/IP socket con-
nection. The network structure for the system is shown in figure 6. The Data
Storage Server block in this image is the location where the probabilistic
models and common representation are constructed. All the data sources con-
nect directly to this block and the server itself is responsible for handling
the incoming data. Multiple clients connected to this data server perform the
application-specific tasks such as those shown in figure 1. Since there are mul-
tiple clients and sources asynchronously accessing the data server, there is a
need to manage the internal data as efficiently as possible.

We treat the input space for this system to be a two-dimensional function
for a set of points in a three dimensional space. That is, we will manage the
data as a five dimensional vector containing: position (3), radar intensity and
source ID. Since the radar provides data directly in a three-dimensional space
and since each source or client will act on localised regions of that space, it
is advantageous to partition the data vector into a spatial component and
the property values. Furthermore, in doing this it is possible to efficiently
partition and search the spatial dimensions with the utilisation of sensible
data-structures.

Data Storage Structure

In this example, we developed an efficient thread-safe k-D tree. Using this ap-
proach the space is successively subdivided in regions with high data content.
This ensures that regions which are sparsely known are stored efficiently, while
regions where data is heavily located are divided into appropriately sized vol-
umes. A symmetric binary subdivision process is utilised, in which a cell to
be divided is divided into eight equal-volume subdivisions. This enables very
fast spatial searching through the data.
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Having noted earlier that there will be multiple data sources and clients
accessing the common data repository it was important to accelerate, where
possible, the access to the data but to protect the integrity of that data at the
same time. A smallest-container, Multiple-Read, Single-Write (MRSW) mutex
system was employed to achieve this. Functionally, an MRSW mutex allows
an unlimited number of threads to read simultaneously from the object, but
only a single thread may write to the object at any one time, and no thread
may read while the object is write-locked. Figure 7 shows the structure of the
spatial k-D tree, consisting primarily of the root node, from which the tree
descends. Each node in the tree (that is each rectangle in this diagram) can
have eight child nodes and may only contain data if it has no child nodes. If
the node has no children (denoted by shaded nodes) then the node is called a
‘leaf’.

While it would be possible to simply apply a single MRSW mutex to the
entire tree, this would mean that the entire structure is locked at once. Since
this acts contrary to the desire that the tree should provide for as efficient
multi-threading as possible and since it is likely that many operations will act
only on small sections of the tree, we look for a more efficient mechanism. In
this example, the tree is used to add additional data to an expansive outdoor
map using a radar sensor and this sensor will only interact with a small section
of the map at any one time. To overcome this constraint we note the following:

1. Data may be efficiently locked at the level of a single leaf node, or a series
of leaves. Additionally, a write lock is only required when the data is to
be modified.

2. Each node can affect any node below it, and no others. This means that
whenever a child node is being accessed in any manner then a node should
be locked for reading.

3. A node will only require a write-lock when the structure of the particular
node is changing, that is, the node is changing from a leaf node to an
internal node. Since every operation on nodes lower in the tree than the
current node require a read-lock, then all these operations will be halted
until the restructuring is complete.

For these reasons, a three-tier locking structure was employed as shown in the
figure. Here any operation proceeds down through the tree placing read-locks
on the nodes through which it passes. When the method reaches the leaves
in which it is interested it places the appropriate lock on the data. If the
points are only required for reading purposes, then there is no need to retain
a lock on the points as they can be passed to a calling routine using a copying
method. If the structure of the tree is going to change, then the appropriate
node locks are requested. As noted earlier, since the MRSW mutex will wait
until all reading threads unlocks the object (but prevent any new read locks
being successful) before granting the write-lock, this ensures that the minimal
portion of the tree is locked during normal operation.
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Fig. 7. The structure of the k-D tree and mutex structure for efficient multi-threaded
operation. The nodes can all have eight children, corresponding to the binary division
of each axis of the original volume. Only leaf nodes can contain data and are shown
shaded. Multiple-read, single-write mutexes are provided at the tree, node and leaf
levels for efficient access to the tree.

System Development

The structure of the previous section is implemented in a series of custom-built
C++ applications. At the simplest level, these programs mimic the structure
shown earlier and communicate using TCP/IP sockets to provide the internal
links. The sensor data is provided by two applications which, together, mimic
a real connection to the live radar, and there is no functional difference for the
data storage server whether it is connected to the actual device or the data
playback programs. The tree structure suggests an intuitive programmatic
structure and is implemented in this manner. Operations which act on the
tree therefore simply call the same operations on the child nodes, or return
the requested information if the current node is a leaf.

4.4 Experimental Results

This section details the preliminary results obtained by the system. In its
current configuration, the system is capable of connecting to both live and pre-
recorded data streams, and of having multiple simultaneous clients connect to
the data server and conduct any application specific processing. At this stage,
only a single client has been developed, primarily to aid in debugging, however
multiple instances of this single client can be run. In Figures 8 one example of
a client can be seen. This client is taking data from the radar and processing
it to put it in a form suitable for display using modern 3D graphics hardware.
Figures 8 and 9 shows the system at two stages in the recursive operation,
when only a small amount of data has been collected from the radar and once
more data has been added. Clearly visible are both the OcTree data structure,
as well as the data, which is represented in point form.
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Fig. 8. Screen capture of the data vi-
sualisation client. The OcTree and the
data contained in it can be seen.

Fig. 9. Screen capture of the data vi-
sualisation client. More data has been
added to the structure

4.5 Future Work

This section details the areas of ongoing research aimed at extending the
framework described in this document. Some of the areas are theoretical,
some are implementation related.

Generation of Probabilistic Sensor Models The discussion in this doc-
ument assumed that any sensor likely to be used in the system will have a
likelihood model associated with it. Most existing methods for generating
these models tend to be ad-hoc. An important are for further research is
the generation of probabilistic models for describing the way sensor data
maps to world states. It is, in principle, possible to build these models
purely from a detailed knowledge of the physics behind the individual
sensing process.

Information and Entropy This document has described the general struc-
ture and mathematics behind much of the perception problem. One very
natural issue that arises, particularly in the area of ‘feature extraction’
(which we conjecture is the most common mode of perception), is that
of performance. How can one tell whether the system is extracting any
useful information? It is the firm belief of the authors that this question
can be directly answered through the use of metrics based on Shannon
Information and Entropy. If the information content of a signal can be
measured, both before and after feature extraction, then information gain
gives a direct measure of performance.

Clients At this stage of the project, most of the resources have gone into the
construction of the infrastructure that allows the perception paradigm
suggested here to be concretely realised in a robust and rigorous manner.
Even though the philosophy espoused here is that many clients can each
take data from the central repository to support many individual applica-
tions, only one client has been constructed to date - that of visualising the
processed data. The construction of more clients is currently underway.
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The ultimate aim is to produce a concrete instantiation of the diagram
shown in Figure 4.

Multiple Simultaneous Data Sources The capability currently exists to
use multiple simultaneous data sources. For example, in the case of the
ARGO, it would be advantageous to use camera, laser and radar as the
data sources used for perception. At this stage of the project, only a
single data source (radar) has been tested, both on and off line, as well
as with a mix of on-line and pre-recorded data. An important area for
future work is to add the information coming from other sensors. This will
show conclusively the many advantages of the theory and implementation
described in this document.

5 Conclusions

This paper has introduced a practical perception and reasoning system for
assisting operation of an Autonomous Ground Vehicle in an unstructured,
outdoor environment. The use of a new model for the analysis of the perception
and reasoning problem supports the development of the system, particularly
in respect to the selection of data parameterisation and manipulations used.
In particular, development of a general interpretation of the tasks of modelling
and reasoning provide a direct, quantifiable justification of the utilisation of an
unstructured grid representation. Preliminary results show that this approach
handles the difficult and expansive environments extremely well and supports
the ongoing development of many advanced perception tasks.
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Summary. We propose a principled method to create a search space for constrained
motion planning, which efficiently encodes only feasible motion plans. The space of
possible paths is encoded implicitly in the connections between states, but only fea-
sible and only local connections are allowed. Furthermore, we propose a systematic
method to generate a near-minimal set of spatially distinct motion alternatives. This
set of motion primitives preserves the connectivity of the representation while elim-
inating redundancy – leading to a very efficient structure for motion planning at the
chosen resolution.

Keywords: Nonholonomic motion planning lattice control set

1 Introduction

Discrete representation of states is a well-established method of reducing the
computational complexity of planning at the expense of reducing complete-
ness. However, in motion planning, such discrete representations complicate
the satisfaction of differential constraints which reflect the limited maneuver-
ability of many real vehicles. We propose a mechanism to achieve the compu-
tational advantages of discretization while satisfying motion constraints.

To this end we introduce a search space, referred to as the state lattice,
which is the conceptual construct that is used to formulate a nonholonomic
motion planning query as graph search. The state lattice is a discretized set
of all reachable configurations of the system. It is constructed by discretizing
the C-space into a hyperdimensional grid and attempting to connect the origin
with every node of the grid using a feasible path, an edge, using an inverse
trajectory generator. The lattice in general is also assumed to contain all
feasible paths, up to a given resolution, which implies that if it is possible for
a vehicle to travel from one node to another node, then the lattice contains a
sequence of paths to perform this maneuver. Hence, it is possible to conclude
that this formulation allows resolution complete planning queries.
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Like a grid, the state lattice converts the problem of planning in a con-
tinuous function space into one of generating a sequence of decisions chosen
from distinct alternatives. Unlike a grid, the state lattice is carefully con-
structed such that each connection represents a feasible path. A connectivity
scheme that intrinsically represents mobility constraints leads to superior mo-
tion planning results because no time is wasted either generating, evaluating,
or fixing infeasible plans.

To achieve this scheme we attempt to capture local connectivity of the
state lattice, within a limited neighborhood of any node. We discuss design-
ing a small control set, a minimal set of primitive paths that, when concate-
nated, can re-generate any other path in the lattice. We further show that
this formulation lends itself directly to building an efficient search algorithm.

2 Prior Work

The utility of the lattice is hinged on the assumption that it is possible to
determine a feasible path between any two configurations in a C-space without
obstacles. While this is itself a very difficult problem, it has been the objective
of much research in the past century. Frazzoli et al. in [3] suggest that there
are many cases where efficient, obstacle-free paths may be computed either
analytically or numerically by solving an appropriate optimal control problem.
A fast nonholonomic trajectory generator was described in [10]. It generates
polynomial spiral trajectories, such that a path is specified by a continuous
control function: curvature as a function of path length.

It was shown in [6] that through careful discretization in control space it
is possible to force the resulting reachability graph of a large class of non-
holonomic systems to be a lattice. However, this is usually difficult to achieve,
and under most quantizations the vertices of the reachability graph are un-
fortunately dense in the reachable set. By using an inverse path generator,
we can choose a convenient discretization in control and state space, one that
makes the search more efficient. This also allows us to use continuous control
functions that are natural for real systems.

The importance and difficulty of enforcing differential constraints also has
a long history [1], [9], [5]. A recent trend appears to favor more deterministic
variants of the PRM [11]. In [2], Quasi-PRM and Lattice Roadmap (LRM)
are introduced by using low-discrepancy Halton/Hammersley sequences and a
regular lattice, respectively, for sampling. LRM appeared especially attractive
due to its properties of optimal dispersion and near-optimal discrepancy.

Also, a “Lazy” variant of these methods was discussed that avoided col-
lision checking during the roadmap construction phase. In this manner the
same roadmap could be used in a variety of settings, at the cost of performing
collision checking during the search. An even “lazier” version is suggested, in
which “the initial graph is not even explicitly represented” [2]. In this regard,
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our approach of using an implicit lattice and searching it by means of a pre-
computed control set that only captures local connectivity is very similar to
the Lazy LRM. Our contribution is in exploring the conjecture made in that
work and successfully applying it to nonholonomic motion planning.

Initial concepts of this work were explored in a successful field implementa-
tion of a nonholonomic motion planner built using the state lattice of limited
size represented explicitly [4].

3 State Lattice

In this section we describe the state lattice as a generalization of a grid and
present it as a search space for efficient constrained motion planning as heuris-
tic search.

3.1 Inverse Path Generation

Among several approaches discussed in Section 1.1 that allow finding a se-
quence of controls from a given initial configuration to a final configuration,
we evaluated the one described in [10]. This approach allows fast generation
of nonholonomic trajectories. The assumed form of the solution path is a
curvature polynomial of arbitrary order. The method was shown to provide
good results and in principle allows optimization w.r.t. various criteria, e.g.
least curvature variation. The continuous specification of paths was conve-
nient to manipulate and execute in vehicle controllers. The method executes
practically in real-time: a query is computed in about 1 millisecond.

3.2 Constructing the State Lattice

Discretization is central to defining the state lattice as a generalization of a
grid. Discretization converts the motion planning problem into a sequential
decision process. We adopt the typical strategy of assuming that decisions
are made only at discrete states. The states are the nodes in the lattice and
the motions that connect the states are the edges. While the state vector can
certainly have arbitrary dimension, for this paper we have implemented the
state lattice in 4 dimensions. Each node of the lattice therefore represents a
4-dimensional posture that includes 2D position, heading and curvature.

If the discretization exhibits any degree of regularity, then the spatial
relationships between two given states will reoccur often due to the existence
of other identically arranged pairs of states. A discretization exhibiting some
degree of regularity leads to a set of motion options which is similarly regular.

For the balance of the paper, we adopt the assumption that the state
space discretization is regular in at least the translational coordinates (x, y).
Specifically, if the path between two postures:



Fig. 1. Constructing the lattice for the Reeds-Shepp Car. In a) we define a discretiza-
tion in C-space (an (x, y) grid is chosen here, arrows indicate allowed headings), an
origin is chosen; b) for 8 neighbor nodes around the origin, feasible paths are found;
c) same query is extended outward to 24 neighbors, only a few direct paths shown;
d) complete lattice.

[xi, yi, θi, κi] → [xf , yf , θf , κf ]

is feasible, then so is the path

[xi + nΔl, yi + nΔl, θi, κi] → [xf + nΔl, yf + nΔl, θf , κf ]

for any integer n and (x, y)-discretization step size Δl. While the starting and
ending states for two such motions are distinct, the motion itself (perhaps
encoded as a steering function) is not.

With these properties in mind we construct the state lattice by using the
inverse path generator to find paths between any node in the grid and the
arbitrarily chosen origin. Fig. 1 illustrates lattice construction for the Reeds-
Shepp car. By regularity, we can copy the resulting set of feasible paths to any
node in the lattice. In the limit, as the lattice is built by including all feasible
motions from any point, it will approach the reachability graph of the vehicle,
up to a chosen resolution. Without loss of generality, we henceforth consider
the state lattice to be a valid representation of the system’s reachability graph.

Since we discretize state space, it is consistent to consider discretizing
paths through space in a similar fashion. We consider two paths (with identical
endpoints) which are “sufficiently” close together to be equivalent. We define
a path τ1 to be equivalent to τ2 if τ1 is contained in a certain region Q around
τ2, defined as a set of configurations within a certain distance δe of τ1, given
some metric ρ:
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Fig. 2. Path Equivalence. A variety of paths between two configurations (thin
black lines) that are contained in the boundary (grey region) are considered to be
equivalent and represented by a canonical path (thick gray line).

∀q ∈ τ1, ∀q� ∈ τ2, Q = {q�|ρ(q�, q) < δe} (1)

All paths that satisfy this criterion are considered to belong to the same
equivalence class (Fig. 2). It is important to note that this definition of path
equivalence is consistent with applications to mobile robotics. Typically, there
is a certain error of path following for realistic vehicles. By exploiting this
error, motion planning can be made more efficient, as presented below.

4 Control Set

Here we present a principled method of choosing the neighborhood of the
lattice that both offers practical guarantees of best exploration of the lattice
and keeps the neighborhood size small to preserve search efficiency. We strive
to obtain the minimal set of controls as motion alternatives that captures
local connectivity of the lattice.

4.1 Path Decomposition

With the insights obtained in Section 2.2, we again look at the lattice as a
concept derived from a grid. The regularity property of the grid implies that
it is possible to isolate a certain representative set of connections which is
repeated everywhere in the grid. As is illustrated in Fig. 3a, for the case of
a 4-connected rectangular grid, it is easy to identify the minimal set of con-
nections. The grey lines in this figure represent all possible paths in the grid.
Four thick black paths in the center constitute the minimal set of paths. Any
path through this grid can be decomposed into a sequence of “primitives”,
paths in the minimal set. If we cast the grid in the context of motion plan-
ning, we understand that this minimal set enables us to generate arbitrarily
long motion plans in the infinite grid. This concept has been used in motion
planning for some time [1].

In a similar fashion, if we could identify such a control set for a lattice,
we could use it to address the computational issues mentioned above and
essentially create a finite representation of the lattice.

By invoking the notion of path equivalence class and some δe > 0, we can
substitute a path with two other paths such that their concatenation generates



a motion that belongs to the same equivalence class as the original path. We
define path decomposition as the problem of finding two such constituents of
a path (Fig. 3b).

By definition of path decomposition, the two constituent paths must meet
at a lattice node. Intuitively, the longer a path is, the more lattice nodes it
comes “close” to, hence the easier it is to find a decomposition because there
are more “opportunities” to do so. Through a simulation study we concluded
that it is possible for realistic vehicle parameters (κmax and δe) to decompose
the entire assumed infinity of motions in the state lattice, of arbitrary length,
in this manner. We considered over 2000 different (relatively long) paths in
the lattice and showed that all of them could be decomposed into at least
two (usually more) smaller paths. Thus, the control set allows us to eliminate
redundancies of the lattice both in terms of the variety of paths between nodes
(through the notion of path equivalence), and in terms of generally unlimited
path length (path decomposition).

4.2 Generating the Control Set

Given a method to generate the set of distinct feasible paths to a single state,
the control set can be generated by a process of structured elimination. First,
paths to all states one unit from the origin are generated, then, paths to all
states two units from the origin, etc. When a path is considered, it is tested
for passing sufficiently close to an intermediate state, and if so, it is removed
from the control set because it can be decomposed into the path to this state
from the origin and the path from this state to the end-point. Since we are
moving radially outward, any path that can be decomposed may be removed
from the control set because its “ingredients” have already been considered.

Fig. 3. a) Isolating a minimal set of paths in a 4-connected grid. b) An illustration
of path decomposition. Blue diamonds are lattice nodes; the black curve on the left
is some arbitrary path (that starts and ends on nodes). On the right, we show that
it can be decomposed into two (grey) smaller paths that meet at another node.
c) Special heading discretization that allows considering straight lines as much as
possible. Black arrows show 8 equal heading intervals, grey arrows represent finer,
non-uniform discretization: 8 additional intervals chosen such that the grey arrows
end on nodes as well.
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Each of them is either in the control set already or does not need to be because
it itself is decomposable.

This process terminates at the certain radial distance from the origin when
all paths at that distance can be decomposed. Through simulation studies
similar to the one mentioned in Section 3.1 we verified that this termination
condition is a good heuristic for obtaining a control set that spans the entire
state lattice.

Although a uniform discretization of heading is an option, we found it
useful to discretize heading in the non-uniform manner. The motivation for
this is to enable the planner to produce straight-line paths as much as possible.
For example, if the goal is a node that is to the left two nodes and up one node
from the origin, then a vehicle can get there in a straight line if its heading
is arctan(1/2) = 26.6◦. Therefore, we define 8 equal heading intervals of 45◦,
and also 8 non-uniform intervals chosen such that there can be straight paths
from the origin to all nodes within the radius of two nodes around the origin.
Certainly, increasing this radius would result in finer heading resolution and
increase consideration of straight paths, however experimentally we concluded
that the added computational cost exceeds the gain of the radii greater than
two. Fig. 3c shows our heading discretization: black lines indicate the uniform
part, and grey lines show the non-uniform part.

Motion alternatives were expressed as polynomial steering (curvature)
functions of cubic order:

Fig. 4. An Example Control Set. Only three sets of paths with initial heading of
0, 26.6 and 45◦ are specified; all others are obtained by reflection around x- and
y-axes, and the two diagonals.



κ(s) = a + bs + cs2 + ds3

Such functions possess exactly the 5 degrees of freedom required to join any
two poses with arbitrary initial and terminal curvatures [10]. An example
control set that results is depicted in Fig. 4. Note that the shortest paths (e.g.
straight up of length 1) are present in the control set, but not immediately
visible.

5 Motion Planning Using Control Sets

The state lattice now possesses the properties necessary to express nonholo-
nomic motion planning as graph search. A cost-map can be overlaid on the
lattice to represent obstacles or other criteria with respect to which we want
to find an optimum obstacle-free motion plan (energy, slope hazard, etc.). We
also assume a path sampling procedure that returns the cost of traversal of
a path given the cost of cells spanned by the path. The control set can be
viewed as the neighborhood that is expanded when a particular lattice node
is considered. Its minimality property that we were seeking is important to
making the search in the lattice efficient. We should note that by virtue of
containing all feasible motions, the lattice is a cyclic graph. Any standard
systematic heuristic graph search algorithm can be applied. In this manner
the state lattice can be considered a roadmap, in which the cost of traversal
is considered during the search.

5.1 Estimating the Search Heuristic

A key component of heuristic search (e.g. A* implemented for this paper) is
calculating the heuristic, an estimate of the cost to travel from any node in
the lattice to the goal. We begin with the discussion of the issues involved in
estimating the heuristic for nonholonomic vehicles and arrive at a heuristic
estimation scheme, based on pre-computing a look-up table, that produces
very accurate estimates, thereby improving search efficiency considerably.

The heuristic must not be an over-estimate of the true cost in order for it
to be admissible (i.e. in order to guarantee that the search algorithm will find
the optimal path). Ideally, we would like it to be exactly equal to true cost,
such that the search can be correctly guided toward the goal. Typically, it is
impossible to use standard distance metrics, e.g. Euclidean, to estimate the
nonholonomic heuristic because depending on change in heading from start
to goal and on direction to goal, the vehicle may have to execute an n-point
maneuver. Consider re-orienting a car 180◦: translation can be negligible in
Euclidean sense, but the overall length of the maneuver is significant. Using
Euclidean distance for such local plans would result in a gross under-estimate
of the cost, such that the behavior of A* would approach that of breadth-first
search, with an accompanying performance decrease.
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It is important to observe that these issues are primarily relevant for local
planning. When the distance to goal is much larger than the minimum turn-
ing radius of the vehicle, the under-estimation error percentage of Euclidean
distance will become small, thus making this metric a viable heuristic option.
We this in mind, we propose a hybrid approach to calculating the heuristic: in
the close vicinity of the robot, a local estimation procedure that considers the
vehicle’s kinematic model is used, whereas in the far range Euclidean distance
is sufficiently accurate. Based on experimental studies, we found that a good
threshold for switching between local and global heuristics is 10 minimum
turning radii.

As we mentioned, it is crucial for the heuristic to be as accurate as possible
for high efficiency. However, there is no known closed-form solution for calcu-
lating the local heuristic, and obtaining an accurate estimate requires solving
the original planning problem. Thus, we defined an off-line pre-processing step
to create the heuristic look-up table (LUT). The table is simply a compilation
of the costs to travel from the origin to all lattice nodes in its local neighbor-
hood. These costs are determined by running the planner for each possible
path endpoints using simply Euclidean distance as heuristic, which is guaran-
teed to be an under-estimate. LUT generation could be a lengthy process, but
it is performed off-line, and the agenda for future work includes developing
advanced function approximators to eliminate this pre-processing. The exact
values for the path costs provided by the LUT result in the dramatic speed-up
of the planner as described in the next section.

5.2 Path Planner Results

In order to quantify the performance of the present path planner, we under-
took a simulation study that included performing a statistically significant
number of planning experiments, where initial and final path configurations
were chosen at random. It was confirmed that the planner built using the
control set generated in Section 4.2 for the robots in [4] is very efficient: it
performs as efficiently as basic grid search. In fact, for over 90% of path plan-
ning queries, our method performs even faster than grid search. The significant
result here is that this method generates optimal nonholonomic paths with
no post-processing, yet can perform better than the classical grid search, the
archetype of efficiency in path planning. We believe that the reason for this
significant speed-up is twofold. The primitive paths can span multiple grid
cells, such that by choosing a primitive, the planner may “jump” ahead, while
grid search still considers one cell after another. Besides, the accurate heuristic
as provided by the LUT was shown to reduce the number of required search
iterations considerably.

In Figure 5 we present the timing results of our planner by considering the
toughest local planning scenarios: the final state (goal) is close to the initial
state and exhibits significant change in heading and direction to goal. The fig-
ure shows the results of over 1000 timing experiments for both nonholonomic



Fig. 5. Run-time results of our nonholonomic (N.H.) path planner (red datapoints)
in comparison with basic grid search (blue datapoints). Vertical axis is the time
of plan generation, and horizontal axis is the length of the nonholonomic paths.
a) Runtimes for both nonholonomic and grid search on semi-log scale. b) Average
runtimes superimposed on the same plot on linear scale.

path planner and grid search. For each experiment, a goal Qf was chosen ran-
domly such that the Euclidean distance between initial state and goal was the
same. In this manner, the grid search had roughly the same amount of work
to do, whereas nonholonomic path planner’s job could vary significantly de-
pending on changes in orientation between initial and final states. The length
of the resulting nonholonomic plan is roughly indicative of that complexity,
and so the horizontal axis (in units of cell size) is intended to capture increas-
ing nonholonomic planning complexity. Figure 5a shows the runtime versus
nonholonomic path length (i.e. “complexity”) per planning query, plotted on
the semi-log scale. Nonholonomic planner runtimes are denoted with circles,
and the grid search runtimes – with stars. Even though the plot looks rather
busy, the clustering of circles below the stars is clearly visible, indicating that
on average nonholonomic planner ran faster in the same experiment (i.e. a
choice of path endpoints). This trend is easier to see in Figure 5, where we
superimposed the mean of runtime for both planners. The two solid lines (red
for nonholonomic, and blue for grid search) clearly show that nonholonomic
planner on average takes less time. The balance tilts in favor of grid search
only at the right-most end of the horizontal axis, i.e. for highest planning
complexity. Thus, our path planner is clearly very efficient and can compute
most planning queries in less than 100ms, which deems it useful for real-time
applications.

6 Applications

We discuss several important mobile robotics applications that could greatly
benefit from the constrained motion planning approach presented herein. The
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constrained motion planner presented here was successfully implemented on
the DARPA PerceptOR program [4]. This planner guided a car-like all-terrain
vehicle in its exploration of natural, often cluttered, environments. The pro-
posed planner exhibited great performance as a special behavior that was
invoked to guide the vehicle out of natural cul-de-sacs. Fig. 6b depicts an ex-
ample motion plan that was generated by the vehicle on-line. The grayscale
portion in the figure represents the cost-map, pink indicates obstacles, and
orange is the area of unknown cost. Yellow line represents the generated
plan. With this technology, the PerceptOR vehicles exhibited kilometers of
autonomous traverse in very difficult natural terrain (Fig. 6a).

Fig. 6. Example applications: a) Robot navigation in natural cluttered environments
(DARPA PerceptOR). b) A nonholonomic path computed in a natural cul-de-sac.
c) Planetary rover instrument placement problem. The rover must approach five
science objects at specified heading in cluttered environment on the slope of a crater.

Another important application for which the presented motion planner
is suited especially well is rover navigation for space exploration. The rover
instrument placement task is known to be a difficult problem both from the
standpoint of motion planning and execution (see Figure 6c). The signifi-
cant communication time lag is an important consideration prompting quick
progress in rover autonomy. Very rough terrain and considerable wheel slip on
loose terrain require an approach that can consider the model of rover motion
as accurately as possible, as well as take into account the peculiarities of the
terrain as it is being discovered.

Our method of motion planning is well suited for this application because it
addresses all of the above issues. The inverse trajectory generator used in this
approach [10] can use any kinematic rover model whatsoever, and therefore
any generated path is inherently executable by the rover under consideration.
The flexibility of using any cost-map, overlaid over the state lattice (implicitly
represented through using control sets), enables this planner to consider an
arbitrary definition of obstacles in terms of the map cost: both binary (e.g.
rocks) and variable (e.g. slopes as high-cost, yet traversable). Moreover, dy-
namics analysis can be made to “label” regions of steep slopes or very loose
terrain as untraversable.

An added benefit to specifying paths as continuous curvature functions is
the possibility to define velocity planning quite easily. By defining a maxi-



mum desirable angular velocity of a vehicle, it is straight-forward to compute
the maximum translational velocity as a function of path curvature. In this
fashion, our path planner can become a trajectory planner with this simple
velocity planning post-processing step.

7 Conclusions and Future Work

This work has proposed a generative formalism for the construction of dis-
crete control sets for constrained motion planning. The inherent encoding
of constraints in the resulting representation re-renders the problem of mo-
tion planning in terms of unconstrained heuristic search. The encoding of
constraints is an offline process that does not affect the efficiency of on-line
motion planning.

Ongoing work includes designing a motion planner based on dynamic
heuristic search which would allow it to consider arbitrary moving obsta-
cles, the extension of trajectory generation to rough terrain, and hierarchical
approaches which scale the results to be applicable to kilometers of traverse.
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Summary. This paper discusses some issues for generating points of contact on
object grasping by multifingered robot hands. To address these issues, we present
a general algorithm based on computer vision techniques for determining grasping
points through a sequence of processes: (1) object’s visual features, we apply some
algorithms for extracting vertices, edges, object’s contours, (3) modeling the point
of contact by a bounded polytope, (3) based on these features, the developed algo-
rithm starts by analysing the object’s contour to generate a set of contact points that
guarantee the force-closure grasps condition. Finally, we briefly describe some ex-
periments on a humanoid robot with a stereo camera head and an anthropomorphic
robot hand within the ”Center of Excellence on Humanoid Robots: Learning and
co-operating Systems” at the University of Karlsruhe and the Forschungszentrum
Karlsruhe.

Keywords: Vision system, Points of contacts, Force-closure, Grasping, Lin-
ear programmimg implementation.

1 Introduction

Grasping by a multifingered robot hands has been an active research area in
the last years. Several important issues including grasp planning, manipula-
tion and stability analysis has been done. We refer to [1] for a general survey
on grasping and to [2-3] for the theory of grasping. Much relevant work has
been done in the field of grasping analysis and grasping synthesis referring to
properties such as equilibrium, force-closure grasp, form closure [4-14]. Most
of these researches assume that the geometry of the object to be grasped is
known and the positions of the contact points are estimated based on the
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geometrical constraints of the gripper. These assumptions reduce the com-
plexity of the mathematical model of the grasping. However, much less work
has been done in generating possible grasps from unknown objects. The com-
plete grasping process requires multiple type of sensors information such as
visual information or tactile (force) sensor information, and so, the grasping
process should be controlled by fusing this sensory information. This require-
ment seems too difficult for practical applications. To overcome this problem,
the authors propose different systems of sensors. In [15-16] suggested the fea-
sibility of detecting the contact location directly by a tactile sensor instead
of estimating it, using the geometrical model of the object. In [17], a vision
system based on sensor fusion for grasping has been proposed, which has a
parallel processing architecture. The system provides higher resolution with
1ms cycle time, being this rate within the range required for the visual ser-
voing applications. In the most of these researches, the main concern is the
detection of the contact location between the fingertips and the object, which
a priori geometrical information of the object was not necessary. A grasping
system suitable of performing various tasks under different operating condi-
tion is currently in the development stage. The adaptation of these theoretical
techniques for real grasping objects applications is a subject of actual inves-
tigation. In this paper we address the problem of grasping unknown objects
by defining a procedure based on the following three phases:

1. Visual information phase. To provide a description of the objects grasping,
a set of visual features (including object size, center of mass, object’s
boundary, and main axis for orientation) is stored into a model graph,
which preserves the topological relationships between the features.

2. Grasp points determination phase. A graphical method is used to generate
a group of grasping points on the boundary of the object. Then a set of
geometrical functions is analysed to find a feasible solution for grasping.
There are many other methods proposed for the planning stage [7-10].

3. Grasp decision phase: This is characterized by the stability of the contact
between fingers and object. To achieve this, the friction constraints of
all contact points must be satisfied by finding an equilibrium between
internal and external forces (see also [13] for this topic). Fig. 1 shows the
experimental setup. It contains, a stereo camera head, a humanoid robot
arm, and an anthropomorphic robot hand.

The rest of this paper is organised as follows: Section 2 gives some mathemat-
ical preliminaries for grasping in this direction. In section 3, a vision system
framework is presented. The vision system is divided into two parts: the first
part concerning to 2D grasping and the second part concerning 3D grasping.
In section 4, we will describe some procedures we are using to compute feasi-
ble grasping region. In section 5, we will present the experimental results with
conclusion.
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Create Feasible Grasp Set F or Library

Fig. 1. The Vision System.(left side)Experimental setup with a stereo camera head,
a humanoid robot arm(7DOF) and an anthropomorphic robot hand(10 DOF). (right
side)Visual Processing PartI and PartII: General Flow Diagram.

2 Mathematical Preliminaries

We consider a k -hard-fingered robot hand is grasping a rigid polygonal object
in a 2D workspace, as illustrated in Fig. 2. Since any curved planar object
can be approximated to a polygon with any required degree of accuracy, we
assume that an object to be grasped has a polygonal shape. We assume that
k -fingers are positioned along n given different edges respectively. To hold
the object and balance any external forces and moments within each edge, a
finger i must apply a force f i to the object, called grasping force. To assure
non-slipping at the contact point pi, the grasping force f i must lie inside
the friction sector defined by f li and f ri and be centered about the internal
surface normal at contact point with half-angle αi. If it lies inside the friction
sector, the grasping force f i can be expressed as a positive linear combination
of these two edges vectors: f i = µrif ri+µlif li, with the coefficients µri,µli≥
0.The force f i and the moment mi acting on the object can be combined into

wrench w i=(f i,mi)
T, where mi=(pi,f i). By linearity, a contact wrench w i,

generated by f i can be expressed as the same positive linear combination of
the edge wrenches: w i=λriwri+ λliw li, where wri and w li are called primitive
contact wrenches. The net wrench applied to the object by k -fingers is

wnet =
k�

i=1

(λriwri + λliwli) = Wλ (1)

where W =[wr1wl1, ...,wrkwlk]∈ R3x2k and λ = [λr1λl1, ..., λrkλlk]∈ R1x2k are
called wrench matrix and column vector, respectively. For more details in this
topic, see also [1].

2.1 Modeling the Point of Contact

A point of contact with friction (sometimes referred to as a hard-finger) as
defined previously, imposes non linear constraints on the force inside of its
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Fig. 2. Polygonal object to be grasped with a hard-finger. (a) a force fi applied
within vertices vi and vi+1. It lies inside the friction cone defined by its edge vectors
fli and fri. (b) The corresponding wrench space of fi, wi = (fi,mi) ∈ R3.

friction cones. In this subsection, we simplify the problem by modeling the
friction cones as a convex polytopes using the theory of polyhedral convex
cones attributed to Goldman and Tucker [19]. In order to construct the convex
polytope from the primitive contact wrenches, the following theorem states
that a polyhedral convex cone (PCC) can be generated by a set of basic
directional vectors.

Theorem 1. A convex cone is a polyhedral if and only if it is finitely gener-

ated, that is, the cone is generated by a finite number of vectors v1,v2,...,vm:

C =

�
vi ∈ Rn :

m�

i=1

αivi, αi ≥ 0

�
(2)

where the coefficients αi are all non negative. Since vectors v i through vm span
the cone, we write (2) simply by C=span {v1, v2, ..., vm}. The cone spanned
by a set of vectors is the set of all nonnegative linear combinations of its
vectors. A proof of this theorem can be found in [24]. Given a polyhedral
convex set C, let vert(q)= {v1, v2, ..., vm} stand for vertices of a polytope q,
while face(q)= {F1, ...,FM} denotes its faces. In the plane, a cone has the
appearance as shown in Fig. 3(b). This means that we can reduce the number
of cone sides, m to one face. Let’s denote by q, the convex polytope of a
modelled cone, and {v1, v2, v3} its three vertices. We can define such polytope
as

q =

�
x ∈ Rn|x =

vq�

i=1

δivi : 0 ≤ δi ≤ 1,

vq�

i=1

δi = 1

�
(3)

where vi denotes the i -th vertex of q, and vq is the total number of vertices.
n=2 in the case of a 2D plane. Finally, we denote the intersection of a set of
polytope cones (3) by

Cq3

q1
= cone(q1) ∩ cone(q2) ∩ cone(q3) (4)
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The set Cq3

q1
is either empty or a convex polytope comes from the properties of

convex polytope intersection. Since we are interested by the bounded convex
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Fig. 3. Model contact: (a) Friction cone. (b) A representation of a bounded poly-
hedral cone in the plane (x1, x2). Both vectors vl and vu span the cone on its
lower/upper side. (c) Convex polytope and its extreme vertices. Pointed vertex v1

joins the line segment at its midpoint and ci is the gradient of such segment that
lies inside the cone.

polytope, we know by definition that one of the its extreme points is an optimal
solution. Let vi be a pointed vertex of q, let l i(φ) be the line through v i that
makes an angle φ with the positive x-axis, and hi be the half-plane lying on
l i(φ). When φ increases from 0 to 2π, the line l i(φ) (also q) rotates around
v i (see Fig. 3(c-d)). From this definition, we can suggest an observation that,
if a given extreme vertex is not an optimal solution, it is possible to move
along its line. To represent the vertex, vi on the line, we introduce a scalar
parameter ui, a unit direction ti, and an end-vertex vi0 so that vi=vi0+uiti
where ui is constrained by 0 ≤ ui ≤ li. The equation

cT
i xi, i = 1, ..., k (5)

represents the line containing the vertex vi and k is the number of constraints.
We denote by ci= [cix, ciy] ∈ R2, a vector of the first partial derivatives of (5),
called the gradient, and it is orthogonal to the line as shown in Fig. 3(c-d)
where the gradient is pointed inside of P. In Fig. 3(d), we have changed ci

to ci+tui where ui is an up-vector varies from the lower to the upper side of
the spanned cone, and t is a parameter that increases from its initial value 0

to some upper bound t. This allows us to check whether the optimal solution
remains for all ci in the cone spanned by v2 and v3. In section 4, we give a
detailed procedure to refine the algorithm for (3) and how to integrate it into
a whole algorithm for computing force-closure grasps.

2.2 Force-Closure Grasps

Our results on force-closure grasps are based on the following characterization
of the force-closure in [4-10]. We deal with our previous definitions that the



full effect of the force and moment applied to an object is a wrench vector
such as the one given in (1), where each column of the matrix is described as
a three-dimensional wrench space. Using (1), given a set of k -point contacts
on an object, the corresponding wrenches w1, w2, ..., wk are said to achieve
force-closure, if the origin of the wrench space R3 lies in the interior of the
convex hull of the primitive contact wrenches [3] Let us rewrite (1) as a convex
hull defined by

co(W) =

�
2k�

i=1

λiwi|λi ≥ 0,

2k�

i=1

λi = 1,wi ∈ W

�
(6)

where the superscript 2k is a pair of primitive wrenches as defined in the
wrench matrix. Equation (6) means that the convex hull of 2k -primitive
wrenches contains strictly the origin of R3. The construction of the force-
closure grasps now becomes the problem of finding contact location on the
boundary of the object. When a fingertip makes a contact on an edge (as
shown in Fig. 2), the force direction can be in any direction located inside the
friction cone with a friction coefficient, µ = arctan(α). To adapt to our previ-
ous definitions, we restrict our consideration to fingertips that make contact
on an edge, and only edge forces delimiting the friction cone are considered.

3 Vision System Framework

We are currently developing a vision system and its application to two and
three-dimensional object grasping which are corresponding to the part I and
II, respectively (see Fig. 1). The vision system is based on STH-MD1-C digi-
tal stereo head with an IEEE 1394 (Firewire) bus interface and a SRI’s Small
Vision System (SVS) software for calibration and stereo correlation. The ar-
chitecture of the whole system is organized into several modules implement-
ing image processing, grasp generation and storage, which are embedded in
a distributed object communication framework. For its complexity, the flow
diagram of visual processing has been divided into two parts. The first part
provides details of 2D object grasping. The second part is dedicated to 3D
object grasping using visual information retrieval. As shown in Fig. 1, the
image acquisition primarily aims at the conversion of visual information to
electrical signals, suitable for computer interfacing. Then, the incoming im-
age is subjected to processing having in mind two purposes: (1) removal of
image noise via low-pass filtering by using Gaussian filters due to its computa-
tional simplicity and (2) extraction of prominent edges via high-pass filtering
by using the Sobel operator. This information is finally used to group pixels
into lines, or any other edge primitive (circles, contours, etc). This is the basis
of the extensively used Canny edge detector. So, the basic step is to identify
the main pixels that may preserve the object shape. As we are visually de-
termining grasping points, the following subsections provide some details of
what we need for our approach.
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3.1 Extraction of Visual Features

A set of visual features are extracted from the left and right stereo cameras
and grouped into a compact representation of the object, which preserves the
topological relationships between features. As we are mainly interested on the
object’s contour, the pixels that belong to the object’s boundary are sorted
by ascending order of the rows. Let wx and hy be the width and height of the
image in the plane, respectively. Then the upper left corner pixel coordinate
is [0, 0]T and the lower right pixel coordinate vector is [hy − 1, wx − 1]T . We
denote by f a function regrouping paramaters of visual features together and
it is defined by

f = {p, r, φ, com} (7)

where p is a list of points with pi=(xi,yi) are the coordinates of a point i, ri

is the distance of pi to the center of mass, com=(xc, yc), and φ is the slope
value connecting each pixel with the center of mass. Additional to the local
features determined above, an algorithm for contour following is integrated.
This algorithm follows the object’s boundary from a starting point determined
previously and goes counter-clockwise around the contour by ordering succes-
sively its vertices/edge points into a double linked list. The algorithm stops
when the starting point is reached for the second time. The aim of this stage
is to determine that all vertices/edges belong to the object’s boundary which
we are needed further for the determination of the grasping points position.
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Fig. 4. Visual features of an object grasping: (top left) An original industrial object.
(bottom left) The object’s contour is represented by a set of line segments separated
by dot points and are given in counterclockwise direction. The center of mass of the
object is indicated by sign (x) and com.(top right) Curves fitting and merging seg-
ments (bottom right) process applied to the object’s contour. In each curve point p, a
variable triangle (p−,p,p+) is defined. The admissible triangle is then checked by the
following conditions: dmin≤
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��, α ≤ αmax, where
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��=a,��p − p+
��=b, and α=arccos(a2+b2-c2)/2ab is the opening angle of the triangle.



3.2 Edge Linking and Segment Fitting

It was already mentioned that the contour of the object is represented by a list
of consecutive edge points pi=(xi,yi). Thus, it can be considered as a 2D func-
tion in the Euclidian space. The edge linking list is the result that forms a list
of connected edge points from a binary edge image. Let elist= {e1, e2, ..., en} be
the list of n edges points belonging to the object’s boundary with ei=(xi, yi)are
the coordinates of an edge point i. The aim of this stage is to determine all
salient contour segments that preserve the shape of contour. The curve fitting
(as shown in Fig. 4 (b)(top)) desrcibes the process of finding a minimum set
of curve segments to approximate the oject’s contour to a set of line segments
with minimum distortion. Once the line segments have been approximated,
the merging method (as shown in Fig. 4(b)(bottom)is used to merge two lines
segment that satisfied the merging threshold. The final result of the algorithm
is a list of consecutive line segments with a specified tolerance which preserve
the object’s contour. We define such list by slist= {s1, s2, ..., sm} where a seg-
ment si is defined by its ending vertices vi=(xi,yi) and vi+1=(xi+1,yi+1). m is
the number of segments. Let li={vi, vi+1, lgi, di, φi} be a function defining the
parameter of a segment, si, where lgi is its center, di its distance to the center
of mass, and φi its orientation from x-axis. Later, in the next section, we use
this function for computing a feasible solution of grasping. Once the object’s
contour has been approximated by line segments, the compact representation
of the contour of the object can be given by

B = (vlist, slist) ∈ R2 (8)

where B is a compact representation of the object’s contour in 2D. We will
integrate (8) in our algorithm for computing the feasible regions of grasps.
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Fig. 5. 2D Grasping configuration with three-fingers and its corresponding convex
polytopes. (a) Focus point of the feasible solution of (9), it does not include the
area of friction of the intersection cone (4), the grasp is not achieved. The grasping
is achieved in (b) and (c). (b) Focus point includes the feasible solution of (9) and
area of friction cones intersection. In (c), the area of friction cones intersection is on
the border of the feasible solution.
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3.3 Grasping Points Determination

Once the grasping regions have been determined on the object contour, a
heuristic algorithm is used to determine the grasping points where the ro-
bot fingers could be positioned. It takes as input the set of grasping regions
as illustrated in the previous section and given by (8). The output is a list
of k -tuplet grasping points. Each region is characterized by containing one
placed finger, so we have to find which triplet of regions could allow a k -finger
grasp. Mainly two steps are performed. In the first step the algorithm picks
the k -triplet elements from the list, and in the second it checks whether or
not a candidate grasp point will satisfy the condition of force-closure grasps.
Taking into account the force-closure grasping criterion, the grasping points
determination must satisfy the following conditions:

• The unit normal vectors to the surfaces defined by the grasp regions pos-
itively span the plane.

• The convex hull generated by the contact points contains the origin. (See
also [3] and [8] for more details).

We use an additional criterion for selecting the best grasp points. The distance
between the focus point of a grasp and center of mass is used as a quality
parameter to classify the stored grasps from the lower to the upper acceptance
measures.

4 The Algorithm

In order to obtain procedures for computing feasible solution for grasping,
we deal with our previous analysis of the shape of the object’s boundary
given by equation (8) which consists of a double linked list of segments and
vertices, and by (3) which is the convex polytope for modelling a cone. We
first calculate the extreme vertices of the convex polytope. Then we need to
fix one vertex as optimal solution on the midpoint of a joining segment. We
transform the double linked list of segments to the problem of solving equality
and inequality constraints. We call this problem Primal Problem and can be
expressed as follows:

f(x) : H(x) − b ≤ 0, lb ≤ u(x) ≤ ub (9)

where x = [x1, x2]
T is the vector coordinates of a point in the plane, d is a

real number, [lb, ub] define the lower/upper band criterion. H= {h1, h2, ..., hk}
be a linked list of half-planes defined over two variables. Each half-plane in
H is defined as a closed convex set in R2 and it is represented by giving the
coordinates of its two endpoints. The intersection of a set of H, hk∈ H is
defined by

Ωhk

h1
= {h1 ∩ h2, · · · ,hk} (10)



where Ω is a feasible solution of intersecting k half-planes (see Fig. 5, where
k=3). The feasible solution for common intersection is to find a set among all
the points that satisfy the following constraints problem at the same time.

hi = {(x,y) |aix + biy} , i = 1, · · · , k. (11)

where k is the number of constraints. Since each half-plane is convex, and
the intersection of two convex is convex, the result of a set of constraints
intersection is convex. More details about convex analysis can be found in
[18-19]. Since we are interested to the bounded solution, the expected running
time we present here is O(k logk), where k is the number of constraints. The
whole process operates as follows:

1. Compute the list of grasp regions: each region is approximated as a
straight segment with its associated parameter function. Retain the grasp
region that have a size value longer enough than an estimated threshold
corresponding to a rayon of the finger (let said, the regions have less than
three pixels are omitted).

2. Pick three grasp regions: compute the parametric form of each segment
and find the midpoint as starting finger’s position on each segment.

3. Model a cone as bounded polytope: by providing its vertices-representation.
Fix a vertex as pointed vertex laying at the midpoint of its corresponding
grasp region.

4. Polytope cone projection: compute the area of three cone intersection.
Check whether the polytope is bounded by returning 1 as output, and, 0
otherwise.

5. Build a system of linear inequalities: compute the area of grasping region
and check whether or not the result admits a solution.

6. Force-closure grasp: examine whether or not a feasible region of grasp is a
bounded polytope region. If so, stop and save the corresponding grasping
configuration. Find the focus point and measure its distance from the
center of mass of the object (see Fig. 6). Keep this values into 2D array as
parameter measures. We try to find as near as possible the center of mass
of the object in the bounded region. This enables to decrease the effect of
gravitational and inertial forces during grasping.

The last step of the algorithm consists of selecting the best grasps from a
range of valid grasps from lower to upper acceptance measures by using two
parameters measure: the distance between the focus point of a feasible grasp
region and the center of mass, and the distance between both focus points;
area of friction cone and grasp region.

5 Results and Conclusions

We have introduced an approach that combines vision and grasping. Based on
the vision, visually deterimining grasping points is done by transforming the
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grasping regions into a geometrical optimization problem. The results shown
in Fig. 6 are obtained from applying the software packages in [20] to our Mat-
lab 6.12 programming environment. In order to compute the feasible region
of various grasps, we have integrated other linear programming solvers by
providing a set of constraints for optimization procedure. Various grasps with
three hard-fingers are tested on 2D original object and the feasible solution of
grasps are determined by analysing the polytope region of grasps. The focus
point inside the polytope convex and its distance from the object’s center of
mass are two measures used for selecting the best grasps.The most impor-
tant aspects of our algorithm are how to select the grasping point set and
to determine each one step of the grasping process. Three functions, pick(),
insert(), and remove() are used. The initialization step picks a first grasping
set. The while loop iterates by checking the feasible region of grasps and then
by selecting a new candidate of grasp. A build library is used to store valid
grasps by the insertion function which inserts a valid candidate grasp into
library, while the remove function deletes invalid grasp from the library. The
results in this paper shows the potential to combine vision and grasping in a
unified way to ressemble the dexterity of human manipulation.

Fig. 6. Object Grasping by three fingers. These are some results obtained and
positioned on their corresponding segment (shaded segments). The force-closure
grasp is satisfied when the polytope region of friction cones intersection is not empty
as shown in (a), (b) and (c). In (d), the force-closure grasp is not satisfied. The focus
point is included into the both polytopes region as shown in (a-c). The best grasp
shows in (b) is selected from its corresponding parameters measure.

The second part of our visual processing: General flow diagram will be the
future work for generating 3D grasps on unknown objects includes implemen-
tation on a humanoid robot with a stereo camera head and an anthropomor-
phic robot hand (as shown Fig. 1).
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Embodied Social Interaction for
Service Robots in Hallway Environments
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Summary. A key aspect of service robotics for everyday use is the motion in close
proximity to humans. It is essential that the robot exhibits a behavior that signals
safety of motion and awareness of the persons in the environment. To achieve this,
there is a need to define control strategies that are perceived as socially acceptable
by users that are not familiar with robots. In this paper a system for navigation in a
hallway is presented, in which the rules of proxemics are used to define the interaction
strategies. The experimental results show the contribution to the establishment of
effective spatial interaction patterns between the robot and a person.

Keywords: Service robotics, hallway navigation, robot-human interaction,
embodied social interaction.

1 Introduction

Robots are gradually entering our daily lives to take over chores that we would
like to be without and for assistance to elderly and handicapped. Already
today we have more than 1.000.000 robots in domestic use (Karlsson, 2004).
In terms of (semi-) professional use we are also starting to see robots as courier
services, and as part of flexible AGV-systems.

As robots start to enter into daily lives either in homes or as part of our
office/factory environment, there is a need to endow the robots with basic
social skills. The robot operation must of course be safe, but in addition we
expect the robot to interact with people following certain social rules. An
example of this is passage of people when encountered in the environment.
When people pass each other in a corridor or on the factory floor, certain rules
of encounter are obeyed. It is natural to expect that robots, at least, should
follow similar rules. This is in particular important when robots interact with
users that are inexperienced or have never before met a robot.

Several studies of physical interaction with people have been reported in
the literature. Nakauchi & Simmons (2000) report on a system that is to stand

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 293–304, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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in line for event registration. Here the robot has to detect the end of the line
and position itself so as to obey to normal queueing behavior. Althaus et al.
(2004) report on a system that is to participate in multi-person interaction as
part of a group. It is here important to maintain a suitable distance from the
other actors and to form a natural part of the group. Passage of people in a
hallway has been reported by Yoda & Shiota (1997); an avoidance algorithm
has been developed, based on a human avoidance model, where two separate
conditions of a standing and walking person were considered.

In this paper we study the problem of social interaction of a robot with
people in a hallway setting and present an algorithm for person passage that,
in contrast with the one proposed by Yoda & Shiota (1997), dynamically
adapts the robot’s behavior to the person’s motion patterns. A overall de-
scription of the spatial interaction among people during passage is presented
in Section 2, and the corresponding control strategy for the robot is presented
in Section 3. The implementation of the proposed strategy is described in Sec-
tion 4. The system has been evaluated in a number of different tests to show
its handling of standing and moving people and the corresponding handling
of regular obstacles. The experimental results are summarized in Section 5.
Finally the main observations, open questions and issues for future research
are presented in Section 6.

2 Human Spatial Interaction

Interaction between people has been widely studied both as part of behav-
ioral studies and in psychology. Formal models of interaction go back to the
1960s when one of the most popular models in the literature, the proxemics
framework, was presented by Hall (1966). The literature on proxemics is rich,
but good overviews have been presented by Aiello (1987) and Burgoon et al.
(1989). In proxemics the space around a person is divided into 4 categories:

Intimate: This ranges up to 45 cm from the body and interaction within this
space might include physical contact. The interaction is either directly
physical such as embracing or private interaction such as whispering.

Personal: The space is typically 45-120 cm and is used for friendly interaction
with family and for highly organized interaction such as waiting in line.

Social: The range of interaction is here about 1.2-3.5 m and is used for general
communication with business associated, and as a separation distance in
public spaces such as beaches, bus stops, shopping, etc.

Public: The public space is beyond 3.5 m and is used for no interaction or in
places with general interaction such as the distance between an audience
and a speaker.

It is important to realize that the personal space varies significantly with
cultural and ethnic background. As an example in Saudi Arabia and Japan
the spatial distances to be respected in person-person interaction are much
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smaller, than in countries such as the USA and the Netherlands. The pas-
sage/encounter among people does not only depend upon the interpersonal
distance, but also the relative direction of motion. At the same time there
are social conventions of passage that largely follow the patterns of traffic. So
while in Japan, UK, Australia, . . . the passage in a hallway is to the left of
the objects, in most other countries it is to the right.

One could model the personal space for a human as a set of elliptic regions
around a person as shown in Figure 1. Video studies of humans in hallways
seem to indicate that such a model for our spatial proxemics might be cor-
rect Chen et al. (2004).

publicpersonal social

! !
! !
! !
! !
! !
! !
! !
! !
! !
! !
! !
! !

✁ ✁
✁ ✁
✁ ✁
✁ ✁
✁ ✁
✁ ✁
✁ ✁
✁ ✁
✁ ✁
✁ ✁
✁ ✁
✁ ✁

intimate

Fig. 1. The interaction zones for people moving through a hallway setting

It would be natural to assume that the robot respects the same physical
boundaries as we expect from other people, if the robot has to display some
level of “social intelligence”.

3 The Control Strategy

The operation of a robot in a hallway scenario is presented here. Given that
proxemics plays an important role in person-person interaction, it is of interest
to study if similar rules apply for the interaction between people and robots
operating in public spaces. Informally one would expect a robot to give way
to a person when an encounter is detected. Normal human walking speed is
1-2m/s which implies that the avoidance must be initiated early enough to
signal that the robot has detected the presence of a person and to indicate
its intention to provide safe passage for her/him. In the event of significant
clutter the robot should move to the side of the hallway and stop until the
person(s) have passed, so as to give way. A number of basic rules for the robot
behavior may thus be defined:

1. Upon entering the social space of the person initiative a move to the right
(wrt. to the robot reference frame) to signal the person that has been
detected.

2. Move to the right to respect a desired distance from the person (if the
layout of the hallway allows) while passing the person.



3. Await a return to normal navigation until the person has passed by. A
too early return to normal navigation might introduce discomfort on the
user’s side.

Using the rules of proxemics outlined in Section 2, one would expect the robot
to initiate avoidance when the distance is about 3.5 m to the person. Given
a need for reliable detection, limited dynamics and early warning however,
a longer distance for reaction was chosen (6 m). The avoidance behavior is
subject to the spatial layout of environment. If the layout is too narrow to
enable passage outside of the personal space of the user, as in the case of a
corridor, it is considered sufficient for the robot to move to the right as much
as it is possible, respecting a safety distance from the walls. The strategy is
relatively simple but at the same time it obeys the basic rules of proxemics.

4 An Implementation

The strategies outlined above have been implemented on a Performance Peo-
pleBot from ActivMedia Robotics (Minnie). Minnie is equipped with a SICK
laser scanner, sonar sensors and bumpers (see Figure 2).

Fig. 2. The People-
Bot system

LASER

SONAR

LOCAL MAP

PERSON
PASSAGE
MODULE

COLLISION
AVOIDANCE
MODULE

TRACKING
PEOPLE

MODULE

configuration
obstacle

person
position & velocity

motion command

Fig. 3. The overall control system architecture

The system on-board computer runs Linux and uses the Player soft-
ware (Vaughan et al., 2003) for interfacing the robot sensors and actuators.
The main components of the control system are shown in Figure 3.

The laser and sonar data are fed into a local mapping system for obstacle
avoidance. In addition the laser scans are fed into a person detection/tracking
system. All the software runs in real-time at a rate of 10Hz. The serial line
interface to the SICK scanner runs at a rate of 5Hz.

The tracking module detects and tracks people in the environment; the
laser is mounted on the robot at a height of 33 cm from the ground to per-
form leg detection of the persons. Information about the current position of
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the people as well as their velocity is provided. Both the magnitude and the
direction of the velocity are important to decide when and how to react. A
particle filter, as the one presented by Schulz et al. (2001), is used which can
deal with the presence of multiple persons.

The navigation system relies on a local mapper that maintains a list of
the closest obstacle points around the robot. Obstacle points are pruned away
from the map when they are too far from the robot or when there is a closer
obstacle in the same direction. The sonar data are processed through the
HIMM algorithm by Borenstein & Koren (1991) before being added to the
map. The collision avoidance module can deal with significant amount of clut-
ter but it does not take the motion of the obstacles into account as part of
its planning and it does not obey the rules of social interaction. The Near-
ness Diagrams (ND) method by Minguez & Montano (2004) has been chosen
because it is well suited for cluttered environments. The Person Passage mod-
ule (PP) implements a method for navigating among dynamically changing
targets and it is outlined in the next Section. During normal operation the
robot drives safely along the corridor toward an externally defined goal. The
goal is feed to the collision avoidance module. In parallel the person tracker
runs to detect the potential appearance of a person. If a person is detected
by the people tracker both the PP and the ND modules are notified. The PP
module generates a strategy to pass the person. If, due to the limited width
of the corridor the passage would involve entering into the personal space of
the person, the ND module will override the generate motion commands and
park the vehicle close the wall of the hallway, until the person has passed.
Otherwise the generated motion commands are filtered through to the robot.

It is important to underline here some important assumptions that have
been made in the implementation. The approach consider the presence of one
person at a time; to deal with the simultaneous presence of multiple persons
this strategy should be extended. It is assumed that the robot operates in
a hallway wide enough to allow the simultaneous passage of the robot and
the person; this means that the only impediment to the robot’s maneuver is
represented by the person behavior (i.e. the person’s pattern of motion along
the corridor). The presented method aims at achieving a low level control
modality whose only competence is to determine a passage maneuver on the
right of the person, when it is possible, or to stop the robot otherwise. We
believe that it is crucial to stick to this simple set of rules to avoid any am-
biguity in the robot behavior. In situations where the method decides to stop
the robot, a high level module based on a more complete set of information
(localisation of the robot on a global map of the environment, user motion
model for person’s behavior prediction) could determine alternative motion
patterns for the robot.
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4.1 Person Passage Method

The Person Passage module has been designed to perform a passage maneuver
of a person, according to the previously defined proxemics rules. It operates
as follows: as soon as a person is detected at a frontal distance below 6 m,
the robot is steered to the right to maintain a desired lateral distance from
the the user. If there is not enough space, as might be the case for a narrow
corridor, the robot is commanded to move as much to the right to signal to
the user that it has seen her/him and lets her/him pass.

A desired trajectory is determined that depends on the relative position
and speed of the person and the environment configuration encoded in the
local map. The desired trajectory is computed via a cubic spline interpolation.
The control points are the current robot configuration (xR

0 , yR
0 ), the desired

“passage” configuration (xR
P , yR

P ), and the final goal configuration (xG, yG),
where x is in the direction of the corridor (see Figure 4).
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Fig. 4. Desired trajectory for the passage maneuver. The distance of the robot from
the person is maximum when it is passing her/him (dashed line)

The control point (xR
P , yR

P ) determines the passage maneuver, and is com-
puted as follows:

xR
P = xR

0 + dX (1)

yR
P = yR

0 + dY (2)

The value of dY depends on the lateral distance LD that the robot has to
keep from the person:

dY = LD + wR/2 − (yP − yR
0 ) (3)

where wR is the robot’s width and yP is the person’s y coordinate in the
corridor frame. The value of dY may be limited by the free space on the robot
right. dX is computed so that the robot maintains the maximum distance from
the person when it is passing her/him, according to 4:

dX = vR
x /(vR

x − vP
x ) × (xP − xR

0 ) (4)

The robot starts the maneuver by clearly turning to the right to signal to
the person its intent to pass on the right side, then the maneuver is updated
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according to the person’s current relative position xP and velocity vP
x (see 4),

until the person has been completely passed, at which point the robot returns
to its original path. The capability to adapt to the changes in the speed of the
person is crucial to establish a dynamic interaction between robot and person,
as will be shown in Section 5, and represents an important improvement with
respect to the work of Yoda & Shiota (1997).

The adopted trajectory following controller takes into account the differen-
tial drive kinematics of our robot to define the feed forward command (driving
and steering velocity) (Oriolo et al., 2002):

vD(t) =
(

ẋd
2(t) + ẏd

2(t) (5)

vS(t) =
ÿd(t)ẋd(t) − ẍd(t)ẏd(t)

ẋd
2(t) + ẏd

2(t)
(6)

where xd(t) and yd(t) is the reference trajectory. The controller includes also
an error feedback in terms of a proportional and a derivative term.

5 Experimental Results

The system has been evaluated in a number of different situations in the corri-
dors of our institute, which are relatively narrow (2m wide or less). During the
experiments the “test-person” was walking at normal speed, that is around
1 m/s; the average speed of the robot was around 0.6m/s.

5.1 Person Passage

The experiments show how the system performs in the person passage be-
havior, adapting to the person speed and direction of motion. Three different
cases are here presented.

In the first situation a person is walking at constant speed along the cor-
ridor. Figure 5 depicts top-down four different steps of the encounter. The
robot starts its course in ND mode. As soon as the robot detects the person
at a front distance below 6m, it starts its maneuver with a turn toward the
right (first snapshot). This makes the person feel more comfortable and most
people will instinctively move to the right too, to prepare for the passage, as
it happens in the second snapshot. As soon as the person has been passed by
the robot, the robot resumes its path along the center of the corridor (third
and fourth frames). The steering maneuver of the robot results in an effective
interaction with the user; to achieve this result, it has been crucial to perform
a clear maneuver with a large advance. In the second test (see Figure 6), the
person walks along the corridor and then stops. The robot starts its maneu-
ver at the same front distance from the person as before (first frame) but
then, detecting that the person has stopped (second frame) it does not turn
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Fig. 5. A person walks along the corridor. The robot trajectory in ND (circle)
and in PP mode (plus) is represented. The person trajectory (continuous line) and
current position (star) together with the current obstacle points on the local map
(dots) are also shown. The robot steers to the right to pass the person and then
resumes its course

toward the center of the corridor but it continues on the right until it has
completely passed the person (third frame). Then the robot resumes its path
toward the goal (fourth frame). Updating on-line the desired trajectory has
allowed the robot to adapt the passage maneuver to the person relative po-
sition and velocity. This is a key feature to establish an interaction with the
person that perceives the robot operation as safe and “social”. In the third
test (see Figure 7), the person is walking along the corridor and then turns to
his left to enter in his office. The robot starts a maneuver of passage as before
(first and second frames) but then, as soon as it detects the person on the
“wrong” side of the corridor, it stops (third frame). Once the person is not
detected any more, the robot resumes its path in ND mode (fourth frame).
In this situation, the environment layout does not allow the robot to pass the
person on the right and a passing maneuver on the left would be perceived by
the person as not natural and unsafe, contradicting the social conventions of
spatial behavior. In such a situation, it is considered as the best solution for
the robot to stop.

5.2 Regular Obstacles Handling

This second set of experiments show how the robot handles regular objects in
the environment. A paper bin was placed in the corridor, in the robot path.
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Fig. 6. The person stops. The robot waits until it has passed the person to resume
its course on the center of the corridor
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Fig. 7. The person crosses the robot path. The robots stops and wait until the
person has disappeared from the field of view of the laser to resume its path in ND
mode
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The controller was in ND mode with a security distance of 0.6 m, because
no persons were around. Two different configurations of the paper bin with
respect to the corridor have been considered. In the first situation the bin is
on the left of the hallway, close to the wall. The robot circumvents it on the
right (see Figure 8, left). This is automatically achieved with the ND because
the right is the only free direction). It is important to observe here that ND
drives the robot safely around the obstacle but it does not make the robot
steer to the side as early as the PP mode does, in presence of a person. A
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Fig. 8. Regular obstacles handling. On the left, the robot circumvents a paper bin
placed on the left of the corridor. On the right, the paper bin is in the center of the
corridor, the robot stops

second situation is shown on the right of Figure 8 in which the paper bin
has been placed slightly to the right of the center of the hallway (wrt. to the
robot). This is a potentially dangerous situation, because the object could be
a non-detected person and it would be inappropriate to operate in ND mode,
as ND would in most of the cases pass the obstacle on the left. The robot is
not allowed to pass and it stops at a distance of 2.5 m from the object.

It may appear a strong measure to stop the robot in the center of the
corridor, as in the second situation. But it is important to underline here that
we are making the assumption that the corridor should normally be free from
obstacles. So, if the robot detects something in the middle of the hallway it
should take into account the hypothesis that this object could be a person. In
this case the chosen strategy is to stop the robot, because any other attempt
to steer (as moving to the side and then stopping) could be perceived, at such
short distance (2.5 m), as unsafe and unpredictable by the undetected person.

5.3 Pilot User Study

To fully appreciate the value of such method and to fine-tune it to be socially
acceptable there is a need for careful user studies. Some preliminary indica-
tions about the method have been achieved in a pilot user study in which 4
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subjects have evaluated the acceptability of the robot motion patterns during
passage with respect to 3 parameters: the robot speed, the signaling distance
at which the robot starts the maneuver and the lateral distance kept from
the person during passage (Pacchierotti et al., 2005). Two values of each pa-
rameters were tested by the subjects. It was clear from the users feedback
that higher speeds were preferred. An explanation for this result is that the
robot moves faster to the side; the higher speeds during passage were still not
higher than 0.4 m/s so they were never perceived as intimidating. The lower
speeds instead, were perceived as less safe or even annoying by the users. The
higher value of the signaling distance was highly preferred by all the subjects.
Although not necessary to avoid the user, a large signaling distance is im-
portant for the robot behavior to be clearly understood. An early maneuver
allows the robot to signal its intent, so its behavior is perceived as trustworthy
and safe by the user. No clear indication emerged about which value of lateral
distance was preferred. The evaluation of this parameter will be addressed
more extensively in further studies.

6 Summary/Outlook

As part of human robot interaction there is a need to consider the traditional
modalities such as speech, gestures and haptics, but at the same time the spa-
tial interaction should be taken into account. For operation in environments
where users might not be familiar with robots this is particularly important
as it will be in general assumed that the robot behaves in a manner similar
to humans. There is thus a need to transfer these rules into control laws that
endow the robot with a “social” spatial behavior.

In this paper the problem of passage of a person in a hallway has been
studied and a control strategy has been presented, based on definitions bor-
rowed from proxemics. The operation of the robot has been evaluated in a
number of experiments in typical corridor settings which have shown how the
introduction of social rules for corridor passage in the robot navigation sys-
tem can give a contribution to the establishment of effective spatial interaction
patterns between a robot and a person.

The hallway passage is merely one of several different behaviors that robots
must be endowed with for operation in spaces populated by people. The gen-
eralization to other types of environments is an issue of current research.
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Summary. Motion prediction for objects which are able to decide their trajectory
on the basis of a planning or decision process (e.g. humans and robots) is a chal-
lenging problem. Most existing approaches operate in two stages: a) learning, which
consists in observing the environment in order to identify and model possible mo-
tion patterns or plans and b) prediction, which uses the learned plans in order to
predict future motions. In existing techniques, learning is performed off-line, hence,
it is impossible to refine the existing knowledge on the basis of the new observa-
tions obtained during the prediction phase. This paper proposes a novel learning
approach which represents plans as Hidden Markov Models and is able to estimate
the parameters and structure of those models in an incremental fashion by using
the Growing Neural Gas algorithm. Our experiments demonstrate that the tech-
nique works in real-time, is able to operate concurrently with prediction and that
the resulting model produces long-term predictions.

1 Introduction and Related Work

In order to successfully interact with a dynamic environment, a person, a robot
or any other autonomous entity needs to reason about how the objects which
populate this environment are going to move in the future. However, this
knowledge about the future is often unavailable a priori, hence it is necessary
to resort to prediction: estimate future motion based on available knowledge
about the object’s present and past states. This explains the importance of
prediction techniques for a number of research domains like motion planning,
tele-surveillance and automatic traffic control [1, 2].

This work focuses on motion prediction for objects which are able to per-
form trajectories as a result of an internal motion planning process or decision
mechanism (e.g. persons, animals and robots). It is assumed that such plans
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are made with the intention to reach a specific goal, thus the name intentional
motion which will be used hereafter to designate this kind of motion.

Assuming that the object’s decision mechanism as well as all the rele-
vant variables at every time step (e.g. internal state, sensorial input, etc.) are
known, predicting its trajectory consists in replicating the planning process
in order to find the intended trajectory. However, this assumption is not re-
alistic. Neither the planning model nor the variables are known or observable
(what is the decision mechanism of a human being?) and they must be in-
ferred from observed motion before performing prediction. This leads to the
following decomposition of the problem:

• Learning. Construct a plan representation based on observations.
• Prediction. Use the representation obtained during learning to estimate

future states on the basis of present knowledge.

Thus, learning consists in observing a given environment in order to con-
struct a representation of every possible plan for it. But, how long should we
observe the environment in order to construct such a ”plan library”? Given
the enormous number of possible plans for all but the simplest environments,
there is not a simple answer. This raises an important problem of existing
learning techniques (e.g. [3, 4]): the use of a ”learn then predict” approach,
meaning that the system goes through a learning stage where it is presented
with a set of observations (an example dataset) from which it construct its
plan models. Then, the plan library is ”frozen” and the system goes into the
prediction stage.

The problem with this approach is that it makes the assumption that all
possible plans are included in the example dataset, which, as we have shown, is
a difficult condition to meet. This paper addresses the problem by proposing a
”learn and predict” approach which is able to learn in an incremental fashion
(ie by continuously refining its knowledge on the basis of new observations
used for prediction). To the extent of our knowledge, this is the first intentional
motion prediction technique in the literature to have this property.

Learning techniques used by the ”learn then predict” approaches are very
diverse. For example in [5] plans are modeled as series of straight motion seg-
ments which are clustered together. In [3] and [6], typical behaviors are learned
by clustering whole trajectories. In [7] Bui proposes Abstract Hidden Markov
Models as a way to represent plans as hierarchies of probabilistic sub-plans
or policies. Although the approach does not define an automatized learning
mechanism, this has been done in [4] by using the Expectation-Maximization
algorithm.

In this paper, we present an approach which is able to continuously
learn from observations in an incremental fashion. It models plans as Hid-
den Markov Models (HMM)[8] augmented with a variable which indicates the
goal that the plan intends to reach2. The learning algorithm is composed of

2 An HMM is a stochastic finite-state automaton which models a process whose
state evolves according to a transition probability at discrete time-steps. The
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two modules: in the first one, the Growing Neural Gas algorithm [9] is used to
estimate both the set of states in the model and the observation probabilities.
The second module identifies goals and then uses a Maximum-Likelihood cri-
terion to update the transition probability of the model. As mentioned above,
the technique determines the number of goals and states in the model, thus
learning the structure of the underlying HMM.

The rest of the paper is structured as follows: section 2 presents an overview
of the problem. Section 3 discusses the details of our HMM-based probabilis-
tic model and describes how it is used to represent plans. The details of the
learning algorithm are presented in section 4. Section 5 discusses the exper-
imental results. The paper ends by exposing our conclusions and explaining
future research directions.

2 Problem Overview

This paper proposes an unsupervised learning algorithm which constructs plan
representations by observing the motion of objects (e.g. pedestrians, vehicles,
etc.) moving in a given environment. Plans are modelled as Hidden Markov
Models augmented with a variable γ which is used to represent the particular
goal that the object intends to reach.

The input of the learning algorithm is a continuous stream of observations
ot = {o1, o2, · · · } gathered through a tracking system. In order to keep nota-
tion simple, we will assume that no more than one object is observed at the
same time, noting that the approach is easily generalizable to the multi-object
case. It will also be assumed that the tracking system can determine when
the object has stopped or exited the environment.

Every observation ot = (xt, yt, ηt) returned by the tracker consists of an
estimate of the object’s position3 at time t and a binary variable ηt which
indicates whether the object has reached the end of its trajectory (η = 1)
or not (η = 0). A trajectory ends when the object stops moving or exits the
environment.

Learning will consist in estimating the parameters of the slightly modified
HMM which will be presented in the following section.

state of the process may only be observed through a noisy sensor, the probability
that a measure provided by the sensor corresponds to a given state is known as
the observation probability.

3 Higher-dimensional observations (ie (xt, yt, x
�

t, y
�

t)) may also be used as input by
the algorithm.



3 Probabilistic Model Definition

In order to develop our model, we will start from the HMM4 joint probability
distribution (JPD) for a single time-step, which may be written as follows:

p(qt, qt−1, ot) = p(qt−1)p(qt | qt−1)p(ot | qt) (1)

Where qt−1 and qt represent the state at time t − 1 and t, respectively,
and ot represents the observation returned by the sensor at time t. The de-
composition contains the three probabilities that define an HMM: a) the state
prior, or belief state p(qt−1); b) the transition probability p(qt | qt−1) and c)
the observation probability p(ot | qt).

In the context of this work. Discrete states will correspond to positions
in the environment and transition probabilities will depend on the particular
goal that an object intends to reach. In order to account for different goals,
we will augment the HMM with a variable γ which is used to represent them:

p(qt, qt−1, ot, γ) = p(qt−1)p(γ)p(qt | γ, qt−1)p(ot | qt) (2)

This JPD has been obtained from eq. 1 by making two additional condi-
tional independence assumptions: a) The goal does not depend on the previous
state p(γ | qt−1) = p(γ) and b) given the state, the observation is independent
of the goal p(ot | qt, γ) = p(ot | qt).

Due to the fact that γ is not time-dependent, this may be regarded as
having a different Markov model for every value of γ, where all such mod-
els share the same observation probabilities and number of states. The idea
is a simplified version (ie without the actions) of the probabilistic planning
technique known as Markov Decision Processes.

Having defined a JPD, we will proceed to specify all the model’s relevant
variables as well as their respective domains:

• N ∈ N: The total number of discrete states in the model. These states
correspond to positions in the environment.

• qt, qt−1 ∈ [1, N ]: The object’s states at time t and t − 1, respectively.
• ot ∈ R

2: The object’s state estimation returned by the sensor at time t.
(ie the observation variable).

• G ∈ N: The total number of goals in the model. The goals correspond to
specific places in the environment (ie it may correspond to many discrete
states).

• γ ∈ [1, G]: The goal that the object intends to reach.

Finally, we the representations we have chosen for the probability distri-
butions:

4 In this section, it is assumed that the reader is familiar with Hidden Markov
Models. The interested reader is referred to [8] for an excellent tutorial on the
subject.
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• p(qt | γ, qt−1): Table, it will be further described in §4.3.
• p(ot | [qt = i]): Gaussian G(µi, σi).
• p(q0): Uniform UN = 1

N
. This probability is used to initialize the belief

state for a new trajectory.
• p(γ): Uniform UG = 1

G
. This probability is used to initialize the goal’s

belief for a new trajectory.

4 Parameter Learning Algorithm

On the basis of the model specification presented in §3 it is possible to define a
learning algorithm which consists in estimating parameters from observations.
Having defined the priors as uniform distributions, this leaves four parameters
to be estimated: the transition and observation probabilities, and the values
for N and G. It is worth noting that, by learning both N and G, the proposed
technique is able to learn the structure of the model. This is an significant
departure from existent techniques [3, 4], which depend on values fixed a
priori.

Assuming that, for every observed trajectory the associated goal is known,
learning may be performed using the Baum-Welch algorithm [10] which is a
specialization of Expectation-Maximization [11] and has become the standard
learning technique for HMM’s. However, it has two problems which prevent
its application to our particular problem: a) it is not incremental and b) it
needs to know the number of states to be learned a priori. The first problem
may be solved by using incremental variants of the algorithm [12, 13], but
the second one is more difficult to solve and is not a trivial task. Moreover,
we want to deal with the general case, where goals are not known beforehand
and should be identified.

The approach proposed in this paper takes a different approach by splitting
the problem in three tasks:

1. State GNG. The observation probability p(ot | qt) and the number of
states N are estimated using the Growing Neural Gas algorithm (§4.1).

2. Goal GNG. Another instance of GNG is used to estimate the number of
goals G as well as their position.

3. Viterbi Counting. The Viterbi algorithm [14] is used to perform a max-
imum likelihood (ML) estimation of the transition probability p(qt |
γ, qt−1). This estimation uses the outputs of tasks 1 and 2 (§4.3).

The rest of the section provides the details of the tree learning tasks.

4.1 Learning Discrete States and Observation Probabilities

The observation probability for a given state p(ot | [qt = i]) is defined as a
gaussian. Therefore, the learning algorithm should estimate the mean value
µi and standard deviation σi for the N states.



This rises the question of the ”correct” value for N , which is an important
question. The state space is continuous, when it is mapped to a finite set
of discrete values an error is introduced in the representation. The number
of states allows to trade off accuracy and computational efficiency. By incre-
menting the value of N the approximation error – also known as distortion –
is reduced at the expense of additional calculation burden.

There is another way of reducing the distortion: discrete states may be
placed in such a way that the mean distance between them and observed data
is minimized. This is known as Vector Quantization [15].

Our approach uses a Vector Quantization algorithm known as Growing
Neural Gas (GNG) [9] in order to estimate the number of discrete states of
the model as well as the mean values and standard deviation of the obser-
vation probabilities. This algorithm has been chosen between many different
approaches existent in the literature [15, 16, 17, 18] due to its following prop-
erties:

• It is fast. The costliest operation is of O(N). This can be further optimized
by using a hierarchical structure like an r-tree[19].

• The number of states is not fixed. New states are added and deleted as
observations arrive.

• It is incremental. This makes it suitable to process continuous streams of
observations.

The algorithm processes observation on a one by one basis. It produces a
graph, where nodes representing discrete states are explicitly linked to their
closest neighbors (the graph is a subset of the Delaunay triangulation). Every
node i is associated to a vector µi known as the centroid.

The application of this structure to estimate the required parameters is
straightforward: state information {xt, yt} contained in each observation is
used as an input for a GNG. The resulting set of nodes represents discrete
states whose centroids are the mean values of the observation probabilities.
The standard deviation σi for state i is approximated by averaging the half
length of the links emanating from the corresponding node

Insertion of new states is no longer allowed when arg min σi is less than a
given threshold. This restrains the algorithm from discretizing the space below
the sensor’s precision. Thresholding may be regarded as defining a minimum
cell size, which is similar to conventional grid approaches but with two im-
portant advantages: a) the location of the cells is not fixed a priori and b)
only relevant cells are represented. The latter advantage depends on the ratio
between the existing positions (ie the full grid) those which are actually vis-
ited by objects. Usually, this advantage becomes more important as the state
dimension grows due to motion constraints which apply to the object (e.g.
acceleration and speed limits, unaccessible areas, etc.).

An example of the use of GNG is presented in fig. 1. The environment
is a simulator of the laboratory’s entry hall. It contains a number of places
which may constitute motion goals (e.g. the stairways in the bottom or the
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two doors in the top of figure 1a). Fig. 1b presents the state of the GNG
structure after processing 1000 trajectories.

a) Sample Environment b) GNG Network

Fig. 1. Using GNG to represent discrete states in the laboratory entry hall.

4.2 Identifying Goals

The problem of automatically identifying the goals that an object seeks to
reach using only observation data is very difficult since these goals are often
related to information which is not present in this data (e.g. the presence of
a billboard).

The approach taken here aims to identify goals based on a simple hypoth-
esis: when an object stops moving (or exits the environment) it is because it
has reached its goal. This leads to a simple goal identification scheme: every
observation ot having ηt = 1 (end observation) is sent to a GNG structure
which clusters this information together into high-level goals.

The nodes of the resulting GNG graph corresponds to goals5. The graph
itself may be used to identify the goal that corresponds to a given end-state
observation:

γ = min argi �(xt, yt) − µ
g
i �, for ηt = 1 (3)

4.3 Learning Transition Probabilities

Transition probabilities are updated once a complete trajectory is available,
this means that all non-end observations are stored until an observation having
η = 1 is received, then, expression 3 is used to compute the attained goal g.
For every observation in the trajectory ot, the Viterbi algorithm is used in
order to find qt given the past state qt−1 = i (which has been estimated in
the previous iteration)6:

5 notations µs
i and µ

g
i will be used henceforth in order to distinguish between state

and goal GNG’s
6 This implies iterating through the domain of qt, meaning that the update step

has cost O(N).



qt = maxargj

�
p([qt = j] | [γ = g], [qt−1 = i])p(ot | [qt = j])

�

The obtained values for g, i and j are then used as indices to update a
transition count matrix A on a maximum-likelihood criterion:

A[g, i, j] ← A[g, i, j] + 1 (4)

If the observation correspond to the first step of a trajectory only the
current state is estimated using:

q0 = maxargi{p(o0 | [q0 = i])} (5)

Transition probabilities are calculated using:

p([qt = j] | [γ = g], [qt−1 = i]) =
A[g, i, j]�
h A[g, i, h]

(6)

Finally, when N or G change due to additions or deletion on the corre-
sponding GNG structures the corresponding columns and rows are simply
inserted or deleted accordingly, this is possible due to the fact that we are
storing counts instead of probabilities in the transition matrix.

5 Experimental Results

In order to validate it, the proposed approach has been applied to the predic-
tion of pedestrian motion in the entry hall of the Inria laboratory, which is a
rectangular area of approximately 8 x 20 meters. As it may be seen in fig.2,
the environment consists mostly of an open area without much structure.

We have performed experiments with both real and simulated data. Real
data has been gathered through a vision system which tracks people using
a single camera having wide-angle lenses. The system projects observations
from the camera plan to the floor plan. It is worth noting that, due to the
projection process, the system ends up covering only about 60% of the total
area.

Simulated data consists of noisy trajectories between predefined sequences
of control points.

5.1 Evaluation Criterion

In order to perform prediction, the probability p(γ | o0, · · · , ot) has been
estimated using a particle filter with a resampling step [20] to integrate new
observations.

The performance of the algorithm has been evaluated by measuring the
difference between the predicted and effective final destination. The first n
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Fig. 2. The INRIA entry hall

observations of a trajectory were used to predict the most probable goal g =
maxargi p([γ = i] | o0, · · · , on). The global estimation error is calculated as
the average of all the distance between the goal such obtained and the real
end of the trajectory.

5.2 Results

We have run our experiments using datasets of 600 trajectories both for real
and simulated data. The algorithm was initialized by processing 500 trajecto-
ries before starting to record the results. The remaining 100 trajectories were
processed as follows: for every trajectory, the predicted goal is estimated using
10% of its length, then 20% and so on until 90%. This allows us to measure
how new knowledge improves prediction.

The results obtained for both simulated and real data are presented in
fig. 3.

Fig. 3. Experimental results



It may be seen that both error curves decrease in near linear fashion with
respect to the known fraction of the trajectories, we regard this as an encour-
aging result, particularly in the case of real data, which was very noisy due
to the tracker’s inability to adequately track the object’s motion during all of
its motion. However, we think that faster (non-linear) convergence rates are
achievable, in particular by using a more efficient goal discovery mechanism.

It may be surprising to find that real data seems to perform better than
simulated data. The reason is that the simulator produces trajectories which
cover the entire entry hall, while, as we have explained above, real data is
gathered only in a fraction of the environment.

It is important to mention that all the results presented here are prelim-
inary. For example, the chosen performance measure should be improved to
take into account situations where a trajectory passes through more than one
goal, in this case, the system will probably predict that the object intends to
reach these ”intermediate” goals (which we think is fine), but, as they do not
correspond to the trajectory’s final position, the resulting prediction error will
be high.

5.3 Real-Time

In our experiments, prediction has been performed simultaneously with learn-
ing and graphic display for the test data set. Our unoptimized implementation
of the technique runs on a 2 Ghz Athlon PC at a frequency of 20−60 Hz. Even
if we consider this as adequate for most real-time systems involving pedestri-
ans, the system may be further optimized at the code level or by using a more
efficient technique for searching the winner in the GNG structure, for example
(§4.1).

6 Conclusions

In this paper, we proposed a method for learning motion plans from obser-
vations. Our approach represent plans as Hidden Markov Models. Learning
consists of three modules: a) the Growing Neural Gas algorithm is used to
estimate the total number of states N as well as the observation probability
distribution; b) another GNG structure is used to estimate the number and
positions of goals in the environment, and c) the Viterbi algorithm is used to
perform a Maximum-Likelihood estimation of the transition probability.

The main contribution of this technique is that it follows a ”learn and pre-
dict” approach, thus allowing the continuous improvement of existent knowl-
edge on the basis of new observations. To the best of our knowledge no other
technique in the literature is able to do that. A second important contribution
consists on the fact that, by learning the number of states and the number of
goals, this technique is able to learn the structure of the model, this distin-
guishes our work from techniques with fix this values a priori.
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The technique has been implemented and applied to both real and sim-
ulated data. The experiments show that the learned model may be used to
efficiently predict the intended goal of an object. Moreover, this is performed
in real time.

7 Future Work

The approach presented in this paper is a first approximation to the problem.
In the short term, our goal is to test the approach in a different setting: the
ParkView experimental platform, which is able to track a car moving in a
parking lot (fig. 4).

Fig. 4. The ParkView platform: left) camera view of the Cycab experimental car
moving in the parking lot of the laboratory; right) the Cycab as detected on the
tracking system.

In the medium term, a number of lines of work are being considered: a)
including velocity and object size in the space representation; b) modelling
of semi-dynamic objects such as doors which may be either open or closed;
c) the extension of the algorithm to learn hierarchical plan models such as
Abstract Hidden Markov Models [7].
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Summary. This paper presents a novel design and a motion planner for a semi-
passive mobile robot. The robot consists of an upper circular body and three identical
semi-passive driving mechanisms. Each mechanism consists of a passive wheel that
can freely roll, a rotation actuator along the normal axes and a linear actuator for
motion along the radial direction of the upper body center. The robot is equipped
with an inclinometer to measure the surface slope. Each wheel is also equipped with
a rotational encoder to measure roll. Using an odometric model, data from these
encoders determines vehicle position. Kinematic analysis provides tools for designing
a motion path that steers the robot to the desired location, and determines the
singular configurations. Due to the passive roll, there is no longitudinal slippage,
and lateral slippage is determined from the kinematic and odometric models. This
enables accurate and reliable localization even with slippage. A gait pattern planer
for downhill, as well as horizontal and uphill surfaces is presented. A prototype robot
has been built and field tested. Experimental results verify the suggested models.

Keywords: Passive motion planning, skid steering, slippage.

1 Introduction

Wheel slippage is one of the dominant features that affect the efficiency, relia-
bility, feasibility and stability of mobile robot motion. Uncontrolled slippage
causes undesired motions that result in erroneous position and orientation.
The most common method for autonomous relative position estimate - odo-
metry, is subject to unbounded errors due to slippage [2], and requires an
additional positioning system (e.g. Map-Matching, GPS, Beacon-Based Tri-
angulation). This problem becomes critical when no absolute positioning sy-
stem is available (e.g. space, underground or indoor missions). Furthermore,
additional tasks such as trajectory planning and obstacle avoidance cannot
be reliably performed in the presence of uncontrolled slippage. Many rese-
archers deal with robot-surface interaction, particularly on slippery terrains.
Bidaud et. al. [1] deal with wheel-soil interaction models. Iagnemma et. al. [7]
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describe terrain estimation and sensing methodology using visual, tactile and
vibrational feedback. Ferretti et. al. [5] exploits high resolution encoders to
compensate for non linear friction terms. Physics based motion control that
involves a model of traction mechanics with the consideration of force distri-
bution among the wheels is discussed in [3]. In this approach the wheel-soil
contact angle and the distribution of the load on each wheel are considered,
and a control system maximizes traction between the vehicle and the terrain.
Yoshida and Hammano [11] investigate the tire-soil traction mechanics as well
as the body-suspension-wheel dynamics of a mobile robot. Conventional lo-
comotion uses legs or powered wheels to generate motion. In contrast, our
robot relies on relative motion of the joints to generate motion of the central
body similar to the motion of a downhill skier on an icy surface, or locomotion
on rollerblades. A novel robot design that has the ability to switch between
skating and walking modes is the Roller-Walker [4]. This quadruped robot has
the ability to switch between walking and skating modes. Passive wheels at
the end of each leg fold flat to allow the robot to walk. In the skating mode,
the wheels are rotated into place to allow the robot to carry out skating mo-
tion. Another example is the ROLLERBLADER [6]. This robot is different
from the Roller Walker in its ability to raise the rollerblades off the ground.
This allows the use of gaits that mimic those used by human rollerbladers.
Shimizu [10] developed both a skiing robot and a snowboarding robot that
can model how humans perform turns on skis or snowboard.

Semi-passive driving mechanism has several advantages over regular po-
wered mechanisms. First, no longitudinal slippage occurs, given minimal fric-
tion between the wheels and the surface. The minimal friction is required
for overcoming the rotational friction between the wheels and their housing,
which is significantly reduced even by conventional bearings. The elimination
of longitudinal slippage is essential for accurate and reliable odometry, parti-
cularly for outdoor missions. Using semi passive driving mechanism, combined
with intelligent motion planner can significantly reduce the power consump-
tion of the vehicle. Utilizing the powered mechanism only when required (e.g.
traveling uphill or on horizontal surface), while changing to passive motion
when possible (downhill travel or using the vehicle inertia) can save signifi-
cant energy consumption, and therefore increase the autonomy of the system.
Finally, while replacing the passive wheels with ice skating blades it can move
on slippery surfaces such as ice utilizing the unique characteristic of small
friction forces on the longitudinal direction and large friction forces on the
lateral direction.

The paper is organized as follows: In Section 2 we describe the robot
design. Section 3 provides kinematic analysis and geometrical insights of sin-
gular configurations under no lateral slippage conditions. Section 4 suggests
an odometric model for localization and lateral slippage detection. Section
5 describes motion patterns for downhill, uphill and horizontal locomotion.
Section 6 presents experimental results that verify the motion planner and
the odometric model. Section 7 provides the conclusions.
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2 Robot Description

The robot consists of an upper circular body and three identical semi-passive
driving mechanisms shown in Fig. 1(a). Each driving mechanism consists of a
passive wheel that rolls freely along its longitudinal direction. The mechanism
has two actuators: a rotational and a linear actuators shown in Fig. 1(b). Both
actuators use Pittman DC servo motors. The linear actuators use a lead screw
mechanism with two parallel slide guides and linear bearings. The rotational
actuator uses timing belt mechanism to reduce the total robot height and
lower the center of gravity. The robot is equipped with studded-like tires to
increase traction and reduce slippage. The wheels can be easily replaces by
ice skating blades or skis for motion on icy or snowy surfaces. The robot is
equipped with an inclinometer to measure the surface slope.

The robot is equipped with six degrees of freedom, allowing for changes
in the internal configuration which are required for various motion patterns
(as described in the following sections). The rotation along the normal to the
central body determines the longitudinal rolling direction of the wheel. Since
wheels are passive, we assume no longitudinal slippage (lateral slippage is
permitted)3. Each of the passive wheels is equipped with a rotational encoder
to measure rolling. Data from these encoders is used by the odometric model
for relative position and orientation estimation of the robot. Furthermore,
based on the kinematic and odometric models (discussed in Sections 3 and 4),
the amount of lateral slippage on each wheel can be determined.

3 Kinematic Analysis

The robot’s c-space (configuration space) contains nine parameters, q =
(xb, yb, θb, d1, d2, d3, θ1, θ2, θ3) ∈ IR9, out of which only six are actuated. Hence
the robot’s central base is un-actuated. The goal is to design a motion path for
the actuated joints such that it steers the entire robot to a desired location.
To begin, we compute each wheel’s center point location and velocity using
rigid body transformation and its time derivative:

pi = db + Rbdiri and ṗi = ḋb + Rbḋiri − θ̇bJRbdiri for i = 1, 2, 3 (1)

where J =

�
0 1
−1 0

�
and Rb is the rotation matrix of the central base angle

θb. Assuming no lateral slippage, the wheel’s center point velocity has no
component along the lateral direction. Therefore:

cTi ṗi = 0 for i = 1, 2, 3 (2)

where ci = RbRi(1, 0)T is the lateral direction of the ith wheel, and Ri is the
wheel’s rotation matrix of angle θi. Let us make the following definitions:

3 This assumption is valid only for wheels with small inertia and for relatively small
accelerations.
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Fig. 1. (a) Prototype of the three wheeled robot, (b) design model of the wheel
mechanism, and (c) the robot’s parameters.

V (q) = −diag(cT1 Rbr1, cT2 Rbr2, cT3 Rbr3) ∈ IR3×3 (3)

and

K(q) =

cT1 −d1c
T
1 JRbr1

cT2 −d2c
T
2 JRbr2

cT3 −d3c
T
3 JRbr3

 ∈ IR3×3.

The no-slippage constraint (2) can now be written in matrix form as follows:
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�
ḋb

θ̇b



= G(q)

 ḋ1

ḋ2

ḋ3

 where G(q) = K−1(q)V (q) ∈ IR3×3. (4)

This constraint depends on velocities as well as on the configuration. The-
refore, (4) introduces three non-holonomic constraints, and the robot is said
to be a non-holonomic, under-actuated system. Let u = (ud,uθ)

T ∈ IR6 be
vector of control inputs, where ud = (ḋ1, ḋ2, ḋ3)

T and uθ = (θ̇1, θ̇2, θ̇3)
T .

Then the robot’s kinematic system is:

q̇ =

�
G(q)ud

u



. (5)

The central base velocity is uniquely determined by the actuators’ veloci-
ties only if G(q) has full rank. Moreover, existence and uniqueness of solution
to the robot’s kinematic system is assured only if rank(K(q)) = 3. Matrix
K(q) is of full rank if, and only if, the three lines l1, l2, and l3 do not inters-
ect in a single point and are not mutually parallel. Theses lines are given by
li = pi + tici for i = 1, 2, 3, and ti is a length parameter along the ith line
(Fig. 1(c)). If the robot is not in a singular configuration, the central base
velocity is fully controllable using the linear actuators velocities. Later on we
use this fact to conduct uphill motion. However, singular configuration can be
used for free slide in downhill motion.

4 Odometric Model and Slippage Detection

In this section we describe the odometric model of the robot and a method
for slippage detection. As previously discussed, each wheel is equipped with
a rotational encoder to measure the passive roll - φi, (Fig. 1(c)). Given the
central body velocity, the wheels’ center point velocity is computed in (1).
Taking the derivative of φi and multiplying by the wheel radius - Wr, gives
the ith wheel center point longitudinal velocity. Equating the latter term with
the ith wheel center point velocity projected on the longitudinal direction,
denoted c̃i = −Jci, results in:

c̃Ti ṗi = φ̇iWr for i = 1, 2, 3 (6)

Based on (6) it is possible to evaluate the central base velocities while mea-
suring the passive wheels’ rotation velocities and the actuators’ positions and
velocities. Let us define the 3 × 3 matrix K̃(q) as follows:

K̃(q) =

 c̃T1 −d1c̃
T
1 JRbr1

c̃T2 −d2c̃
T
2 JRbr2

c̃T3 −d3c̃
T
3 JRbr3

 ∈ IR3×3, (7)

then central base velocity is determined by: ẋb

ẏb
θ̇b

 = K̃−1(q)

 φ̇1Wr − ḋ1c̃
T
1 Rbr̂1

φ̇2Wr − ḋ2c̃
T
2 Rbr̂2

φ̇3Wr − ḋ3c̃
T
3 Rbr̂3

 .
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Numerical integration of the central base velocity along the motion path
determines the robot’s central base position. Note that as long as K̃(q) is
not singular it is possible to calculate the base position even under lateral
slippage. Matrix K̃(q) is of full rank if, and only if, the three lines l̃1, l̃2, and
l̃3 do not intersect in a single point and are not mutually parallel, where
l̃i = pi + t̃ic̃i for i = 1, 2, 3, and t̃i is a length parameter along the l̃i line (Fig.
1(c)).

Slippage detection method: After evaluating the central body veloci-
ties, it is possible to compute each wheels’ center point velocity according to
(1). This velocity vector, ṗi, can be divided into two components: the longi-
tudinal component, c̃Ti ṗi, and the radial component,

ṡi = cTi ṗi for i = 1, 2, 3.

Note that ṡi is the lateral velocity of the wheel center point. If the three lines
l̃1 ,̃l2 and l̃3 (Fig. 1(c)) do not intersect in a single point and are not mutually
parallel, then we can explicitly compute the amount of lateral slippage of each
wheel.

5 Motion Patterns

In this section we describe the motion patterns of the robot. Since motion is
based on a semi-passive mechanism, there are two major patterns: Uphill and
horizontal locomotion, and downhill motion.

5.1 Uphill and Horizontal Locomotion

In horizontal or uphill locomotion, gravitational force cannot be used to con-
duct motion. Rather, the robot actuators produce the required central body
velocity. The motion planning problem is as follows: For a given path, α(t)
of the robot’s central body, what should be the actuators’ velocities. The
Lafferriere and Sussmann method [9] is an example of such a motion plan-
ning method for under-actuated non-holonomic systems. The Lafferriere and
Sussmann method requires the system to be nilpotent (i.e. high order of Lie
products vanish). However, our system contains trigonometric function whose
derivatives never vanish and therefore is not nilpotent. Eq.(4) shows that, in
order to provide the robot’s central body with any desired velocity, the linear
joints should supply the joint’s velocities

ud = V −1(q)K(q)

�
ḋb

θ̇b



desired

where

�
ḋb

θ̇b



desired

= α̇(t). (8)

Applying the velocities described in (8) to the linear actuators provides the
central body with the desired velocity and it precisely follows the α(t) path.
This motion is limited by the linear actuators’ stroke. When one of the linear
actuators reaches its limit, all actuators stop. Next, the linear actuators return
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Fig. 2. Horizontal and uphill motion patterns

to their initial configuration without causing the robot’s central body to move.
From (3) we notice that if the matrix V (q) is the 3×3 zero matrix, motion of
the linear actuators will not affect motion of the robot’s central body. V (q) is
a diagonal matrix with the terms cTi Rbri on the diagonal. The cTi Rbri terms
vanish if each ci is perpendicular to Rbri. This happens only when the wheels
are in the radial directions.

Figure 2 illustrates the principle of our motion patterns for linear motion
and for circular motion around the robot’s center. Motion consists of four
steps, in which some or all wheels change their angular and/or linear con-
figuration resulting in the desired path for the robot’s central body. Other
trajectories can be generated using similar patterns.

Linear motion pattern consists on four phase motion: First the front
two wheels (wheels 2 and 3) rotate ∆θ2 and ∆θ3 to the required configuration
(Step I). Next, the linear actuators of wheels 2 and 3 move to provide the
desired velocity to the central body (step II). The actuators move ∆d2 and
∆d3, resulting in a longitudinal motion of wheels 2 and 3 of ∆p2 and ∆p3, and
a central body linear motion of ∆db. It should be noted that ∆p2 = ∆p3 =
∆d2 cos ∆θ3, and ∆db = ∆d2 sin ∆θ3. Once the linear actuators reach their
maximum stroke, the wheels rotate such that their longitudinal axes coincide
with the radial direction to the base center (in our case −∆θ2 and −∆θ3).
Finally, the linear actuators return to their initial configuration.

Circular motion pattern: In the first step all wheels simultaneously ro-
tate ∆θ at the same direction. Next, all linear actuators move simultaneously
the same distance ∆d. This linear motion generates tangential forces that ro-
tate the robot’s body ∆θb around its center. Once the linear actuators reach
their limit, the wheels rotate such that their longitudinal axes coincide with
the radial direction to the base center and the linear actuators return to their
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Fig. 3. Motion pattern for rotation about wheel 3.

initial configuration. The rotation around the robot center ∆θb is given by

∆θb =
∆d

d
tan(∆θ)

where d is distance between the robot center and the wheels. According to
this equation, larger rotation angle of the wheels ∆θ in step I increases the
rotation of the robot’s body in step II. However, ∆θ = 90◦ is a singular
configuration in which the body can rotate freely with around its center.
It also should be noted that as the wheels approach the robot’s center, the
rotation rate increases for the same ∆θ. However, the friction forces required
for this rotation increase, and eventually break the static friction constraint,
resulting in a lateral slippage of the wheels.

Other trajectories can be generated using similar patterns. For example, a
rotation around one of the robot’s wheels is shown in Figure 3 (in this figure
around wheel 3). In step I wheel 2 rotate 60◦ and wheel 3 rotate 90circ to
the configuration shown. Next, the linear actuator of wheel 1 generates the
rotation of the body by moving d1. In step III the wheels rotate back to the
radial configuration and in step IV the linear actuator of wheel 1 returns to
the initial configuration.

5.2 Downhill Locomotion

In downhill motion the gravitational force is used for dragging the robot do-
wnwards. For circular motion the lines li’s intersect in a single point and the
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matrix K(q) is singular. In this case the robot is constrained to move along
an arc shaped path. The center of the arc is in the intersection point of the
l1,l2 and l3 lines. Since the robot is an Euler-Lagrange system and since there
is friction in the wheels’ bearings, the system is passive and governed by gra-
vitational potential energy. According to Koditschek [8] the configuration in
which the system’s potential energy is minimal is an asymptotical stable equi-
librium point of the system. According to this observation, we find the radius
and center of curvatures at each point of the desired motion path. Then we
continuously set the li’s intersection point at the center of curvature of the
desired path by changing the robot’s configuration. This way, the robot pas-
sively glides along the desired path. In the ”snow-plough” motion two wheels
are rotated in a ”snow-plough” configuration, while the third wheel is used
for steering. In this mode, speed is controlled according to the slide angle of
the wheels relative to the motion direction. Figure 4 shows these two patterns
for downhill motion.

Fig. 4. Downhill motion patterns

6 Experimental Results

In this section we describe the experiments conducted with our autonomous
robot, shown in Figure 1(a). In the first experiment we examine the linear
motion pattern on a horizontal surface. Figure 5 shows the robot configuration
(rotation angle and linear actuator of all wheels) during motion. Wheels 2 and
3 perform the required rotation and translation as shown in figure 2, while
wheel 1 remains passive. The second part of figure 5 shows the actual wheels
locations during motion as determined by our odometric model. Although
the nominal path of the robot center is linear, actual path is not linear and
bends to the right. This is expected as the experiment is conducted on a non-
homogenous surface, and lateral slippage occurs, especially during stage II.
This is also the reason for the oscillated motion of wheel 1, which nominally
remains passive during that motion. However, the slippage is clearly detected
by the odometric model.
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Fig. 5. Actual paths determined by the odometric model in horizontal linear motion

Fig. 6. Actual paths determined by the odometric model in horizontal circular
motion

Figure 6 shows the robot configuration (rotation angle and linear actuator
of all wheels) during circular motion around the center of the robot. Instead of
returning to initial configuration (Step III in Figure 2) all wheels are rotated
−2∆θ before the linear actuators return. This way rotation of the central
body continues during Step IV, resulting in a double rotation angle for a full
motion period.

Figure 7 shows a downhill motion using the ”snow-plough” method. In
this motion all linear actuators remains stationary, and wheels 2 and 3 are
rotated until motion starts. Returning to the initial radial configuration stops
the motion. The odometric model shows identical, parallel and near-linear
motion of all wheels and robot’s body. The non-linearity of the path occurs
at the beginning and end of motion due to rotation of the wheels.

Finally we show an experiment for downhill rotation. In the experiment
shown in figure 8, the robot rotates around wheel 3 according to the pattern
shown in figure 4. In this pattern wheels 1 and 2 rotate ∆θi such that l1 and l2
(lines through wheels 1 and 2 in the lateral direction) intersect at the contact
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Fig. 7. Actual paths determined by the odometric model in linear downhill motion

Fig. 8. Actual paths determined by the odometric model in linear downhill motion

point of wheel 3. The robot rotates about wheel 3 and stops when in reaches
a minimal potential energy position.

7 Conclusions

In this paper we present a mobile robot, designed for motion on slippery sur-
faces. Motion is performed by changes in the internal configuration of the
robot, using passive rolling studded-like wheels. Kinematic model determines
the required joints’ velocities that steer the robot to a target position. Odo-
metric model accurately determines the robot’s position even in the presence
of slippage. A method for evaluating the lateral slippage based on the odo-
metric and kinematic models is presented. Gait patterns for motion up and
down hills, as well as on horizontal surface are presented. Experimental re-
sults verify our models and slippage estimate, and show the reliability and
accuracy of motion on slippery surfaces. Field experiments for the suggested
gait patterns on various slopes and terrains have been carried out using our
prototype model. In future work we intend to develop a dynamic model and
investigate the effect of various terrain types on the suggested gait patterns.
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Summary. In our current research, we are developing a holonomic mobile vehicle
which is capable of running over the step. This system realizes omni-directional mo-
tion on flat floor using special wheels and passes over the step in forward or backward
direction using the passive suspension mechanism. This paper proposes a new wheel
control method of the vehicle according to its body configuration for passing over
the step. The developed vehicle utilizes the passive suspension mechanism connected
by two free joints that provide to change the body configuration on the terrain con-
dition. Therefore, it is required to coordinate the suitable rotation velocity of each
wheel according to its body configuration. In our previous work, the vehicle motion
during step-climbing was discussed and moving velocity of each wheel was derived.
In this paper, we adapt these results to wheel control and derived rotation velocity
reference of each wheel. The performance of our proposed method is verified by the
computer simulations and experiments using our prototype vehicle.

Keywords: Omni-Directional Mobile System, Passive Linkage Mechanism,
Step-Climbing, Wheel Control

1 Introduction

In recent years, mobile robot technologies are expected to perform various
tasks in general environment such as nuclear power plants, large factories,
welfare care facilities and hospitals. However, there are narrow spaces with
small barriers such as steps and the vehicle is required to have quick mobility

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 331–342, 2006.
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for effective task execution in such environments. The omni-directional mo-
bility is useful for moving in narrow spaces, because there is no holonomic
constraint on its motion. [1] [2] Furthermore, the step-overcoming function is
necessary when the vehicle runs in the environment with barriers. In related
works, various types of omni-directional mobile systems are proposed (legged
robots, ball-shaped wheel robots, crawler robots, and so on). The legged robot
[3] [4] can move in all directions and passes over rough terrain. However, its en-
ergy efficiency is not so good because the mechanisms tends to be complicated
and the robot need to use its actuators in order to only maintain its posture.
The robot with ball-shaped wheels can run in all directions [5], however, it
cannot run on the rough grounds. The special crawler mechanism [6] is also
proposed for the omni-directional mobile robot, but which can climb over only
small steps. Therefore, there is still a lack of well-adapted mobile system for
both narrow spaces and irregular terrain operation and we are developing a
holonomic omni-directional vehicle with step-climbing ability. [7]

Our prototype mechanism consists of seven special wheels with free rollers
(Figure 1) and a passive suspension mechanism. The special wheel equips
twelve cylindrical free rollers [8] and applies the traction force only in advance
direction. All special wheels are actuated and generate the omni-directional
motion with suitable wheel arrangement and wheel control.

Furthermore, our mechanism utilizes new passive suspension system, which
is more suitable for the step than general rocker-bogie suspensions. [9] [10] The
free joint point 1 is in the same height as the axle and this system helps that
the vehicle can pass over the step smoothly when the wheel contacts it in
forward or backword direction. [7] No sensors and no additional actuators are
equipped to pass over the barriers on the floor.

(a) Overview of the mechanism (b) Prototype vehicle

Fig. 1. Our prototype mechanism
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Our prototype has redundant actuations, therefore the vehicle controller
calculates the control reference of each wheel based on the kinematic model [11]

and controls each actuator to take the coordination among the wheels using
PID-based control.[12] When the vehicle with passive linkages overcomes the
step, the moving velocity of each wheel is different because of the change of the
body configuration and its kinematic model. Therefore, it is required to modify
the wheel control reference referring to the change of its body configuration.
However, in many cases, fixed control reference which is derived without the
consideration of body configuration is adapted and it causes the wheel slippage
or rotation error. [13]

In our previous work, we developed PID based control scheme with co-
ordination among the wheel [12] and derived its control reference referring to
its body shape. [14] However, wheel control reference tends to become too ex-
traordinary, especially during step-climbing, because it is derived from only
vehicle’s body configuration without consideration of the balance among wheel
velocities. Too extraordinary control reference causes wheel slippage and ro-
tation error. Wheel slippage disturbs the vehicle mobile performance and it
is important to reduce it for maximizing traction force. [15] Therefore, it is
required to derive the suitable wheel control reference not only referring the
body configuration but also maintaining the balance among the wheel rota-
tion velocities. In this paper, we developed the adjusting method of wheel
control reference referring to the modification of the body shape for reducing
wheel slippage and rotation error, and increasing the mobile performance.

2 Control System

2.1 Kinematics

Our vehicle has the passive suspension mechanism in its body and the body
configuration changes according to the terrain condition when the vehicle
passes over the non-flat ground. Therefore, it is required to modify the wheel
control referring to its configuration.

In this section, we consider the relationship of rotation velocity vector
of each wheel and the change of the body configuration on general passive
linkage vehicle model. We assume that the vehicle has n passive linkages
and all wheels have grounded and actuated. When the vehicle passes over
the barrier as shown in Figure 2 (a), the velocity vector of wheel i + 1 is
calculated by the velocity vector of wheel i and the rotation vector of wheel
i+1 in equation (1). These vectors are expressed by three dimensions in their
local coordination system.

vi+1 = ivi + iσi ×
iPi

i+1 (1)



iPi
i+1 is the position vector from the wheel i to wheel i+1 on coordination i.

(a) Body configuration (b) Wheel model

Fig. 2. Relationship between the velocity vector and the vehicle body

The coordinate system of each wheel is defined as shown in Figure 2(b).
- The x-axis is defined in the drive direction of the wheel.
- The y-axis is defined in the perpendicular direction to the ground.

Thus, the x-direction ingredient of the velocity vector in the coordination
{i} is derived as the control reference value. The control reference of the wheel
i + 1 (ωi+1) is derived from equation (2) and (3).

ωi+1 =

i+1vi+1


x

r
+

iσi


z

(2)

i+1vi+1 = i+1

i R · ivi+1 (3)i+1vi+1


x

is x ingredient of the wheel i+1 velocity vector, r is the radius

of the wheel and i+1

i R is the conversion matrix from the coordination {i} to
{i + 1}. Thus, when the velocity vector and rotation vector of wheel i are
defined as ivi and iσi, the control reference of wheel i + 1 is expressed as
equation (4).

ωi+1 =

i+1

i R ·
	
ivi + iσi ×

iPi
i+1



x

r
+

iσi


z

(4)

All wheels have grounded, therefore we can assume that each wheel
grounds the plane as shown in Figure 2(b). When the angle between the x-
axis of coordination {i} and the one of coordination {i+1} is α, the conversion
matrix is derived as equation (5). α fulfills the equation (6).
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where i is the number of wheel (i = 1 · · ·n), ivi and iσi are the velocity vector
and the rotation vector of wheel i on the coordinate system i, respectively.
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(5)


i+1


v = 0 (6)

i+1


y

2.2 Adaptation to Our Prototype

In previous section, we discuss the general vehicle kinematics referring to the
body configuration. In this section, we adapt it to our prototype vehicle and
derive the velocity vector of each wheel. Our vehicle measures the change of
body configuration using its attitude sensors and generates the wheel control
reference with this information.

Our vehicle has two potentiometers on each passive joint and tilt sensors
which are attached on the rear part of the vehicle body as shown in Figure
3(a). We can measure the following angles using these sensors.

- The roll angle θ and pitch angle γ from potentiometers.1 1

- The roll angle θ and pitch angle from tilt sensors.2 γ2

Our developing vehicle has 7 wheels and all wheels has actuated. Figure
1(a) shows the definition of the wheel number (We display as wheel i: i =
1 · · · 7), the coordinates, the length of each links, and the rotate speed of each
wheel, respectively. R1 and R2 indicate the length of each links and ω · · ·1 , ω7,

are the rotation velocity of each wheel.

i+1

i R =


 cosα − sin α 0

sin α cosα 0
0 0 1

(a) Side view (b) 3D view

Fig. 3. Coordination and parameters of our prototype

When the vehicle runs at v0 in x-direction on the coordination {4}, the
velocity vector of wheel 7 on the coordination {4} is derived as equation (7)
by equation (1). The kinematic relationship among the wheels is shown in
Figure 3(b).



4v7 =4 v6 + 4σ6 ×
4 P6

7 =
	
4v4 + 4σ4 ×

4P4
6



+ 4σ6 ×

4 P6
7

=


 4v7x

4v7y
4v7z


 =


 v0 + θ̇1 {−R1 sin θ1 + R2 cos θ1 sin γ1 − b cos θ1 (1 − cos γ1)}

θ̇1 {R1 cos θ1 − R2 sin θ1 sin γ1 + b sin θ1 (1 − cos γ1)} − γ̇1 (R2 cos γ1 − b sin γ1)
−γ̇1 (R2 cos θ1 sin γ1 − b cos θ1 (1 − cos γ1))


 (7)

As the same, the velocity vectors of wheel 1, 3 and 5 are derived from
equation (8), (9) and (10), respectively.

4v1 =


 4v1x

4v1y
4v1z


 =


 v0 − θ̇2 {R1 sin θ2 + R2 cos θ2 sin γ2 − b cos θ2 (1 − cos γ2)}

θ̇2 {R1 cos θ2 + R2 sin θ2 sin γ2 − b sin θ2 (1 − cos γ2)} + γ̇2 (R2 cos γ2 − b sin γ2)
γ̇2 (R2 cos θ2 sin γ2 − b cos θ2 (1 − cos γ2))


 (8)

4v3 =


 4v3x

4v3y
4v3z


 =


 v0 + θ̇2 {−R1 sin θ2 + R2 cos θ2 sin γ2 − b cos θ2 (1 − cos γ2)}

θ̇2 {R1 cos θ2 − R2 sin θ2 sin γ2 + b sin θ2 (1 − cos γ2)} − γ̇2 (R2 cos γ2 − b sin γ2)
−γ̇2 (R2 cos θ2 sin γ2 − b cos θ2 (1 − cos γ2))


 (9)

4v5 =


 4v5x

4v5y
4v5z


 =


 v0 − θ̇1 {R1 sin θ1 + R2 cos θ1 sin γ1 − b cos θ1 (1 − cos γ1)}

θ̇1 {R1 cos θ1 + R2 sin θ1 sin γ1 − b sin θ1 (1 − cos γ1)} + γ̇1 (R2 cos γ1 − b sin γ1)
γ̇1 (R2 cos θ1 sin γ1 − b cos θ1 (1 − cos γ1))


 (10)

On the other hand, the rotation vector of each wheel is derived using the
roll and pitch angle as shown in equation (11) and (12). In equation (11), The
rotation vectors of wheel 5 and 7 are same because these wheels are connected
by same linkages. As the same, the rotation vectors of the wheel 1 and 3 are
same in equation (12).

4σ5 = 4σ7 =
�

4σ7x
4σ7y

4σ7z

�T
=

�
γ̇1 0 θ̇1

�T
(11)

4σ1 = 4σ3 =
�

4σ3x
4σ3y

4σ3z

�T
=

�
γ̇2 0 θ̇2

�T
(12)

2.3 Derivation of Wheel Control Reference

In previous section, we derive the velocity vectors and rotation vector of each
wheel when the vehicle runs at v0 on the coordination {4}. However, these vec-
tors are only calculated by kinematical relationship of wheels and the velocity
vector of wheel, which passes over the step, tends to become extraordinary
because of change of body shape. If we derive the wheel control reference
by these extraordinary vectors using equation (4) simply, wheel control refer-
ences become also extraordinary and cause wheel slippage and rotation error.
In order to derive suitable wheel control references from results of previous
section, we consider the following points.

• When the vehicle passes over the step at V0 in advanced direction on the
vehicle coordination as shown in Figure 1 (a), we set V0 as the velocity in
x-direction on the coordination {4}.
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• All wheel velocity based on V0 referring to body configuration must be
smaller than V0.

Our proposed scheme is shown in Figure 4. When the vehicle passes over
the step at V0 on the vehicle coordination as shown in Figure 1 (a), we set the
velocity in x-direction on the coordination {4} as equation (13) temporary
and we derive the velocity vectors of all wheels from equation (7)-(10).

4v4x = V0 (13)

The coefficient ci of wheel i is determined by equation (14).

ci =

�
|V0|

|
4vi|

if
��4vi

�� > |V0|

1 if
��4vi

�� ≤ |V0|
(14)

where 4vi indicates the calculated velocity vector of wheel i. i (= 1, · · · , 7)
means sub-number for identification of the wheel.

The velocity vector on the coordination {4} is determined by equation
(15). Using equation (15), all wheel velocity vectors are calculated within the
range of V0.

vout
i = c · 4vi (15)

where c = min {c1, · · · , c7}.

Now, we derive the wheel control references from wheel velocity vector and
rotation vector derived in previous section. When we set v0 as the velocity
vector vout

4 of x-direction, the velocity vector of wheel i on the coordination
{i} is shown in equation (16). As shown in equation (5), we assume that the
obstacle is the α-degree slope about each wheel as shown in Figure 3(a).

ivi = i
4R · 4vi =


 cosα − sin α 0

sinα cosα 0
0 0 1


 ·


 4vix

4viy
4viz


 =


 cosα · 4vix − sin α · 4viy

sin α · 4vix + cos α · 4viy
4viz


 (16)

From equation (4) and (13), the control reference of wheel i is expressed
in equation (17).

ωi =
cosα · 4vix − sin α · 4viy

r
+ 4σiz (17)

The α-degree is defined in equation (18), because the x-axis is defined in
the drive direction of the wheel and the velocity vector is parallel to the drive
direction as equation (6).

sinα · 4vix + cosα · 4viy = 0 (18)

Our vehicle controls each wheel based on this control reference using PID
based control system. [8]



Fig. 4. Flow chart of the wheel control reference derivation

3 Experiments

3.1 Computer Simulation

We verify the effectiveness of our proposed control reference by computer sim-
ulations. We adapt our proposed control reference to test vehicle model and
compare the result of proposed reference with the result of fixed reference
which does not consider the body configuration. As initial conditions, simu-
lation parameters of test vehicle model are chosen from our prototype model.
The parameters are shown in Table 1.

Table 1. Parameters of prototype

Number of Linkages 2

Length of Linkage Front Part 195[mm], Rear Part 400[mm]

Body Weight Front Part 7.8[kg], Rear Part 13.8[kg]

Wheel Diameter 132[mm]

Distance between Wheels Front-Middle 255[mm], Middle-Rear 215[mm]

Friction Coefficient Static 0.3, Dynamic 0.25

Running Speed (V0) 0.25[m/sec]
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Fig. 5. Simulation setup

In this simulation, the vehicle passes over the step at advance direction as
shown in Figure 5. The vertical gap of step is 0.1[m].

We use the Working Model 2D as a physical simulator and MATLAB as a
controller. Working Model calculates the vehicle conditions dynamically using
Kutta-Merson integrator and outputs the sensing data for MATLAB such as
rotational velocities of each wheel and angle of free joint. MATLAB calculates
the output value of each actuator using these values with our developed PID
based controller [12] and returns the output value for Working Model. Both
applications are linked by Dynamic Data Exchange function on MS Windows.

3.2 Simulation Results

As the result of the simulation, when the prototype vehicle passes over the
0.1[m] height step, control references of each wheel are derived as shown in
Figure 6. These references are within the range of V0 and we verify these
control references are suitable.

Figure 7 shows the slippage ratio and Figure 8 shows rotation error ratio
of the wheels during step climbing. The slippage ratio of the wheel decreases
54[%] and the rotation error ratio of the wheel decreases 55[%] by our proposed
control method as shown in Table 2. The slip ratio and the rotation error ratio
of wheel are calculated by equation (19) and (20), respectively.

ŝ =
rω − vω

rω
(19)

d̂ =
ωref − ω

ω
(20)

where ω is the rotation velocity of the wheel and ωref is the reference value
of wheel rotation velocity. r and vω indicate the radius of the wheel and the
vehicle speed, respectively.

From these results, our proposed method reduces the slippage and the ro-
tation error of the wheels. Therefore, our proposed control method is effective
for increasing the mobile performance of the vehicle during step-climbing.

3.3 Experiments

Here, we verify the mobile performance of proposed wheel control method by
the experiments using our prototype. In this experiment, the vehicle passes



Fig. 6. Wheel control reference during step-climbing

Table 2. Slippage and rotation error ratio of wheel [%]

Method Front Wheel Middle Wheel Rear Wheel Average

Slippage Standard 31.3 30.3 29.6 30.3
Ratio Proposed 13.1 14.3 14.2 13.9

Rotation Error Standard 16.5 16.3 16.6 16.5
Ratio Proposed 7.4 7.2 7.9 7.5

(a) With standard control method

(b) With proposed control method

Fig. 7. Wheel slippage ratio

over the step in advance direction and we verify the height of the step which
the vehicle can climb up. Experimental conditions are same as the prototype
vehicle parameters shown in Table 1. We compare the results by our proposed
method with the result utilizing standard PID controller, which doesn’t con-
sider the body configuration.

As the result of the experiment, the vehicle can pass over the 0.152[m]
height step with our proposed wheel control method as shown in Figure 9.
With standard method, the vehicle can pass over the only 0.072[m] height
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(a) With standard control method

(b) With proposed control method

Fig. 8. Wheel rotation error ratio

step. From this result, mobile performance of the vehicle increases using our
proposed wheel control method.

Fig. 9. Passing over the 152[mm] height step

4 Conclusion

In this paper, we propose the wheel control method of the vehicle according
to change of its body shape during step-climbing. We discuss the kinematic
model referring to the body configuration and adjusting method of the wheel
control references when the vehicle passes over the step changing the body
shape.

We verified the effectiveness of our proposed method by the computer sim-
ulations and experiments. Utilizing our proposed method, the slippage ratio
and the rotation error ratio of wheels reduces when the vehicle climbs the step



and its step-overcoming performance is improved. As the results, our vehicle
realizes 152[mm] height step-climbing performance with wheel of 132[mm] di-
ameter. Its performance is useful for omni-directional wheeled vehicle. Our
proposed wheel control method can utilize for the vehicle which has passive
suspension mechanism.
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Ball-Shaped Robots: An Historical Overview
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1 Introduction

Sphere is ”the set of all points in three-dimensional space lying the same dis-
tance (the radius) from a given point (the centre).” (Encyclopedia Britannica
Online)

The shape of a sphere provides complete symmetry and a soft, safe and
friendly look without any sharp corners or protrusions, which is advantageous
when a robotic device is dealing with people. In terms of robotics, a spher-
ical structure can freely rotate in any direction and all positions are stable.
While the propulsion system is located inside the ball it can be hermetically
sealed to provide the best possible shield for the interior parts. The spher-
ical shape maximizes the internal volume with respect to surface area and
provides an optimal strength against internal overpressure or underpressure,
which is an important feature for underwater and space applications. The
greatest technical challenges are its limited off-road capability and challeng-
ing controllability. Step-climbing capability is defined by the radius of the ball
and the ratio of the masses of the cover and the unbalanced mass. Typically,
the static step-climbing capability is less than 0.25 x R. The possibility of
rotation in all directions makes the control of the ball challenging. Ball os-
cillation during the movement is difficult to handle, while the control system
requires powerful actuators to compensate the oscillations.

Ball-shaped autonomously moving vehicles have a long history, and recent
studies have described a variety of applications in different environments,
including marine, indoors, outdoors, zero-gravity and planetary exploration.
This article describes briefly the history of American patents of self-moving
balls and recent developments carried out at Helsinki University of Technology
(TKK) and elsewhere in the world.
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2 History of Self-Propelled Movable Balls in View of
U.S. Patents

Engineers are often advised not to invent the wheel again. However, a quick
search of the U.S. Patent office database immediately reveals more than 50
patents related to the autonomous mobility of a ball-shaped object. These
patents date from 1897 to 2003 and all comprise a motorized counterweight
that is used to generate ball motion. Obviously, the number of related patents
in the USA and worldwide is much larger than found by this quick search. The
number of similar one-wheeled and two-wheeled counterweight-based vehicles
is even larger.

The first vehicles were small spring-powered toys with one fixed axis of ro-
tation. The patents concentrate on methods of storing and converting spring
energy with different mechanical solutions. Adding steering capability to the
toys has been a challenge from early times. In 1906, B. Shorthouse patented
a design that offered the possibility of manually adjusting the position of the
internal counterweight in order to make the ball roll along a desired curved
trajectory instead of a straight path (U.S. Patent 819,609). Ever since, mech-
anisms have been patented to produce more or less irregular rolling paths for
self-propelled balls. The toy shown in Fig. 1 dates back to 1909 and shows
one innovative way of producing a wobbly rolling motion for an amusing toy.

Fig. 1. Mechanical Toy by E.E. Cecil, (U.S. Patent 933,623)

The counterweight was usually constructed with a lever rotating around
the ball’s axis. Mobility was provided by generating torque directly to the
lever. The amount of torque needed from the power system was directly pro-
portional to the mass of the counterweight and length of the lever arm. In
1918, A.D. McFaul patented a ”hamster-ball” design (a derivative of a ham-
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ster running wheel), where the counterweight was moved by friction between
the ball’s inner surface and traction wheels mounted on the counterweight
(Fig. 2, left). In this construction, the length of lever arm does not any more
affect the required power-system torque, and similar mobility can be achieved
with less internal torque. Obviously this is of great benefit to spring-driven
toys, at least if they have a large diameter.

A mechanical spring as a power source was displaced by a battery and an
electric motor in a patented design by J.M. Easterling in 1957 (U.S. Patent
2,949,696). Consequently, electric motors were introduced with several differ-
ent mechanical solutions that were already at least partly familiar from earlier
spring-driven inventions. Further development introduced shock and attitude
sensing with mercury switches that would control motor operation and rolling
direction, as well as adding light and sound effects.

An active second freedom for a motorized ball was introduced by McK-
eehan in 1974, as shown in Fig. 2, (right). In addition to reversible rolling
motion, upon impact against an obstacle, the ball would also change its axis
of rotation with the aid of additional motors. This opened the way towards
radio-controlled (introduced in 1985 in U.S. Patent 4,541,814) and, finally,
computer controlled, ball-robots. As (radio-controlled) toy-cars became more
common following 1984, they were frequently inserted inside the ball to pro-
vide a fully steerable 2-dof. rolling toy (U.S. Patent 4,438,588).

Fig. 2. (Left) Early ”hamster-ball” by A.D. McFaul, (U.S. Patent 1,263,262).
(Right) A 2-dof. ball by R.W. McKeehan, (U.S. Patent 3,798,835).

Spherical vehicles to carry people were first developed for marine applica-
tions, like the one of W. Henry in 1889 (Fig. 3, left). This vehicle, with its
passenger floating in the water, was balanced by ballast mass and the weight
of the passenger. The vehicle would move in a manner very similar to the
toys described above with balanced mass inside and with their outer surface
rolling. Steering would be achieved by tilting the axis of rotation by mov-
ing the passenger mass inside the vehicle. In 1941, J.E. Reilley patented a
ball-shaped car (Fig. 3, right) and later different types of chairs were inserted



inside the spherical vehicle. In some cases, a person would enter a ball and
operate it directly without any additional means, like a hamster inside his
running wheel.

Fig. 3. (Left) A marine vessel by W. Henry (U.S. Patent 396,486). (Right) A
Spherical vehicle by J.E. Reilley (U.S. Patent 2,267,254).

The most recent inventions introduce new novel solutions to alter the posi-
tion of the ball’s centre-of-gravity. One example is the Spherical Mobile Robot
by R. Mukherjee, patented in 2001, that uses several separate weights that
are moved with the aid of linear feed systems (U.S. Patent 6,289,263).

3 Fascinating Shape of a Sphere

The apparent large number of patents (and obviously a much larger number of
patent applications) raises the question: ”Why is the mobile ball so popular?”
One aspect is visible already in the names given for the device, such as ”self-
propelled toy”, ”magic ball”, ”squiggle ball” and ”randomly self-propelled
spherical toy”. The power source and principle of action of the device is not
obvious and it appears to move by itself, like a living thing. Apparent random
action increases the fascination of people watching the ball moving around.
This fascination is real and of a great importance when the ball is turned into
a useful robot that operates together with people at home. Another aspect can
be seen in the name ”self-propelled continuously moving toy”, which indicates
that this device never stops. Partly because of its design, and partly through
added functions, this ball-shaped vehicle has an amazing capability to back-
off and change direction upon contact with an obstacle. It is hard to get
this thing jammed, except in unsuitable terrain that could be too resistive or
too slippery. By definition, the ball is round; it has no corners and its outer
dimensions are similar in all possible directions. Wherever it enters, it can also
exit, regardless of its orientation. This being so, the robustness of the ball in
real environments is excellent.
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4 TKK Family of Ball-Shaped Robots

During recent years, the Automation Technology Laboratory of Helsinki Uni-
versity of Technology has developed several different ball-shaped robots. It
may be stated that the laboratory has a special interest in ball-shaped de-
vices. Although these robots have been developed for several purposes and
their functioning is very different, they have, however, a common feature -
their ball-shaped structure - which originates from their common need for mo-
bility. Although the ball is not easy to guide, and its kinematics and dynamics
are quite challenging, the ball-shape provides a robust and fault-tolerant enve-
lope. It has also been observed that the spherical shape fascinates the general
public, which is a fact of great importance when the robot is to be operated
with human beings in a common environment. The robots are presented below
in chronological order.

4.1 Submar

Submar is a robotic member of a multirobot society of several small ball-
shaped floating robots. The robots can be inserted inside a fluid circulation
system of, for example, a paper factory. There, the robots would move along
the fluid circulation and measure several properties of the fluid itself or of
piping containing it. Submar robots measure the internal state of the process
and can perform small tasks such as injecting reagent and taking samples.
The robots move semi-actively along the process flow, changing their vertical
position through the use of an internal pump and diving tanks (see Fig. 4).
A pressure sensor gives information for vertical positioning.

The aim of this project was to create a multirobot system, i.e. a robot
society operating in a 3D process environment. Members of the society com-
municate with each other and so provide an overall view of the state of the
complete fluid circulation system. The benefits of this robot society concept
are fault tolerance, flexibility and simplicity. The society structure compen-
sates the disadvantages of the partly random behaviour of the robots and
of their incomplete mobility capabilities. The spherical shape provides the
advantage of obstruction-free mobility.

A third generation prototype of Submar has a 10.8-cm outside diameter. A
0.5W DC motor controls functions such as the diving tank and chemical tank.
Typical sensors will measure internal and external temperatures, conductivity,
pressure and tilt. The CPU is a Siemens 80C166, 32 MHz, with a 128 kbytes
flash EPROM memory and 128kbytes SRAM. Communication between robots
and with the operator is provided by a Radiometrix BIM, 9600 baud, 433 MHz.

The Submar robots have a wide range of possible applications, includ-
ing various industrial processes, water purification plants, and environmental
monitoring cases. The novel feature in Submar sensor/actuator robots is that
they can follow the state of a process from the inside.
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One possible use of Submar robots in environmental monitoring is to an-
chor it to bottom of a sea or a lake. The robot would then move up and down
along the rope, measuring interesting parameters. Measured values would be
either saved in Submar’s memory or sent by radio to the operator. Another
method might be to let a herd of robots drift along a river flow collecting data
and catching them in a net at the end of the experiment. [1] [2]

Fig. 4. Submar construction and test environment. (TKK)

4.2 Rollo

Rollo is a motorized 2-dof. spherical robot intended to operate at home with
people. It can act as a real mobile telephone, event reminder and safety guard.
Rollo has also performed live on-stage in a theatre in Helsinki. During its
development, several different mobility systems have been developed. Fig. 5
illustrates the three generations of Rollo-robot. The first two generations were
of the ”hamster-ball” type, while the third is based on a rotational rim gear
carrying a rolling axis. An instrument body hangs suspended on the rolling
axis.

Fig. 5. 2nd, 1st and 3rd generation of the Rollo. (TKK)
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The radio-controlled second generation hamster ball was provided with two
completely independent freedoms and full steerability with easy control, but
required an expensive spherical cover that was accurate and fitted precisely.
The third generation allows a softer and transparent cover easily available
from industry. The kinematics and dynamic behaviour of this design are quite
challenging. Rolling direction is selected by turning the rolling axis along the
rim gear, which must then lie in the horizontal position. However, during
rolling, the rim gear also rotates around the axis and there are only two
positions where the robot can select the rolling direction (i.e., the rim gear lies
horizontally). In these two cases, a similar motor rotation yields to opposite
directions of rotation along the rim gear. The robot always has to advance
a full number of half-revolutions, after which it needs to determine which
direction along the rim gear is the correct one. Revolutions of the rim-gear
are counted by means of an inductive sensor. Continuous steering of the robot
is also possible in theory, but in practice it would be a very demanding task.

Contrary to the Rollo-robot, the Roball, and the Rotundus and The This-
tle ([6], [9], [4]) for example, are able to use continuous steering. In these
designs, the rolling axis is not rotated in a horizontal plane to choose the
rolling direction, but is tilted sideways to make the ball adopt a curved tra-
jectory. This is in nature a dynamic behaviour, which has been studied in
relation to Roball-development ([6]).

Another challenging property of the hard-surfaced, unbalanced ball on a
smooth floor is that it behaves like a pendulum. Any change in motor torque
(acceleration, deceleration), or disturbances from its surroundings, easily make
the ball to oscillate; this attenuates very slowly. Oscillations around the rolling
axis are controlled in Rollo with a closed-loop system that controls the drive-
motor torque. The control loop is equipped with attitude sensors and gy-
roscopes that measure forward and backward motion of the payload mass.
A more difficult task is to control the sideways oscillation, since we do not
posses any actuators in this direction. So far, no active instrumentation has
been included for this, but, in future, passive dampers or an active closed-loop
controlled movable counter-weight or pendulum may be considered.

The Rollo-robot is equipped with a camera, microphone and a video link.
Communication to the control station is achieved using a radio modem. The
robot is equipped with a Phytec MiniModul-167 micro controller board us-
ing a Siemens SAB C167 CR-LM micro controller. The robot has sensors
for temperature, pan, tilt and heading of the inner mechanics and pulse en-
coders for motor-rotation measurement. The local server transmits controls
to the robot using commands that are kinematics invariant (i.e., they use the
work-environment variables only). The commands include heading, speed and
running time/distance. Coded graphical signs mounted on the ceiling are uti-
lized by means of the on-board camera to determine absolute robot location
when necessary. The system has an automatic localization command, which
causes the robot to stop, wait for some time to smooth out oscillations, turn
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the camera to the vertical position, find the visible beacons and automatically
calculate the position, which is then returned to the control station.

The robot can be programmed as an autonomous device or it can be
teleoperated via the Internet. The user interface contains a virtual model of the
remote environment where the video input and virtual models are overlaid to
produce the augmented reality for robot guidance. Augmented reality provides
an efficient medium for communications between a remote user and a local
system. The user can navigate in the virtual model and subsequently use it
as an operator interface.

As one application, an educational system has been developed for virtual
laboratory exercises, which university students can do over the Internet. The
overall experimentation system includes versatile possibilities to set up inter-
active laboratory exercises from an elementary level to more advanced levels.
Topics include mechatronics, robot kinematics and dynamics, localization and
navigation, augmented VR-techniques, communication systems and Internet-
based control of devices.

A second application, The Home Helper system, provides a mobile multi-
media platform for communications between home and outside assisters. The
system is connected to various networked devices at home. The devices pro-
vide possibilities for remote security surveillance, teleoperation of the devices,
and interactive assistance to people living at home [3].

4.3 The Next-Gen Robot Society

The Next-gen Robot Society consists of a mother robot and several small
ball-shaped robots shown in Fig. 6. The aim of the project is to realize a func-
tional robot society of several robots autonomously changing information and
working together. A practical application of the system might be a ”Night
Watchman” that involves the agents of the multi-robot system patrolling the
corridors of the laboratory and asking people moving around there for identi-
fication. The small robot contains a novel mechanism that changes the robot
shape from a ball into two separated hemispheres. Simultaneously, as the
hemispheres separate, a mechanical tail extends from its interior to provide
better balance under motion. The kinematics of this robot does not present
a ball but a two-wheeled rover, although it can be driven also in ball-shaped
configuration. In the latter case, steerability would be limited, though. As this
robotic system is also intended for indoor operation with human beings, the
spherical shape provides a friendly look. Further, the ball shaped rovers can
be handled and stored in a robust way by the mother robot that will serve
as an energy refilling station and, when needed, giving a piggyback ride for
some or all of them.

Communications form the basis for any multi-robot system. The robots
are able to form a network by themselves, without the aid of an operator. This
requires dynamic network formation and management. Each robot will also
have a sufficient level of autonomy to remain in operation when they go out
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Fig. 6. A member of the Next-gen Robot Society, closed and open. (TKK)

of communications range. Communications between the human operator and
the robots can either be achieved through the mother robot or by contacting
the robot member directly.

In the robot are two processors, a phyCORE 167CR, functioning as the
main controller and having an Infineon 16-bit C167CR microprocessor. It also
features several communication channels, including two 10/100 Mbit Ethernet
connections, a USB 1.1 host, two serial ports and a compact flash-card slot
housing a Bluetooth or WLAN communications module. A CMOS camera is
connected to the USB host port. It is used, among other things, in recognition
of objects and optical flow measurements. Three VTI SCA 610 accelometers
/ inclinometers are used for inclination and acceleration measurements. A
silicon ring gyroscope is used to monitor the angular speed of the robot, to
stabilize its driving and keep track of the current angle and the relation to
the world coordinates.

A real challenge with the project was to get all the things to fit inside
the 16-cm ball, including the drive mechanics and separation mechanism. The
drive mechanism utilizes two independent motors. The separation mechanism
takes actuation from the other drive motor via a one-way clutch. This way,
we were able to reduce the number of the motors, with the limitation that the
other motor may run only in one direction during normal operation. When the
motor running direction is changed, the mechanism extends 25 mm along with
in-built linear guides. The opening is realized by a special shuttle-device that
automatically closes the structure again when the motor rotation is continued.
A 5-bar linkage is operated by the motion of separate body parts and extends a
two-piece tail to give further support for the device upon rolling. This support
is needed to allow higher motor torque when over-passing obstacles like carpet
edges or door steps. The tail can also be used for automatic connection to a
battery charging station on-board the mother vehicle.

The opening action of the robot requires careful positioning of the masses
inside. The system must be stable both in closed and open positions and the
camera must have an unobstructed view in the open position.
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4.4 Thistle

This study, funded by the European Space Agency under ARIADNA-program,
focused on new innovations derived from nature to develop a novel system to
provide a robust and efficient locomotion system to be used for exploring
foreign planets. Thistle is a large low-mass wind-propelled ball inspired by
the Russian Thistle plant, as shown in Fig. 7. The 1.3-meter ball represents
a model of a larger 6-meter version that was proposed to operate on the
surface of Mars for autonomous surface exploration. In order not to be fully
dependant on occasional wind-energy, the Thistle was equipped with a 2-dof.
drive system that provided full steerability and motorized locomotion.

Without additional equipment and mass, assuming a low drag coefficient
due to the open structure of the ball, a terrestrial 5 m/s wind is supposed to
propel the roughly 4-kg prototype over obstacles 10 cm high. When actively
driven by the motorized 5.1 kg ballast mass we expect the prototype to roll
over 4.3 cm obstacles. Driving tests with the Thistle show that locomotion is
quite clumsy and somewhat chaotic. Structural flexibility and sectional cir-
cumference make the ball proceed in short bursts. If a tilt angle is introduced
by means of the steering system, during rolling the Thistle follows a spiral-like
path in which the radius of curvature decreases towards the end of the motion.
In practice, it is possible to make the Thistle turn in a very limited space, but
controlling the length of the turn is more difficult.

The torque margin of the drive system allows the ballast mass to be rotated
a complete revolution around the axis of rotation. This means, that when
the Thistle stops against an obstacle, the ballast mass finally travels over the
upper dead centre and, in consequence, the Thistle autonomously backs off by
half revolutions. Due to instability, the Thistle also, usually simultaneously,
turns slightly. This behaviour enables the Thistle to circumvent obstacles
autonomously, and without any active steering. The Thistle was also tested
on a snow bed during Finnish winter conditions. The soft structure of the snow
effectively damped out the structural vibrations of the Thistle, while driving
and steering was clearly easier and overall behaviour was more predictable.

Fig. 7. The tumbleweed plant and inspired Thistle rover. [4]
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5 Other Recent and Related Development

In addition to robots presented, there are several other similar devices, mostly
intended for demonstration or simply for toys. Some recent and related devel-
opments are shown in Fig. 8. The 1.5-meter diameter scale models of the Tum-
bleweed Rover and Windball are intended for Mars exploration. Both of them
are purely wind-driven, the only mobility-related actuation being re-shaping
the structure by inflation/deflation (Tumbleweed) or with the aid of shape-
memory alloys (Windball). On Mars, 6-meter versions of these models would
be used to carry out scientific tasks like surface mapping and atmospheric
measurements. The 15-cm Roball performed an important role in a study of
interaction between the robot and small babies. It is anticipated that the 15
cm Cyclops and 50 cm Rotundus will be used to inspect and guard industrial
plants. The Sphericle is used as an educational tool for learning dynamics and
control of a ball-shaped robot. The Gyrorover of Carnegie Mellon University,
although not acting as a ball but a wheel, is stabilized and steered by means
of an internal, mechanical gyroscope. [11] This approach might very well also
be adapted for ball-shaped robots.

Fig. 8. Top Row: Tumbleweed Rover, Roball Rolling Robot and Cyclops. [5], [6],
[7]. Lower Row: Windball, Rotundus and Sphericle. [8], [9], [10].

6 Conclusions and Future of Ball-Shaped Robots

Throughout history, ball-shaped toys have been quite popular and they do still
exist. Development in computer technology, wireless data transfer and digi-
tal cameras has given them many advanced operational capabilities. The au-
tonomous ball-shaped robots are being introducing back into modern homes,
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this time, not only as toys, but also as serving and guarding robots. Future
work in this field will concentrate on analyzing and developing the dynam-
ics and control of the ball, as well as on applications and interaction with
environment and people.

The utilization of large wind-propelled balls for Mars-exploration has been
widely studied in many separate institutions. The main advantage is the large
size, low mass and autonomous mobility; this accompanies the disadvantage
of limited steerability. Although the balls appear efficient in covering large
distances, a common requirement of full controllability is unlikely to be met
in these ambitious scenarios. It would require exceptional open-mindedness
to include a Windball, Tumbleweed or Thistle even as a piggy-pack along
with other Mars-exploration instruments. Only the future will tell if the cur-
rent expensive exploration missions will be followed by low-cost autonomous
missions utilizing these more simple technologies.
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Summary. The design and control of high power water hydraulic robotic systems
presents unique challenges. This paper describes some of those challenges and the
techniques used to overcome them to develop a unique system for an autonomous
robotic drilling machine for underground mining.
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1 Introduction

A robotic self-propelled underground drilling system is under development
that uses high-pressure potable water to provide power to drive hydraulic
systems for cutting and propulsion. The drill string, that normally provides
both torque resistance, fluid flow and thrust is replaced by a flexible hose with
a self-propelled down-hole motor. In operation the drill is a small scale (0.1m
diameter) version of a tunnel boring machine except that friction with the
wall is used to create thrust rather than pushing from a casing. Removal of
the drill string enables a tight radius of turning and provides greater flexibility
of the system to optimise hole trajectories.

Water, alone or with additives, is commonly used in drilling to provide
power to a downhole motor. The fluid is subsequently dumped into the hole
to recover the cuttings and return them to the surface. With a self propel-
led system, water is also needed to power hydraulic clamping, thrusting and
steering systems before being dumped into the hole. Although essential for
this system, water hydraulics for power transmission is making a return to
modern hydraulic systems [1,2] because of its advantages as a power trans-
mission fluid, i.e., low cost, environmental friendliness, high system stiffness,
fire safety and chemical neutrality.

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 355–366, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2 Overview of Design

A drawing of the machine is shown in Figure 1. A cutting head is attached
via a high-torque, compact universal joint to a shaft which travels the length
of the machine and is splined into a water-powered electronically controlled
wobble plate motor located at the rear. Thrust and steering is performed by
three axial cylinders located in the main body 120◦ apart. Torque and thrust
from the cutting head is transferred from the motor to the walls via a set
of clamps located near the centre of the machine. Water is pressurised by a
positive displacement pump located on the surface and supplied to the drill by
a flexible hose attached to the rear of the unit together with communications
and electronics power lines. Water is used both as the working fluid for the
motor and hydraulics as well as the transport medium to flush cuttings to the
surface.

Fig. 1. Overview of robotic drill.

The operation of the machine occurs in four stages. Firstly, the rear clamps
engage the wall and the front clamps are depressurised. Secondly, the three
axial cylinders are pressurised to provide thrust for the cutting bit. Steering
is enabled by differential pressure on the axial cylinders causing the drill to
veer toward the cylinder with the lowest force. Thirdly, once the axial rams
are fully extended, the front clamp is engaged and pressure is released to the
rear clamps. Pressure on the other side of the three axial rams is then used to
drag the hose and body forward to the next position. Finally, the front clamps
are disengaged, the rear clamps engaged and the cutting cycle recommences.
The cutting head runs continuously throughout the operation. The reverse
process can be used to back out of the hole if the hole prematurely collapses
during retrieval with water jets from the motor to assist with displacement of
any material that may remain in the hole. Otherwise, tension on the hose is
used to retrieve the drill.
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2.1 Water Hydraulics

The difficulties associated with water as a power transfer medium include its
poor lubrication properties due to low viscosity, its low compressibility and
its potential for corrosion. These properties lead to issues with leakage of seals
and valves, a propensity for cavitation and water hammer and a restriction
on material selection to prevent corrosion. Low viscosity generally makes it
difficult to use conventional proportional control valves due to the tolerances
needed to reduce leakage especially at the very high pressures (34MPa) used.
Instead, bi-state valves with a metal-to-metal seal are employed here.

Two different designs are incorporated within the drill for the design of the
hydraulic cylinders and pistons. The axial pistons use 316 stainless steel for
both the piston and bore material, whilst the clamps use aluminium bronze
pistons and stainless bores. Although adequate corrosion resistance is provided
by 316, its wear properties are poor and it is essential that two surfaces not
touch. Wear bands, made from bronze impregnated PTFE are added to the
piston on either side of the double acting seal. Due to the short length and
lower speed of the clamp pistons, a solid aluminium bronze piston was used to
provide the bearing surface. A drawing of both pistons are provided in Figure
2. The seal used for the axial rams was an ’O’ ring backed PTFE band to
ensure suitable performance at higher speeds. A bronze impregnated PTFE
piston was used for the clamp piston seal. PTFE bearings were also used to
support and seal the rod. A Nitrile wiper was used to keep cuttings from
entering the ram.

Fig. 2. Detailed piston assembly.

2.2 Construction

The drill is constructed as a series of sections sliced across the axial plane. Seals
between each surface separate the multiple flow passages that contain the high
pressure supply water, control pressures, lubricating oil, electronics and shaft.
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These seals also exclude high external pressure water and rock slurry from
entering the machine. These seals take two forms: a) protruding edges (0.2mm
high by 0.5mm wide) are machined onto the surface and these act on copper
gaskets, or b) ’O’ rings with a compression to 96% of the groove are used
between lapped surfaces to minimise the extrusion gap. High strength bolts
are used to clamp the entire assembly together. Materials for construction
consist primarily of 316 stainless steel as this provided both adequate corrosion
resistance and strength. Inner components of the motor are made from EN26
steel which has high strength and surface hardness. This material has low
corrosion resistance but the components are completely immersed in oil for
lubrication and corrosion protection.

3 Electrohydraulic Wobble Plate Motor

While some novel water powered motors [3] and other commercially available
units have been designed [4], these units are not capable of running at the high
pressure (34MPa) required by the drill or have the necessary controllability
within the motor for torque and speed. The motor design needed to provide
high torque at low speeds and high power in a compact package. It was also
desirable to limit the overall length (approximately 300mm) to allow the drill
to turn in a tight radius. These requirements together with the low viscosity
and the high pressure of the water, led to the use of a positive-displacement
piston-based motor. To simplify the design, it was also desirable to use the
same seal type, wear bands, valving, control electronics and software for the
motor as that used for the hydraulic propulsion systems.

There are basically three types of piston powered hydraulic motor; swash
plate, crankshaft and radial piston. However, due to the desire for a compact
cylindrical machine, of the three designs, only the swash plate is suitable. Due
to the poor lubrication properties of water, a significant redesign of the swash
plate style motor was needed, in particular the shaft thrust bearing, rotating
ports and the swash plate bearing. In a conventional swash plate oil powered
motor, the oil is used to lubricate all of these surfaces to reduce wear. High
pressure oil travels through the centre of the pistons and lubricates the piston,
seals and base shoe which runs over the swash plate. Oil is also trapped by a
hydrodynamic bearing on the top of the rotating cylinder block to lubricate
this surface to provide porting.

To solve these issues a new type of motor was developed (Figure 3) which is
different from conventional designs in a number of ways. Firstly, the lower half
of the motor, which contains the shaft axial and thrust bearing, is immersed
in oil. Water flow is restricted to the tops of the pistons only and is sealed
with the same seal used for the body hydraulic rams. A second seal is provided
below the first to prevent water that may pass the first from entering the oil
filled bearing chamber. A vent to outside is provided between the two seals.
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Fig. 3. Detailed motor assembly.

The second major problem is caused by the bearing surface between the
cylinder block and port area. This area must rotate to provide the swash plate
action and to open and close the ports for the inlet and exhausting of fluid.
The third problem is the high pressure oil that normally lubricates the shoe.
To solve both these problems, the cylinder block is fixed in place and the
swash plate was attached directly to the shaft via an angled bearing. Instead
of shoes sliding on the swash plate the load from the piston is transferred to
the angled bearing via a combination of two spherical rod end bearings sliding
on stubs and six double spherical linkages. Axial force from the piston acts
on the outer race of the inclined bearing causes the inner race to rotate and
hence drive the shaft.

3.1 Motor Sequencing Electronics and Operation

A consequence of opting for a fixed cylinder block is the provision of porting to
the cylinders. Previously, the inlet and outlet ports were sequentially opened
and closed as slotted ports were uncovered. This is beneficial as the porting
area no longer needs to be lubricated, however, some form of porting system
needs to be implemented. This was solved by suppling a solenoid valve to each
individual piston and to sequence their operation electronically to simulate the
normal operation of the motor. This means those pistons pushing on the down
side of the internal swash plate bearing are being supplied pressure and those
on the upper side are being vented to outside.

A typical valve control sequence is shown in Figure 4. The sequence shows
that four of the valves, which are located on the down stroking side of the
wobble plate, are open whilst the others are closed. While the valves are closed
they are venting the contents of the other pistons to the outside. The rotary
motion of the shaft pushes the pistons back to the top and forces the water
out. The valves that are experiencing pressure are swapped from valve to valve
to cause the linear piston to rotary shaft motion.
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Fig. 4. Valve sequence for 100% motor torque.

The use of sequenced valves allows the operation of the motor in a number
of unique ways that allow it to behave like a stepper motor. At present, the
motor controller runs open loop with no feedback from the shaft angle. The
additional features of the motor include the following.

Full Reversibility. By reversing the sequence of operation of the valves the
motor can be reversed easily. This can be useful if the head jams.
Full Speed control. Changing the frequency of switching changes the operatio-
nal speed of the motor. This can reduce stress on the head if hard material is
encountered.
Stopping. Closing all valves stops the motor independently of the pump.
Braking. Activating all valves forces the motor into a braking mode.
Full torque at zero speed. All valves can be open for the period with speed
controlled by the frequency of operation.
Full torque control. By activating only a single or multiple valves for various
periods controls the torque of the motor.

3.2 Motor Torque Theory

An equation can be derived for the instantaneous torque at any position from
the internal geometry of the motor, i.e.,

τ =
n

i=1

(Pi ∗ r ∗ A ∗ sin θ ∗ sin(α − ζ)), (1)

where i is the number of the piston, PI is the pressure of piston i, A is the cross
sectional area of the piston, r is the distance from the piston to the centreline,
θ is the angle of the wobble plate, α is the angular position of the first piston,
and, ζ is the relative angle between the first piston and piston i. This equation
is plotted in Figure 5 for a number of different sequencing algorithms. The
plotted torque is a result of a summation of all the pistons acting on the shaft.
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Fig. 5. Theoretical torque levels.

The maximum torque values and smoothest output results when the pistons
are activated symmetrically around the midpoint of the downward stroke.

3.3 Cutting Head Performance

A prediction of motor torque, power and the penetration rate of the cutting
head is required to determine the performance of the system based of the
performance of the motor. Due to the complexities of the cutting head system
and the lack of prior knowledge of type of rocks to be targeted, an empirical
based formulation is employed [5]. Firstly, the energy required to remove a
cubic centimetre of rock is given by

Es = 0.9518 ∗ Sc + 104.38, (2)

where Es is the Specific Energy per volume of rock (J/cm3) and Sc is the
compressive strength of the rock in MPa. For rotary drilling the torque, T
(Nm) required to be supplied from the bit is given by

T = a ∗ WOB ∗ D/100, (3)

where a is a dimensionless ratio for rotary drilling with 0.1 typical for tri-cone
bits and 0.15 for polycrystalline composite (PDC) bits. WOB is the weight-on-
bit or thrust(N) and D is the diameter of the bit in cm. The rate of penetration
ROP (m/hr) of the bit is given by

ROP = 0.048 ∗ a ∗ WOB ∗ RPM/(D ∗ Eb), (4)

where Eb is the work done by the bit ( = Efficiency * Es), and RPM is the
speed in revolutions per minute.

To estimate performance a rock with a compressive strength of 220 MPa is
assumed together with a cutter bit efficiency of 50% and a thrust force equal
to the load capacity of the bit, namely 4500N. For a bit diameter of 104.8mm
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and a speed of 400 rpm a tri-cone bit requires 47.14 Nm of torque and a PDC
bit 70.72 Nm. The resultant rates of penetration are 1.31 and 1.97 m/hr for
the tri-cone and PDC cutters, respectively.

3.4 Motor Experiments

The motor was set up with a no load condition on the test bench with a
rotary potentiometer attached to the output shaft to measure rotation angle
as a function of time. The results of these preliminary trials are shown in
Figures 6 and 7.

Figure 6 shows the output from the motor at a number of different se-
quencing speeds with a setting of 100% torque. 100% torque is defined as the
case where four valves are engaged simultaneously. In the figure, the top trace
shows the output at 10 rpm. Here it can be seen how the motor quickly rota-
tes to each position and then waits until the next valve change. In this case
the behaviour is analogous to a stepper motor. As is the case for stepper mo-
tor applications, the motor behaviour will depend on the inertia of the total
system. The second trace, at 50rpm, also shows the stepper like behaviour,
although not as clearly as the 10rpm case. In the third trace, at 100rpm, the
speed that the sequencing speed has started to catch up with the rotation of
the shaft and the angular rotation is slightly smoother.

Fig. 6. Experimentally measured shaft angle at 10, 50 and 100rpm for 100% torque.

In Figure 7, a comparison is made of the operation of the unloaded motor
at a number of different torque levels. The torque settings are defined as
follows: 100% refers to four valves actuated, 75% three valves actuated, 50%
two valves actuated simultaneously and 25% means one valve at a time. In
these experiments, the motor sequencing speed is set to 100rpm. In the figure,
the 100% torque case, represented by the solid line, shows the shaft accelerate
to the next position and wait for the next sequence to switch. This is also
evident for the 75% torque test, to a lesser extent, but is not as evident
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for the lowest torque cases. Again, this behaviour will change with loading
condition.
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Fig. 7. Experimentally measured shaft angle at 25% (dotted), 50% (dotdash), 75%
(dashed) and 100%(solid) torque settings for 100rpm shaft speed.

4 Electronics and Control

While PID control of water hydraulic systems has been reported [6], propor-
tional control valves do not exist at the system pressure (34MPa) or in a
compact enough package for use in the robotic drill. The drilling system soft-
ware consists of embedded software and a graphical user interface software.
The embedded software is responsible for tactical control, namely real-time
control of the valve output sequences, and, the graphical user interface soft-
ware is responsible for strategic control, such as start, stop, forward, backward
and speed/torque control.

4.1 Steering Algorithm

The control of the drilling system has some similarities with the control of
stepper motors. That is, the controller sends a sequence of digital signals which
dictate the state of the motor and body valves. The axial ram controller uses
position feedback, via linear potentiometers, to provide closed loop control.
Due to unavailability of proportional control valves for low viscosity fluids,
a rapid digital control is used. This is satisfactory due to the relatively slow
motion of the steering due to its progress being limited by the rate of cutting
of the rock. The feedback data is required to detect rams that may be leading
the others due irregularities in the rock which could bias the direction of the
cutting head.

The control algorithm for straight-ahead-steering involves detecting the
ram having the largest displacement and checking if this displacement exceeds
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the average of the displacements by a prescribed threshold. If it does, than this
ram’s pressure is removed until its displacement is less than the average plus
the threshold. To steer the drill, the desired pitch and yaw is used to provide
a tilt of the cutting head. As the drill progresses along the cutting path, the
selected tilt causes the drill to veer off in that direction. To implement this
control, the straight-ahead-steering algorithm is used except that an offset
is subtracted from each rams zero position which effectively misaligns the
cutting head to the body. Given the tilt angles are less than 3 degrees the
following offsets c1, c2 and c3 are calculated as

c1 = r ∗ tan(pitch), (5)

c2 = (−r/2 ∗ tan(pitch) +
√

2/3 ∗ r ∗ tan(yaw)), (6)

c3 = (−r/2 ∗ tan(pitch) −√
3/3 ∗ r ∗ tan(yaw)), (7)

in which r is the distance from the drill axis to the ram axis. The pitch angle
is positive down and yaw is positive to the left when looking down-hole. The
offset c1 corresponds to ram 1, which is directly above the drill axis. Ram 2
is 120◦ in the clockwise direction, when looking down hole, and ram 3 is 120◦

in the anti-clockwise direction.

4.2 Navigation

The section between the motor and the clamping section contains the em-
bedded electronic systems to control the operation of the motor, rams and
clamps. It also contains an inertial navigation system (INS) which uses 3 rate
gyroscopes, 3 accelerometers and 3 magnetometers [7]. Data from the INS
and from the linear displacement sensors (which measure the movement of
the axial rams) is used to control the trajectory of the drill. All ram control,
valve sequencing and steering is embedded within the drill, whilst supervisory
control, position information and condition monitoring information is to be
relayed to the surface. The surface computer is responsible for supervisory
control, data logging and control of the surface infrastructure.

4.3 Embedded Software

The valves used for the body and motor were binary microhydraulic valves
having a positive metal ball on seat seals. The valves had two states - they
are either on or off, therefore, digital signal levels, i.e., either a ’1’ or a ’0’, are
used to control the state of the valves. Consequently, the embedded software
controller possesses body valve and motor valve state machines. The controller
was developed using an ImageCraft ICC c compiler and implemented on an
Atmel ATmega128 microcontroller. Briefly, a command parser serves to detect
input commands and take appropriate action. The body or motor states are
advanced whenever body state or motor state time out occurs.
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4.4 Hardware Description

A stack of three printed circuit boards (PCBs) situated inside the u-shaped
cavity within the body of the drilling system. One PCB accommodates the
Atmel ATmega128 microcontroller while the other two each possess 8 so-
lenoid driver circuits (8 for the body valves and 8 for the motor valves).
The solenoid driver circuit consists of a microprocessor output port driving a
MTD20N06HDL FET via a MOCD223-M opto-isolator. A 12CWQ04FN dual
diode is used to diminish the back-EMF from the solenoid valve and preserve
the FET.

5 Adaptive Cutting Mechanisms

The drill is designed to be flexible in its operation to allow it to adapt to a
number of different rock types. This can allow the drill to progress through
multiple rock types during a single drilling operation or, alternatively, to al-
low the drill to be used with various cutting heads for a number of different
drilling tasks without the need to purchase a different drill for each task. This
change in operation is achieved with common hardware but with changes to
the software.

Three modes of cutting are envisaged with the robotic drill; rotary cutting
with point attack or drag picks, percussive mode, and wobble mode.

The rotary cutting mode uses an innovative cutting head that contains
cutting tips made from thermally stable diamond composite material. The
cutting tips are relatively sharp compared to conventional bits and have a
very high wear life. Experiments with these tips have shown that the cutting
forces and energy consumption are significantly lower than conventional bits.
In particular, the amount of thrust force was significantly reduced which is
consistent with the use of friction to provide this thrust. Because of the el-
ectronic control of the motor, a control input can result in a rapid response
from the motor. This control input is likely to be either that from the inte-
grated torque measurement system or the linear displacement measurement
system. If the rock type that the drilling system encounters suddenly changes,
then the motor torque and rotation speed can quickly be modified to prevent
breakage of the cutting head, shaft or motor components. This change to the
speed torque characteristics also allows the drill to adapt to a more optimum
regime to increase the rate of progress through the rock.

In the percussive cutting mode the three axial rams are used to recipro-
cate the cutting head back and forth to allow the cutting head to impact on
the face of the rock. The rock is crushed under the cutting tips and flushed
away by the cutting fluid. In this mode, the motor is controlled to allow the
head to be indexed to the next position for the next impact. The drill con-
trol system allows complete control over the frequency and intensity of the
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hammer impacts to allow optimisation of the cutting mode without changes
to hardware.

The third regime of cutting is known as wobble mode. By sequencing the
operation of the three axial rams, an off-centre load can be placed on the
cutting head. This will increase the stress on individual bits allowing higher
stresses to be placed upon the rock without any increase in the axial or torque
loads to the drill. It is expected that the stress increase on the rock could be
of the order of 10 times the normal cutting modes and is useful for the drilling
of extremely hard rock.

6 Conclusions

The design and control of high power water hydraulic robotic systems presents
unique challenges. This paper describes some of those challenges and the tech-
niques used to overcome them to develop a unique system for an autonomous
robotic drilling machine for underground mining.
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A Wearable GUI for Field Robots
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Summary. In most search and rescue or reconnaissance missions involving field
robots the requirements of the operator being mobile and alert to sudden changes
in the near environment, are just as important as the ability to control the robot
proficiently. This implies that the GUI platform should be light-weight and portable,
and that the GUI itself is carefully designed for the task at hand. In this paper
different platform solutions and design of a user-friendly GUI for a packbot will be
discussed. Our current wearable system will be presented along with some results
from initial field tests in urban search and rescue facilities.

Keywords: GUI, Field Robot, Wearable

1 Introduction

Deployment of robot systems for outdoor field applications poses a number
of interesting challenges. The outdoor application of computer systems is in
itself a challenge due to lack of screen contrast, limited availability of weather
proof casings, etc. At the same time the mobile systems are often operated
by inexperienced users, which calls for careful design of the interfaces. This
involves both selection of a suitable hardware platform, and design of an
associated interaction system with GUI etc.

In joint research between the Centre for Autonomous Systems, KTH and
the Swedish Defense Materials Administration (FMV) a study is considering
how rugged platforms such as a PackBot can be utilised for search and detect
type missions by inexperienced users. As part of international peace keeping
missions or as part of search for people after major disasters there is an interest
to deploy PackBot systems (See Fig. 1). These systems are to be used for early
intelligence gathering before people enter a building or a neighborhood.

A PackBot is by default delivered with an operator control unit (OCU)
that is composed of a rugged laptop computer with an attached joystick for
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© Springer-Verlag Berlin Heidelberg 2006



368 A. Hedström, H.I. Christensen, and C. Lundberg

Fig. 1. The PackBot system used as part of this study

tele-operation. The system has an operation time of about 1 hour between
recharges. The user interface is designed around a GUI that is divided into
four sub-windows. The windows can visualize information such as:

• Video from fish-eye / IR camera (streamed video)
• Present speed
• Battery capacity/remaining power
• Temperature of key motors
• Track of GPS position
• Payload information
• Status of WLAN Connection

In most cases the information is presented as a small scalable icon and a text
snippet that specifies the type of information visualized. The system poses a
number of challenges

• It is heavy and not easy to carry
• The system is not packaged for rugged outdoor operation with weak con-

nectors etc.
• The screen has limited contrast outdoor due to use of a regular LCD panel
• The system has a limited time of operation

Consequently there is a need to consider how a suitable interface could be
designed to enable realistic use of the system, and how it could be designed
to enable easier use by inexperienced users.

The prototypical user for a system is a young male with a high school
degree. The users often have experience using a cell phone and some experience
with computer games, but they cannot be considered computer experts.

Some of the requirements for a system include:

• High contrast of video screen during outdoor operation
• Easy control interface with intuitive control of the vehicle
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• An uncluttered visual interface with access to key information
• A manageable learning curve that enable use after no or limited training
• Highly portable for easy transportation and suitable battery duration.

In the present paper a design of a wearable control unit for a field robot
is described. The unit has been used for tele-operation of a PackBot in urban
search-and-rescue missions involving operation both in factory buildings and
in area coverage.

Design of user interfaces for this type of robots has been described in the
literature earlier. Fong et al. [1] describe use of a PDA for basic teleoperation
using an on-board keypad and video feedback to the user. The interface also
includes text messages from the supervisory control. Perzanowski et. al. [2] at
NRL have also designed a speech / PDA interface for control of iRobot ATRV
robots. The emphasis is here on integration of speech with simple commands
for teleoperation in the context of a semi-autonomous system. Leskinpala et
al [3] describe the use of a PDA based system for simple tele-operation of a
mobile platform, but the tests have only been performed indoor in relatively
accommodating environments. Edwards [4] outline the design of a wearable
computer system that has been deployed in Afganistan for teleoperation of
the iRobot PackBot and the Forster-Miller system. Few details are available
on the actual interface design. Mayol et al [5] have also described a wearable
systems for localisation and mapping, in which small visual platforms are re-
mote controlled for mapping. Few details are available on the interface design.
The most relevant work here seems to be the work by Fong, and Perzanowski,
though none of them have designed a truly wearable system for robot opera-
tion. One would have expected a large number of wearable systems for robot
tele-operation, but our review of the literature have not shown much reported
research.

Initially the various options for design of a portable user interface are
discussed (Section 2). The details of the actual design are then presented in
Section 3. A number of observations on the use of the system is provided
in Section 4. Finally a summary and outlook for future work is presented in
Section 5.

2 Selecting a Platform for Control of a Field Robot

As mentioned above a number of people have already reported use of a PDA
for control of field robots in everyday use. In earlier work we have also reported
use of a PDA for control of an iRobot ATRV [6]. The PDA has the advan-
tage that it is a well known platform, it is lightweight and has good battery
performance. Almost all of PDAs have poor outdoor performance in terms of
screen contrast. In addition most newer PDA have a problem for control of
platform motion. The built-in joystick does not offer adequate control of the
platform, it is too difficult to determine if a side-way or forward/backward
motion is requested.



An alternative to PDA control is the use of a tablet PC as for example
provided by HP/Compaq. These platforms have a large screen and but the
same contrast issues as a PDA. The platforms are not rugged and in addition
there is a need to use a special purpose pen for the control, which makes
it difficult to use and at the same time the platform is relatively large and
difficult to carry.

Recently there has been significant progress on small rugged computers
that can be carried in a large pocket. These platforms have standard in-
terfaces for networking, screen, USB, etc. The platforms are available with
standard processors and are relative power efficient, as reported in [4]. It is
thus possible to design a standard wearable computer solution in which a
computer is fitted with an 802.11b network and a pair of batteries for easy
use. Using the standard VGA connector it is possible to attach either a pair of
computer glasses or a small touch screen for mounting on the lower arm. The
touch screen has a standard mouse interface. The glasses, with an integrated
screen, has the advantage that the contrast problem is more manageable as
the backlighting from the background enhances contrast, which is the reverse
effect of normal LCD screens. For the control of a platform it is possible to
use a wireless gamepad, which is a well-known modality for computer games.
It typically offers two analog joysticks and a number of push buttons for se-
lection of different mode variables. The gamepad design is similar to what is
frequently used for tele-operation of cranes and mining equipment.

For our studies we have chosen a 650 MHz ULV Celeron computer with
standard ports for PS2, USB, VGA, LAN and serial COM. To ensure rugged
operation in an outdoor setting it was decided to use the built-in Compact
Flash interface to install a small linux system on a standard CF card. These
cards can typically tolerate shocks in excess of 100G which makes it a suit-
able solution for the present application. For communication a USB - WLAN
interface is used and it is mounted on a shoulder pad for maximum operation
range. For feedback to the user, two solutions were tested. A 7” LCD touch
screen was tested (see Fig. 2), but the contrast is similar to that achieved
with a PDA. It is an acceptable solution for indoor operation but not a good
solution outdoors. An alternative is a head-up display (HUD). We have cho-
sen the SV-6 “eye-monitor” system from Micro Optics. It offers a resolution
of 640 × 480 × 18 which provides adequate resolution when mounted in the
accompanying glasses.

The overall hardware solution for a wearable system for PackBot control
is shown in Fig. 3.

3 System Design

The PackBot comes with an on-board computer. The computer is used for
local control of the PackBot in terms of speed, direction, and the flipper
position. The control is purely in terms of speed. In addition the on-board
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Fig. 2. Example LCD screen tested for lower arm mounting. The contrast is, how-
ever, a major challenge for outdoor usage. The screen is shown together with a
corresponding iPAQ interface that can be used for portable control, but again with
contrast issues

802.11b

Fig. 3. The hardware setup for the control system

computer can stream video to the control unit. The PackBot has two on-
board cameras. One is in the visual spectrum and has a fish-eye lens fitted.
The other is an infra-red camera with a narrow field of view lens. The system
also has a built-in IR illuminator that can be used for operation in complete
darkness. The IR illuminator has binary control (on/off). All control and
video is communicated using two 802.11b links. The video is multicasted for
use by multiple clients. The computer system is not accessible to users and
consequently it is used as a blackbox. All extra control functionality has to
be achieved on the operator control unit.

To drive the system the wearable computer is setup with a small scale linux
distribution that fits onto a CF card. Only the bare minimum is available. The
DSL - Damn Small Linux distribution was used as a basis for our system. DSL
is a 50Mb distribution designed to fit an X11 system on a small credit card
sized cd. DSL was then modified to enable booting off a CF card.



The design of the software system is relatively simple. The overall system
design is shown in Fig. 4

User

GamePad

HUD

Controller

Video Decoder

TeleMetri WLAN

<<include>>

<<include>>

<<include>>

Packbot

Fig. 4. The Software Components of the Wearable System

The controller handles the take-up of control of the PackBot, i.e. observer
mode versus control mode. In control mode an active link to the system is
maintained. The system is also responsible for handling telemetry feedback
from the system. In the present setup the control is purely tele-operated,
but other research is considering the addition of autonomy to the system. At
present the telemetry that is feedback to the user / control process are velocity
information, GPS coordinates (when available), battery status, temperature
information, and orientation of the platform with respect to horizontal.

The user control of the platform is through the earlier mentioned gamepad.
The gamepad is of the wireless variety, which provides a maximum of flexibility
and at the same time it is for many people a natural interaction modality.
The main interaction is through the two on-board joysticks. The left analog
joystick is used for control of speed and direction of travel, which is the default
behaviour of almost every video game. The right joystick controls the two on-
board flippers. The flippers can only be moved in synchrony and thus only
the forward/backward motion of the joystick is utilized. The gamepad has
11 on-board buttons. One is used for request of control of the platform and
another is used to call up a help screen. The remaining buttons are mapped to
frequently used actions such as toggle brake on/off, selection of video source
(fisheye/IR camera), increase/decrease speed limit and finally also a GUI reset
button.

The head-up display at all times streams the video data from the PackBot.
The display is setup to have three modes of information: i) the bare video
stream, ii) video plus velocity information, and iii) video, speed and telemetry
information. The different types of video information is shown in Fig. 5 and
Fig. 6.

The basic setup is so that one can toggle between the three types of infor-
mation. For the beginner a minimum of information is typically the preferred
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Fig. 5. The screen shown with video only information and with velocity information

Fig. 6. The screen shown with video, speed information and telemetry data

mode of operation. As the operator gains more experience the details can be
added gradually.

The system has been implemented using the Simple DirectMedia Layer
(SDL) which is a cross-platform library. SDL has been designed to provide low-
level access to audio, keyboard, joystick, video and framebuffer. It is supported
on a large number of platforms including Linux and as such provides for easy
portability across PDA, Wearable and Tablet systems. The library is written
in C with MMX optimized code, which provides for efficient execution and a
minimum load on the CPU, which is important for battery operated systems.

The entire system is capable of streaming video to the user at 15Hz with a
video resolution of 320× 240 in real-time with a CPU load of 75 %. Actually
it can show video of up to 25Hz (using more CPU) but this is only valid in
the near proximity of the robot where the radio quality is good. As the radio
quality drops, so does the frame-rate. For realistic scenarios, the frame-rate



varies between 5-15Hz which is enough to solve most tasks. It would be of
interest to be able to stabilize the image, as there is significant shaking in the
image during traversal of staircases etc., but this has not yet been achieved.

4 Field Use of the System

The wearable system has been tested in a number of pilot trials. The system
mounted on a person is shown in Fig. 7

Fig. 7. The Wearable System in Operation

The system has been evaluated both for indoor operation in an factory
setting, where the person is required to drive the PackBot into a building
and up a staircase to search for a particular object, and in an urban setting
where the system is deployed to enter an area with a number of buildings to
determine if there are any suspicious objects. Here the system is required to
drive up to a car and inspect the underside of the car for any unexpected
objects.

For the operation indoor the main challenge is driving in a staircase. The
shaky motion of the platform while traversing the staircase is a challenge for
the operator.

In the outdoor setting the operation is natural and easily picked up by the
operator.
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For both cases it must be recognized that the goggles only feed video
data to one eye of the operator. This poses a small challenge and in the
beginning the disparity in information between the two eyes (the one with the
screen and the eye with no feedback information) is a bit confusing. However,
when entering an area there is an interest to be able to see the immediate
surrounding with a minimum of obstruction of the field of view and at the
same time shift to robot operation without any changes in the setup. This can
easily be achieved with the present setup. After some training the users find
that it is easy to drive the system and achieve efficient operation. The system
has a battery time of about 3 hours, which is adequate for most interventions.

In comparison to the standard iRobot OCU a high degree of mobility is
available, and the same information as is available through the OCU can be
provided. The direct integration into the uniform is considered a major plus.
At the same time the gamepad provides at least the same level of maneuver-
ability has the OCU attached joystick. Initial comparative tests with the two
systems demonstrate that a similar performance in terms of flexibility and
speed is achieved for the wearable system and the OCU.

A wearable solution has been reported for the iRobot system in the paper
by Edwards [4], unfortunately no information is available about the display of
information, or the the modes of operation. In addition it has been impossible
to get access to such a system for comparative experiments.

5 Summary

In the present paper we have discussed the design of a wearable computer
system for tele-operation of a PackBot system. The system was designed to
address many of the challenges that exist with using a normal laptop for field
applications, in particular in an outdoor setting. Through use of wearable
goggles in combination with a gamepad it is possible to design an efficient
interface that can be used by people after only a brief introduction. The
design has been implemented on a linux based computer system that is worn
in a small belt together with the required batteries. The system has been
implemented and tested in pilot trials indoor and in urban settings with highly
satisfactory results. As more degrees of autonomy are added to the system the
overall design of the user interface will have to be adopted to accommodate
such functions. However the present design is efficient, portable and easy to
use. It offers an ideal work environment for control of a small field robot such
as the PackBot.

Future work will include more thorough field evaluation of the system and
indepth comparison to the standard OCU unit delivered with the PackBot.
In addition various degrees of autonomy and post-processing of information
such as image stabilisation is clearly of interest.
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1 Introduction

The Agrix project studies machine control systems for agricultural imple-
ments. The research goal is to design and implement a prototype of an open,
generic and configurable implement control system. Other research topics are
user interface design, positioning and navigation, telematics and fault diag-
nostics, wireless communications and precision farming. In the project con-
sortium, there are four research institutions and eight companies. Most of the
funding comes from TEKES3. The project consists of three phases. In the first
phase, the Agrix fast prototype was developed and tested in the summer 2003.

Fig. 1. Pneumatic drill, sprayer and no-tillage drill

The development of the Agrix basic system started in the autumn 2003
and was completed with field tests in summer 2004. Two combined seed and
fertilizer drills and one sprayer were modified with new control units and
additional sensors. The machines are shown in Figure 1. A commercial tractor
and virtual terminal together with a home-grown task controller and GPS

3 National Technology Agency of Finland
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© Springer-Verlag Berlin Heidelberg 2006
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adapter were used to complete the ISO 11783 system. The control system
software is developed with RTI ’s Constellation software development tool. In
the third phase, the results from methods research will be integrated to the
basic system thus completing the Agrix advanced system which will be tested
in summer 2005.

Open control systems use standardized interfaces and communication pro-
tocols so that control units from different vendors can be used in the same
system. The Agrix control system is based on ISO 11783, which is an emerg-
ing communication standard for agricultural vehicles with widespread support
from the industry4. Generic control systems can be used to control several dif-
ferent implements by changing only the control software. The hardware, the
operating system and the tool chain can be reused without modifications.
This greatly reduces the design cost of a new system. Configurable control
systems can be easily configured using a high-level, usually graphical tool,
instead of writing it with a low-level programming language. Such high-level
tools are widely used in industrial automation. Most embedded systems are
still programmed with assembler or C languages because of the platform lim-
itations. However, the computational and memory limitations are becoming
less important with every generation of micro-controllers.

The control functions of traditional agricultural machines have been quite
simple and low-level languages have been adequate for programming these sys-
tems. But the machines are getting bigger and more complex. Large machines
require more automation to keep the operator strain at an acceptable level.
Emerging production methods, such as precision farming, require positioning
and feedback control. Automation technology can also be used to produce
more accurate farm records. To reach their full potential, separate control
systems need to be connected. Creating distributed real-time embedded con-
trol systems with low-level languages is slow, error-prone and prohibitively
expensive, especially if the production series are small.

2 ISO 11783

In the late 1980’s the development of communication networks between trac-
tors and implements was started in Germany. The main parts of DIN 9684
were completed by the end of 1991. At the same time similar efforts were
made in the United States, targeting the SAE J1939 standard. Both stan-
dards are based on CAN, but they are incompatible[8]. The development of
the ISO 11783 standard was started in 1992 and it is still under develop-
ment. ISO 11783 specifies the data network for control and communications
on agricultural vehicles and it uses some parts of DIN 9684 and SAE J1939.
The physical and data link layers are based on CAN 2.0b specification with
extended identifiers[1].

4 ISO 11783 is sometimes referred as ISOBUS, which is actually the name of the
implementation specification of the standard.
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ISO 11783 defines two buses. Implement control units, auxiliary input
devices, task controller, GPS receiver and virtual terminal are connected to
the implement bus. Tractor’s engine, transmission and hitch control units are
connected to the tractor bus. The tractor bus is accessible from the implement
bus only via the tractor electronic control unit (TECU) which acts as a bridge
between the tractor bus and the implement bus. ISO 11783 specifies three
tractor classes depending on the available features. Class 1 tractor provides
only basic measurements, class 2 tractor has more advanced measurements
and class 3 tractor allows the implement to control some of its functions.

A virtual terminal (VT) is the generic HMI device defined in ISO 11783. It
has a graphic display, soft keys and some means to enter data. Any control unit
can transmit its user interface to the terminal. An auxiliary input device is an
additional HMI device. It can be used to supplement the virtual terminal when
a more specialized interface is required. With the help of the virtual terminal
the operator can configure the auxiliary inputs to the desired functions.

One or several implement electronic control units (IECUs) are needed to
control a single implement. Once the terminal has been initialized, the con-
troller can update its user interface and receive operator feedback. Only one
user interface can be active at a time but control units can update their user
interfaces even if they are not active. When a user interface becomes active
again, it will reflect the new changes. For the control units, this creates an
illusion of an exclusive access to the virtual terminal.

A task controller is an optional part of an ISO 11783 system. The planned
tasks are loaded into the task controller. It executes the tasks by sending
process data messages to other electronic control units. The task controller
can also collect data during field operations which can be used to produce
accurate farm records. Planned tasks may range from field level operations to
precision farming operations5. A GPS receiver provides position information
to the ISO 11783 network. The message format is specified in the NMEA 2000
standard[6] which is compatible with ISO 11783.

3 Methodologies and Tools

In software engineering, great efforts have been made to improve software
quality and programmer productivity. New methodologies and tools have been
created for designing increasingly complex systems. The new IEC 61499 stan-
dard is intended for “distributed industrial-process measurement and control
systems”[3]. The Object Management Group’s UML standard dominates in
most other application areas. UML promotes the best software engineering
practices and provides a descriptive graphical language6. The use of UML in

5 In precision farming soil spatial and temporal variability is identified, analyzed
and managed for optimal results.

6 Even if the graphical languages are not silver bullets[2], they can be very useful
in specialized applications like control system design.



systems engineering is increasing[4]. UML approach was selected for the Agrix
7project simply because there are many commercial UML tools available but

no mature tools that support IEC 61499. We selected RTI’s Constellation soft-
ware development system, as it supports UML and it is especially designed
for building control systems.

4 Constellation Software Development System

RTI’s Constellation provides a framework for building control systems and
other periodically executable software components. Components for process-
ing continuous signals are executed at the specified frequency. The control
systems can also be reconfigured on the fly by activating and deactivating
components. This kind of mode change is needed e.g. to transition from man-
ual to automatic control. In addition, Constellation provides a framework for
processing discrete events. UML-style state machines can be used for event
processing. State transitions can be triggered by events or changes in continu-
ous signals. Because time can be handled as a continuous signal, implementing
time-dependent state transitions is very easy.

Constellation encourages component reuse. The components are loosely
coupled by well defined interfaces. Because components are connected using
interfaces, it is possible to compose fundamentally different control systems
from the same set of components. Creating new interfaces and adding them to
new components is easy. New components can be created by combining exist-
ing components, drawing state machines or by writing primitive components
with C++. Because Constellation is based on C++ programming language, it
creates relatively efficient and fast code. Constellation runs in Windows and
Linux operating systems. It can also create executables for VxWorks operat-
ing system and supports various processor architectures.

4.1 Component Types

Atomic Components (ATCs) provides one or several functions which other
components can call. These functions can call other functions from other com-
ponents, or read and write signal values. Atomic components are executed only
when their functions are being called.

Data Flow Components (DFCs) have OnExecute and OnStateUpdate
functions which are executed periodically by the run-time system. The run-
time system sorts DFCs to satisfy their input–output dependencies and places
them on an execution list[7]. The DFCs on the list are executed at each sample
period. It is the programmer’s responsibility to cut algebraic loops. Data-flow
components can also be created directly from MATLAB/Simulink models.

7 E.g. I-Logix’s Rhapsody, IBM’s Rational Rose and Insoft’s Prosa
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Finite State Machine Components (FSMs) are defined graphically by
drawing the states and the transitions between them. The state charts use
standard UML notation and semantics with a few minor exceptions. The
state transitions can be triggered by events or changes in signal values, which
are evaluated periodically. State Transition Components (STCs) are executed
as a response to a state transition in FSMs. Multiple STCs can be associated
to a single state transition or used as entry or exit actions for states, levels
and composite states.

Composite Object Group Components (COGs) are used to group other
components and connectors. There are three kinds of connectors. Pins corre-
spond to variables, bubbles correspond to functions and interfaces can contain
pins, bubbles and other interfaces. In addition, Constellation provides library
components for asynchronous message passing.

4.2 Configurability

Frameworks can provide different configuration strategies. The simplest one
is instantiation, which means using existing components without any change.
Generic components can be specialized by adding new functionality8. This
kind of configurability is called specialization. An easy way to configure com-
ponents is to specify parameters for parameterized components, which is called
parameterization. However, perhaps the most powerful form of configurability
comes from object composition, which means connecting components to create
new functionality and new components.

Many parts of the Constellation application framework are used without
change in all applications. For example, the run-time parser and execution
engines for sampled-data and event-based systems are instantiated at pro-
gram startup. There are also other run-time services that can be used when
needed. Functionality can be added to Constellation applications by special-
ization. For example, Constellation creates specialized wrappers for Simulink
code by inheriting a generalized Simulink wrapper. However, Constellation
favors composition over inheritance. Generalization is the opposite process
of factoring out the common features from a set of components. Constella-
tion applications can be configured by parameterizing the components. For
example, application’s habitat9 component has parameters for adjusting the
execution rates and priorities of sampled-data and event-processing threads.
Object composition is the dominant technique of configuring Constellation
applications. Object composition is defined dynamically at run-time through
objects acquiring references to other objects. Composition requires objects
to respect each other’s interfaces[5]. In Constellation, the system’s behavior
depends on the relationships of the components rather than being defined in
one component.

8 In object-oriented programming languages, subclasses can be inherited from
super-classes.

9 Habitats are execution environments for other components.



The Constellation application framework is designed for building control
systems. It emphasizes design reuse over code reuse although it has ready-to-
use component libraries. Design reuse leads to an inversion of control between
application and the framework[5]. When using a conventional function library,
the programmer writes the main program that calls the functions he wants to
reuse. But when using an application framework, the programmer writes the
functions that are called by the framework which is reused. As a result, appli-
cations are faster to build, have similar structures and are easier to maintain.

5 Design

The design of the control system was done in a top-down manner. The high-
level components and their interfaces were defined first and then attention was
shifted to lower-level components and interfaces. Because no implementation
was done at this time, interfaces could be easily changed as new deficiencies
in the design were discovered.

5.1 Machine Modes

From the start it was obvious that the implements will have different operating
modes and that there are some modes that are common to all implements. To
keep things simple — for the designers as well as the operators — the number
of modes was reduced to only three. The free mode turns off all automation.
The operator can apply individual controls freely by pressing the soft keys.
This is useful during maintenance when it is necessary to drive the machine
to a specific position. The free mode is also used as a fall-back mode when
something goes wrong in the other modes10. When entering the free mode,
all ongoing controls are stopped for safety reasons. The free mode is also used
for calibration functions so no dedicated calibration mode is required.

The transport mode is used for transporting the implement, as the name
suggests. The implement is driven to its transport position and then the con-
trols are locked. This allows the safe transportation of the machine. The field
mode is the normal operation mode during the field operations. Automation
is used as much as possible to minimize operator strain. The level of automa-
tion can be adjusted by selecting manual or automatic modes for individual
functions e.g. marker mode or tramline mode11. The field mode has two sub-
modes. In the work mode the machine is “doing its thing” on the field and in
headlands mode the machine can be quickly turned around. When changing
between these two modes the control unit automatically controls the different
functions in the proper sequence.

10 For example a sensor failure can render the field mode inoperable, in which case
the manual mode can be used drive the machine to its transport position so that
it can be moved for repairs.

11 The free mode is not called manual mode to avoid ambiguity with these modes.
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5.2 Basic Architecture

On the topmost level, the control system is divided into six components which
will be discussed briefly. The CAN component is a wrapper for CAN device
drivers. It provides a well defined interface to the rest of the system for sending
and receiving CAN messages. It also hides all the details of a particular CAN
driver. All it takes to adapt the system for different CAN hardware is to create
a new wrapper for the CAN drivers.

The ISOBUS component contains data link layer, network layer and net-
work management functionality. The ISOBUS component also transmits the
object pool to the VT or loads it from the terminal’s non-volatile memory, if
the object pool is already stored on the VT. The ISOBUS component can be
parameterized and reused without modification.

The hardware component is a hierarchical presentation of the implement.
This component is highly machine dependent and cannot be reused as such.
However, the components deeper in the hierarchical structure are more likely
candidates for reuse. For example, if some machines have the same subsystems,
they can be reused with little or no modification. Even if machines do not
have similarities at the subsystem level, they can still use the same hardware
components such as hydraulic cylinders and electric motors. At the device
level, most of the components can be parameterized and reused. Although
it is easier to reuse lower-level components, it is not as beneficial as reusing
higher-level components.

The mode component manages the major modes of the control system (see
section 5.1) by sending signals to the hardware component. This component
is machine dependent as the implementation of the modes varies. However,
an existing implementation can be used as a template and then modified to
meet the new requirements.

The I/O component represents the machine specific I/O system. The I/O
component uses the I/O driver to interact with the physical hardware. It
provides an easy to use interface for the hardware component which hides the
I/O system details. For example, input signals are scaled to engineering units,
noisy signal are filtered and additional signals can be created by differentiating
or integrating existing ones. For logging purposes, some signals can also be
written to a file in a centralized manner.

The I/O driver is a wrapper for I/O device drivers and can be reused
without modification. Unlike the CAN driver, the I/O driver cannot provide
a standard interface. The exact I/O interface always depends on the actual
I/O hardware. For example, the number of digital and analog inputs and
outputs varies from device to device.

5.3 User Interface Design

The user interface designs are based on the existing commercial UIs and the
experiences gained from the fast prototype. Later, the UIs were further refined



by conducting usability studies with real users. The actual ISO 11783 user
interfaces were created with a home-grown Java tool designed for building
object pools. The details of the UI design are not discussed in this paper.

6 Implementation

The implementation of the control system is done in a bottom-up manner.
The low-level components are implemented and tested first and then the im-
plementation effort is focused on higher-level components. Subsystems are
tested as early as possible to find out possible design problems. For example,
the CAN component was tested with a simple driver component. Driver com-
ponents were also made for I/O and ISOBUS components so that they could
be tested separately. Early found design problems are easier to fix, because
the affected upper-level interfaces are not yet implemented.

As the design and implementation progress, new components are created
and placed into component libraries or repositories as they are called in Con-
stellation. Reusable CAN, I/O and ISOBUS components are placed in corre-
sponding repositories. A separate repository is used to hold the generic low-
level components that model physical machine parts. The Simulink controllers
and fault diagnostic components are in their own repositories mainly because
they were created by different researchers. Three machine specific repositories
are used to hold the non-reusable high-level components, which are the “glue”
that hold the control applications together.

6.1 Controllers

Some simple controller DFCs are implemented directly with C++ but the
more complicated controllers and filters are created with Simulink which
is a widely used tool for modeling, designing, simulating and tuning con-
trollers. Constellation is integrated well with Simulink which makes importing
Simulink models easy. As an example, the sprayer pressure controller is shown
in Figure 2.

6.2 Finite State Machines

Finite state machines are used for many things, such as describing the user
interface logic, controlling machine modes, implementing marker and tramline
automation, specifying alarm logic and defining calibration sequences. FSM
components are also used extensively to implement protocols and procedures
defined in ISO 1178312. Creating finite state machines may not be easier or
faster than writing conventional code, but it is less error-prone and the result
is much more readable – it is almost self documenting! The mode control logic
of the no-tillage drill is shown as an example in Figure 3.

12 ISO 11783 defines many packet transport protocols for long messages and an
initialization procedure for connecting to the virtual terminal.
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Fig. 2. Sprayer pressure controller COG

Fig. 3. No-tillage drill user interface logic FSM (STCs and interfaces are not shown)

7 Simulation and Debugging

Unit testing is simple with Constellation. Sometimes it is enough to create
a test application, add the component and specify its initial values. In more
complex scenarios, it may be necessary to create a driver and stub compo-
nents which are used to exercise the component under test and to give suitable
responses, respectively. The test application can then be compiled and run.
At run time, the signals can be changed and monitored from application’s in-
teractive shell. In addition to the shell, Constellation provides more advanced
debugging facilities. StethoScope is an oscilloscope like tool for monitoring sig-



nals and LiveLook is used to animate state diagrams. These tools use TCP/IP
to connect to the running program, so they can be used to monitor programs
running on either the host or the target system in real-time.

8 Cases

The configurability of the control system was tested with three case imple-
mentations. A short summary of the implements and their control functions
is given in table 1.

Table 1. Case implements and their control functions

Pneumatic Drill Sprayer No-Tillage Drill

hitch position left boom folding machine elevation
coulter pressure right boom folding coulter pressure
coulter unit folding boom elevation coulter mode selection
front drag position boom tilting tramline device
front drag folding spray application rate fertilizer appl. rate
left marker left marker left marker
right marker right marker right marker
tramline device section valves 1–5
seed application rate
fertilizer appl. rate

8.1 Pneumatic Combined Seed and Fertilizer Drill

The pneumatic drill is the most complex of the three implements. The main
difficulty with this machine is the lack of sensors. Some actuators are driven
using timers and their state can be estimated after the controls have been
applied the first time. However, the controller cannot know the initial state
and the potentially dangerous actuators cannot be automatically driven to a
known position at startup. This problem is solved by starting the implement
in the free mode with all automation disabled and by notifying the operator
about the up-coming automatic controls before changing modes.

Another difficulty with this machine is the coordination of the front drag
and the coulter unit during headland sequences. This issue is solved by adding
two submodes to the field mode. Because the mode component coordinates
all mode changes in a centralized manner, the front drag and coulter unit
components do not need to know anything about the headland sequences.
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8.2 Sprayer

The sprayer has basically the same operation modes as the drills. Perhaps the
biggest difference is that sprayer’s application rate is not mechanically coupled
to its speed. To keep the application rate constant the feeder controller has
to continuously adjust the flow rate for the current speed. This is simple to
implement but in some cases, e.g. washing the tank or mixing the batch,
the operator may need to adjust the pressure and flow directly even if the
machine is not moving. This issue is solved by adding a new mode to the
pressure controller, which is active in the free mode.

Another difference to the other implements is that none of the hydraulic
functions were included in the automation system. There is no need to auto-
mate the boom folding or boom elevation as the sprayer does not have similar
headland sequences as the drills have. Instead, these functions are operated
manually using tractor’s standard hydraulic outputs, which simplified the sys-
tem to some extent.

8.3 Combined Seed and Fertilizer No-Tillage Drill

The no-tillage drill is quite similar to the pneumatic drill. It is a simpler ma-
chine as there are no folding functions and the seed application rate can only
be adjusted manually. What makes this machine interesting is that it does not
have any electro-hydraulic valves. Instead, hydraulic power is requested from
the tractor with standard ISO 11783 messages. This simplifies the machine
and makes it more affordable but it requires an ISO 11783 class 3 tractor.

9 Conclusions

A software framework and component libraries for building ISO 11783 im-
plement control systems were developed with RTI’s Constellation software
development system. Prototype control systems for three real agricultural im-
plements, two drills and one sprayer, were implemented. The prototypes have
worked reliably during field tests.

The initial design and implementation of the first and the most compli-
cated drill control system took about four man-months, because the required
components had to be created from scratch. The sprayer controller was im-
plemented after the first drill. Even though the sprayer is a very different
machine, it took only about two man-months to complete. CAN, I/O and
ISOBUS components could be reused without modifications as well as many
of the lower level components. The general architecture and the three oper-
ating modes could be adapted and refined from the first machine. The third
control system was developed in a month, partly because of the similarities to
the other drill and partly because the researchers had become more proficient
with the Constellation tool.



Designing libraries of loosely coupled, reusable components is difficult.
Nothing can replace the thorough understanding of the problem at hand, but
Constellation can help avoiding common pitfalls by enforcing widely-accepted
and proven software principles such as “always program against an interface
not an implementation”. The principles are of no use if the language makes
it too difficult to follow them consistently. While component reuse is impor-
tant, frameworks allow reuse at application level. A well designed application
framework solves many central design decisions in an elegant manner. The
Constellation framework makes use of multiple design patterns, such as com-
posite, observer and adapter patterns. The use of design patterns improves
the general quality of the code. However, frameworks are notoriously difficult
to design and creating one for a one-time solution is a waste of resources.

The prototype control systems evolve as new features, such as better con-
trollers and fault diagnostics components, are added and the user interfaces
are refined. Maintaining the control systems is easy due to their hierarchi-
cal structure and loosely coupled components. Hierarchical structure splits
the diagrams into manageable pieces. Hierarchical components can be reused
at different levels. Because of the loose coupling, modifications usually affect
only a few components. Loose coupling also reduces the risk of unwanted side
effects in the other parts of the program. Navigating within the application
and plugging in new components is very intuitive with the graphical tool.

Although the three machine control systems are all different and no apples-
to-apples comparison can be done, we feel that Constellation, or another simi-
lar tool, can be used to improve software quality and programmer productivity.
However, these improvements stem from component reuse, which is exploited
best only if multiple similar control systems are created. For creating a single
control system, a more traditional approach might be more appropriate.
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Summary. Mobile robots used in the human-robot coexisting environment are re-
quired to perform continuous works without human maintenance. On the other hand,
they need a rechargeable batteries that require charge, generally. Therefore, an au-
tonomous battery-charging for mobile robots has a big advantage for performing
continuous works. However, installation of exclusive use of battery-charging-stations
requires much cost.

To improve this situation, we aim to realize an autonomous battery-charging
motion for a mobile manipulator using conventional electrical outlets. In this motion,
the robot is navigated to a front of an outlet, and a plug attached at the tip of
the manipulator is controlled to insert into the outlet. To realize the motion, we
implemented “distance transform method” for navigation, and a motion of plug
insertion using force feedback control.

In this paper, we explain the above implementations, and we discuss advantages
and limitations of such motions.

Keywords: Battery-charging, navigation, putting a plug into an outlet

1 Introduction

Mobile robots used in the human-robot coexisting environment are required
to perform continuous works without human maintenance. Both (1) moun-
ting batteries and (2) mounting power cables are ways to supply electric
power to robots in common cases. In the former case, a free-maintenance
time for robot is limited by capacity of its batteries. In the latter case, an
activity area of robot is limited by length of cables. Therefore, autonomous
battery-charging systems for mobile robots has a big advantage to perform
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autonomous and continuous works. So, in this research, we aim to realize
an autonomous battery-charging system for an autonomous mobile robot to
enable long term activity of it.

There were several researches that aimed to realize long term activities of
autonomous mobile robots. Yuta’s work aimed to realize long-term activities
for autonomous mobile robot including battery-charging motion [6]. Milo de-
veloped a docking station for recharging of autonomous robots [7]. Recently in
commercial robots, there are some robots that have an autonomous recharging
function, e.g. Roomba [8], AIBO [9]. However, in the above cases, exclusive
battery charging stations are used. Usually, an installation of such stations
requires cost.

In this research, our final goal is to realize an autonomous battery-charging
motion for autonomous mobile manipulators using common electrical outlets
in an actual environment. It requires motions of “navigation” and “putting a
plug into an outlet”. The robot is navigated to a front of an outlet, and a plug
attached at the tip of the manipulator is controlled to insert into the outlet.
To realize the motion, we implemented “distance transform method” for path
planning of a base robot and a motion of plug insertion using force feedback
control.

In this paper, we explain implementations of both navigation and plug
insertion, and discuss advantages and limitations of such motions.

2 Problem Definition and Assumption

To realize long-term activities for autonomous mobile robots, there are many
research topics (e.g. re-scheduling tasks, an architecture of operating system
and so on). In this research, we focus on a basic function “autonomous battery
charging”, and we set our objective motions as “(1) autonomous navigation
and (2) putting a plug into outlet”. Assumptions of these motions are as
follows.

• A type of target robot is a mobile manipulator.
• A plug is installed at the center of the manipulator’s hand.
• A target environment is our laboratory.
• Location of an objective outlet is known.
• An initial position of the robot is known.
• No marks and guides are installed in the target environment.

These assumptions are proper because the target environment is a human-
robot coexisting environment and the cost of altering an environment should
be reduced as much as possible. Additionally, an usual mobile robot working
in indoor environments can have a map.

A view and a layout of the target environment are shown in Fig.1 and
Fig.2. This is one of common office environments, and some outlets exist in
walls.
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Fig. 1. Photograph of the environment
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Fig. 2. Layout of the environment

Fig. 3. Target robot (Autonomous mobile manipulator)

3 Target Robot

Target robot used in this research is an autonomous mobile manipulator. A
view of the robot is shown in Fig.3.

1. Base robot
The size of the base robot is 56[cm] in width, 71[cm] in depth and 80[cm]
in height. The weight is about 30[kg] which includes two batteries. Con-
trollers and normal sensors are contained in the robot’s body to be self-
contained robot. It has a power-wheel-steering for locomotion.

2. Manipulator and hand
The 6 D.O.F. manipulator is mounted at the right of the base robot. It is
a PUMA-configuration which was produced in our laboratory (made by
aluminum). At the tip of the manipulator, a two finger hand is installed
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Fig. 4. 2-D Range sensor Fig. 5. Vision sensor and hand

Fig. 6. Plug attachment unit and force/torque sensor

shown in Fig.5. A force/torque sensor is installed between the manipulator
and the hand shown in Fig.6.

3. Plug attachment unit
A plug attachment unit for battery charge is installed at the center of the
hand (Fig.6). It contains a tilt sensor ADXL202AE (ANALOG DEVICES
corporation) to adjust the unit’s posture. Currently, the plug is a dummy.

4. Force/torque sensor
The force/torque sensor is IFS-67M-25A 25-1 (Nitta corporation) which
can detect 3 dimensional force and 3 dimensional torque. It is used for (1)
force feedback control of manipulator and (2) detection of plug insertion
in this research.

5. Vision sensor
A small CCD camera WAT-230 (Watec) is installed in the center of the
hand as a vision sensor. It is used to recognize the relative position of the
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objective outlet to adjust hand’s position. The vision sensor is lifted up
mechanically to keep its view area when the finger is closed. The function
can be seen in Fig.5 and Fig.6.

6. Range sensor
Two dimensional range sensor PB9-11 (Hokuyo automatic corporation) is
installed in front of the base robot (Fig.4). It scans 81 steps of half-circle
area to measure length to objects using LED beam. It is used for acquiring
environment information and position adjustment for the base robot.

4 Autonomous Navigation

The robot should move to the closest outlet when it requires battery charging.
In our assumption, the robot can have a map of the target environment and
information of outlet locations in advance. However, because of movable chairs
and other obstacles, sensor based navigation is necessary. In this section, we
introduce an implementation of sensor-based path planning using a range
sensor.

4.1 Path Planning

The start position and the outlet position (goal position) are assumed to be
known. On the other hand, we assume that a map of the environment is
unknown because of movable chairs and other obstacles. Considering these
assumptions, we apply distance transform method [3][4] for a sensor based
path planning to navigate the robot to the goal position.

Usually, the method assumes that the environment is fully known. Instead,
we use a range sensor to detect local environment information to plan local
path. A concrete procedure of distance transform method is shown as follows.

Firstly, the local area (within sensing range) is divided into small grids to
generate a grid map, and each grid has a binary information (free or occu-
pancy). Basically, each grid’s information is detected by range data measured
by the two dimensional range sensor. Additionally, the obstacle area is ex-
panded with consideration of the robot’s size, and grids in the occluded area
from the robot are registered as occupancy. Fig.7 shows an example of this
procedure. In this implementation, the local area is set as 3[m] in length and
2[m] in depth, and each grid size is set as 10[cm] square.

Secondly, distance transform method is applied to the grid map from the
goal position to generate the shortest path. If the goal position does not exist
in the grid map, a sub-goal is set at the furtherest position in free grids from
the robot’s position.

Thirdly, the robot navigates along the planned path to the goal (or sub-
goal) based on odometry information. The above procedure is repeated until
the robot arrives at the goal, as shown in Fig.8.
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Fig. 8. An overview of repeating procedure

4.2 Adjustment of Position and Orientation

Theoretically, the robot reaches the goal position exactly if it follows the
planned path. Practically in the real environment, it is impossible because
a positioning error accumulates due to the error of the wheel diameter, the
slippage between wheels and the ground and bumps of the ground. Therefore,
an adjustment motion of the base robot’s position is necessary for reduction
of the error for plug insertion.

In this research, the robot adjusts its position and orientation by detecting
distance to the wall and inclination of the wall (using two dimensional range
sensor) when the robot arrives at the goal position. Hough transform method
is used to abstract the wall’s line from the range data (Fig.9).

4.3 Navigation Performance in Real Environment

We implemented the above method on the target robot, and executed the
planning and navigation in the target environment. The total length of the
path was about 5 [m], and there were some chairs and desks on the way to



Long-Term Activities for Autonomous Mobile Robot 395

Fig. 9. Adjustment motion using Hough transform method

the goal position in this environment. By repeating the planning and naviga-
tion experiment in the same environment, the successful ratio to come to the
vicinity of the outlet was about 60%.

4.4 Discussion in Failure Cases of the Navigation

• Problem of obstacle detection
In this research, obstacles are detected by the range sensor, and the sensor
(installed at the height of 20[cm]) does not cover obstacles in high position.
The lack of the sensing ability causes collision to such obstacles. To solve
the problem, additional range sensors can be effective.

• Problem of local goal selection
The algorithm does not guarantee a completion of a path planning of
the base robot, even if a path exists. One of the big reasons is that the
range sensor is impossible to detect occluded area. We tried to avoid such
situations in several heuristic methods, but the navigation sometimes failed
because of a selection of useless local goal in some failure cases.

• Problem of the error of odometry
In this implementation, position adjustment of the base robot is performed
when the robot arrives at its goal. However, the robot sometimes did not
reach the goal position because of the accumulated error. To solve such
problems, the robot should adjust its position using some landmarks while
it navigates to the goal position.

5 Putting a Plug into an Outlet

After arrival of the robot in front of the target outlet, it puts a plug into the
outlet using the manipulator’s motion. In our assumption, the robot knows a
position of the outlet, so the insertion can be completed by the pre-planned
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motion theoretically. However, practically, the adjustment of hand’s position
and force feed-back control are necessary because of positioning error of the
base robot. Therefore, the following element motions are required to realize
an autonomous battery charging : (1) position recognition of an outlet, (2) ad-
justment of hand’s position, (3) a motion of plug insertion with force-feedback
control and (4) judging completion of the insertion. The element motions are
introduced in the following sections.

5.1 An Outlet Recognition

To adjust the hand’s position, the robot recognizes an outlet position using
vision sensor which is installed at the hand. A conventional template matching
method is used to recognize the outlet. The matching calculation is perfor-
med in IP5000 vision board (Hitachi Corp.) that uses normalized correlation
technique.

Fig.10 shows the template image which is acquired in advance, and Fig.11
shows an example of matching result. Once the robot stops parallel to the wall
correctly and the target outlet is located in the camera’s image, it is almost
100 percent successive ratio for the matching procedure in our experimental
setup. That is because the template image includes good texture for template
matching.

Fig. 10. The template image

Fig. 11. An example of matching

5.2 Adjustment of Hand’s Position

After the recognition of the outlet, pixel distance between the center of the
image plane and the outlet position can be transfered into the actual length
as a relative error of the hand’s position. It is the unique value because the
robot knows the distance from the hand to the outlet. Using the relative error,
the robot adjusts the hand’s position to align to the target outlet. However,
we faced another problem as follows.
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In the real motion, the error of the hand’s pose still remain due to the
backlash of the manipulator and a small tilt of the base robot. Sometimes
this error is fatal and the robot can not perform the inserting motion with
the error. Fig.12 and Fig.13 shows an example view of this problem.

Electorical Outlet

Fig. 12. Insertion without error

Electorical Outlet

Error

Faliled

Fig. 13. Insertion with error

Usual approach to solve such problem is to improve accuracy of the hard-
ware. However, such improvement has a limitation, and increases robot’s
weight that is not suitable for small indoor robot.

Instead of improvement of the hardware, our approach is to install tilt
sensor at the plug attachment unit to keep hand’s posture parallel to the
ground.

5.3 Motion of Plug Insertion

We separated a plug insertion motion into 2 stages:

Stage 1: Approaching motion of the hand parallel to the ground.
Stage 2: Motion of putting the plug into the outlet.

In the stage 1, the hand is traced along the straight line to the center of the
outlet without force-feedback control (Fig.14). When the plug contacts to the
outlet, the contact force can be detected by the force/torque sensor, and the
robot switches to the stage 2. In this stage, force feed-back control is applied to
compensate large contacting force, shown in Fig.15. It is a very simple force-
feedback control, the detected force values at the tip of the manipulator are
converted into differential angles of joints (calculated by the inverse Jacobian
matrix), and the angles are added to the reference angles of the joints.

Since there is a dent around the hole of conventional outlet to make plug
insert easy for human, the motion of plug insertion can be performed to slide
along the dent, using force-feedback control.

5.4 Judgement of Completion of the Insertion

In this research, we use force data measured by the force/torque sensor for
a judgement of completion of the insertion. We implemented both a passive
method and an active method for the judgement, shown as follows.
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Fig. 14. Adjustment without compli-
ance motion

Fig. 15. Insertion with compliance mo-
tion

Judgement using passive method

The passive method is to use a log of force data during the motion of plug
insertion. Force data log of z axis (the same direction as perpendicular to the
outlet) in a typical successful case is shown in Fig.16, and force data log of z
axis in a failure case is shown in Fig.16. Both the data were logged when the
hand is controlled along a straight line with a manual position adjustment.

A B

Line Motion Insersion
with compliance

Complete
insersion

a b c

Fig. 16. Force data of successful case

Line Motion

Insertion
with compliance

d

e

Fig. 17. Force data of failure case

Features of the above cases are shown in the following.

[ a : ] In the stage 1 of successful case, the swing of the data is not so large.
[ b : ] In the stage 2 of successful case, the data is oscillated due to force-

feedback control.
[ c : ] After completing insertion of successful case, the change of the force

data increases linearly.
[ d : ] In the stage 1 of failure case, detected force does not exceed the thres-

hold even if the plug contacts to the outlet in this example.
[ e : ] In the stage 2 of failure case, the force data is continuously increasing

in average and the swing of the data does not converge.
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The big difference feature is the data in the stage 2 ([b] and [e]). The log
pattern in the successful case [b] is oscillated around the initial value, because
the plug is inserted correctly. On the other hand, the log pattern in the failure
case [e] is oscillated around the offset value, because the plug always push the
outlet. Using this feature, the robot can judge completion of the insertion.

Judgement using active method

In our experiences, the passive judgement using force sensor sometimes gives
a wrong answer. To confirm the plug insertion, we implemented the active
method which uses additional motion of the hand.

If the plug is inserted correctly, the plug and the outlet are united. There-
fore, when the robot tries to rotate the hand, the large torque can be detected
at the wrist of the hand because the plug can not move. It is performed when
the robot finishes inserting motion.

It is very simple and powerful method for judgement of completion of the
insertion.

5.5 Plug Insertion Performance in Real Environment

We implemented the above method on the target robot, and executed the plug
insertion motion in the target environment. The initial position of the base
robot was set by eye measurement. By repeating the motion, the successful
ratio to insert the plug was about 40%. Note that we counted failure case
when the robot detected a failure of plug insertion.

5.6 Discussion in Failure Cases of the Plug Insertion

• Problem of the recognition of the outlet
When the robot recognized the outlet, sometimes the template matching
method was not succeeded in. We guess that the brightness in the envi-
ronment was changed. (The normalized correlation technique did not work
well in this case.) To solve the problem, installing a flashlight at the hand
is effective to keep brightness constantly.

• Problem of a lack of the stiffness at the manipulator base
When the manipulator is stretched (or the manipulator is overhanged from
the base), a physical deformation of the base of the manipulator occurs
due to the lack of the stiffness at the base part. This is a peculiar problem
of our hardware, and it affects to successful ratio in large. A part of the
problem can be adjusted by the tilt sensor shown in the section 5.2, but
we will improve the part of the manipulator base.
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6 Conclusion

In this research, we assume our research objective as “autonomous battery
charging using common outlets” to realize the long activity for a mobile ro-
bot. We separated the motion into two sub-motions, “autonomous navigation”
and “motion of plug insertion”, and reported each implementation and perfor-
mance using a real robot. Currently, the two motions are performed separately,
and the integrated motion is very low level in the successful ratio. One of the
reasons is that the positioning error of the base robot in navigation disturbs
the start of motion of plug insertion.

Although the successful ratio is currently not enough practically, we guess
that the ratio can be increased very much by fixing the problems shown in
this paper. Therefore, our future work is to search and to fix problems by
using a real robot in a real environment. Finally we aim to realize long term
activity for mobile robot.
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Summary. In this paper we propose an innovative robot remote control method,
a synthesized scene recollection method, which provides the operator with a bird’s-
eye view image of the robot in an environment which is generated by using position
and orientation information of the robot, stored image history data captured by a
camera mounted on the robot, and the model of the robot. This method helps the
operator to easily recognize the situation of the robot even in unknown surroundings
and enables the remote operation ability of a robot to be improved. This method
is mainly based on two technologies, robot positioning and image synthesis. In this
paper we use scan matching of laser rangefinder’s scan data for robot positioning
and realized self-contained implementation of the proposed method in 2D horizontal
plane.

Keywords: Teleoperation, positioning, image synthesis, scene recollection

1 Introduction

In the teleoperation of a mobile robot in a remote site, the controllability of the
robot will increase greatly if the operator can easily recognize and understand
the situation of the robot in the remote site and its unknown surroundings.

Many studies on the control methods of the teleoperation of mobile robots
have been investigated and proposed up till now. System structure in most of
the previous studies uses a system where there is a mounted camera on the
robot and the operation is usually performed from a remote site using captured
images by the mounted camera. If you have ever experienced operating a
mobile robot using such system structure, you would agree that it is difficult
to operate a robot by only using a direct camera image and controllability
of the robot is very different from operating a robot close to you. This is
mainly because it is hard to understand the situation of the robot and its
surroundings based on only the information of captured images unless you
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are well trained in robot operation, possesses good sense of space perception
and are good at imagining the robot itself in the unknown environments.

Obtaining 3D environmental data of the unknown surroundings and con-
structing it into a 3D model of the surroundings [1], adding extra mechanisms
on a robot from where the mounted camera can capture bird’s-eye view like
images of the robot [2] [3], and using vision support of other robots [4] [5]
are some of the ways to overcome the teleoperation difficulties. Even though
these methods have some disadvantages such as long process time is required
to construct a 3D model of the unknown surroundings and cannot handle
dynamically changing environments, and increase cost, size, weight, comple-
xity [6] and the number of robots. Another difficulty in the mobile robot
teleoperation is the communication efficiency. Sometimes in bad communica-
tion conditions it is hard to send captured images as the data size of them is
usually large.

We have proposed an innovative teleoperation method, a synthesized scene
recollection method, which increases the controllability of a robot by using sto-
red images captured by the camera mounted on the mobile robot as spatial-
temporal information [7]. This method can deal with the above mentioned
difficulties and disadvantages in the teleoperation of mobile robots. Plainly
speaking, this is the teleoperation method which uses a bird’s-eye view of a
robot in unknown surroundings, is synthesized from spatial-temporal infor-
mation of formerly captured images.

This teleoperation method is developed as a rescue robot technology. Since
it is still difficult to develop autonomous robots to function well in real envi-
ronments with current robot technology, the system structure such as a human
operator remotely controlling a robot is one of the realistic solutions which
works well in real disaster sites during rescue robot operation [2] [3] [8] – [10].
Although this method is implemented as part of rescue robot technologies,
it can also be applied to any moving device such as medical surgery support
which uses an optical fiber scope.

Although high mobility of a mobile robot is indispensable for rescue robots
in actual disaster sites, it is hard to make full use of the mobility of the robot
by ordinary teleoperation methods since the situation of the robot and its
surroundings are vaguely known. The proposed method can overcome this
problem and can make full use of the locomotion ability of the robot and it
can also increases its mobility.

In teleoperation of a manipulator with system time delay, there are works
which use the predictive display and/or force feedback information based on
environmental model constructed in the computer system to deal with the
time delay [11] [12]. Our method does not handle system time delay but can
switch mode of data transmission according to contents of data such as use low
transmission rate for images which are large in data size and high transmission
rate for robot position information which are small in data size. This mode
switching will contribute improving the robustness of data transmission in low
bandwidth communication.
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This teleoperation method also introduces several other benefits such as:
real time synthesis of bird’s-eye view images because of image-based method
and no model construction needed and can handle dynamic environment which
changes in low frequency. In addition, it will also reduce blind spots, prevent
the operator from getting camera motion sickness, and so on.

In the previous implementation of the method we used an external camera
to measure the position of the robot. To realize self-contained system which is
suitable for a realistic application such as a rescue activity use we installed a
laser rangefinder and used scan matching of the laser rangefinder’s scan data
for robot positioning in 2D horizontal plane.

In this paper we will explain this synthesized scene recollection method, a
novel teleoperation method for a mobile robot using real image data records
and self-contained implementation of the proposed method using positioning
by a installed laser rangefinder. With this method we can obtain the bird’s-eye
view image of a robot in a scene even with only a single camera.

2 Synthesis of the Bird’s-Eye View Images to Improve
Remote Controllability

In our work, synthesis of the bird’s-eye view images, which improve remote
controllability, are conducted using the following technologies:

• Estimation of the position and orientation of the robot
• Image synthesis technique for bird’s-eye view images using estimated po-

sition and orientation information of the robot and spatial-temporal infor-
mation which are formerly captured real image data records

That is, we need to know the position and orientation of the robot and its
stored real image data records which include formerly captured images asso-
ciated with the position and orientation of the mounted camera where the
image was captured. Overview of the bird’s-eye view synthesis is represented
in Fig. 1. The upper left, center and right pictures of Fig. 1 are images cur-
rently captured by the camera, current position and orientation information
of the robot, and the selected bird’s-eye view like image of the robot from real
image data records respectively. The bird’s-eye view of the robot in its un-
known surroundings shown in the bottom picture of Fig. 1 is the synthesized
image using above information and a CG model of the robot which is created
in advance.

An operator remotely controls the robot using the composite bird’s-eye
view images which are synthesized according to the process presented in Fig. 1
using real image data records captured by the camera mounted on the robot
and position and orientation information of the robot measured by the sen-
sors. The operator can easily understand the situation of the robot and its
unknown surroundings in the teleoperation using these composite images and
the remote controllability will increase.
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Fig. 1. Overview of the bird’s-eye view synthesis.

The algorithm for synthesizing the bird’s-eye view images is as follows:

Algorithm

1. Obtain position and orientation information of the robot during operation.
2. Store images associated with position and orientation information of the

mounted camera when they are captured to the buffer while the robot is
moving.

3. Select an appropriate image from the stored real image data records ac-
cording to the current position and orientation information of the robot
and make the position and orientation of the selected image as the viewing
position of the bird’s-eye view image.

4. Render the model of the robot according to the current position and
orientation information of the robot and the selected viewing position.

5. Superimpose the model of the robot viewed from the selected viewing
position onto the selected image from the stored real image data records
(generation of the bird’s-eye view image).

6. Repeat this procedure continuously.

Overview of this system is shown in Fig. 2. Images captured by the moun-
ted camera are stored in the buffer as bitmap images along with the associated
position and orientation information of the camera when they are captured.
When the current position and orientation information of the robot is obtai-
ned from the sensors, the most appropriate image to view the robot in the
present time is selected from the stored real image data records according to
this information of the robot. Then the model of the robot which is viewed
from the selected image position is superimposed onto the selected image. The
selection of the most appropriate viewing position is according to the position
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Fig. 2. System overview. Fig. 3. Pseudo real-time view.

and orientation information of the mounted camera which is stored with the
captured images in the buffer. As shown in Fig. 3, the selected image is used
as the background image of the bird’s-eye view image. This background image
is not real-time one but it is a pseudo real-time image. Because of this system
configuration it can handle dynamically changing environments in a pseudo
real-time manner. Also this system does not require the construction of a 3D
environmental model since this is an image-based method, and it does not
take much time to synthesize the bird’s-eye view image.

3 Robot Positioning Using Scan Matching

Although we have used an external camera to measure the position of the
robot in the previous implementation of the method, this system configuration
is not suitable for a realistic application such as a rescue activity use since
we can not place external cameras in advance in unknown surroundings. For
realistic implementation we need to realize self-contained system including
robot positioning. In this paper we installed a laser rangefinder as a positioning
sensor on the robot and used scan matching of the laser rangefinder’s scan
data for robot positioning in 2D horizontal plane to realize self-contained
positioning and system.

3.1 Scan Matching

In scan matching two scan data from a laser rangefinder (LRF): a reference
scan, Rn, and an input scan, Sn are used to determine the relative rotation,
dR, and the relative translation, dt, of the LRF position. This relative rotation
and translation are the same as the ones of the robot position. The ICP
(Iterative Closest Point) algorithm [13] [14] which is based on the least square
registration is a well known algorithm for local scan matching. In this paper
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we use the ICP algorithm for scan matching and to determine the relative
rotation and translation of the robot position.

The algorithm used in this paper for scan matching in 2D horizontal plane
is as follows:

Scan Matching Algorithm

1. Determine closest point pairs
Find a closest point ri ∈ R2 in the points of the reference scan data, Rn,
which corresponds to each point si ∈ R2 for all the points in the input
scan data, Sn.

2. Suppress bad closest point pairs
Ignore closest point pairs (si, ri) of the input and reference scan data
whose point distances |si − ri| are larger than the specified threshold
distance δ.

3. Subtract centroids of the scans from the scan data
Calculate centroids of each scan, sc and rc. Subtract corresponding cen-
troid from all the closest point pair (si, sr).

sc =
1

N
Σsi rc =

1

N
Σri (1)

s�i = si − sc r�i = ri − rc (2)

Here, N is the number of the closest point pairs.
4. Calculate the correlation matrix

Correlation matrix H can be obtained as follows:

H = Σr�is
�T
i =

�
hxx hxy

hyx hyy

�
(3)

5. Calculate the small relative rotation and translation
The small relative rotation, dR, and translation, dt, can be obtained using
the SVD (Singular Value Decomposition) of the correlation matrix H as
follows:

H = UDV T (4)

dR = V UT (5)

dt = rc − dRsc (6)

Here, the matrix D is a diagonal matrix whose diagonal elements are
singular values of the matrix H. The matrices U and V are orthonormal
matrices which contain right and left singular vectors as their column
vectors that correspond to the diagonal elements (i.e. singular values of the
matrix H) of the matrix D and placed in corresponding order, respectively.

6. Move the input scan by (dR, dt)
Move the input scan data by the obtained relative rotation and translation
(dR, dt).

7. Repeat this procedure continuously
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3.2 Robot Positioning

The total rotation and translation of the robot can be obtained by accumu-
lating the small relative rotation, dR, and translation, dt, at each time step.
We calculated the robot position using scan matching as following algorithm:

Robot Positioning Algorithm

0) Take the first scan at the initial position of the robot and register the scan
data as the reference scan. Following scans are used as input scans unless
the specified conditions are met.

1. When the next scan is obtained, use the scan as the input scan and do scan
matching with the registered reference scan. The relative robot motion
(relative rotation and translation) will be obtained.

2. Calculate the current robot position by adding the obtained relative robot
motion to the position of the robot where the reference scan was registered.

3. Update reference scan when the robot translates the specified distance or
rotates the specified angle.

4. Go back to 1) and repeat this procedure continuously.

The specified distance and angle in step 3) can be determined experimen-
tally according to an environment. Since the sensor error of scan matching
is accumulated every time when a reference scan is updated, we update a
reference scan not so often but after certain translation distance and rota-
tion angle in which the scan matching works well. The scan matching and
other processes can be performed in real-time. That is the robot positioning
is performed in real-time.

It should be noted that since we have the robot position information and
the scan data from that robot position, we can generate a 2D horizontal map
by combining these information and stitching each scan data according to the
robot position information in some accuracy.

3.3 Robot Positioning Experiment

Experimental setup

We have developed a four-wheeled rescue robot platform called FUMA for en-
vironment information gathering at a disaster site which is shown in Fig. 4 [15].
The core design principle of FUMA is to achieve fast mobility efficiency with
a simple mechanical structure. A 1-DOF arm is installed at the rear end of
the robot to provide a high viewing position and a center of gravity balan-
cing device when climbing over larger obstacles. It is generally understood
that wheeled robots, without special mechanisms, endure many difficulties
when climbing over objects that are higher than its wheel radius. Neverthe-
less, incorporating this simple structure arm, FUMA is capable of climbing
over obstacles that are much larger than the radius of its wheels.
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Fig. 4. A four-wheeled rescue robot FUMA with LRF. FUMA has five cameras and
one on the top of the arm is used for the experiment. The yellow box on the body
of the FUMA is the laser rangefinder, RS4-4 which is used as a positioning sensor.

The RS4-4 (Leuze) is used as a laser rangefinder and it is mounted on the
FUMA as shown in Fig. 4. The RS4-4 can scan in the range of 190 degrees in
angle and 50m in distance in front of it. Its resolution is 0.36 degrees in angle
and 5mm in distance. It uses the 905nm infrared laser and its scanning rate
is 40msec/scan.

Positioning experiment

We have conducted a positioning experiment using the RS4-4 mounted on
FUMA. Each parameter is set as follows:

• The number of scanning point at one scan: 133 (every 1.44 degrees)
• Distance threshold between closest point pairs: 500mm
• Scan matching sampling rate: 100msec
• Update condition of a reference scan: motion difference of 200mm in di-

stance and/or 5 degrees in angle

These parameters are obtained experimentally.
In the experiment the robot moved along the L shape path drawn by the

red line from the start point at the bottom right corner to the goal point at
the top left corner as depicted in Fig. 5. Fig. 5 is a schematic figure of the
floor where the experiment was conducted.

The positioning experimental result is shown in Fig. 6. The pink dots
denote the position of the robot and the blue dots the point on the objects
around the path which form the map around the path where the robot has
traveled. As shown in Fig. 6 the position of the robot can be reasonably
obtained by scan matching using the LRF.

Even though the positioning by scan matching using the LRF has better
positioning accuracy than the positioning by the odometory using wheel ro-
tation encoders, errors at each scan matching accumulate as the robot moves
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Fig. 5. The schematic figure of the floor
where the experiment was conducted.

Fig. 6. The positioning experiment re-
sult.

and the accumulated error would become large after traveling longer distance.
One of the advantage of this proposed method is that the algorithm is based
on the relative position. Although the positioning by scan matching has the
accumulated error in global positioning, it still has good accuracy in local
relative positioning. That is this scan matching positioning using a LRF with
good local relative positioning accuracy would work in our algorithm.

4 Implementation of the Synthesized Scene Recollection

We have introduced the different ways of presenting the synthesized bird’s-eye
view images to an operator using the synthesized scene recollection method
as follows [7]:

• Teleoperation of a robot using a fixed bird’s-eye viewing position

• Teleoperation of a robot using a moving viewing position
For this moving viewing position teleoperation method we have propose
four different types of teleoperation methods.
1. Real-time image teleoperation
2. Constant time delay image teleoperation
3. Fixed distance image teleoperation
4. FOV evaluated image teleoperation
We have implemented these methods which work in real-time.

We can select the ways of presenting the synthesized bird’s-eye view images
to an operator from above mentioned methods and/or combinations of these.
This viewing position specification can be extend to such as manual selection
of it.
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We have realized self-contained implementation of the proposed method
using the positioning method described in the previous section. One of the ex-
amples using FOV evaluated image teleoperation method in real-time is shown
in Fig. 7. This is the scene of the FUMA after traveling total 25m translation
and 420 degrees rotation. The images in Fig. 7 are taken at the same time.
(a) is the image of the FUMA taken from the external camera which shows
the reference of the scene. (b) is the image from the camera mounted on the
FUMA. (c) is the synthesized image of FUMA in the environment by the pro-
posed method. As shown in Fig. 7 it can be said that the synthesized image
is well representing the situation of the robot in the environment even though
it is hard to understand the robot situation in the environment by the image
(b) which is taken from the camera mounted on the FUMA.

The other example using FOV evaluated image teleoperation method in
real-time is shown in Fig. 8. The viewing positions are selected automatically
according to how close the model of the robot can be seen in the image area.
The snapshots of the experiment are represented from the left to the right
and from the upper row to the bottom one as time goes by. It can be said
that the situation of the robot in the surroundings of the remote site can be
understood with ease and this helps the operator to control the robot.

The combination use of the synthesized bird’s-eye view and the direct ca-
mera image will provide a spatial view of the environment, thus helps the
operator to conceptualize the relative locations between the robot, objects
and the surrounding environment. This will be effective in actual robot teleo-
peration. In the current implementation, when an obstacle exists in-between
the robot and the selected viewing position, instead of occlusion of the ro-
bot by the obstacle, the robot could be seen through the obstacle. In this
case, the operator would know the depth order of the objects and thus able
to correctly understand the scene. In other words, the operator could see the
robot through obstacles that could not be seen through physically, and thus
enhances the controllability of the robot teleoperation.

5 Conclusion

In this paper we have presented a novel teleoperation method for a mobile
robot, the synthesized scene recollection method using real image data records
and the self-contained implementation of the method with the positioning
by scan matching of a laser rangefinder’s scan data. Some examples using
implemented self-contained system which works in real-time are shown.

The proposed teleoperation method enables an operator to easily under-
stand and recognize the situation of the robot in its surroundings which leads
to the improvement of the remote controllability. This teleoperation method
will also introduce several other benefits such as: robustness in low band width
communication, real time synthesis bird’s-eye view images because of image-
based method and no model construction. In addition, it will also reduce blind
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(a) External camera image of FUMA.

(b) Image from the mounted camera. (c) Proposed synthesized image.

Fig. 7. One scene of FUMA at the experiment.

Fig. 8. Example of FOV evaluated image teleoperation. The snapshots of the ex-
periment are represented from the left to the right and from the upper row to the
bottom one as time goes by.

spots, prevent the operator from getting camera motion sickness, and so on.
This method not only can be applied to mobile robot teleoperation but also
can be applied to any other applications for a moving object such as tele-
surgery with an endoscope. It can be said that this self-contained implemen-
tation of the proposed method made the progress for the realistic application
of the method such as a rescue activity use.

In our future work we will extend our implementation of the method to
the 3D environment with some 3D robot positioning method.
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Summary. In this paper, a newly initiated project of networked robotic system for
disaster mitigation is introduced. In this project, multiple robots are coordinately
operated through ad-hoc wireless communication network, including satellite-based
IP communication link, for surveillance tasks at a disaster site. The robot system
consists of a large-scale outdoor robot to serve as a carrier of small robots and a
fleet of small robots to be deployed at a specific spot such as an inside of a building
complex. A combination of a laser range scanner and an omni-directional camera is
used to acquire high resolution 3D geometry data and rendering images. Those data
and images are displayed using Mixed Reality (MR) technology at a remote site
to provide an overall picture for operation managers with high fidelity. This paper
presents our initial experiments using a robot test bed with an emphasis on remote
operation over rough terrain and for acquisition of high resolution 3D geometry data
and telepresence using MR technology.

Keywords: Disaster Mitigation, Surveillance Robots, Wireless and Satellite-Based
IP Communication, Ad-hoc Networking, Telepresence and Teleoperation, Omni-
directional Camera, Laser Range Scanner, Mixed Reality

1 Introduction

Development of robotic systems for search and rescue operations receives in-
creasing attention and national priority after the Hanshin-Awaji earthquake
in 1995, Japan [1] and the World Trade Center incident in 2001, U. S. A. [2]
In case of such natural or man-made disasters, it is necessary to grasp a whole
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picture of the extent and degree of the damages and victims as quick as pos-
sible. But when the extent and degree becomes grater it becomes more and
more difficult to do immediate surveillance and rescue operations, because the
access of the human teams becomes difficult and the communication networks
go disorder due to physical damages on the ground facilities and the rush of
access from a general public. To the robotics community, the development
of remotely operated robots for immediate surveillance and possible rescue
operations is strongly expected to mitigate the disaster by saving the lives of
victims and avoiding a secondary disaster on the human rescue teams.

Since 2003, a group of present authors have been working on a newly
initiated project of networked robotic system for disaster mitigation, under
the support from the Japanese Ministry of Internal Affairs and Communica-
tions (MIC). The project aims at the development of a robotic system for
surveillance of a remote disaster site. However the focus is not limited to the
development of a single robot, but covers more Information Technology orien-
ted subjects and integration of those robotics and information technologies.
Three key issues of our project are summarized as follows:

1. Development of a network configuration and congestion control technolo-
gies to secure the emergency communication by making maximum use of
Internet and wireless ad-hoc networks in case of wide-area disasters.

2. Development of a robotic system that can be deployed in the disaster site
and teleoperatively or autonomously do surveillance tasks by cooperating
among multiple robotic agents.

3. Development of a Mixed Reality technology to effectively display the high
resolution 3D geometry data and images of the disaster site, acquired by
the robotic agents, to the operation managers at a remote site with high
fidelity.

Finally, the project looks at a possibility to demonstrate the integrated tech-
nology by using a satellite-based IP communication link that will be provided
by ETS-VIII, a Japanese Engineering Test Satellite for advanced telecommu-
nication technologies. Currently, satellite-based communication has a disad-
vantage of lower transmission bandwidth, however it has a grater advantage
that the satellites are not damaged by the disasters on the ground.

This paper presents our initial experiments using a robot test bed with
an emphasis on remote operation over rough terrain for acquisition of high
resolution 3D geometry data and telepresence using MR technology.

2 System Concept and Mission Scenario

We develop a robot system consists of a large-scale outdoor robot (hereafter
termed as a “parent robot”) to serve as a carrier of a fleet of small robots
(hereafter termed as “children robots”) to be deployed at a specific spot such
as an inside of a building complex. Fig. 1 depicts an artist’s impression of
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Fig. 1. Artist’s impression of
the parent robot

Concept for network composition

Operation Center

Internet
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Answering system
for inquiry from

public

Outdoor �parent�robot

Indoor robots
Indoor �children�
robots

GIS date
base

Communication terminal
(router) for satellite based
IP communication

Fig. 2. A concept of the networking for the
proposed robotic surveillance system

the parent robot. The parent robot should provide rough terrain mobility to
approach a collapsed building, then using a ladder lift up children robots and
deploy them on the higher floors of the building. After the deployment of
the children robots, the parent robot could serve as a router for the wireless
network of children robots and a bridge to the satellite-based communication
link. Some of the children will go deep inside of the complex where the wireless
signals from the parent cannot reach. In such a case a communication link
should be established by relaying through a chain of children robots. Fig.
2 depicts our concept of IP based operation network that connects multiple
surveillance robots at the depth of a disaster site and an operation center
that could be located far from the site, via local area wireless transmission,
satellite-based wireless transmission, and the Internet in the undamaged area.

The mission of the robot system is to acquire 3D geometry data and photo
images of the site. For this purpose a combination of a laser range scanner
and an omni-directional camera will be mounted on each robot. The geometry
data and images are displayed using Mixed Reality technology at the operation
center to provide an overall picture of the disaster site for operation managers
with high fidelity. Also, other sensors for detecting victims such as infrared
and CO2 sensors should be mounted on the robots.

3 Mobile Robot Test Bed

For the initial development and tests of the technologies, a four-wheel mobile
test bed was designed and developed as depicted in Fig. 3. The test bed
weighs about 30 kg including an on-board computer, electronics and batteries.
Each wheel has an independent motor drive (with Maxson 22W DC motors)
and a steering control. On each side the front and rear wheels are connected
by a mechanical link that looks like a leg, and the left and right links are
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Fig. 3. A four-wheel mobile test bed for initial experiments

differentially connected at the central main body. This differential suspension
system is called “rocker” suspension [3] and shows highly adaptive capability
in traveling over rough terrain.

Fig. 4 depicts a block diagram of the on-board control system. As for
the motor controllers and power drivers, we used common and commercially
available products as much as possible. Particularly, for the interface with an
on-board computer which is a standard laptop PC, we use USB. Through the
USB hub, we can add more motors and sensors onto the system easily.

Wireless ethernet connection (IEEE802.11b), the modem of which is built
in the on-board laptop computer, is used for remote operation of the robot.
The traveling velocity and steering angle commands are given by a remote
operator using a joystick and transmitted to the robot, then the local feed-
back control is performed by USB interfaced motor controllers (iMCs01, iXs
Research Corp, with Hitachi H8 micro processor at 20MHz clock) on the robot
to follow the given commands. The views of navigation cameras (with VGA

power
driver

Driving motors

Steeringmotors

Encoder

Velocity
controller

power
driver

Position
controller

Potentiometer

On Board Computer
for robot control)

USB hub

Wireless Ethernet
IEEE802.11b
or Terminal Adaptor for
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USB cameras

Ethernet

Omni-directional cameraOn Board Computer
for 3D data
acquisition)

Line laser scanner

Turntable

Fig. 4. Block diagram of the on-board control system
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quality, Motion JPG format at 6fps) are transmitted back to the operator for
hazard detection.

For the acquisition of geometry information and picture images, a combi-
ned sensor system with a line laser scanner and an omni-directional camera is
mounted on the central body of the robot. The line laser scanner turns step-
wise by the turntable controller. The details of the telepresence technology
are elaborated in the following section.

For the hazard detection during the rover locomotion, a stream of visual
images around the front wheels is strongly necessary. But the quality of the
images is not necessarily so high. On the other hand, for the construction of a
map around the environment, the resolution of 3D measurements should be as
higher as possible. However, we do not need to transmit a high-quality video
stream, but three dimensional mesh data and still images taken at selective
locations. This strategy eases the requirement for the transmission bandwidth.
Eventually, in our test bed experiments, the overall bandwidth of the wireless
connection between the robot and an operator console is just within 11Mbps,
including the video stream from the navigation (hazard) cameras.

TopTop: a mobile robot
test bed traveling
over cluttered
terrain.

Bottom left:Bottom left: a view of
front navigation cameras.

Bottom rightBottom right: a view
of omni-directional
camera.

Fig. 5. A snapshot of the experiments of teleoperation

The experiments of teleoperation were carried out successfully with the
above apparatus. Fig. 5 depicts a snapshot of the indoor experiment traveling
over a cluttered floor.

Note that the robot test bed used in the experiments here does not re-
present the parent robot or children robots in terms of the size, mechanical
design, or specific mobility performance. The parent robot in our mission
scenario should be much bigger and tougher for outdoor operation, and the
children robot can be much smaller for the investigation in a narrow space.
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But in terms of wireless teleoperation and data acquisition, core technologies
are common in any mobile robots with different scales or designs.

4 Telepresence Using Mixed Reality Technologies

4.1 High Resolution 3D Geometry Acquisition of a Remote
Environment

As a preparation of reproducing a remote environment using Mixed Reality
technologies, our high resolution 3D geometry acquisition system of a real
scene is described in this subsection. Instead of using a pair of stereo cameras
which has a disadvantage of inaccurate depth measurement for distant targets,
an acquisition method using a laser range scanner is employed with a co-axis
omni-directional camera on a turntable. Although a number of laser scanning
systems have already been commercialized, our method is advantageous over
them in terms of drastic cost reduction and measurement flexibility.

Fig. 6. A line laser scanner (SICK, LMS291) mounted on a turntable

At a measurement site, the depth information of the real scene is measured
by a line laser range scanner (SICK, LMS291) on a turntable (Chuo Preci-
sion Industrial, QT-CM2 and ARS-136-HP) and sent to an operation center
together with omni-directional images. At the operation center, a 3D poly-
gon model (mesh model) is reconstructed from the depth information (point
cloud) and images (texture data) received, and projected on an immersive dis-
play (Matsushita Electric Works, CyberDome, approx. 140 degrees of horizon-
tal viewing angle). The line laser range scanner measures depth information
along a line. The 3D reconstruction is realized by rotating the measurement
line and by integrating a series of depth information. Fig. 6 shows the line
laser range scanner on the turntable. Fig. 7 and Fig. 8 show examples of a
measurement site and a reconstructed 3D polygon model, respectively. In this
case, 901 lines were measured in about two minutes by rotating the turntable
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Fig. 7. A scene of a remote site
Fig. 8. A reconstructed 3D polygon mo-
del of the remote site

with an interval of 0.1 degree, each having 361 measurement points scanned
by the line laser range scanner with an interval of 0.5 degree.

In order to acquire the texture information of a real scene, if a symmetric
omni-directional camera is used, a single shot is enough to obtain the image
around 360 degrees. But if using a non-omni camera or an asymmetric omni-
directional camera whose images has the highest resolution in the directions of
0 and 180 degrees [4], it is effective to rotate the camera on the same turntable
of the laser scanner.

4.2 Telepresence Technique Combining Model-Based and
Image-Based Approaches

The requirement for the surveillance of a disaster site is twofold. One is image
based surveillance in which visual features such as smoke and fire or some cha-
racteristic colors are important. However, this kind of surveillance does not
provide fine 3D geometry information. The other is the acquisition of relatively
high resolution of 3D geometry data of the environment. This kind of infor-
mation is particularly useful for the localization and navigation of the robot.
In case exploring an unknown environment, map building of the environment
is a priority task. The former can be termed “image-based” approach and the
latter “model-based.” A comparison of these two approaches is summarized
in Table 1.

Table 1. A comparison of telepresence techniques

image-based model-based proposed method

type of data images fine 3D coarse 3D images and
geometry geometry 3D geometry

photorealisticy high high low high
real-time construction possible difficult possible possible
movement of viewpoint difficut possible possible possible
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In this research, we develop a telepresence technique that satisfies the
requirements of both image-based and model-based approaches. Based on the
assumption that the environment does not change so quickly, we construct
the geometry model and make telepresence with color (texture) information
obtained from visual images. Our technique is advantageous over both model-
based and image-based telepresence approaches.

In the proposed technique, the color (texture) information of a patched
area obtained from a still-camera image is allocated onto the corresponding
3D polygon model. Since the calculation of a huge amount of intersecting
points by a CPU is too time-consuming to perform in real-time, a multi-pass
rendering algorithm has been newly developed. The algorithm achieves a two-
step projection for texture mapping by high-speed GPUs [5]. Fig. 9 depicts a
texture-mapped version of the wire-framed model that was shown as Fig. 8.

Fig. 9. A texture-mapped representation of the 3D geometry model

By using this technique, a telepresence system has been realized, in which
the latest image is updated in real-time while fine texture is gradually mapped
on the entire model according to the camera movement in the environment.
In the telepresence display, a human operator can interactively choose an ar-
bitrary viewpoint of data representation. An indoor high-precision 3D tracker
(3rdTech, HiBall-3100) was employed for sensing the position and orienta-
tion of human operator’s head, so that the display can synchronize with the
operator’s view point and line of sight.

Fig. 10 depicts a snap shot of the developed MR-based teleplesence system.
The scenes around the disaster cite are displayed (right) from an arbitrary
viewpoint with an arbitrary view angle according to the head motion of the
operator (left). Fig. 11 depicts a concept of an MR-based decision making
room where multiple operation managers can share the whole picture of the
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Fig. 10. A snap shot of the developed MR-based teleplesence display (right) that
is interactive with the operator’s head motion (left)

Fig. 11. A concept of an MR-based decision making room for operation managers

disaster cite with their individual view points through the individual head-
mount displays.

For the incremental 3D geometry map construction along with the rover’s
motion, odometry information was used in the initial indoor experiments with
the robot test bed, but odometry becomes unreliable when traveling over
rough terrain. Alternative methods for the estimation of camera positions
and orientations in practical situations need to be developed. SLAM (Simul-
taneous Localization and Mapping) technologies, around which there are an
increasing number of papers and tutorials recently [6], are strong candidate
for this purpose. We are currently looking into the practical implementation
aspect of the SLAM algorithms in terms of less computational complexity and
robustness in a real world.

5 Remote Navigation of the Robot

By integrating the developed technologies of teleoperation and telepresence,
a “Stop and Go” type navigation is possible for practical surveillance tasks.

1. Before starting, the 3D geometry data should be obtained around the ro-
bot. A couple of minutes later, texture-mapped mixed-reality (MR) images
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of the environment will be displayed to a remote robot operator. Then the
operator decides where to go.

2. During the robot motion, geometry measurement is not necessary, but the
images of the navigation (hazard) camera should be transmitted at maxi-
mum available bit rate (but VGA quality at 6fps is enough). The images
from the omni-directional camera are also useful, but the transmission
frequency does not need as high as the navigation camera.

3. The MR display should show the model-based images with the moving
viewpoint according to the robot movement. Simultaneously the real-time
images obtained by the navigation camera should be superimposed for the
operator to recognize immediate hazard.

4. The robot can continuously travel until the boundary of the model con-
structed by the recent previous measurement. The effective range of the
3D geometry acquisition is about 10 m in our test bed. Then, stop and
obtain the 3D range data after every 5-10 m of locomotion for the incre-
mental map building of the environment.
Go back to step 1 and repeat the navigation.

6 Conclusions

In this paper, a newly initiated project of networked robotic system for disa-
ster mitigation is introduced. The key concepts of the project are (1) utiliza-
tion of the Internet and ad-hoc wireless networks for emergency communica-
tion, (2) coordination of multiple robots for outdoor and indoor surveillance
tasks, and (3) the mixed reality representation of the disaster environment
to the operation managers by combining the image-based and model-based
techniques. Finally, the project looks at a possibility to demonstrate the inte-
grated technology by using a satellite-based IP communication link, which has
an advantage that the satellites are not damaged by the disasters on the gro-
und. In this paper, the focus was made on the development of key technologies
for the topics (2) and (3).

A robot test bed was developed as a general and common research plat-
form that has a standard laptop PC with wireless ethernet communication
interface as an on-boad controller. Operation of the robot is relatively simple.
Just give the traveling velocity and steering angle commands by a joystick.
For immediate hazard detection, navigation cameras are mounted on the ro-
bot gazing around the wheels. The camera images are transmitted within the
bandwidth of 11 Mbps. In addition, the robot carries a laser range scanner
and an omni-directional camera mounted on a turntable, in order to acquire
high resolution 3D geometry data and rendering images of the environment
around the robot. Those data and images are displayed using Mixed Rea-
lity technology at a remote site to provide an overall picture for operation
managers with high fidelity.
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A key technology for telepresence display was developed in combining the
advantages of image-based “reality” and model-based “substance.” In the pro-
posed technique, the color texture information of the camera images is allo-
cated onto the corresponding 3D polygon model in real-time. This technique
allows us interactive display of the scenes from arbitrary viewpoints. A feasible
operation scheme for the teleoperation of a remote robot with the assistance
of the MR based telepresence was developed and tested by our mobile robot
test bed.
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Summary. This paper presents a practical method for small-scale VTOL3 design.
It helps for elements selection and dimensioning. We apply the latter to design a fully
autonomous quadrotor with numerous innovations in design methodology, steering
and propulsion achieving 100% thrust margin for 30 min autonomy. The robot is
capable of rotational and translational motion estimation. Finally, we derive a non-
linear dynamics simulation model, perform a simulation with a PD test controller
and test successfully the robot in a real flight. We are confident that ”OS4” is a
significant progress towards intelligent miniature quadrotors.

Keywords: VTOL design, quadrotor, quadrotor modelling

1 Introduction

Research activities in rolling robots represent the lion’s part in mobile robotics
field. In the case of complex or cluttered environments the miniature flying
robots emphasis all their advantages. The potential capabilities of these sys-
tems and the challenges behind are attracting the scientific community [1], [2],
[3], [4]. Surveillance, search and rescue in hazardous cluttered environments
are the most important applications. Thus, vertical, stationary and slow flight
capabilities seem to be unavoidable making the rotorcraft dynamic behavior a
significant pro. In cluttered environments the electrical propulsion, the com-
pactness, the hard safety and control requirements, the abandon of GPS are
not only a choices, they are imposed. Most of the early developments suffer
from a lack of intelligence, sensory capability and short autonomy except for
the larger machines. In this paper we present the new design of a fully au-
tonomous quadrotor helicopter named ”OS4”, equipped with a set of sensors,
controllers, actuators and energy storage devices enabling various scientific
experiments. This robot was built following a design methodology adapted
for miniature VTOL systems.

3 Vertical Take-Off and Landing

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 429–440, 2006.
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2 Design

The interdependency of all the components during the design phase makes
the choice of each one strongly conditioned by the choice of all the others and
vice-versa.

2.1 Design Methodology

The open-loop simulation analysis [5] have shown clearly the strong dynamic
instability of a quadrotor. However, one can improve the stability by simply
acting on several system parameters. For instance, spreading the mass in
each of the four propulsion groups4 (PG) increases the diagonal elements
of the inertia matrix. Moreover, building the quadrotor in a regular cross
configuration simplifies the control law formulation [6]. One can also optimize
the vertical distance between the CoG and the propellers center in order to
increase the damping (CoG below propellers), or slow the natural frequency
[7] (CoG above propellers). On the other hand, augmenting the horizontal
distance (CoG-propellers) increases the inertia. Taking a decision concerning
all these design variables requires to follow an appropriate methodology. This
paper proposes a practical method to handle the design problematic of a small
scale rotorcraft by combining the theoretical knowledge of the system and a
minimum of optimization results analysis. This method is by far less complex
than a traditional MDO5.

The General Method

The starting point of the design process is to define an approximate target
size and weight of the system, dictated generally by the final application. This
gives a good idea about the propeller size to use. Using an analytical model
of a propeller with for instance blade element theory or by an experimental
characterization of a given propeller [8] one can estimate the thrust and drag
coefficients which permits the verification of the thrust requirements. For the
special case of the quadrotor a rule of thumb fixes an optimum thrust to weight
ratio to 2:16. This was observed during several simulations and experienced
with the limited actuators of the first ”OS4” prototype [8]. The propeller’s
information helps to build a selected actuators data bank which are likely
to meet the power requirements. Then, a rough estimation of the airframe
and avionics masses is necessary (see Fig. 6) to have a first estimation of the
total mass without battery. The latter is found by an iterative algorithm as
schematized in Fig. 1.

4 Propeller+Gearbox+Motor
5 Multidisciplinary Design Optimization
6 1.4:1 for a miniature coaxial and 4:1 for small scale aerobatic helicopters
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The Iterative Algorithm

The process starts by picking-up an actuator from the data bank, estimat-
ing it’s performances with the propeller’s model, computing the system total
mass, power consumption, propulsion group cost and quality factors in the
equilibrium and maximum thrust points. Moreover, the autonomy and a spe-
cial index (autonomy/mean power) characterize the overall system quality.
This is done for an incremental battery mass variable, for every actuator in
the data bank as schematized in Fig. 1.

Fig. 1. Left:The design method flowchart. Right:The iterative algorithm flowchart.

2.2 ”OS4” Quadrotor Design

The ”OS4” quadrotor developed during this project represents a design ex-
ample following the method described in Subsec. 2.1. The targeted system is
about 500 g in mass and 800 mm in span.

The Propulsion Group Design

The ”OS4” requirements lead to a 300 mm diameter propeller. The main de-
sign variables of a PG are listed in Table 1, and used in the models in Table 2.
Finally, the choice of the PG components was based on the iterative algorithm
classification with an average cost factor of C = 0.13W/g and a quality factor
of about Q = 5 g/W . This was for a given Lithium-polymer battery mass of
mbat = 230 g, (11V, 3.3Ah) and an autonomy estimation of 30 minutes. The
choice of 2 blades propeller topology rather than more is mainly due to loss of
motor efficiency and large rotor inertias with a heavier propeller. The latter
is made out of carbon and was adapted to our specifications. The electri-
cal motors torque in these application being limited, the gearbox seem to be
mandatory and beneficial for such VTOL to preserve good motor efficiency.
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Table 1. Propulsion group design variables

propeller OS4 unit gearbox OS4 unit motor OS4 unit

efficiency ηp 62-81 % efficiency ηgb 96 % efficiency ηm 50-60 %
mass mp 5.2 g mass mgb 7 g mass mm 12 g

thrust coef. b 3.13e-5 N s2 max. torque 0.15 Nm max. power Pel 35 W
drag coef. d 7.5e-7 Nm s2 max. speed 1000 rad/s internal res. R 0.6 Ω

inertia Jr 6e-5 kg.m2 inertia Jgb 1.3e-6 kg.m2 inertia Jm 4e-7 kg m2

speed Ω 199-279 rad/s red. ratio r 4:1 torque cst. k 5.2 mN m/A

Table 2. Propulsion group component’s models. Tw and BW (max. control
frequency) are respectively the thrust/weight ratio and the PG bandwidth (see
tab:PGDesignVariables for symbols definitions)

component model

Propeller b, d × Ω2 = T, D

Gearbox Pin × ηgb = Pout

DC motor −

k2

R
ω − D + k

R
u = Jdω

dt

PG cost Pel/(T − mpg) = C

PG quality Tw × BW/Ω × C = Q

This is linked to the fact that we prefer to use large and low speed propellers.
The high power/weight ratio of the selected (12 g, 35W) BLDC motor justi-
fies this choice even with the control electronics included. A 6 g MCU based
I2C controller was specially designed for the sensorless outrunner LRK195.03
motor as shown in Fig. 2. Obviously, BLDC motors offer high life-time and
less electromagnetic noise. The ready to plug PG weights 40 g and lifts more
than 260 g.

Fig. 2. The ”OS4” propulsion group.
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The Avionics

The limited payload imposes some restrictions on the sensors. For yaw angle
and linear displacements measuring on ”OS4” we use a lightweight vision
based sensor. Fig. 3 represents the block diagram of the ”OS4” avionics.

Fig. 3. OS4 block diagram.

The Inertial Measurements Unit

The ”OS4” quadrotor uses the MT9-B, a 15 g (OEM) commercially available
IMU to get absolute roll and pitch angles and their corresponding angular
velocities at up to 512 Hz. The IMU is installed horizontally at 45 deg from
the carbon rods. In this configuration the robot flies forward following the
IMU x axis. This original quadrotor steering makes it possible to reduce the
lift dissymmetry effect as showed in Fig. 4.

Fig. 4. Reducing the lift dissymmetry effect. Black region:High lift, Grey region:Low
lift.

The Vision Module

The GPS signal weakness and precision in cluttered environments makes it dif-
ficult to use. On the other hand, the surrounding metallic structures strongly
disturb the IMU magnetic based yaw estimation. Thus, it was necessary to



develop a lightweight visual positioning module, assuming a flat floor with
chessboard structure. The system uses a 0.6 g micro-camera (OV7648) to ex-
tract and track the chessboard corners and the roll and pitch information to
correct the motion estimation. It is presently possible to provide the relative
altitude, the yaw angle, the linear horizontal displacements and their corre-
sponding time derivatives at up to 15 Hz. The precision is of the order of the
tenth of degree for the yaw, millimeter for the altitude and centimeter for the
horizontal displacements. Obviously, the error grows with the displacement
speed while the sensor is valid for roll and pitch angles of ±20 deg. Consid-
ering chessboard squares of 40mm side, the altitude measurement range is
0.5 m to 3 m. It was thus necessary to add a laser diode and to extract it’s
spot position in the image estimating the altitude for the take-off and landing
procedures. The actual module is a preliminary approach. The final goal is to
achieve a visual odometry without modifying the environment.

The Controller

Embedding the controller for our application is definitely advisable as it avoids
all the delays and the discontinuities in wireless connections. A miniature com-
puter module (CM), based on Geode 1200 processor running at 266 Mhz with
128 Mo of RAM and as much of flash memory was developed. The computer
module is x86 compatible and offers all standard PC interfaces in addition to
an I2C bus port. The whole computer is 44g in mass, 56 mm by 71 mm in size
(see Fig. 5) and runs a Debian based minimalist Linux distribution.

Fig. 5. The x-board based, 40 g and 56x71 mm computer module.

The Communication Modules

The controller described in the paragraph above includes an MCU for Blue-
tooth chip interfacing with the computer module. The same MCU is used to
decode the PPM7 signal picked-up from a 1.6 g, 5 channels commercially avail-
able RC receiver. This makes it possible to change the number of channels as
convenient and control the robot using a standard remote control. Finally, a
wireless LAN USB adapter was added. On the ground side, a standard GCS8

7 Pulse Position Modulation
8 Ground Control Software
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for all our flying robots is developed. Presently, it permits UAV environment
visualization, waypoints and flight plans management as well as data logging
and controller parameters tuning.

The Design Results

The robot as a whole represents the result of the design methodology and
fits the requirements. One can see mass and power distributions from Fig.
6. The total mass is about 520 g where the battery takes almost the one-
half and the actuators only the one-third thanks to BLDC technology. All
the actuators take obviously the lion’s part, 60 W of 66 W the total power
consumption. However, the latter depends on flight conditions and represents a
weighted average value between the equilibrium (40 W) and the worst possible
inclination state (120 W) without loosing altitude. Fig. 7 shows the real robot.

Fig. 6. Mass and power distributions in ”OS4” robot.

Fig. 7. The ”OS4” quadrotor.



3 Modelling

Modelling a helicopter is a quite complex task and one has to make some
simplifying. In this case, the airframe is rigid, all the propellers are in the
same horizontal plan and the quadrotor structure is symmetric. Obviously,
only the dominant effects are modelled. The dynamics of a rigid body under
external forces applied to the center of mass and expressed in the body fixed
frame as shown in [9] are in Newton-Euler formalism:�

mI3×3 0
0 I

� �
V̇
ω̇

�
+

�
ω × mV
ω × Iω

�
=

�
F
τ

�
(1)

Where I ∈ �(3×3) the inertia matrix, V the body linear speed vector and ω
the body angular speed. Let’s consider U1, U2, U3, U4 as the system inputs
and Ω as a disturbance:����

����

U1 = b(Ω2
1 + Ω2

2 + Ω2
3 + Ω2

4)
U2 = b(−Ω2

1 − Ω2
2 + Ω2

3 + Ω2
4)

U3 = b(−Ω2
1 + Ω2

2 + Ω2
3 − Ω2

4)
U4 = d(Ω2

1 − Ω2
2 + Ω2

3 − Ω2
4)

Ω = −Ω1 + Ω2 − Ω3 + Ω4

(2)

Fig. 8. The ”OS4” coordinate system.

3.1 Moments Acting on a Quadrotor

Actuators Action

Several combinations of propellers actions are possible for rolling or pitching
a quadrotor. Following the coordinate system on Fig. 8, one can write:

τa =


 l cos α U2

l cos α U3

U4


 (3)

The first two elements of (3) include the ΔT = ΣTi and the third one the
ΔD = ΣDi aerodynamic effect listed in Table 2.
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Rotors Gyroscopic Effect

One of the most important sources of instability in a quadrotor. One can at-
tenuate it by reducing the propellers rotational speed or inertia. The dumping
also increases by lowering the CoG. Otherwise, one can constrain the control
to keep it compensated between each pair of propellers.

τp =


 Jr θ̇Ω

Jrφ̇Ω
0


 (4)

Rotors Inertial Counter Torque

These terms result from the reaction torque produced by a change in rotational
speed [10].

τi =


 0

0

JrΩ̇


 (5)

Horizontal Motion Friction

The friction force on the propellers resulting from horizontal linear motion
induces moments on the helicopter body. The Fx,y forces depend on V and
Ωi and must be estimated.

τf =


Fxh

Fyh
0


 (6)

The moments due to propeller lift dissymmetry are neglected thanks to ”OS4”
construction (see, Fig. 4). From (1) – (6) one can rewrite the quadrotor rota-
tional dynamics:


 Ixxφ̈

Iyy θ̈

Izzψ̈


 = ω × Iω + τp + τa + τi − τf (7)

3.2 Forces Acting on a Quadrotor

Actuators Action

The quadrotor is an underactuated system hence it’s horizontal motion is
mainly due to the orientation of the total thrust vector (using the rotation
matrix).

Fa =


 cos φ sin θ cos ψU1 + sin φ sin ψ U1

cos φ sin θ sin ψU1 − sin φ cos ψ U1

−mg + cos φ cos θ U1


 (8)



Horizontal Motion Friction

The friction force on vehicle’s body during horizontal motion is:

Ff = −Cx,y,zV
2 (9)

From (1), (2), (8) and (9) one can rewrite the quadrotor translational dynam-
ics: 

mẍ
mÿ
mz̈


 = ω × mV + Fa − Ff (10)

3.3 ”OS4” Model Parameters

Table 3 lists most of ”OS4” model parameters. The inertia matrix is supposed
diagonal thanks to the symmetric construction. The CAD software gives the
exact inertia values. The remaining aerodynamic parameters will be identified
in near future.

Table 3. ”OS4” Main Model Parameters.

parameter value unit

thrust coef. b 3.13e-5 N s2

drag coef. d 7.5e-7 Nm s2

inertial moment on x Ixx 6.228e-3 kg m2

inertial moment on y Iyy 6.225e-3 kg m2

inertial moment on z Izz 1.121e-2 kg m2

arm length l 0.232 m
CoG to rot. plane h 2.56e-2 m

robot mass m 0.52 kg
propeller inertia Jr 6e-5 kg m2

4 Simulation

Several simulations were performed under Matlab using the model parameters
listed in Table 3 with a simple PD controller (Roll and Pitch: Kp=1, Td=0.6.
Yaw: Kp=0.4, Td=0.3). The task was to stabilize the helicopter attitude to
(φ = θ = ψ = 0), from (φ = θ = ψ = π/4) initial conditions. The simulated
performance was satisfactory as showed in Fig. 9.
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Fig. 9. Simulation: The PD controller has to stabilize the attitude.

5 Experiment

We tested successfully a real flight experiment using only the IMU sensor for
attitude control (Roll and Pitch: Kp=0.8, Td=0.3. Yaw: Kp=0.08, Td=0.03).
The robot exhibits the predicted thrust. However, the motor module band-
width seem to be slow, this is partly responsible for the oscillations in Fig. 10.
A new version of the motor module is under development. The experimen-
tal results are considered satisfactory as they practically validate part of the
system in real operation.
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Fig. 10. Experiment: The first test flight with a PD controller. The stabilization is
satisfactory.

6 Conclusion

This paper presented a practical method for miniature rotorcraft design. It
was the only tool used to get the satisfied design requirements and achieve the
excellent 100% thrust margin for 30 min autonomy. Our quadrotor embeds all
the necessary avionics and energy devices for a fully autonomous flight. We
derived the nonlinear dynamic model with accurate parameters, performed
a simulation and successfully realized a test flight. The future goal is the
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implementation of the control strategies developed for the first prototype at
the beginning of the ”OS4” project. Most parts of this development are for
indoor as well as outdoor environments with minor adaptations. The numerous
innovations and design results presented in this paper reinforce our conviction
in the emergence of miniature intelligent flying platforms.

Acknowledgement

The authors would like to thank André Noth for fruitful discussions about
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Design of an Ultra-lightweight Autonomous
Solar Airplane for Continuous Flight

André Noth1, Walter Engel, and Roland Siegwart2

1 Autonomous Systems Lab, EPFL andre.noth@epfl.ch
2 Autonomous Systems Lab, EPFL roland.siegwart@epfl.ch

Summary. The Autonomous Systems Lab of EPFL3 is developing, within the
framework of an ESA program, an ultra-lightweight solar autonomous model air-
plane called Sky-Sailor with embedded navigation and control systems. The main
goal of this project is to jointly undertake research on navigation, control of the
plane and also work on the design of the structure, the energy generation system.
The airplane will be capable of continuous flight over days and nights, which makes
it suitable for a wide range of applications.

Keywords: Autonomous UAV, solar powered airplane, sustainable flight

1 Introduction

Development of unmanned aerial vehicle (UAV) has attracted the attention
of several agencies and university laboratories over the past decade, due to
their great potential in military and civilian applications.

There are a dozen commercial autopilots (Micropilot, Procerus, etc.) which
combine tiny dimensions, low weight and quite efficient navigation capabilities.
Despite all this, they usually use limited CPU power which restricts the control
of the airplane to classic control methods like separated PID loops and doesn’t
allow the onboard execution of more complex algorithms, for example, those
of image processing.

On the other side, there is a lot of research in Universities in various fields,
such as SLAM4, hardware design, control, navigation, trajectory planning, etc.
But whether they are done on VTOL5 systems or fixed-wing model airplanes,
the embedded system is often over-dimensioned, compared to the airplane
itself, in order to have high computational capabilities and efficient sensors.

3 Ecole Polytechnique Federale de Lausanne
4 Simultaneous Localization and Mapping
5 Vertical Take-Off and Landing

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 441–452, 2006.
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Consequently, the UAV becomes very heavy, needs high electrical power and
the flight endurance reduces dramatically. Thus, endurance being one of the
most important parameters for the targeted applications, the development
and the application are not in correlation.

In this paper, we present the airplane developed for the project Sky-Sailor
whose aim is to build a solar autonomous motor glider by taking care of all as-
pects, not only the autopilot system but as well the mechanical structure, the
solar generator, the energy storage, etc. It differs from other similar projects
like Helios or Centurion by its low weight and low cost. The final airplane only
weighs 2.5 kg and according to the AUVS-international is part of the High
Altitude Long Endurance UAV category [3].

2 Airplane Overview

2.1 Mechanical Structure

The approach we chose for the design of the airplane was to combine the
knowledge of aerodynamics engineers and the experience of lightweight model
airplanes designers. The starting point for this design was the model airplane
of Walter Engel that holds the world record for flight duration of over 15 hours
with 1 kg of battery. Sky-Sailor version 1 is basically a motor-glider with a
structural weight of only 0.6 kg for a wingspan of 3.2 m and a wing surface
of 0.776 m2 (Fig. 1). The resulting total weight including motors, propeller,
solar cells, batteries and controller is around 2.5 kg.

Fig. 1. Mechanical structure of Sky-Sailor
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2.2 Solar generator, Battery and Propulsion System

As explained in the introduction, one major challenge is the power manage-
ment that has to ensure continuous flight over days and nights.

A total of 216 silicon solar cells, divided in three modules, cover an area
of around 0.512 m2. In terms of efficiency, the better choice would have led
us to GaAs Triple Junction cells with efficiencies of 27-28 %, but taking into
account the impact of the weight on the required power for levelled flight, the
better choice is RWE-32 silicon cells with 16.9 % efficiency. Furthermore, the
flexibility of those thin cells is also an advantage for their integration on the
wing.

The cells are encapsulated using a mechanically favorable symmetrical
laminate combined with a fiber glass reinforced plastic coating. This encap-
sulation is non-reflective. Thus, we obtain a flexible arrangement easily inte-
grable on the plane and connectable to the power circuit. At maximum sun
conditions, the available power is 28 W for each module, which makes a total
of 84 W.

Fig. 2. Flexible solar module that can be directly integrated on the wing.

In order to get the highest amount of energy from the solar modules, a
MPPT6 is used to charge the battery. This device is basically a high efficiency
DC/DC converter with variable and adjustable gain. One of its additional
function is to monitor the current and the voltage of each solar module and
make those information available for the central processor through I2C.

The energy is stored in a lithium-ion polymer battery that has a nomi-
nal voltage of 28,8 V and a capacity of 7200 mAh. The propulsion group is
composed of a Maxon DC motor, a gearbox and a carbon fiber propeller. The
required electrical power for levelled flight of Sky-Sailor is around 16 W.

6 Maximum Power Point Tracker
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3 Navigation and Control System

In order to reach the goal of the project, the autopilot design phase followed
those principles:

• select components not only according to criteria of precision and resolution,
but as well of weight and power consumption to be suitable for the targeted
application.

• use as much as possible digital output and calibrated sensor to reduce the
development time and avoid additional need of A/D converter, interface
microcontroller, etc.

• interface the sensors so that the central processor doesn’t have to wait on
them but can access directly and rapidly to the information on request.
This applies for example to the GPS.

3.1 Computer and Interfaces

Sky-Sailor will fly autonomously using an onboard autopilot, only high level
orders being given from the ground. The system is mainly based on a single
board computer, the X-board <861> which is a compact embedded PC design
for low power consumption.

Fig. 3. X-board <861> single board computer from Kontron

It includes a Geode SC1200 Processor, up to 128 Mbyte of DRAM and up
to 128 Flash storage media on board. Despite the compact size of a business
card, it offers a lot of interfaces: integrated Graphics, Ethernet, USB, RS 232,
I2C, audio... The OS running on it is a reduced Linux distribution, based on
Debian, that only contains the necessary features.

3.2 Sensors

In Fig. 4, one can see the power generator system and the autopilot, with all
sensors and their interfaces to the X-board.



Fig. 4. Schematic view of the power and control parts of Sky-Sailor

Attitude

The attitude and angle rate of the airplane are given by the MT9-B IMU
7 at a frequency of up to 512 Hz. Such a low-cost sensor is perfectly suffi-
cient to perform inertial navigation compared to heavier one [6]. It contains
accelerometers, magnetometers, gyroscopes and communicates through serial
port (RS232) with the X-board on which data fusion is executed. In the future
version of this device, the sensor fusion will be done by a DSP chip, reducing
the computational cost on the central processor of the autopilot.

VGA camera

One direction of the project is to achieve autonomous navigation based on
vision, using SLAM techniques as shown in [1] [2]. One or more lightweight
VGA cameras will give 680 x 480 images of the landscape and allow localiza-
tion and mapping of the terrain. Efforts will be done in this direction in the
following month. Cameras are connected to the central processor via USB.

Absolute x-y position and altitude

The absolute position is given by an ultra low power GPS sensor with patch
antenna from Nemerix. This sensor consumes only 61 mW for a weight of 12.36
gr. In terms of position accuracy, 95 % / 99.7 % of the time, the estimated
position lies within 2.7933 m / 4.2028 m respectively of the actual position.

7 Inertial Measurement Unit
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A future version will accept WAAS/EGNOS correction for more precise mea-
surements. The data are sent on a serial port at a fixed rate of 1 Hz to a
microcontroller that decodes the NMEA protocol, stores the value internally
and sends them on demand to the main processor via I2C.

The same microcontroller interfaces the altitude pressure sensor MS5534.
Pressure and temperature values, as well as four calibration factors allow the
computation of the altitude with a resolution of 1 m. The relation between
pressure and altitude being variant with the atmospheric condition, the mi-
crocontroller will achieve data fusion, using the GPS altitude as an absolute
value to correct the drift of the MS5534.

Airspeed

The airspeed sensor DSDX is a differential pressure sensor, with digital I2C
readout and temperature compensated. It is connected to a Pitot tube fixed
at the attack border of the wing.

3.3 Ground Control Station

The control of the airplane is executed onboard but there is a link to a ground
control station through a serial radio modem that allows a baudrate of 9600
bps. The goal is to:

• download and upload airplane and control parameters, but as well the
flight plan, before the takeoff,

• get a visual feedback of the state of the airplane once airborne, modify
flight plans on-the-fly,

• retrieve and record the telemetry for flight analysis, system identification,
etc.

Fig. 5. Ground control station and it’s graphical user interface

The GUI8 was developed with QT graphical libraries under Linux (Fig.5).
It is composed of three main layers which ensures modularity:
8 Graphical User Interface



• the graphical interface, that allows a visual overview of the state of the
airplane and its position on a 3D map of the terrain.

• a second layer which processes data and control the GUI
• a communication module that receives and sends the data in packets to

the airplane through the serial port connected to the radio modem.

Control of the airplane from the ground

As shown in Fig. 4, the commands given to the servos can come from the au-
topilot or a human pilot on the ground using an RC transmitter. The ”servo
board” decodes the PPM9 from the RC source and get the value given by
the autopilot through the I2C bus. Based on one additional channel on the
RC remote, it switches from one source to the other. It is also possible, for
control tuning purpose, to mix sources and, for example, allow the autopi-
lot to command only the elevator while the other actuators are commanded
manually.

3.4 Autopilot Design Results

The final design leads us to a navigation and control system with a total mass
of 140 g for a consumption of around 4 W. One can see that 6/8 of the power
is used by the X-board and 1/8 for the transmission, the rest being used by
the sensors.

Table 1. Autopilot power and mass distribution

Part Weight [g] Power consumption [W]

X-board 22 3.00
Mother Board 22 -
IMU 14.5 0.21
VGA Camera 0.55 0.1
GPS 12.4 0.061
Altitude sensor board 2 0.03
Airspeed sensor board 3 0.03
Radio-modem 24 0.5
Antenna 19.6 -
Cables, connectors 20 -

Total 140 g 3.93 W

Globally, the autopilot represents 5% of the total mass of the airplane and
uses 20% of the power.

9 Pulse Period Modulation
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4 Simulation of the Solar Flight

For the validation of a long endurance solar flight, a simulation was real-
ized under Matlab Simulink. Fig.6 represents the schematic of the model that
includes first the irradiance model based on [12] and depending on the geo-
graphic position, time and solar panels orientation. We then take into account
the surface of solar cells, their electrical efficiency and the efficiency of the con-
nection configuration. For the MPPT, the electrical and algorithm efficiencies
are taken into account. The power consumption is the addition of the autopi-
lot power and the power needed for flight, which was measured in the case of
levelled flight and climbing phase. Depending on the irradiance conditions and
the consumption, the battery is charged or discharged, taking into account the
efficiency of the energy transfer.

Fig. 6. Schematic of the simulation model under Matlab Simulink

4.1 Study of Various Scenarios

The simulation environment allows to test different flight strategies in order
to accomplish a long endurance flight and analyze the benefit of a climbing
phase or the influence of the other parameters on the feasibility of a multi-days
flight. We will present here two scenarios.

In the first simulation, Sky-Sailor starts a flight at EPFL location on the
21th of June with an empty battery, keeping always the same altitude. The two
graphs below show the evolution of the power distribution during 48 hours.

With good sun conditions, the battery is fully charged at 13h30. At this
moment, the MPPT measures that the battery voltage reaches the maximum



Fig. 7. Power distribution on Sky-Sailor during levelled flight

Fig. 8. Battery charge/discharge current and energy during levelled flight

voltage of 33.7 [V] and adapts the maximum power point to avoid overcharge.
In this phase, the total amount of energy that is not used but that could
be retrieved from the solar panels reaches 92.5 [Wh]. During the night, the
battery supplies the all airplane but at 5h10 it is totally discharged.

Another strategy is to better use the energy after the battery charge by
increasing altitude. Fig. 9, 10 and 11 show the same scenario presented before
but with a climbing phase until 2000 [m].

Basically, Sky-Sailor uses the additional energy to gain altitude at 0.3
[m/s] using an electrical power of 40 [W]. Having reached 2000 [m], it stays at
this altitude until the energy is not sufficient anymore for levelled flight. At
this point, the motor is turned off and the descent starts. Finally, at the most
critical point at 6h13 in the next morning, the battery still has a capacity of
4.7 [Wh] and the charging process starts again. Globally, the unused energy
during the day is 61.5 [Wh].
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Fig. 9. Power distribution on Sky-Sailor during flight with climbing phase

Fig. 10. Altitude during flight with climbing phase

Fig. 11. Battery charge/discharge current and energy during flight with climbing
phase



5 Status of the Project and Future Work

The mechanical structure of the airplane is actually ready, it has been success-
fully tested and validated in terms of power and stability. The solar generator,
composed of the solar modules and the MPPT, is in the integration phase on
the wing.

Concerning the autopilot, the different parts of the system are being as-
sembled and all functionalities will be tested during the first half of this year.
In the summer, we should have achieved many flights and experiments to
clearly evaluate the capabilities of our UAV.

6 Potential Applications

Small and high endurance UAVs find uses in a lot of varied fields, civilian or
military. The civil applications, leaving side the military ones, could include
coast or border surveillance, atmospherical and weather research and predic-
tion, environmental, forestry, agricultural, and oceanic monitoring, imaging
for the media and real-estate industries, and a lot of others. The target mar-
ket for the following years is extremely important [11].

The great advantages of Sky-Sailor compared to other solutions would be
without any doubt its capability to remain airborne for a very long period, its
low cost and the simplicity with which it can be used and deployed, without
any ground infrastructure for the lunch sequence.

As an example, in the hypothetical case of forest fire risks during a warm
period, a dozen Sky-Sailor, easily launched with the hand, could efficiently
monitor an extended surface, looking for fire starts. A fast report would allow
a rapid intervention and thus reduce the cost of such disaster, in terms of
human and material losses.

Sky-Sailor would be as well a very interesting platform for academic re-
search, in aerodynamics or control.

7 Conclusion

In this paper, the design of an ultra-lightweight UAV was presented, including
details about it’s mechanical structure, the solar generator and the autopilot
system. The approach adopted doesn’t aim only at building an efficient autopi-
lot, but also keeps in mind it’s future application. This is done by designing
and selecting all the parts to obtain a lightweight and low-power airplane. We
plan to perform the first experiments with the autonomous airplane during
the first half of this year and a long endurance flight this summer.
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Summary. This paper details the control and guidance architecture for the T-Wing
tail-sitter unmanned air vehicle, (UAV). The vehicle uses a mixture of classical and
LQR controllers for its numerous low-level and guidance control loops. Different
controllers are used for the vertical, horizontal and transition flight modes, glued
together with supervisory mode-switching logic. This allows the vehicle to achieve
autonomous waypoint navigation throughout its flight-envelope. The control design
for the T-Wing is complicated by the large differences in vehicle dynamics between
vertical and horizontal flight; the difficulty of accurately predicting the low-speed
vehicle aerodynamics; and the basic instability of the vertical flight mode. This
paper considers the control design problem for the T-Wing in light of these factors.
In particular it focuses on the integration of all the different types and levels of
controllers in a full flight-vehicle control system.

Keywords: UAVs, Guidance, Control, VTOL, Tail-sitter

1 Introduction

The T-Wing is a VTOL UAV that aims to combine the greater efficiency of
wing-born flight with the operational flexibility offered by VTOL configura-
tions such as the helicopter. The T-Wing is a tail-sitter twin-engined vehicle
and is controlled during vertical flight via propeller-wash over its wing and
fin-mounted control surfaces. In this respect it is similar to the early manned
tail-sitter vehicles of the 1950s, the Lockheed XF-V1 and the Convair XF-Y1
[1, 2]. This allows the T-Wing to be substantially less complicated than other
“convertiplane” configurations such as the tilt-wing, tilt-rotor or tilt-body. In
overall configuration the T-Wing is most similar to the Boeing Heliwing of the
early 1990s [3]. This was also a twin-engined vehicle but unlike the T-Wing
used helicopter cyclic and collective pitch controls during vertical flight. A
picture of the T-Wing vehicle during fully autonomous vertical mode flight is
shown in 1(a), while a diagram of its typical flight profile is given in 1(b).

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 453–464, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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The fact that the T-Wing operates across a much wider range of speeds
and attitudes than a conventional aircraft complicates the design of the flight
control system for this vehicle. It is required to operate in vertical flight when
the vehicle aerodynamics are dominated by the propeller slipstream effects and
the dynamic modes are significantly unstable, as well as in forward flight when
the vehicle behaves like a conventional aircraft. Due to the widely different
behaviour of the basic plant between these two fundamental flight modes
(vertical and horizontal) it is necessary to have a range of controllers to cover
operation at these fundamental modes as well as the transitions between them.
Although individually the controllers are relatively simple, the overall control
system is quite complex and involves considerable switching logic to determine
which controllers to use at any given time as well as how to smoothly transition
between these controllers.

This paper will discuss the overall control system architecture of the T-
Wing vehicle. Section 2 will outline the basic mathematical model of the
vehicle, while Section 3 will discuss the on-board sensors and filters. Sections 4
and 5 will introduce some aspects of the control and guidance of the vehicle for
vertical and horizontal flight phases respectively, while Section 6 will deal with
the transition modes. Section 7 considers the flight-state logic and controller
transition issues, before looking at the actual implementation of the control
system and some flight-test results in Section 8.

(a) Autonomous hover flight (b) Flight profile

Fig. 1. T-Wing Vehicle in full autonomous hover flight and Flight Profile. Styrofoam
balls attached to fins are for tip-over protection during initial vertical flight testing

2 Basic Vehicle Model

For the purposes of simulation and control design, The T-Wing vehicle is mod-
eled as a standard 6-DOF non-linear rigid-body aircraft model. The modeling
is done in standard body-axes centered at the aircraft center of gravity where
x points forward, through the aircraft nose; y is directed to the starboard,
(right); and z is directed through the belly of the aircraft.
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The standard body-axis equations of motion are given below using the
notation of Stevens and Lewis [4]. In order these equations are the force (1),
moment (2), kinematic [quaternion form] (3), and navigation (4) equations.
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Ṙ

✸
✺ = J−1

✷
✹

L
M
N

✸
✺−

✷
✹

0 −R Q
R 0 −P
−Q P 0

✸
✺J

✷
✹

P
Q
R

✸
✺ (2)

✷
✻✻✹

q̇0

q̇1

q̇2

q̇3

✸
✼✼✺ = −1

2

✷
✻✻✹

0 P Q R
−P 0 −R Q
−Q R 0 −P
−R −Q P 0

✸
✼✼✺

✷
✻✻✹

q0

q1

q2

q3

✸
✼✼✺ (3)

✷
✹

ṗN
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In the above equations (U, V, W ) are the body axis velocity states; (P, Q, R)
are the body axis rates; (q0, q1, q2, q3) are the quaternion representation of the
vehicle attitude; and (pN , pE , h) are the North, East and height positions.
These variables form the basic vehicle state vector. The aerodynamic force
and moment vectors are F = (Fx, Fy, Fz) and M = (L, M, N) respectively.
J is the standard inertia matrix for the vehicle, m is the mass, and B is the
transformation matrix that takes vectors from the North-East-Down (NED)
frame to the body axis frame. The gravitational acceleration in the body axis
frame is (gx, gy, gz) The B-matrix can either be obtained directly from the
quaternion parameters or equivalently from other Euler angle representations.

(a) X-Body axis force (b) Z-Body axis force

Fig. 2. X and Z Body forces plotted verses velocity (m/s) and angle of attack (◦)
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In these equations non-linearities arise in both their basic structure as
well as in the force and moment vectors F and M. This can be appreciated
by considering the X and Z body axis forces plotted verses velocity and angle
of attack as shown in Figure 2.

In Figure 2(a) the four stacked surfaces represent X-force values at differ-
ent throttle settings. This particular graph is taken from an estimated aero-
dynamic database for the vehicle [5].

Unlike conventional aircraft where the non-linearity in the force and mo-
ment data is largely confined to the parabolic variation of these terms with
speed, the non-linearities for the T-Wing are more complicated due to the
changing relative importance of the propeller generated forces in comparison
to those due to the free-stream dynamic pressure. This change occurs as the
vehicle goes from low-speed vertical flight (propeller and propeller slipstream
forces dominate) to high-speed horizontal flight (free-stream dynamic pressure
dominate).

2.1 Attitude Representations

Three distinct attitude representations are used for the simulation and flight
control of the T-Wing vehicle. These consist of a quaternion representation
and two Euler angle representations.

The quaternion representation is used exclusively in the flight simulation of
the vehicle, as well as in the guidance controller for the transition maneuvers
between horizontal and vertical flight. The quaternion representation has the
advantage of being unique (to within a choice of sign) and of having no areas
of degeneracy of its solution.

For horizontal mode flight the standard ordered Euler angle rotations of
yaw (ψ), pitch (θ) and roll (φ) about the vehicle z, y and x body-axes respec-
tively are used to describe the vehicle’s attitude.

Due to the degeneracy of the standard Euler angles for vertical flight atti-
tudes, a second set of Euler angles has been defined for vertical mode flight.
Starting from a vertical attitude with the vehicle belly (z-axis) facing North,
these consist of a vertical roll (φv) [opposite sense to ψ] about the x axis; a
vertical pitch (θv) about the y-axis; and finally a vertical yaw (ψv) about the
z axis.

The advantage of coupling this new system in vertical flight with a stan-
dard aircraft system for horizontal flight is that the senses of pitch, roll and
yaw are consistent between the different representations. Transformations be-
tween these three representations can be easily calculated [6].

It is also possible to express the kinematic equations of motion in terms
of either the vertical or horizontal Euler angles. This is useful for control-
design and is in-line with standard aircraft control practice. The rationale
for using Euler angles for control is threefold. Firstly, their use allows the
state variables (including attitude states) and controls to be separated into
distinct longitudinal and lateral partitions. Secondly, within these partitions,



the approximate assignment of control surfaces to attitude states is invariant
with Euler Angle attitudes. Lastly, it is much easier to relate meaningful
control objectives to Euler angles than to the quaternion parameters.

3 Sensors and Flight Control Hardware

The vehicle has a fairly simple suite of on-board sensors to enable it to estimate
its current state. A schematic of this system is shown in Figure 3. The primary
components of the flight control system are as follows:

• A 400MHz Celeron flight computer in a PC-104 form-factor. This
interfaces with the IMU and GPS units via standard serial communication.

• A Honeywell HG1700AG17 Ring-Laser Gyro inertial measurement
unit (IMU) comprising 3 accelerometers and 3 rate gyros, with 10◦/hour drift.

• A Novatel ProPak-G2 Plus 5Hz GPS receiver. This receives standard
RTCM differential corrections from the ground station and also includes a
dedicated Kalman filter to allow interfacing with the Honeywell IMU to give
filtered position, velocity, attitude (PVA) estimates.

• Analog voltage signals are used for a static pressure sensor to enable
measurement of pressure altitude and rate of climb as well as for simple voltage
dividers to monitor battery voltages. These are sampled via an AD card.

• Control of the standard RC hobby servos is via PWM signals gener-
ated by a PC104 card.

• The data-link to the ground is via a spread spectrum radio-modem.
All significant state data is transmitted and recorded at 80Hz.

FC Computer:
400 MHz Celeron

PVA Data:
RS232 (80 Hz)

Honeywell RLG

GPS Subsystem

Rudder
Servos
(1x4)

Throttle
Servos
(1x2)

Elevon
Servos
(2x2)

PWM
Signals

900MHz Radio
Modem
(RS232)

Analogue Static
Pressure and Battery

Voltage Dividers

Notebook Computer

Weather
Station

DGPS Corrections

Joystic
for Manual

Reversion Modes

RS232
RS232

RS232

G R O U N D
S T A T IO N

T -W IN G F L IG H T
V E H IC L E

k:

Fig. 3. Complete T-Wing UAV System

4 Vertical Flight Control and Guidance

During vertical flight the T-Wing uses a set of gain-scheduled LQR controllers
to control translational velocities in the body axis y and z directions using the
elevons and rudders. These are combined with a vertical roll-rate controller
(for heading control – or in other words which direction the belly is pointing
in) and a simple vertical velocity throttle controller. The vertical flight mode
is where the vehicle is most unstable and also where the mode of operation is
most novel in comparison to that of a conventional aircraft.
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(a) Vertical Flight
Free Body Diagram

(b) Low-Level Vertical Flight Controllers indicat-
ing state and command inputs

Fig. 4. Vertical Flight Free Body Diagram and Overall Control Structure

In considering the design of a vertical attitude translational W -velocity
controller use will be made of Figure 4(a), which gives a free-body diagram
of the vehicle, without lateral states. For low-speed vertical-mode flight the
perturbation system, linearised about the hover trim state (U � 0) in standard
ẋ = Ax + Bu state-space form is as follows: Ẇ
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In the above equation standard mechanics of flight notation has been used
to represent the significant force and moment derivatives, (eg MW = ∂M/∂W
etc.,). From this equation the trim elevon deflection and the trim vertical pitch
angles can easily be determined [?].

This reduced set of equations can also be used to develop LQR controllers
for the vehicle. During flight the W -velocity component, the pitch rate, Q, and
the vertical pitch angle, θv, are all available for feedback control of the elevator
via the onboard inertial and GPS sensors. The LQR design process gives rise
to a vector of control gains K =

�
KQ Kθ KW

�
, which can be used directly in

a W -translational velocity controller (rather than regulator) by replacing zero
regulation on the W -state with zero regulation of a W -command error. This
type of body-axis velocity control, though slightly unusual for an air-vehicle,
has been found to work well. In practice, the gains are scheduled with vertical
velocity. The design of a sideways V -velocity controller is similar.

The suite of vertical flight controllers is completed by an aileron roll-rate
controller (yaw rate when viewed as a helicopter) and a throttle vertical ve-
locity controller. These are simple SISO proportional controllers. The overall
structure of the low-level vertical flight controllers is given in Figure 4(b).

Guidance during vertical flight is implemented via simple proportional
guidance based on the current errors between the vehicle position and the next



waypoint. Waypoint definitions consist of North, East, Height (NEH) position
coordinates and a pointing angle, (which is the angle that the vehicle’s belly
faces). The current errors in horizontal position are converted into errors in
the local vertical, local horizontal (LVLH) reference frame of the vehicle, and
are then used (with judicious saturation limits) to generate appropriate W
and V velocity commands for the elevon and rudder controllers respectively.
Height errors are similarly used to generate vertical velocity commands to the
throttle controller, while pointing errors are used to supply vertical roll-rate
commands to the aileron control-circuit.

5 Horizontal Flight Control and Guidance

For horizontal flight the vehicle uses pitch and yaw rate controllers for its
elevator and rudder control surfaces as well as a roll-rate controller for the
ailerons. Speed control is via throttle. All these controllers are designed using
classical SISO root-locus techniques. The form of the pitch and yaw rate
compensators are as given in equation (5) for the pitch-rate controller.

δe =
K(s + z1)(s + z1)

s2
(Qcommand − Q)

As the pitch and yaw-rate controllers are gain-scheduled with velocity, this
requires that there never be any significant GPS outages, (> 20 seconds). This
is because the GPS velocity estimates are required to prevent inertial drift.

During horizontal flight, waypoints are represented as 3 position coordi-
nates and a target speed at which to fly through the waypoint. As for the case
for vertical flight, guidance is performed in the LVLH frame. In horizontal
flight, heading is not independently controlled. Instead the vehicle compares
its current position with the next waypoint and the off-axis error is converted
into a desired sideways acceleration (in the LVLH frame) which in turn cor-
responds to a bank-angle command to turn the vehicle towards the waypoint.
This is similar to well-known missile “ proportional navigation guidance” cou-
pled with bank-to-turn algorithms [?]. While performing a banked turn, yaw
rate and pitch rate are commanded to match that of a coordinated turn.
The climb-rate error is converted into a an additional pitch-rate command
increment and added to the turn pitch rate to allow the vehicle to transition
between different altitudes of operation.

6 Transition Mode Guidance

For the transitions between vertical and horizontal flight the same low-level
rate controllers are used as for horizontal flight. The main differences are to
be found in the guidance used. For both transition maneuvers the guidance
algorithm is based on determining a “ quaternion velocity” that takes the
vehicle from its current attitude to a target attitude as detailed below.
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• A target attitude for the transition is selected.
• The target attitude is then converted to a quaternion and compared with

the current vehicle attitude expressed in similar form.
• The quaternion difference between the current and desired attitude is then

interpreted as a quaternion velocity vector over a nominal time increment
and this is used to generate commanded rates for the vehicle controllers,
(with suitable saturation limits applied) as given in (6).

P
Q
R

 = K

−q1 q0 q3 −q2

−q2 −q3 q0 q1

−q3 q2 −q1 q0




Δq0/Δt
Δq1/Δt
Δq2/Δt
Δq3/Δt

 (6)

In the above equation, (P, Q, R) are the commanded rates, K is a gain,
(q0, q1, q2, q3) is the current quaternion attitude and (Δq0, Δq1, Δq2, Δq3) is
the quaternion difference between the target and current attitudes. Lastly, Δt
is a nominal transition time interval that converts the quaternion difference
into a quaternion velocity vector.

During the transition manoeuvres, throttle can either be specified open-
loop via a pitch-angle schedule or controlled with a velocity controller to match
a pre-specified velocity schedule with pitch-angle.

7 Flight State Logic

The low-level and guidance controllers described so far allow the vehicle to
operate autonomously throughout its complete flight envelope under non fail-
ure conditions given suitable logic to govern transitions between these differ-
ent flight modes. However, the situation is complicated because a significant
number of extra controllers and guidance modes are required for a full vehicle
control system. These other controllers implement functionality to allow for
sensor and system failures as well as for various levels of manual intervention
in the vehicle control and guidance.

The main system failures that the control system must address are loss of
GPS signal and loss of the communication link. In the case of loss of GPS signal
the vehicle can only navigate for a relatively short period of time using its
(low-accuracy) inertial sensors. This means that any controllers that depend
on velocity information (such as the vertical flight velocity controllers) must be
replaced with other controllers and guidance action must be taken to attempt
a safe landing of the vehicle. In the case of sustained communication failure,
the vehicle needs to abort its mission and return home. As well as handling
these vehicle failure modes, it is also necessary to allow fully autonomous
operation to be overridden with different levels of manual guidance and control
for testing purposes.

The addition of manual and failure state modes of operation requires care-
ful thought in terms of allowing or forcing mode transitions. For instance a



transition back to autonomous operation must be forced if the vehicle is in
a manual mode at the time of a communication failure. Failures of GPS sen-
sors or communications during any of the four normal flight modes (vertical,
horizontal, and the two transition modes) must also trigger forced transitions
to degraded modes of operation that involve the use of different sets of flight
controllers or different guidance algorithms. This requires complex supervisory
logic to sit above the guidance and control functionality.

To handle this problem in a consistent and rigorous manner, use has been
made of the Mathworks Stateflow Toolbox that integrates with the rest of
the SIMULINK simulation and rapid-prototyping environment in which all
the flight control design and development is conducted. This toolbox allows
graphical representation of all the flight mode logic as a finite-state machine.
An example of a typical state transition diagram is shown in Figure 5.

twmodr143_novrml_modStateFlow/filt_guid_ctrl/flightStateLogic/Flight−State/Autonomous

Autonomous
during: thetaDeg = R2D*state[11];

fmVERT
fmVTOH

fmHTOV

fmHORZ

t1 = checkVHTrans(i)
function

t1 = checkHVTrans(i)
function

WPout = checkWPInc(WPin,Flag)
function

[VHTrans==1]

[thetaDeg<15] {HVTrans=0;}
[thetaDeg>65]

2

[dTimer>=5.0/t_base] {VHTrans=0;}

[HVTrans==1]

3

{thetaDeg=R2D*state[11];}

[(thetaDeg<=65)&&(thetaDeg>30)]

1

Fig. 5. Stateflow diagram for standard autonomous mode

Figure 5 looks inside the autonomous mode block of the overall Stateflow
diagram at the transitions between the different autonomous flight conditions
such as vertical and horizontal flight. Further drilling down into the indi-
vidual autonomous modes would reveal extra flight states for various failure
conditions. Going up a level would reveal transitions between autonomous and
manual modes of operation.

The advantage of using Stateflow is that it formalizes the description of the
state transitions in a readily understandable graphical representation for the
whole control system. This obviates the need for manual coding of complex
decision trees that is prone to coding errors and logical inconsistencies.

7.1 Controller Transitions

The fact that the T-Wing does not have one set of consistent controllers that
operate throughout its entire flight envelope requires attention be paid to
transitions between different controllers during control mode changes. The
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most critical transition occurs at the re-entry to vertical flight before landing
when the transition rate controllers are replaced with vertical flight transla-
tional velocity controllers. This is because the vehicle may still have significant
residual translational velocity even after it has reached a vertical attitude and
suddenly switching to velocity based controllers may cause significant control
transients. To handle this the following procedure is used.

• On re-entering the vertical mode the control surface deflections and state-
variables are used to back-calculate translational velocity guidance com-
mands corresponding to the current vehicle state based on the known
velocity mode control algorithms.

• These initial guidance commands are ramped down to zero over a set time
period to bring the vehicle to a stable hover.

• The vehicle then starts to accept normal guidance commands to navigate
to its landing location.

To see this consider the simplest form of the W -velocity controller.

δe = KW · (Wcommand − W ) − KQ · Q − Kθv
· θv

	
0



(7)

Denoting the states at re-entry to this controller as [W0, Q0, θv0 ] , and the
scheduled gains at re-entry as [KW0 , KQ0 , Kθv0 ] with δe0 , being the last value
of the elevon deflection, the required value for the Wcommand to prevent control
transients is:

Wcomm required =
δe0 + KQ0 · Q0 + Kθv0 · θv0

KW0

+ W0 (8)

Using this value on entry to the W-controller and then ramping the command
down smoothly to zero over say 5 seconds brings the vehicle to a stable hover,
after which normal vertical mode guidance can take-over.

Control transition problems are not found in going from vertical flight to
the horizontal-to-vertical transition mode because the translational velocity
controllers automatically keep angular rates close to zero. Hence the entry
to the transition rate controllers is well-behaved. As both sets of transition
controllers use the same low-level rate controllers as are used for horizontal
flight, there are also no problems in changing at either end of the horizontal
flight mode.

8 Implementation Details and Results

The complete control system for the T-Wing vehicle is developed and simu-
lated within the SIMULINK simulation environment. To convert the control
system to a hard real time flight controller, use is made of the Mathworks
Realtime Workshop and xPCTarget toolboxes. These allow for the automatic
generation of hard real-time code from the SIMULINK model as well as in-
terfacing to external sensors and actuators through xPCTarget driver blocks.



The whole process of converting the simulated flight controllers into real-
time controllers on-board the vehicle simply requires cutting and pasting the
flight-control block from the simulation model into the flight control model
and performing a real-time build.

(a) Demonstrator undertaking tethered
hover tests March 2005. Both top and bot-
tom tethers are slack
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(b) Vertical Euler Angles for Teth-
ered Flight Test March 2005. Ver-
tical Roll Angle (top graph) shows
positive and negative pirouettes.

Fig. 6. T-Wing Vehicle Flight Test Results

The T-Wing has flown numerous flights in different configurations includ-
ing:

• Full manual hover flights (demonstrating the significant inherent instabil-
ity of the vehicle in this condition);

• Tethered hover flights in which the pilot provides velocity guidance com-
mands to the translational velocity controllers (Figure 6(a) and 6(b));

• Tethered 5-DOF autonomous flights in which operation is fully autonomous
except for vertical velocity commands provided by the pilot;

• Velocity mode free flights (velocity guidance commands from pilot); and
• Fully autonomous vertical mode flight. A picture of the vehicle in this

mode is shown in Figure 1(a).

9 Conclusion and Future Work

This paper has considered the overall flight control system for the T-Wing
VTOL UAV, including low-level and mid-level guidance controllers for all
the non failure-state flight modes that the vehicle must operate in. Although
the individual controllers are relatively simple the overall control structure
requires a complex layer of supervisory control logic to handle controller and
flight-mode transitions. This has been implemented using Stateflow. So far
the T-Wing vehicle has been successfully flown in a variety of vertical flight
modes including fully autonomous vertical flight. It is anticipated that flight
throughout the rest of the flight envelope will occur before the end of 2005.
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In addition to this, a new model predictive controller will be flown on the
vehicle starting in July/August 2005. This is based on successive linearisa-
tions of an onboard non-linear model of the vehicle dynamics and solving for
the optimum control response over a finite time-horizon [?]. Besides promising
better control performance it will also allow significant simplification in the
overall control structure. This is because much of the guidance and low-level
control functionality, which is currently contained within ∼ 20 discrete sub-
systems, glued together with complex supervisory logic, will be replaced with
a single unified predictive controller.
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Summary. This paper presents a modular architecture for the implementation and
evaluation of control strategies for a team of autonomous Unmanned Aerial Vehi-
cles (UAVs). The architecture is designed to be a test bed for control algorithms
ranging from low level vehicle control to higher level multi-vehicle mission control.
The architecture is being implemented on a team of Brumby Mk III fixed wing
UAVs. Particular focus is on the testing procedure, through simulation, HardWare-
In-the-Loop testing and real time flight tests. Results from recent flight testing of
a path-following guidance algorithm used for feature orbiting are shown and future
implementation of cooperative UAV strategies are presented.

Keywords: UAVs, Guidance and Control Architecture

1 Introduction

The utilisation of teams of UAVs is an ever growing research area. Appli-
cations (both civil and military) include search, surveillance, mapping and
exploration. Such information gathering missions typically require detection,
classification and tracking/estimation algorithms applied to ground based fea-
tures or targets. The objective of the architecture presented in this paper is to
enable the modular testing and demonstration of decentralised control strate-
gies for teams of UAVs in an unstructured natural environment.

Control architectures for both individual and teams of UAVs need to pro-
vide a link between a mission description and the low-level control actions of
the UAV(s). Similar architectures have used modular, hierarchical, and multi-
leveled approaches to this problem [1], [3], [5], [8]. This paper also presents a
modular solution to deal with the different aspects of control. The focus of this
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paper will be on the current demonstrations of the Mission, Guidance, and
Low-Level Control Modules in particular. Although the algorithms presented
are generic in terms of hardware (flight vehicles, sensors, etc), this implemen-
tation has been developed for testing and demonstration on a fleet of Brumby
Mk III UAVs.

This architecture is designed specifically for information gathering missions
such as those mentioned above. Such missions are reliant on the data received
from onboard mission sensors. The quality of this data is extremely important
to the success or failure of the mission. The proposed architecture builds upon
the current Decentralised Data Fusion (DDF) implementation [7], making the
feature space1 integral in the control of the UAVs.

The architecture also aims to preserve the decentralised nature of DDF.
Multiple vehicles can more efficiently perform a task such target tracking
by sharing information and dividing the workload. In terms of control this
requires team members to communicate with each other to determine the
individual actions which produce the best outcome for the team. Keeping
the team structure decentralised maintains the characteristics of modularity,
scalability and survivability.

The structure of this paper is as follows. Section 2 describes the plat-
forms, the sensors, and the environment used for testing and evaluating the
UAV control algorithms. Section 3 outlines the modular algorithmic archi-
tecture used within this project. Section 4 discusses specifically the Mission,
Guidance, and Low-Level Control modules within the architecture and their
application towards information gathering missions. Section 5 focuses on the
testing procedures and provides results for recent flight tests of path following
guidance algorithms. Concluding remarks and comments about future work
are given in Section 6.

2 The Experimental System

The three main components for the real-time testing of the onboard algorithms
are the platforms, the sensors, and the environment.

2.1 Platforms

The platforms used in this project are a fleet of Brumby Mk III UAVs devel-
oped specifically for research at The University of Sydney (Figure 1). They
have a delta wing configuration, weigh approximately 45 kg and have a typical
mission time of 40 minutes. The flight vehicles use an Inertial Measurement
Unit (IMU) and Differential GPS (DGPS) solution for localisation [6]. Flight
Control and Localisation algorithms are run on a 700mhz PC-104 stack.

1 This paper uses the terms feature and feature space, to describe the objects of
interest and the corresponding states of interest.
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Each Flight Vehicle (FV) has full-duplex communications with the Ground
Station (GS) and with each other. Remote control signals, DGPS corrections,
and Mission commands are received from the ground via a radio modem. The
FV system status and navigation data are sent to the GS for monitoring.
Wireless ethernet communication between the FVs is used to share informa-
tion relevant to the mission (e.g. DDF and negotiation communications).

Fig. 1. Two Brumby Mk III Flight Vehicles

2.2 Sensors

A sensor payload bay is located in the nose of each aircraft. Interchangeable
sensors (including Colour and Infra-Red (IR) Vision, and Millimetre Wave
Radar) can be configured in various orientations for a given mission (Figure 2).
A black and white camera is also located in the fuselage pointing downwards.
The current sensor setup for the UAVs is both a colour2 and IR3 camera
pointing along the lateral axis of the left wing. This configuration allows for
continuous observations of any region on the ground by orbiting around it.
The guidance and control algorithms presented in Section 4 enable the FV
to autonomously select and orbit around ground features of interest. Sensor
images are used by the feature detection/estimation algorithms.

DDF is a process used on the UAVs which enables them to share infor-
mation about a common state-space without the need for a central processor
or communication source [7]. Within in this project the feature space com-
prises of the position/velocity of ground features of interest. The sharing of
information is extremely important in the types of missions considered here
where team members are required to work together. The same communication
network set up by DDF can also be used to share information regarding UAV
actions as well (Section 4.3).

2.3 Environment

The testing and demonstration environment is part of a 7000 hectare farm
(Figure 3). A 300 m runway and permanent ground station/mission control
enclosure have been built specifically for the FV tests.
2 Digital firewire, 1024×768 pixel resolution, 20 Hz frame rate.
3 Analogue video, 255×255 pixel resolution, 50 Hz frame rate.
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Fig. 2. Colour and IR cameras config-
ured to point out the left wing of the
UAV. A hard-disk and PC-104 stack for
vision processing are also located in the
nose.

Fig. 3. An image of the environment
used for testing taken by the onboard
colour camera.

The farm hosts a large number of interesting natural features within the
area of flight operation. These include: a creek, a number of dams, individual
and groups of trees, livestock, wombat holes, and ground with varying degrees
of vegetation.

Man made features include: a number of sheds and buildings, fences, dirt
roads, the runway, ground vehicles and ground vehicle tracks. In addition to
this white targets (1 m2) and large patterned cylinders are placed at specific lo-
cations for the calibration and testing of estimation and clasification/detection
algorithms. These features allow us to simulate the types of missions described
in Section 1.

3 Algorithmic Architecture

This section provides an overview of the architecture which allows for the
testing and demonstration of control strategies for teams of UAVs. Section
4 describes in more detail the modules specific to control. The aim of the
architecture is to act as a modular test bed for controlling UAV teams from
low level single vehicle control to multi-vehicle mission control.

Figure 4 depicts the interaction between the onboard modules of each UAV
and the communication between UAVs in the team. An outline of each of the
modules is given below:

Localisation Module: An INS/GPS solution for localising the FV. Outputs
the FVs current state (position, velocity, attitude), for use by all other
modules.

Sensor Node: The sensor node is responsible for controlling payload sensors
and extracting useful information about features of interest from raw sen-
sor observations. This information takes the form of a likelihood over the
feature space and is communicated to the DDF module.



DDF : This module fuses information about the feature space from onboard
sensors and from other FVs. The result is a prior distribution over the
feature space. Although Gaussian representations for probability distri-
butions are assumed here, general distributions may also be used.

Guidance and Control Modules : Form the lower levels of individual vehicle
control. As a whole they are responsible for generating actuator commands
in order to follow specific paths or trajectories (Sections 4.1 and 4.2).

Mission Controller and Path Planning Module: This is the highest level of
autonomous control. Responsible for determining the FV path and which
features/areas to observe. For Decentralised Control (DC) this module
is responsible for communicating/negotiating with the other FVs so that
planned actions/observations are beneficial to the team as a whole. This
module creates paths to send to the Guidance Module (Section 4.3).

State Machine: The State machine is responsible for changing the state/mode
of the FV. State changes are dependent on commands received from the
ground as well as variables monitored onboard (Section 4.4).

Fig. 4. Architecture for control of teams of UAVs.

4 The Mission, Guidance, and Control Modules

This section describes in more detail the modules directly responsible for
the control of the vehicle, from the low level control module to the mission
controller.

4.1 Control Module

The Control Module implements the inner-most loop of the flight vehicle guid-
ance and control architecture. The basic architecture of the control module is
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shown in Figure 5. The function of the control module is to apply FV specific
data and functions to a generic set of control laws in order to track the com-
manded inputs from the guidance module (airspeed, height above sea level,
and bank angle). The resulting outputs are 16 bit servo commands for the
FV’s actuators.

Fig. 5. The control module takes command from the Guidance Module and produces
commands for the FV servos. Feedback from the Localisation Module closes this
inner loop.

The general nature of the control algorithm allows the same control module
to be used for a variety of fixed-wing UAVs, by providing a separate set of
control parameters for each platform type.

4.2 Guidance Module

The Guidance Module is responsible for calculating demanded inputs to the
Control Module in order to follow a desired path. The path can be either
from a pre-loaded file, the online path planner, or the ground station. The
investigation into control strategies for the detection/localisation of ground
features prompted a change from a way point controller to the path following
guidance controller. With side mounted vision sensors and the ability to follow
a circular path defined in space, the FV is able to constantly keep a given
feature within view.

The resulting angular variation of sensor feedback with respect to the
feature is beneficial to both localisation [4] and classification/detection algo-
rithms [9]. Figure 6 shows the flight envelope which the Brumby Mk III is able
to fly autonomously around a feature. The view angle can be varied between
12 and 55 degrees.

A generic path following controller has been developed which calculates
the required Control Module inputs in order to follow any given path. The cur-
rent implementation can handle line segments, arc segments and way points.
However the list can be easily extended to include other path types such as
clothoids or splines. This modularity facilitates the investigation into using
families of curves to approximate optimal paths for localisation/classification.

A PD control law is used to calculate the required heading rate (ψ̇) to
correct any errors to the path (1). The bank angle (φ) to achieve this heading



Fig. 6. A cross-section through the flight envelope for the Brumby Mk III FV
orbiting a feature. The graph shows the possible height, radius and corresponding
bank angle for orbits which the FV can fly in order to constantly view a feature at
the origin. The borders of the flight envelope are defined by safety margins and the
physical capabilities of the FV. The circle on the lower left of the envelope depicts
the point with closest sensor range to the feature.

rate is then calculated (2), and then limited to maximum values based on
maximum vertical load factor and the current FV speed. Figure 7 shows how
the error to the path (ε - Normal displacement, η - Error in flight path angle)
are calculated. The natural rate of change of heading of the path is represented
by ψ̇0.

ψ̇dem = −Kηη − Kη̇ η̇ − Kεε − Kε̇ε̇ + ψ̇0 (1)

φdem = arctan

�
ψ̇demVtrue

g

!
(2)

Real-Time results for the path following algorithms are shown in Section
5.3.

Fig. 7. Path errors used in the PD controller. Normal displacement error ε, and
flight path angle error η (orientation error is measured w.r.t. the FV velocity vector,
i.e. the FV wind axis [Xw, Yw]).
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4.3 Mission Controller and Dynamic Path Planning

This module is responsible for deciding the high level actions of the UAV. This
includes which areas to search/observe and what manoeuvres to make to get
the best observation with respect to the mission. These decisions are made
in an information-theoretic manner. The control decisions are made using the
current feature state provided by the DDF module (Figure 4).

Information-theoretic missions can often be described by a Mission Utility
function, J . It is the aim of the mission controller to choose an action which
maximises this utility function,

â = arg max
a

J([Y,y],x, a). (3)

Where y and Y are the feature information state and information matrix [4],
and x is the current FV state. The optimal action, â, may be as simple as
selecting which feature to observe next, or more complicated such as choosing
the parameters for a path which will provide the best observations of a given
feature. For the task of target tracking the utility function can be simply the
information gain resulting from observations made due to action a.

Another aspect which this module addresses is decentralised control. Em-
ploying teams of UAVs to conduct a single mission means each UAV will have
the same utility. In order to achieve the mission efficiently the UAVs must
communicate with each other values relevant to the mission utility. One such
type of communication is to send preferences for actions which the UAV is
considering (e.g. which feature the UAV is to observe next). A solution can
be found through bargaining or decentralised auction techniques.

Alternative methods include a negotiation filter which communicates the
future expected information state (y ,Y) given the action the UAV is consid-
ering [2], [4]. By fusing this information each vehicle can plan their actions
by maximising the utility function over a distribution which accounts for the
other vehicles actions. The decentralised control scheme is built upon the
pre-existing DDF network and shares the same communication network.

4.4 The State Machine

The State Machine performs logic operations to decide what state/mode the
FV should be in. The possible guidance states are shown in Figure 8. The
transitions between states are triggered by changes in commands from the GS
and/or internal flags relating to the FV status.

The guidance states are split between Remote and Autonomous. While in
Remote mode the FV is controlled via the pilot’s handset. The Autonomous
states are separated into two categories; Scenario and Emergency. Scenario
states are used for the normal operation of the Autonomous mode. Emergency
states are reserved for when part of the software or hardware fails. Events
which can trigger entry into an emergency state include Engine Failure, Loss
of Communications, and an Invalid Path Segment.



Fig. 8. FV Guidance Stateflow generated using the Matlab Stateflow toolbox. A
more detailed version of the above figure was used in Matlab to auto-generate C
code for integration into the State Machine.

5 Testing and Evaluation

This section outlines the various degrees of testing which occur for any change
to a module within the system. Generally there are 3 stages which are used
for verification and validation: A C++ real-time simulator, a HardWare-In-
the-Loop simulation and actual flight tests.

5.1 Real-Time Multi-UAV Simulator (RMUS)

RMUS is a C++ simulator environment which enables real-time flight vehicle
code to be tested and evaluated. The simulation also enables the user to view
expected sensor data for a given path. High resolution aerial map data of the
Brumby Mk III testing and demonstration environment is used to generate a
view from the sensor frame. Figure 9 shows results of a UAV following a path
which has it orbiting around a ground feature of interest.

5.2 HardWare In the Loop Simulation (HWIL)

HardWare-In-the-Loop (HWIL) simulations are a robust way of verifying both
software and hardware without the costs and risks associated with a flight test
[3], [5]. A complete HWIL simulation is conducted prior to every mission. This
involves real-time testing of every component working within the system as a
whole. The HWIL setup is shown in Figure 10. All FV software modules run
on the onboard processors of the plane.
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Fig. 9. RMUS: A Brumby Mk III UAV orbiting a ground feature. The sensor
footprint is projected onto the map of the testing environment (Figure 3).

Fig. 10. HWIL setup: The servo commands are sent to the HWIL computer which
uses a detailed dynamic model of the FV and sensor models to generate expected
sensor outputs which are sent back to the Flight Control Computer.

5.3 Flight Tests

Recent flight tests were conducted to validate the path following guidance
algorithms and gather sensor data of ground features. Flight paths were pro-
vided to the Guidance Module from a predefined file. Figure 11 shows the
result of orbiting around a dam at a demanded height of 200m and airspeed
of 42 knots4. The methods described in section 4.2 kept the dam within the
camera frame for the duration of the orbit. Figure 12 shows two of the frames
obtained from opposite sides of the orbit. Orbit data was collected from three
different points within the envelope for each of 16 different ground features.

6 Conclusion and Future Work

An architecture has been developed for the testing and demonstration of con-
trol strategies for a UAV and teams of UAVs. The focus has been to provide
a modular test bed for control algorithms for information gathering missions.
4 These values correspond to the top left corner of the flight envelope (Figure 6).



Fig. 11. An orbit around a feature (dam). The
desired path (black line, 170 m radius) and nav-
igation solution (white line) are indicated. At 1
second intervals, the position of the FV (white
circles), and the projected centre of the sensor
frame on the ground (white crosses) are shown.

Fig. 12. Two images taken of the
dam from opposite sides of the
autonomous orbit.

Fig. 13. Three UAVs performing DDF negotiate over which features to observe.
Ellipsoids represent the current estimate and uncertainty of the features. Shaded
quadrilaterals are the sensor footprints on the ground. The planned path of each
UAVs is represented by a dotted line. Decisions are made based on the current
feature information and the time involved in observing the feature.

The development of the Mission, Guidance, and Control Modules has been
described along with the methods for testing and demonstrating them. Re-
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cent flight tests have validated a path following guidance module for observing
ground features.

Further planned flight tests include validating online path planning and
multi-vehicle negotiation. Figure 13 shows results from a 6 DoF Matlab sim-
ulation of multiple UAVs performing DDF and negotiating over actions to
observe ground features. The UAVs plan paths to orbit feature estimates in
order to maximise feature information. The simulation uses the same Mission,
Path Planning and Control modules described in Section 4. Simulated sensor
observations are modeled on the colour camera used onboard the UAVs. The
UAVs orbit each feature until the information reaches a certain threshold.

Future work on the project also includes investigating automatic take-
off and landing for the UAV enabling completely autonomous missions from
start to finish; extending the supported path segments to include other types
of curves and 3 dimensional paths, and the use of the designed architecture
to investigate further cooperative control strategies for UAV teams.
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Summary. Trajectory generation has traditionally been formulated on the assump-
tion that the environment is flat. On rough terrain, however, deviations of the an-
gular velocity vector from the vertical lead to errors which accumulate in a manner
similar to the accumulation of attitude errors in odometry. In practice, feedback
control can compensate for these errors in modeling by adjusting the path in real
time. In many realistic cases, however, the 3D shape of the terrain is known befo-
rehand, so it is possible to incorporate terrain shape into the predictive model —
rather than treat it as an unknown disturbance. This paper presents an algorithm
for trajectory generation which compensates for terrain shape in a predictive fas-
hion. The numerical implementation makes it adaptable readily to a broad class of
vehicles and even a broad class of predictable disturbances beyond terrain shape.
In support of the latter, we demonstrate the ability to invert models of actuator
dynamics and wheel slip concurrently with 3D terrain. An example application for
a the Rocky 7 Mars rover platform is presented.

Keywords: Trajectory Generation, Rough Terrain, Robot Control, Nonholonomic,
Mobile Robots

1 Introduction and Notation

Trajectory generation for mobile robots is related to the two point bound-
ary problem of classical differential equation theory. It can be defined as the
problem of finding a set of controls which satisfy initial and terminal posi-
tion, pose, or posture constraints. Position is defined as a location in space
(x,y,z); pose adds orientation (x,y,z,φ,θ,ψ); and posture/state includes rates

of orientation (x,y,z,φ,θ,ψ,φ̇,θ̇,ψ̇). The rates of orientation can be expressed in

Euler angles (φ̇,θ̇,ψ̇) or locally referenced angular velocities (ωx,ωy,ωz). This
paper addresses the most general problem of trajectory generation between
two arbitrary postures. Among other motivations, the appearance of higher
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derivatives in the constraints allows for smoother transitions between adjacent
trajectory segments.

1.1 Motivation

Future missions of planetary exploration will require rovers to navigate dif-
ficult terrain with limited human supervision [3]. The use of a actuator dy-
namics and terrain interaction models allows for more capable, reliable, and
competent autonomous navigation. Better behaved and more intuitive trajec-
tories are generated, and the need for teleoperation and supervisory control is
reduced. By allowing the rover to navigate more accurately and safely through
rough terrain, it may even enable a new class of missions.

Research into fast and efficient trajectory generators is important because
of limited computing resources on planetary rovers. Current trajectory gene-
ration algorithms adopt the flat plane assumption, neglecting the influence of
attitude in the solution, and they ignore such matters as steering delay and
wheel slip. When incorrect, all of these omissions can lead to infeasible or
unsafe generated paths.

Errors induced by rough terrain and dynamics can be treated as distur-
bances in the system. However, there are cases where, on the scale of a few
vehicle lengths, disturbances cannot be compensated by feedback [7]. Such
following errors can result in collisions with obstacles near the path or in-
correct terminal postures for instrument placement. Conversely, algorithms
incorporating sufficiently predictive models for these effects can improve path
following performance by compensating for the known component of these
models in the generation process.

1.2 Prior Work

Prior work in trajectory generation algorithms involved using polynomial spi-
rals parameterized by arc length to represent curvature. Clothoids (curvature
primitives which vary linearly with arc length) have been used to generate
trajectories for years; however clothoids have three degrees of freedom, which
is insufficient to generally satisfy constraints which would ensure curvature
continuity between paths. A method was developed to generate trajectories
between postures based on a composite of clothoids in [5], but it required an
intermediate posture to be determined by intersecting circles and was not able
to solve for a path between any two arbitrary postures.

A method using higher order curvature polynomial spirals was developed
by [4]. This method used energy minimization to successively deform a curve
until it satisfied the constraints. In [1], a real-time algorithm is proposed
which solves the planar trajectory generation problem between two postures
by inverting the forward model of the vehicle. This method is adapted here to
the 3D problem. A solution for a third-order curvature control parameterized
in arc length (κ(s)=κ0+as+bs

2+cs3) is found iteratively by modifying the
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guess of parameters (p=[a,b,c,s]T ), by an amount determined from inverting
a linearization of the state equations, until the error in the terminal posture
(∆x) is sufficiently small:

∆x = J∆p (1)

∆p = J−1∆x (2)

p� = p+∆p until ∆x ∼= 0 (3)

This method assumed that the robot operated on the x-y plane, which is
equivalent to setting the attitude (φ,θ) to (0,0). The flat terrain assumption

decouples the state equations — satisfying the (z,φ,θ,φ̇,θ̇) constraints ever-
ywhere. The x and y state equations take the form of Fresnel integrals, so
their derivative must be approximated numerically. An approximate Jacobian
is found by performing a finite difference of the x and y state equations:

∂fij
∂pk

=
fij(pk) − fij(pk + e)

e
(4)

The problem of path planning in rough terrain was addressed in [2], where
arcs calculated on a locally flat plane were used to connect vehicle positions
between starting and ending poses. This method globally accounted for rough
terrain but locally employed the flat-plane assumption.

2 Models

This section presents a general set of models for predicting the terminal state
of a mobile robot from its command inputs. Models are presented in ascending
order, beginning with wheel-terrain interaction and actuator dynamics and
ending with the terminal pose integral.

2.1 Rate Kinematics, Actuator Dynamics, and Wheel Slip

The purpose of this model is to predict the difference (caused by wheel slip
and actuator dynamics) between the requested and actual linear and angular
velocities of the vehicle body. The forward rate kinematics model determines
the wheel contact point velocity vector Λin for each wheel from the body-frame
linear and angular velocity inputs (V in,Ωin):

Λ =
�
vTc1 v

T
c2 · · · vTcn

�T
= h(V in, Ωin) (5)

A response wheel contact velocity vector Λout is determined from the actua-
tor dynamics and wheel slip models Λ̇out=i(Λin). The inverse rate kinematics
model then determines the body frame linear and angular velocity outputs
(V out,Ωout) based on the output wheel velocity vector Λout. A flowchart de-
scribing the model can be seen below in Figure 1:
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Fig. 1. Actuator Dynamics and Wheel Slip Model: Actuator dynamics and wheel
slip is modeled at the wheel level. Forward and inverse rate kinematics are used to
transfer between wheel frame and body frame velocities.

2.2 Suspension Kinematics

The previous model determined the linear and angular velocities of the body
in the body frame. The purpose of the suspension kinematic model is to
determine the attitude of the vehicle under suitable assumptions of terrain
contact so that these velocities can be mapped to the world frame in the
next step. In general, the attitude cannot be determined in closed form from
the terrain. The mechanism used is to start with a forward model, defined to
produce wheel contact point coordinates with respect to the body frame, given
the suspension variables (B=β1,β2,β3,· · ·). This model is inverted to produce
the body attitude by enforcing a terrain contact constraint and determining
the robot configuration which minimizes the error between the wheel contact
points and the terrain (see for example [6]). The attitude (φ,θ) and altitude
(z) of a robot is a function of the pose (x,y,ψ), suspension variables (B),and
terrain shape (z(, )): �

φ θ z
�T

= g(x, y, ψ,B, z(, )) (6)

2.3 Kinetic Motion Model

The kinetic motion model maps linear and angular velocities in the body
frame to linear velocities and Euler angle rates in the world frame. This paper
follows the SAEJ670e convention, where the x-axis points forward, y-axis to
the right, and the z-axis straight down. The Euler angles yaw (ψ), pitch (θ),
and roll (φ) represent subsequent rotations coinciding with the robot frame
about the z, y, and x axis respectively. The world frame velocity Ṙ is found
by the product of the rotation matrix and the robot frame velocity V :

Ṙ = rotz(ψ)roty(θ)rotx(φ) · V (7)

Ṙ =

 ẋẏ
ż

 =

 cψcθ cψsθsφ− sψcφ cψsθcφ+ sψsφ
sψcθ sψsθsφ+ cψcφ sψsθcφ− cψsφ
−sθ cθsφ cθcφ

 ·
 vxvy
vz

 (8)

The angular velocities in the robot fixed frame are determined by transforming
the individual rotation rates (φ̇,θ̇,ψ̇) from their intermediate frames to the
robot-fixed frame:



Trajectory Generation on Rough Terrain Considering Actuator Dynamics 483

Ω =

ωx

ωy

ωz

 =

 φ̇0
0

 + rotx(φ)

 0

θ̇
0

 + rotx(φ)roty(θ)

 0
0

ψ̇

 (9)

Ω =

ωx

ωy

ωz

 =

 1 0 sθ
0 cφ −sφcθ
0 sφ cφcθ

 ·
 φ̇θ̇
ψ̇

 (10)

Roll, pitch, and yaw rates in terms of the angular velocities can be found by
inverting this relationship:

Ψ̇ =

 φ̇θ̇
ψ̇

 =

 1 tθsφ −tθcφ
0 cφ sφ

0 − sφ
cθ

cφ
cθ

 ·
ωx

ωy

ωz

 (11)

Throughout this paper, X will represent the vehicle configuration vector
[R,Ψ ]T . Equations (8) and (11) can be concatenated to produce the kinetic
motion model: �

Ṙ

Ψ̇

�
= f(V ,Ω,X) (12)

Simply Actuated Kinematic Motion Model

For a terrain-following mobile robot, the only controllable angular velocity
is ωz, so we will assume that (ωx,ωy)=(0,0). Likewise, a body-frame linear
velocity aligned with the x-axis of the robot (vx) will be assumed to be the
only controllable linear velocity, so we will assume that (vy,vz)=(0,0). Under
these assumptions, the attitude and altitude are determined by the suspen-
sion kinematic model and the differential equation which governs the pose
P=(x,y,ψ) simplifies to:

Ṗ =

 ẋ
ẏ

ψ̇

 =

 cos(ψ)cos(θ)vx
sin(ψ)cos(θ)vx

cos(φ)
cos(θ)ωz

 (13)

2.4 Trajectory Kinematics

The forward model of trajectory generation is generated by integrating the
kinetic motion model (the world-frame velocities (Ṙ) and robot-frame orien-
tation rates (Ψ̇)):

X =

	
f(V ,Ω,X)dt (14)
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3 Trajectory Generation Algorithm

This section describes an algorithm to solve the two-point boundary value
problem generating the control inputs consistent with a desired terminal state.

3.1 Inverting the Trajectory Kinematics

The problem of trajectory generation is that of determining a set of controls
that will satisfy a set of posture constraints. A general method for solving the
coupled, nonlinear equations in equation (13) is presented in Figure 2. This
is a method which will find the nearest local solution. It does not converge in
general to the global optimum but we have not had any real difficulty with
incorrect local minima.

Fig. 2. Inverse Trajectory Generation Solver: From an initial guess of controls
(V ,ω), the forward trajectory is evaluated and the control is adjusted based on the
product of the system Jacobian and the constraint errors. This iterative method
continues until the terminal conditions are reached.

In this approach, an initial guess of velocity controls V guess, Ωguess is modified
based on the product of the system Jacobian and the constraint errors (∆X)
until the termination requirements are reached. As in [1], partial derivatives
are computed numerically using equation (4).

3.2 Control Primitives

The trajectory generation problem reduces to that of finding a set of controls
(vx(t),ωz(t)) which satisfy the seven constraints (xf ,yf ,ψf ,vx0

,vxf
,ωz0 ,ωzf ).

The terminal pose is described as the relative pose of the terminal and initial
postures. A third-order polynomial spiral and a linear velocity profile provide
enough degrees of freedom to satisfy the seven constraints:
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ωz(t) = ωz0 + at+ bt2 + ct3 (15)

vx(t) = vx0 + dt (16)

Notice that, for systems that do not model actuator delays or wheel slip,
three of the constraints (vx0 ,vxf

,ωz0) are automatically satisfied using this

set of control primitives (since d=
vxf

−vx0

tf
. For systems that do incorporate

such dynamics, the right-pseudo inverse (JT (JJT )−1) can be employed in the
inverse trajectory generation solver to find for five variables (a,b,c,d,t) that
satisfy the four constraints (xf ,yf ,ψf ,ωf ). The right-pseudo inverse can also
be employed to solve for controls which are higher-order polynomial spirals
than the ones in equations (15) and (16).

4 Application to the Rocky 7 Rover

This section demonstrates how the general methods discussed in section 2 can
be applied to a specific model. The Rocky 7 prototype Mars rover (Figure 3)
employs a rocker-bogie suspension to provide contact for all six wheels with
most terrains.

Fig. 3. Rocky 7 Prototype Mars Rover Kinematic Model: On the left is a
picture of the Rocky 7 rover, a six-wheeled robot which has a rocker-bogie suspension
to navigate complex terrain while maintaining wheel contact. On the right is a
representation of our kinematic model of the suspension, which has the three passive
joints (ρ,β1,β2).

Figure 3 shows how our kinematic model compares to Rocky 7. It was based
on the work done in [6], but computed the forward kinematics with respect to
the world frame for our suspension model solver. Rocky 7 employs a rocker-
bogie suspension that has three degrees of freedom (ρ,β1,β2) which correspond
to the major and two minor rocker-bogie angles respectively.
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4.1 Rocky 7 Rate Kinematics, Actuator Dynamics, and Wheel Slip

The Rocky 7 rover has eight actuators: a steering actuator on each of the
front two wheels and six drivable wheels. In order to get a realistic model of
actuator dynamics, a first-order lag was assumed.

vcout
(t) =

α1dt

τ
[vcin(t) − vcout

(t− τ)] + vcout
(t− τ) (17)

ψ1,2out(t) =
α2dt

τ
[ψ1,2in(t) − ψ1,2out(t− τ)] + ψ1,2out(t− τ) (18)

The wheel slip model assumes that only a fraction of the requested velocity is
achieved. Inverse rate kinematics generate the achieved Vout,Ωout due to the
actuator dynamics and wheel slip model.

4.2 Rocky 7 Suspension Kinematics

Just as in the general solution, the suspension model provides a mapping
of the linear and angular velocities estimated by the actuator dynamics and
wheel slip models from the body frame to the world frame, except now the sus-
pension model is known. Taking advantage of the fact that there are six con-
trols (attitude (φ,θ), altitude (z), and the three rocker-bogie angles (ρ,β1,β2))
and six constraints (zc1 -zc6), the same numerical method used in the inverse
trajectory generation solver is applied. An error vector ∆z=[∆zc1 ,· · ·,∆zc6 ]T
is formed from the difference between the elevation of the terrain and the
contact point of each of the six wheels. The initial guess of control is adju-
sted by the product of the inverse Jacobian of the forward kinematics of the
contact points with respect to the world frame and the elevation error vector
until the terminal conditions are met.

4.3 Rocky 7 Kinetic Motion Model

Since the Rocky 7 rover is a terrain-following mobile robot, the kinetic model
follows the form of equation (13). The attitude and altitude are determined
from the suspension model for a given pose.

4.4 Rocky 7 Trajectory Kinematics

The forward model of trajectory generation for the Rocky 7 rover is generated
by integrating equation (13).
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5 Implementation

5.1 Forward Solution of Trajectory Kinematics

In order to determine the terminal pose (xf ,yf ,ψf ) of the rover, the system
dynamics described in equations (14)-(16) must be integrated with respect to
time. These state equations are coupled and nonlinear. We have found simple
Euler integration to be sufficient:

xt+∆t = xt + vxoutt+∆t
cos(θ(xt, yt, ψt))cos(ψt)∆t (19)

yt+∆t = yt + vxoutt+∆t
cos(θ(xt, yt, ψt))sin(ψt)∆t (20)

ψt+∆t = ψt +
cos(φ(xt, yt, ψt))

cos(θ(xt, yt, ψt))
ωzoutt+∆t

∆t (21)

ωzoutt+∆t
= f(ωzint+∆t

) (22)

vxoutt+∆t
= g(vxint+∆t

) (23)

Notice that the output linear and angular velocities of the rate kinematics are
used in this model. In this method, a configuration at each new pose must be
found. The algorithm can be sped up dramatically by using the previous con-
figuration at time t−∆t as the seed for the configuration at the current time t.

It is essential that ∆t be small enough to accurately model the integral of
the system dynamics and capture the terrain along the path. For example,
in trajectory generation over the scale of a few rover lengths, 12-15 iterations
may be enough to accurately model the system dynamics but these may still
miss small terrain disturbances that may influence the path enough to matter.

5.2 Trajectory Generation Using Inverse Trajectory Kinematics

Utilizing the forward model of trajectory kinematics developed in the pre-
vious section, along with the controls and methods of section 3.1 and 3.2, an
inverse trajectory kinematics solver which accounts for both rough terrain and
actuator dynamics is obtained.

5.3 Initialization/Termination

Since the numerical method used in this work does not guarantee global con-
vergence, a heuristic which places the terminal posture of the initial guess
near the goal posture is required. It was found that the solution to the two-
dimensional trajectory generation problem places the terminal posture of the
initial guess within 15% of the goal on a variety of interesting terrains. This
is close enough to ensure convergence in most applications. In the case of
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an exceptional terrain disturbance which incurs a large terminal posture per-
turbation, line searches or scaling of the change of parameters (∆p) can be
implemented to prevent overshoot and divergence from the solution.

The set of termination conditions used for the trajectory generation algo-
rithm were similar to those in [1], stopping iterations when [∆xf , ∆yf , ∆ψf ,
∆ωf ]T=[0.001m, 0.001m, 0.01rad, 0.01 rad

sec ]T . Likewise, the suspension model
required millimeter residuals in ∆zci .

6 Results

6.1 Rough Terrain Trajectory Generation Example

This section demonstrates the need of rough terrain trajectory generation
by examining an example situation. In this example, the Rocky 7 platform is
asked to find a continuous trajectory between two postures as seen in Figure 4.
The relative terminal posture [xf , yf , ψf , ωf ]T is equal to [3.0m, 5.0m, π

2.0rad,

0.0 rad
sec ]T . In order to isolate the effect of neglecting the influence of attitude

in the trajectory generator, rate kinematics are ignored in this example.

Fig. 4. Example Rough Trajectory Generation: This figure shows an example tra-
jectory generation problem, where a continuous path is desired between an initial
posture inside a crater and the final posture just over the lip of the crater.

First, the two-dimensional continuous curvature path is solved to millime-
ter accuracy and fed into the three-dimensional forward solution. The two-
dimensional solution incurs a terminal position error of 6.2% (45.3cm) of the
entire arclength of the solution. The three-dimensional trajectory generator
finds a new path that is continuous in angular velocity, with an initial and
final velocity of 1 m/sec, for milimeter accuracy in only 3 iterations. Figure
5 shows the difference between the two-dimensional system model and three-
dimensional system model paths and how the latter generates the correct
trajectory.
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Fig. 5. Trajectory Generation Solution: This figure shows the result of neglecting
attitude in the forward model (two-dimensional solution) and the new solution
based on a three-dimensional system model. By neglecting attitude, the terminal
position is off by 6.2% when compared to the total arclength of the solution.

6.2 General Results

To evaluate the need, performance, and behavior of this algorithm, several
thousand tests were run to understand rates of convergence and range of
errors to expect. One behavior that was recognized is that even though error
would increase dramatically with rougher terrain, the number of iterations
required to meet the termination conditions did not. The numerical method
that we are using attempts to remove all error in a single iteration, so this
behavior suggests that the first order approximation is a good one.

7 Conclusions

In the context of mobile robots which must already expend significant effort
to understand terrain complexity, the use of a flat terrain assumption in tra-
jectory generation is difficult to justify. However, as the paper has shown, the
use of terrain information requires a certain amount of effort to develop a
more complex generation algorithm. While space was not available to address
a computation comparison, the additional computation for 3D models is not
a significant factor in practice.

A very general algorithm has been presented which can generate conti-
nuous paths for mobile robots obliged to drive over rough terrain while subject
to additional nonidealities such as wheel slip and actuator delays. The essen-
tial problem is to invert a model of how parameterized control inputs, terrain
shape, terrain interaction and actuator dynamic models determine the termi-
nal state of a vehicle at all future times. A numerical technique was adopted
due to the assumed inability to express terrain shape in closed form. However,
once a numerical approach is adopted, it also means that any forward model
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can be inverted to produce continuous controls subject only to the capacity
of the numerical linearization to converge. In principle, a full Lagrangian dy-
namics model can be inverted using our technique, for example.

The Rocky 7 prototype rover was used to illustrate the application of
the general models of suspension and rate kinematics to a specific robot. For
any vehicle, only forward rate kinematics and forward suspension models are
needed to use the rest of the algorithm. Our results suggest there is much to
gain and little to lose by moving to fully 3D models. Such predictive models
lead to improved performance by removing as much model error as possible at
planning time — so that path following controls are used only to compensate
for truly unpredictable disturbances.

While the algorithm has been presented in the context of planning com-
putations, it promises to be equally valuable for the generation of corrective
trajectories in feedback path following controls. Future work will assess the
value of the algorithms for this purpose in the hope of developing short term
path followers which maximally exploit the model and terrain information
which can be assumed to be present in most present and future mobile ro-
bots.
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Summary. This paper presents an outdoor mobile robot capable of high-speed
navigation in outdoor environments. Here we consider the problem of a robot that
has to follow a designated path at high speeds over undulating terrain. It must also
be perceptive and agile enough to avoid small obstacles. Collision avoidance is a key
problem and it is necessary to use sensing modalities that are able to operate robustly
in a wide variety of conditions. We report on the sensing and control necessary for
this application and the results obtained to date.

Keywords: Outdoor mobile robot, path following, collision avoidance

1 Introduction

While the use of mobile robots in indoor environments is becoming common,
the outdoors still present challenges beyond the state of the art. This is be-
cause the environment (weather, terrain, lighting conditions) can pose serious
issues in perception and control. Additionally, while indoor environments can
be instrumented to provide positioning, this is generally not possible outdoors
at large scale. Even GPS signals are degraded in the presence of vegetation,
built structures and terrain features. In the most general version of the prob-
lem, a robot is given coarsely specified via points and must find its way to
the goal using its own sensors and any priori information over natural terrain.
Such scenarios, relevant in planetary exploration and military reconnaissance
are the most challenging because of the many hazards – side slopes, negative
obstacles and obstacles hidden under vegetation – that must be detected. A
variant of this problem is for a robot to follow a path that is nominally clear
of obstacles but not guaranteed to be so. Such a case is necessary for outdoor
patrolling applications where a mobile robot must travel over potentially great
distances without relying on structure such as beacons and lane markings. In
addition to avoiding obstacles, it is important that the vehicle stay on the
designated route as much as possible.

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 491–504, 2006.
© Springer-Verlag Berlin Heidelberg 2006



492 S. Roth et al.

Perception is typically the bottleneck in outdoor navigation, especially at
speeds higher than a few meters/sec. This is primarily because perception of
small obstacles (as small at 15 cm high) at or beyond the stopping distance
ahead of the robot is typically only possible using laser ranging. Laser ranging
produces detailed shape of the terrain but is limited in sampling and scanning
speed.

Here we report on the perception and guidance that we have developed for
an outdoor patrolling robot (Figure 1) that uses two low-cost laser scanners
to develop an understanding of the world around it. In specific, we report on
methods of obstacle detection and collision avoidance for this robot while it
travels at speeds at up to 5 m/s.

Fig. 1. Grizzly is a navigation test-bed built upon a commercially available All
Terrain Vehicle (ATV). It uses two laser scanners to perceive the shape of the world.
The vehicle is equipped with differential GPS and a six-axis inertial measurement
unit that provides accurate attitude.

2 Related Work

There has been a great deal of attention paid to parts of the problem of au-
tonomous operation in semi-structured environments such as in ports [6], un-
derground mines [9], and highways [3]. In some of these cases, the environment
can be controlled enough that obstacle detection can be simplified to ensuring
that the machines are capable of stopping for people or vehicle sized obstacles.
Autonomous machines operating in natural environments, however, must be
able to detect several different types of obstacles including side slopes and
negative obstacles. This is accomplished by using sensors that can determine
the shape of the world around them. Stereo vision [11], color segmentation
[1], radar [8] and laser range finders [5] have all been used for obstacle detec-
tion. Unfortunately, passive vision suffers from lighting, color constancy, and
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dynamic range effects that cause false positives and false negatives. Radar is
good for large obstacles, but localization is an issue due to wide beam widths.
Single axis laser scanners only provide information in one direction, and can
be confounded by unmeasured pitching motion and mis-registration. Two axis
scanners are also used, which provide more information, but are very costly.

Several systems have demonstrated off road navigation. The Demo III
XUV drives off-road and reaches speeds up to 10 meters per second. The
speeds are high, but the testing environments are rolling meadows with few
obstacles. Obstacles are given a clearance which is wider than the clearance
afforded by extreme routes. When clearance is not available, the algorithm
plans slower speeds [5]. Sandstorm, a robot developed for desert racing, has
driven extreme routes at speeds up to 22 meters per second, but makes an
assumption that it is traveling on slowly varying roads. If an obstacle is en-
countered in the center of a road, the path cannot change rapidly enough to
prevent collision [4].

Our work is related to several previous research themes. The first con-
nection is to the research in autonomous mobile robots for exploration in
planetary environments [10][11] that uses traversability analysis to find ob-
stacles that a vehicle could encounter. The second connection is to a method
of scanning the environment by sweeping a single-axis laser scanner [2] that
allows detection of obstacles even when the vehicle is translating and pitch-
ing. A third connection is to a method of collision avoidance that is based on
models of human navigation in between discrete obstacles [7].

3 Approach

Here we discuss the two main parts of our approach – obstacle detection and
collision avoidance.

3.1 Obstacle Detection

For high speed navigation, the sensors required depend on the vehicle’s speed,
stopping distance and minimum obstacle size. At higher speeds, where stop-
ping distances are greater, the obstacles must be detected at a greater dis-
tance. In order to detect smaller obstacles, the measurement density of the
sensor must be correspondingly greater. Our goal is to enable the vehicle to
travel at speeds of up to 5 m/s while detecting obstacles as small as 20cm ×
20cm. In other work with lower speed vehicles moving at 2 m/s [2], we find
that a single sweeping laser is sufficient for detecting obstacles. The sweeping
laser system consists of a single Sick laser turned so it is scanning a vertical
plane. A motor mechanically sweeps the vertical plane back and forth, thus
building a 3-D map of the terrain in front of the vehicle. However, for the
higher speed obstacle detection in this application, we find that the sweeping
laser alone cannot provide a sufficient density of laser measurements to detect
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small obstacles at higher speeds. Accordingly, a second fixed laser is deemed
necessary (Figure 2).

Fig. 2. Configuration of lasers scanners on the vehicle. The fixed laser concentrates
its scans 10m in front of the vehicle, giving an early detection system. The sweeping
laser concentrates its data closer to the vehicle, giving the ability to track obstacles
that are closer to the vehicle.

The addition of a second fixed laser provides several advantages over the
single sweeping laser. Primarily, the fixed laser is pointed 10m in front of the
vehicle and increases the density of laser data at points far from the front
of the vehicle. Now smaller obstacles are detected at a distance sufficient for
safe avoidance. The sweeping laser system concentrates its data closer to the
vehicle, so obstacles nearer the vehicle are tracked. A second advantage of the
two laser system is that they collect orthogonal sets of data. The sweeping
laser is best suited for detecting pitch type obstacles, while the fixed laser is
best suited for detecting roll type obstacles. The two laser systems complement
each other by performing best for these two different types of obstacles.

The addition of a second laser by itself is not enough to guarantee detecting
obstacles in all cases. When following curved paths, we find it is not enough
to simply sweep the laser in a fixed range. It is necessary to bias the sweeping
laser so it points into turns. Figure 4 shows a representation of the number
of laser hits that would be received by a 15cm × 15cm obstacle located a
distance greater than the vehicle’s stopping distance from the front of the
vehicle. Areas of red indicate a high number (>60) of hits, and areas of blue
indicate a lower number (10-20). The first picture shows the number of hits
when the laser is swept between a fixed 20 degree range centered about the
front of the vehicle.

It is clear from the figure that there is sufficient laser data to detect ob-
stacles along the straight section. However, along the turn the number of hits
decreases dramatically. The lower density of laser data increases the chances
that an obstacle will not be detected while the vehicle is turning. Figure 4(b)
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shows the number of hits when the sweeping laser is biased to point into the
turn. Compared to the unbiased case, the number of laser hits on the obstacle
greatly increases in the area where the vehicle is turning.

With data from two lasers, we use two obstacle detection algorithms: a
traversability analysis and a line scan gradient analysis. In the traversability
analysis, data from both lasers is used to produce a point cloud of the terrain
in front of the vehicle. Vehicle-sized planar patches are fit to the point cloud
data, and the fitted data gives three measures useful in identifying obstacles:
plane orientation (roll, pitch), roughness (the residual of the fit) and the height
of data points above the plane. These measured values are used to classify
areas as untraversable or clear. While the traversability analysis is a simple
way of detecting obstacles, it can produce false positives due to inaccurate
calibration of the two lasers and/or incorrect synchronization with positioning.
To supplement the traversability analysis, the slope of segments of individual
line scans from the sweeping laser is also calculated as in [2]. If the slope of a
scan segment is above a given threshold, it is tagged as a gradient obstacle.
Because the gradient analysis uses piecewise segments of an individual line
scan, it is not susceptible to misregistration as the traversability analysis can
be.

Fig. 3. Overhead view of laser data from from the two scanners. Data over a window
of time are registered to a common reference frame and obstacles are found by
analyzing traversability and gradient of the individual line scans.

To classify an object as a true obstacle, both the gradient and traversabil-
ity analyses must agree. The combination of the two obstacle detection algo-
rithms compensates for the weaknesses of the two individual algorithms and
dramatically reduces the false obstacle detection rate. Because the gradient
analysis looks at only an individual line scan from the sweeping laser, it cannot
take advantage of integrating multiple scans over time like the traversability
analysis can. However, by only using single line scans, the gradient analysis is
relatively immune to mis-registration problems that plague the traversability
analysis.
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(a) (b)

Fig. 4. Grid representation of laser hits by both the fixed and sweeping lasers on
a 15cm × 15cm obstacle when sweeping with and without biased laser at 4m/s. (a)
shows a representation of the number of hits without biasing the laser when going
around turns. (b) shows the number of hits when biasing the laser. Areas of blue
indicate a low number of laser hits (10-20). Red areas indicate a high number of hits
(>60). Biasing the laser when going around turns increases the laser hit density.

3.2 Collision Avoidance

The goal of our collision avoidance system is to follow a path and avoid ob-
stacles along the way. When an obstacle is detected in front of the vehicle,
the vehicle should swerve to avoid it and return to the path in a reasonable
fashion. If there are multiple obstacles on the path, the vehicle must navigate
between them. Sometimes an obstacle may block the entire path. In this case,
the vehicle must stop before colliding with it. An ideal collision avoidance
algorithm would accept a map of hazards and determine steering and speed
to navigate in between these. Since this algorithm must run many times a
second, ideally it would have low computational complexity.

Fajen and Warren report a reactive method of collision avoidance based
on experiments to determine how humans avoid obstacles [7]. The method
uses the positions of a goal point and obstacle points relative to the current
vehicle position to derive an instantaneous steering angle. We developed a
path-following obstacle avoidance algorithm that extends this method. Since
the vehicle simply avoids obstacles without planning a full path, we call the
algorithm Dodger.

Consider the vehicle and a desired goal point. If the goal is at a large angle
to the current vehicle heading, as in Figure 5(a), then the vehicle must steer
sharply. Smaller angular differences, as in Figure 5(b), mean that the vehicle
does not have to steer as hard. Similarly, for greater distances to the goal, as
in Figure 5(c), slight steering is sufficient. Based on these principles, Fajen
and Warren develop a goal attraction function,
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fa(ψg, dg) = ψg(e−cgdg + cs)

where dg is the translational distance to the goal, ψg is the angular distance
to the goal, cg is a goal distance decay constant, and cs is a scale constant to
assure the goal attraction is never zero.

(a) (b) (c)

Fig. 5. Three scenarios involving driving to a goal, indicated by the green circles.
The vehicle must steer proportionally to the distance and angle to the goal.

Repulsion from obstacles uses similar logic. When an obstacle is at a large
angular distance, as in Figure 6(a), the vehicle does not need to turn sharply
to avoid it. When the obstacle is far from the vehicle, as in Figure 6(b), a
small steering angle is sufficient. The vehicle must steer sharply only when
the obstacle is close and in front of the vehicle, as in Figure 6(c). These
principles can be combined into a single obstacle repulsion function,

fr(ψo, do) = ψo(e−co1 |ψo|)(e−co2do)

where do is the translational distance to the obstacle, ψo is the angle to
the obstacle, co2 is a distance decay constant, and co1 is an angular decay
constant.

(a) (b) (c)

Fig. 6. Three scenarios involving avoiding obstacles, represented by the red circles.
The vehicle must steer proportionally to the distance and angle to obstacles.

This function is applied to every obstacle, and the result is summed to-
gether. Note that this treats obstacles as individual points. To represent real
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obstacles, we discretize them into collections of points spaced ten centimeters
apart (Figure 7).

Fig. 7. We represent obstacles as collections of points spaced ten centimeters apart.
The obstacle repulsion function is applied to each black obstacle point individually.

The goal attraction and obstacle repulsion are combined to get the control
equation:

φ̇∗ = −kgfa(ψg, dg) + ko

*
o∈O

fr(ψo, do)

where kg and ko are relative weighting constants and φ̇∗ is the commanded
steering velocity.

We have extended the original formulation by Fajen and Warren in several
ways. First, the original obstacle repulsion function is multiplied by the angle
to the obstacle. This means that if the vehicle is headed straight towards an
obstacle, the angular repulsion term is zero. The theory is that the vehicle will
turn slightly away from the obstacle at first (crossing in front if necessary),
the angle will increase, and eventually the vehicle will fully turn away from
the obstacle. However, at high speeds, there may not be enough time for that
to happen. We modify the function to have high repulsion at small angles,
and accept the consequences of getting into local minima more easily. The
new obstacle repulsion function becomes

fr(ψo, do) = sign(ψo)(e−co1 |ψo|)(e−co2do)

Another problem occurs in areas of dense obstacles, such as the path il-
lustrated in Figure 8(a). Here, there are obstacles everywhere in front of the
vehicle. The leftward repulsion of the obstacles on the right side of the path
may be greater than the rightward repulsion of the single obstacle on the
path. Were it not for our speed control (see below), the vehicle would collide
with the obstacle on the path. The problem is that the base system does not
use all of the available information. The obstacles are directly in front of the
vehicle, and therefore look threatening, but the path curves away from them.
Similarly, the single obstacle may be at a large angular distance, but it is di-
rectly between the vehicle and the goal point. We introduce a new term to the
obstacle repulsion function,which considers whether the obstacle is blocking
the goal,



Results in Combined Route Traversal and Collision Avoidance 499

dist(v, g, o) =
|(gx − vx)(vy − oy) − (vx − ox)(gy − vy)|


g − v

fr(ψo, do, dvgo) = sign(ψo)(e−co1 |ψo|)(e−co2do)(1+co3(dmax−max(dmax, dvgo)2))

where dvgo is the perpendicular distance from the obstacle to the vector
between the vehicle and the goal calculated by dist(v, g, o), and dmax is some
maximum distance from that vector. The obstacles to the right are far away
from the goal vector, so their repulsion is the same as before. However, now
the single obstacle has greater repulsion, assuring that the vehicle will not
drive towards it (Figure 8(b)).

(a) (b)

Fig. 8. The dark line is the desired path. The lighter line represents the vehicle’s
future path when using the Dodger algorithm. The dot on the desired path is the
goal point used by Dodger. In (a), without using the goal vector term, the obstacles
on the right side of the desired path collectively have a much larger repulsion than
the single obstacle that is actually on the path. That problem is corrected in (b),
where the goal vector term greatly increases the repulsion by the single obstacle.

Following a path using Dodger is done by first finding the point on the
path closest to the vehicle. The goal point is set to a point some distance down
the path. When an obstacle appears in front of the vehicle, this distance is
increased so as to allow the vehicle to maneuver around the obstacle. Fajen
and Warren’s experiments showed that humans consistently kept the same
speeds as they traveled. However, when obstacles appear, we would like the
vehicle to slow down, to allow for greater possible steering angles, and thus
greater maneuverability. This is a simple proportional function based on the
largest obstacle repulsion. If the largest obstacle score is high enough, that is,
if there is an obstacle directly in front of the vehicle, then we stop the vehicle
before a collision.

Speed control is also done by predicting the course that Dodger would
take in the future. Using Dodger’s output steering angle and speed, we run a
forward integration of the vehicle model interleaved with the steering control,
to predict where the vehicle will be a short amount of time later. We build a
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Fig. 9. In these situations, Dodger safely guides the vehicle around the detected
obstacles.

path from these predictions over four seconds (shown as the light line extend-
ing forward from the vehicle in the figures). This predicted path accounts for
curvature limits based on the vehicle’s speed. Then we check along the path
for collisions. If there is a collision along the path, then we can slow the vehicle
immediately, rather than waiting until it gets closer to the obstacle. Again,
the slow-down allows the vehicle more maneuverability and a greater chance
of the collision being avoided. Dodger works well for avoiding single obstacles,
some situations with multiple obstacles, including slaloms, on straight-aways,
and around corners (shown in Figure 9).

However, there are specific situations in which Dodger does not find a
path around the obstacle, and the vehicle is forced to stop. When the obstacle
is wide, there are points on both sides of the vehicle which counteract each
other, so the vehicle never gets all the way around the obstacle (Figure 10(a)).
Also, when there is an obstacle around a corner, Dodger prefers to go outside
the turn around the obstacle, rather than inside. This is because the obstacle
points on the inside of the turn are closer to the goal vector, and therefore have
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more repulsion. This causes a problem when the obstacle covers the outside
of the corner (Figure 10(b)).

Using the predicted path, the system can detect situations in which Dodger
fails to direct the vehicle around the obstacle. When the predicted path stops
in front of an obstacle, the system invokes a planning algorithm, like D*, to
get a new goal point which will help Dodger around the obstacles. First, the
planning algorithm constructs a small map of the area in the vicinity of the
vehicle (Figure 11(a)). The goal location passed to D* is Dodger’s goal point.
Next, the planning algorithm constructs an optimal path around the obstacles
to that goal location. The system then starts at the goal point and walks
backwards along the optimal path, stopping when there are no obstacles on a
straight line to the vehicle. This unblocked position is selected as a new goal for
Dodger, and the Dodger algorithm is run again. The new goal point is closer
than the old one, and is off to one side of the problem obstacles, so it has more
influence than the original goal point. When Dodger is run again, the new goal
point pulls the vehicle to one side of the obstacles. In essence, the planning
algorithm chooses a side for Dodger to avoid on. The system continues this
hybrid method until Dodger, using its normal goal point, gives a predicted
path that safely avoids the obstacles (11(c)). The D* augmentation to Dodger
is especially useful in complex obstacle configurations, as shown in Figure 12.
Running Dodger with the planning algorithm takes more computation time,
so to be safe, we also slow the vehicle down when the planning algorithm is
running.

In both of the above cases, we can detect the impending collision and stop
the vehicle in time. However, there are some cases in which Dodger would
exhibit undesirable behavior while not actually colliding with an obstacle. For

(a) (b)

Fig. 10. In (a), due to the curved shape and width of the obstacle, some of the
rightward repulsion is cancelled out by a leftward repulsion. Then Dodger does not
find a way all the way around the obstacle, and stops before a collision. In (b), there
is enough room to avoid this obstacle to the left. However, the obstacle points closer
to the goal vector exhibit a larger rightward repulsion. The obstacle is too wide for
the vehicle to avoid around the outside, so Dodger stops the vehicle before collision.
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(a) (b) (c)

Fig. 11. In (a), the system predicts a collision and invokes D*. The map covers only
a small area between the vehicle and the original goal point. Obstacles are added to
the map, and points within the vehicle’s minimum turning radius are also marked as
untraversable. The optimal path from D* goes around the obstacle, and the furthest
visible point along the D* path is set as the new goal point. Dodger is run again
using this goal. In (b), the new D* goal point has pulled the vehicle a little to the
left, but not far enough yet, since the system still predicts collision. D* continues
to be invoked. In (c), the vehicle is far enough to the left that the system no longer
predicts a collision if the regular goal point is used with Dodger, so D* is no longer
necessary.

(a) (b) (c)

Fig. 12. The D* augmentation to Dodger can also lead the vehicle through complex
configurations of obstacles. In (a), Dodger finds no way around the wall of obstacles,
so D* is invoked. In (b), the goal obtained from the D* path pulls the vehicle to the
left. In (c), Dodger alone can navigate the vehicle past the remaining obstacles.

example, Figure 13(a) shows a case where obstacles on both sides of the path
are actually to the left of the vehicle and repel the vehicle off the desired path
around the obstacles, even though the desired path is clear. To prevent the
vehicle from unnecessarily diverging from the desired path, we use a ”ribbon”
method. We construct a ribbon of fixed distances down the path and to either
side. If there are no obstacles on this ribbon and the vehicle is currently within
the ribbon, then we zero any obstacle repulsion. The result is a steering angle
entirely based on the goal attraction, and the vehicle successfully tracks the
path (Figure 13(b)).



Results in Combined Route Traversal and Collision Avoidance 503

(a) (b)

Fig. 13. In (a), the obstacles on both sides of the path repel the vehicle rightward.
As a result, the vehicle leaves the path, even though there is no obstacle on the path.
In (b), the ribbon method is being used. The dark lines on either side of the path
denote the ribbon. There are no obstacles within the ribbon, so the total obstacle
repulsion is set to zero, and the vehicle follows the path.

4 Results

The system presented here is able to perform high speed off road navigation
at speeds up to 5m/s. The tightly coupled GPS + IMU localization system
provides reliable position estimates in areas with limited GPS availability. The
combination of two laser systems, one fixed and the other sweeping, enables
us to detect obstacles as small as 30cm high and 30cm wide. The obstacle
avoidance algorithm allows us to avoid these obstacles even while traveling at
5m/s. The system described here has successfully performed over 100 km of
autonomous travel.

5 Conclusions

We have developed a method of obstacle detection and collision avoidance that
is composed of low cost components and has low complexity but is capable
of state of the art performance. The advantage of being able to actuate the
laser scanning is that it provides for an even distribution of laser range data
as the path turns.

So far we have used shape to separate obstacles from clear regions. The
next step is to allow for recognition of materials so that vegetation can be
appropriately recognized.
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Summary. Foot groping is one way to evaluate the stability of footholds for legged

locomotives on rough terrain. For further acquisition of ground information, we

installed active ankles with two active joints on the experimental quadruped vehicle,

RoQ2. To compensate the loss of passive adaptation of ankles to terrain, active

adaptation using COF estimation is implemented. COF is a center of pressure on a

sole and estimated by sole sensor, which consists of four FSRs. Sole sensors for COF

can determine the sole plane when adapting to rough terrain. This paper also shows

that our new proposition can detect an edge of a beam or a step on the ground

without thrusting a foot to the objects.

Keywords: COF, quadruped vehicle, rough terrain, adaptation, RoQ

1 Introduction

1.1 Research Background

Since Great Hanshin-Awaji earthquake affected Kobe and inflicted terrible
damage on the urban area on Jan. 17th, 1995, the discipline of rescue robots
has become more lively in Japan. We are engaged on development of the
rescue robots. Quadruped vehicles have higher capability of climbing over
steps and obstacles than other proposed rescue robots, such as crawler-type
[1][2] or snake-shaped [3] robots. Hexapedal robots like RHex[4] or Sprawlita[5]
achived a moving velocity of a few body lengths per a second. They introduced
one actuator per a leg and compliant elements to its hips or legs and cancel
the unevenness of the ground and careful control. One of the most difficult
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conditions for quadruped vehicles on rough terrain is obstacles laid on the
ground or unsafe and breakable footholds. Overcoming steps or traversing
rough terrain have been studied on multi-legged robots but they have been
done only on the assumption that the footholds are stable. Disaster spots
contains brittle and fragile footholds. Legged robots must support their own
weight on a confined ground contact area differently from other types of rescue
robots. In case of quadruped robots, weight of them have to be supported with
three legs. Evaluating stability of footholds is the inevitable ability and must
be installed on a quadruped vehicle for breakable terrain. But the robots
shown above have not had it so far.

The stability of the ground or footholds can be evaluated by a rescue person
who could see a picture of broken building through some vision systems to
some extent. When a human walks on the breakable ground, he must avoid
apparently dangerous sites, which can be judged by mainly his eyes and expe-
riences. However, when he must choose a foothold among unassured ones, he
should know the stability of them, which could be done by foot groping. Foot
groping is actually touching the ground to make sure the foothold is stable
enough to give a secure support. This idea and the lack of the robots capable
of foot groping leads to our eventual idea of sole sensors based on FSRs, which
can estimate the distribution of the ground reaction force and COF(Center
of Force) on a sole. 6-axial torque sensor, most common sensory apparatuses
for a biped robot’s[6], used to estimate a zero moment point does not have
spatial resolution. Strain gauges reliable as force perceptors need an electric
amplifier, which needs another power supply equipment. Morph3[7] installs
four 3-axial torque sensors on a sole plane to make it possible to detect con-
tact information of a lateral side of its feet. But 3-axial torque sensors are
essentailly different from FSR.

1.2 Research Trends

Desirable functions for an ankle are assumed to be

1) to obtain large ground contact area when walking,
2) to obtain large motor torque in a supporting phase and
3) to immediately adapt to the terrain.

To satisfy above conditions, there is a need for high power actuator that
might cause hardware itself to become heavier, or novel mechanism should be
considered. Therefore, generally it is hard to realize active ankles with simply
serial link joints, and passive ankles are favored. It is common to design passive
ankles with universal joints or spherical ones. Meanwhile passive ankle has the
ability of passive adjustment to terrain, as to the enlargement of the contact
area or protection of sprain, active ankles are more effective. Some active ankle
mechanisms for quadruped vehicles have been proposed and active ankles
using parallel links tend to be major trend[8][9], taking place of serial links.
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2 Active Ankle Mechanism

Some ground information is required to determine the sole plane for adjust-
ment to rough terrain. Our group developed sole sensors that can estimate
COF on a sole and our prior study showed that this sole sensor can detect
three kinds of footholds on the experimental quadruped vehicle, RoQ1 whose
ankles are passive.[10] We newly developed active ankle mechanism and in-
stalled them on RoQ2(Fig.1,Fig.2).

Fig. 1. the experimental quadruped ve-
hicle with active ankles, RoQ2

Fig. 2. the coordinate system of RoQ2

2.1 Sole Sensors for COF Estimation

A sole sensor composes of four FSRs(Force Sensing Resistance, c�Interlink
Electronics) and two acrylic boards with radius 35mm(Fig.4). Four FSRs are
arranged to form a square on a acrylic board and covered with another board.
FSR is a kind of polymer thick films and a few micro meter thick, but has
low precision. Its standard error of measurement is as much as ±5% ∼ ±25%,
force capacity is 10kg and is depending on history a lot. FSR is not suitable
for accurate measurement but its logarithm characteristic serves a wide ob-
servable range. Our sole sensor is able to estimate COF with maximum error
of 3.6mm on a certain environment.

Two acrylic boards are supported by four screws, which go through the holes
in boards(Fig.3). This mechanism causes two advantages. One is to protect
FSR of the strain or lateral side force, it is physically fragile toward those
forces. The other is a reduction of hysteresys characteristic. Fig.5 shows a
typical hysteresys loop of FSR, of which hysteresys becomes worse as the sole
sensor covers wider range. It is known that the information loss due to its
hysteresys can be reduced by adding slight force bias to them. A set of four
screws and nuts plays a role of bias loader.
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Fig. 3. cross-sectional diagram of sole
sensors

Fig. 4. the bottom view of sole sensory
system
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Fig. 6. COF misestimation

2.2 Error Tolerance and Appropreate Bias to Each FSR

A bias should be decided so as to cancel fatal information loss and not to
narrow observable area of the force. To compute an appropreate bias, an
error tolerance must be given by an operator, the typical hesteresys curve of a
FSR should be known beforehand. Suppose the error tolerance of a RoQ2’s sole
plane is ±1cm, the error of COF estimation as much as ±1cm does not actually
matter. The estimation error of 1cm can occur when a real COF locates in the
center of a 6cm long stick with two FSRs on the sides, and one FSR observes
two times value of the other does.(Fig.6) In Fig.6 the COF error of 1cm causes
when a FSR misestimates two times greater or less of the opposite one, which
is named the error tolerance of 2 times. Fig.7 shows linear approximations of
hysteresys loop. Both a rapider and shallower curves of hysteresys loop are
approximately described as linear functions. In Fig.7 critical error is defined
as Ce. The error tolerance of 2 times stands for log102 = 0.301 on a log-log
plane. Wb subject to Ce = 0.301 is necessary bias that is needed to be added
to each FSR. The force bias of 10Wb [kg] confines the misestimation of COF to
error tolerance at worst. The force bias with critical error Ce is given as (1),



where r2, r1, c2, c1 decide two linear approximations of hysteresys loop and Ce

defines as Ce = log10Et. Above case supposes Et of a sole plane is 2 times.�
r2log10w2 + c2 = r1log10Wb + c1

log10w2 = log10wb + Ce

log10Wb =
c1 − c2 − r2Ce

r2 − r1
(1)

When typical hysteresys loop has c2 = 0.57, c1 = 0.42, r2 = −0.67, r1 = −0.40
and Ce is set to log102 = 0.301, Wb becomes 0.64[kg]. The force bias of 0.64[kg]
makes it possible to avoid maximum COF estimation error of 1cm. Light gray
area in Fig.7 indicates the effective area of each FSR when bias is enforced.
Unfortunitely there is no way to certify that screws and nuts of a sole plane
loads stated bias force for misestimation reduction.

Fig. 7. The critical error and necessary bias of FSR. Critical error Ce is the allow-
able maximum error caused by hysteresys loop. Wb is necessary bias added to each
FSR.

2.3 Mechanical Structure of Active Ankles

An active ankle we developed has two active joints and one ball bearing at-
tached to the bottom of the sole(Fig.8). An active joint moves around Xf -
axis and the other moves around Zf -axis(Fig.9). A ball bearing freely rotates
around Zf -axis and enables RoQ2 to change its posture in a supporting phase.
We emphasized on high motor torque rather than immediate servo control and
employed planetary gear mechanism for the joint around Zf -axis, its working
range is restricted to 0o

∼ ±50o due to electric cables, which are designed
to go through a foot and a leg. The joint around Xf -axis is driven by a ball
screw and its working range is 0o

∼ ±40o. The angles of joints are measured
by potentiometers.
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Fig. 8. a picture of an active ankle Fig. 9. two active joints and a ball bear-
ing of active ankle

2.4 Installation of Active Ankles on RoQ2

Four active ankles should be installed on each foot so that a quadruped robot
obtains an efficient gait and high locomotion on rough terrain. This topic
should be discussed enough because the working ranges of active ankles are
restricted to quite small. So far we put four ankles symmetrically and let all
toes be almost parallel to legs(Fig.2). The idea is that the ball bearing of the
each foot enables the torso to move smoothly along XB-axis by freely rotating
in a 4-leg or 3-leg supporting phase, while it is less helpful for the movement
of the torso along YB-axis.

3 Active Adaptation to Rough Terrain
Using COF Estimation

3.1 Adaptation Algorithm

Active ankles need some ground information like the gradient of slope to
determine those sole planes. Our proposition is to use COF as a sole plane
determiner. When COF is estimated to locate around the center of a sole,
four FSRs equally share the pressure and the ankle is considered to adapt to
terrain. Thus basic strategy of active adaptation is to move two active joints
of an ankle so that COF closes to the center.



When COF is estimated to be in the place shown in Fig.10(a), a joint around
Zf -axis works and COF is expected to get close to Yf -axis drawing the arc
until COF is in the light gray area. When COF is in (b), a joint around Xf -axis
works and COF gets close to the center of the sole. COF is being computed
all the time by Java thread technology and adaptation algorithm is applied
whenever COF is out of the dark gray circle. Actually these movements of
the two joints do not happen separately and occur simultaneously. There is a
theoretical limit to adaptation of active ankles. When an ankle can not adapt
to the terrain, RoQ2 must find another stable foothold among other feasible
area.

Fig. 10. the basic strategy of active adaptation algorithm using COF estimation

Fig.11 shows the planar model of a leg where the torso or other legs are omited
due to clarity. An enlargement of an active ankle is also shown. When RoQ
adapts to the terrain by moving active ankles, not only joints of the ankle
but also the upper leg’s joints must work. The coordinate of P (X, Y, Z) is
computed by (2).

X = cos θ1(L0 + L1 cos θ2 + L2 cos θ3) + cos(θ1 + θ4 − 15o)(r cos θ5 + L3 sin θ5)
Y = sin θ1(L0 + L1 cos θ2 + L2 cos θ3) − cos(θ1 + θ4 + 15o)(r cos θ5 + L3 sin θ5)
Z = L1 sin θ2 + L2 sin θ3 − r sin θ + L3 cos θ (2)

The angles of ankle joints, θ4 and θ5 are determined by gradient of the
footholds. The modification of θ4 and θ5 causes upper leg’s joint, θ1, θ2 and
θ3 to change according to inverse kinematics (3).
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θ1 = arctan
Y

X
(3)
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Fig. 11. the planar model of a RoQ2’s leg

3.2 Experiment, Adapt a Foot to a Slight Slope

Using the algorithm described in the preceding subsection, the experiment
has been done on RoQ2. The experimental condition is that RoQ2 adapts a
swinging leg to the 17o inclined slope in 3-leg supporting phase. Sequential
photograph of experiment is shown in Fig.12.
In Fig.12, note that not only the joint around Xf -axis but also the joint around
Z-axis moves the way the potentiometers moves horizontally in the picture.
Adaptation algorithm performs based on a polar coordinate of COF, time



Fig. 12. the sequential photograph of adaptation to a slight slope

series graph of r (distance between COF and the center of the sole) and θ

(degree of the angle) helps to understand the algorithm and foot’s reactions
to estimated COF. An experimental example is shown in Fig.13.

Fig. 13. time series graph of r, θ, the experimental result of active adaptation to a
slope
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In Fig.13, at the stroke of ground contact(t=0), only the joint around Xf -
axis moves for θt=0 is less than 30o. But while ankle moves around Xf - axis
θ exceeds 30o and the joint around Zf -axis also starts moving(t=1.0). Until
t=3.75, the ankle tries to move around both Xf and Zf -axes. r suddenly
becomes less than 10o with t=3.75, then adaptation has been done. The reason
why r decreased drastically at t=3.75 was that toe was stuck on the board
and held on. Getting stuck of toe prevents smooth adaptation of the ankle but
sooner of later the ankle is adapted to the terrain. Slowness of its adjustment
comes from its high reduction ratios of gears and this should be improved by
parallel links or other mechanical structures.

The idea of adaptation algorithm is classic, but it could prove our sensory
system operates as a sole plane determiner.

4 Information Acquisition by Foot Groping

4.1 Detectable Footholds with Passive Ankles and Sole Sensors

We have already verified the efficiency of our sole sensors for stability mea-
surement of three kinds of footholds through the prior study on RoQ1 of
which ankles are passive. Unstable ground which may be rotatable abruptly,
a brittle foothold which may be a thin, hard board and liable to break by huge
pressure and cushion-like ground which has soft surface were studied(Fig.14).
These three footholds are likely to be disturbance against the stable walking.

Fig. 14. three detectable footholds with sole sensors

4.2 Detect an Edge of a Beam or a Step

To detect an edge of a beam or a step on the ground using passive ankles,
a robot must push its sole to the top of the edge. Next a sole must decline
to either side by strongly being pushed to the edge, then decline to another
side(Fig.15(a)). A passive ankle has some hardness on its joint not to freely
swing or not to sprain. To detect an edge of a beam or a step on the ground



with passive ankles, a passive ankle has to be thrust to the edge. But an active
ankle can detect them through softly groping. The advantage is to avoid the
risk of sliding down on a rapid slope or tripping over, which might happen to
a robot with passive ankles.

Fig.16 shows the running motions of the ankle softly groping to detect an edge.
After this motion, the robot could know whether there is an edge of a beam
or a step. When the ankle can sway to only one side the foot is on an edge
of a step(Fig.15(b)). When the ankle can sway to both sides the foot is on an
edge of a beam(Fig.15(a)).

Fig. 15. detect an edge of a beam, how to tell a step from a beam

Fig. 16. the sequential photograph of swaying ankle to both sides to detect an edge
of a beam or a step

During foot groping to detect an edge, the measured pressure of a sole was
up to around 9.0kg several times. Even with 9.0kg pressure, the foot did not
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slip or fall during experiment. If it slips, when a quadruped walking vehicle,
its weight is 40kg, obtains a big safety margin, a slip of the foot with 9.0kg
supported does not matter.

5 Discussion and Conclusion

We developed and installed active ankles with two D.O.F. and sole sensor
composed by FSRs on RoQ2. It was verified that the active ankle can adapt
to the terrain using COF and sole sensor works as a sole planes determiner in
spite of its not good sensing. Active ankle also can detect an edge of a beam
or a step on the ground without thrusting the ankle to the edge. Sole sensors
for COF estimation are effective not only to detect dangerous footholds for
RoQ2 but also to determine the sole planes.

Sole sensors composed by FSRs are less reliable as pressure sensors. Its stan-
dard error of measurement might be up to ±25% even with the careful tuning
and calibration. More accurate torque sensor must be considered to be added
to RoQ2. But our experiments showed that even poor COF estimation with
its error tolerance of 1cm can be a sole plane determiner. Next necessary con-
ditions or necessary precision of sole sensor for adjustment to rough terrain
should be studied. Automation of foot groping motion and walking experi-
ments are also future works.
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Summary. A technique for identifying lumped soil parameters on-line while tra-
versing with a tracked unmanned ground vehicle (UGV) on an unknown terrain
is presented. This paper shows the multi-solution problem when identification of
soil parameters – cohesion (c), shear deformation modulus (φ), and shear deforma-
tion modulus (K) are to be attempted using the track-terrain interaction dynamics
model. The initiation of the idea of lumping the cohesion and internal friction angle
terms and treating them as a single parameter to solve this problem is presented.
The technique used for lumped soil parameter identification is based on the Newton
Raphson method. This method is proved to be very effective in terms of prediction
accuracy, computational speed, and robustness to initial conditions and noise. These
identified lumped soil parameters can be used to increase the autonomy of a tracked
UGV. The technique presented in this paper is general and can be applied to any
tracked UGV.

Keywords: Multi-solution, Lumped, Soil parameter, Identification, Tracked
UGVs, Interaction dynamics, Newton Raphson method

1 Introduction

Unmanned Ground Vehicles (UGVs) have many potential applications, in-
cluding space exploration, defense, agriculture, mining and construction. Most
unmanned ground vehicles are currently controlled by tele-operation. Tele-
operation requires continuous and repetitive human intervention, which ham-
pers the speed of the vehicle and the range of potential applications [1]. Fur-
ther they have problems due to bandwidth limitations and communication
time delays of the transmission link. Increased autonomy of ground vehicles
will not only improve the safety of the operators, but also increase the range
of potential applications.

P. Corke and S. Sukkarieh (Eds.): Field and Service Robotics, STAR 25, pp. 517–528, 2006.
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The researches on off-road vehicle and its characteristics have been carried
out since Bekker first pioneered in this field [2, 3]. The empirical relationships
of vehicle terrain interactions for both tracked and wheeled vehicles have been
modelled and redeveloped based on Mohr-Coulomb theory [2, 3, 4, 5]. In
[6], the slip-based traction model is developed theoretically and is used to
establish an effective control law for the rover travelling on rough terrain. The
rover’s traversability can be improved by controlling the wheel slip. The slip
estimation of a tracked vehicle from trajectory measurement using Extended
Kalman Filter is accomplished by [7]. The slip estimate together with the
knowledge of the terrain parameters will allow intelligent autonomous control
of a tracked vehicle through vehicle trajectory modification in real time.

A potential and articulate way to improve the performance and autonomy
of UGVs is to acquire information from the terrain which the UGVs traverse.
This is where the soil parameter identification plays an important role. The
real-time acquisition of accurate soil parameters based on a physical model
and numerical techniques will enable a UGV to autonomously achieve an
accurate traversability prediction and effective traction control. The key nu-
merical technique employed and validated in this work is the Newton Raphson
method.

In recent years, there has been increasing interest in parameter identification
in various engineering applications. An on-line identification of link parame-
ters (mass, inertia and length) and friction coefficients of a full scale exca-
vator arm is presented by [8]. An on-line soil parameter identification based
on the Newton Raphson method is applied to autonomous excavation by [9].
The aim was to increase the excavation autonomy based on knowledge of
soil parameters. The Linear Least Square estimator is employed as an on-line
identification technique by [10] to identify two key soil parameters using on-
board rover sensors. This estimator is applied to a simplified linearized model
of the rover’s wheel-terrain interaction. In [11], Iagnemma applies the soil pa-
rameter identification scheme to high-speed vehicle traversing rough terrain.
The Newton Raphson method are employed by [12] and [13] for soil parameter
identification for a tracked vehicle traversing an unknown terrain. The author
attempts to identify all three soil parameters which are cohesion, c, internal
friction angle, φ, and shear deformation modulus, K [13]. However, only φ and
K can successfully be identified and the weight of the tracked vehicle which is
classified as extremely heavy is proved to be the reason for c not converging
to its actual value.

In this paper, further investigation on the track-terrain interaction dy-
namics model used in [13] is carried out. It is found that the multi-solution
manner of the track-terrain interaction dynamics model is the true cause for c
not converging to its actual value. The multi-solution problem can be solved
by treating a problem-originating term (Ac + Wtanφ) as a single parameter
called lumped soil parameter. This term takes into account both c and φ.
The identification of this lumped term and shear deformation modulus, K is
presented in this paper.
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2 Analytical Model

To identify soil parameters, track-terrain interaction dynamics model in (1) is
employed [4]. This model characterizes the interaction between the vehicle’s
tracks and particular types of terrains such as loose sand, saturated clay, dry
fresh snow, and most of the dispersed soils. The soil parameter identification
scheme which is a novel extension from Wong work [4] is based on this model.
The track-terrain interaction dynamics relationships for other types of terrain
are depicted in appendix A.

F = (Ac + Wtanφ)

1 − K

il

�
1 − e−il/K

 �
, (1)

where A = 2bl is the contact area of the tracks, W = pA is the normal load
due to the weight of the tracked vehicle, p is the vertical pressure over the
terrain, and i is the track slip.

The detailed derivation of this force-based track-terrain interaction dy-
namics is illustrated as follows.

Figure 1 shows the measured and approximated shear stress vs. shear
displacement behavior for loose sand, saturated clay, dry fresh snow, and most
of the dispersed soils. The dashed line in Fig. 1 is drawn to fit the measured
data for the derivation of the more accurate shear stress model (compared to
Mohr-Coulomb model). As a result, the shear stress dynamics is derived in
an exponential form as follows,

τ = τmax

�
1 − e−il/K

 
, (2)

where τmax = c + σtanφ is the maximum shear stress, c is the soil cohesion,
φ is the angle of the internal shearing resistance of the soil, j is the shear
displacement, and K is the shear deformation modulus.

This equation (τmax) is based on Mohr-Coulomb theory as seen from the
term “c+σtanφ”. This term is purely an empirical relationship and is based on
Amonton’s law of friction for sliding between two plane surfaces. It postulates
that the soil at a point will fail if the shear stress at that point in the medium
satisfies the condition “c + σtanφ”. Cohesion of the material is the bond that
cements particles together irrespective of the normal pressure exerted by one
particle upon the other. On the other hand, particles of frictional masses can
be held together only when a normal pressure exists between them. This leads
to the existence of the normal pressure term, σ with the internal friction angle
term, φ in the term “σtanφ”.

Replacing “σ” (Normal pressure) with p(x, y) (pressure distribution vary-
ing along x and y) yields

τ = (c + p (x, y) tanφ)
�
1 − e−il/K

 
. (3)
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Fig. 1. Plot of shear stress against shear displacement for a tracked UGV traversing
loose sand, saturated clay, dry fresh snow, and most of the dispersed soils [4]

The tractive force developed by a track is obtained by integrating (3) over
the track-terrain contact area as below,

F =

l�
0

b/2�
−b/2

(c + p (x, y) tanφ)
�
1 − e−il/K

 
dy dx, (4)

where b is the track width, and l is the track length.

Assumptions

1. Uniform normal pressure distribution under the tracks.
2. Uniform shear deformation along y direction (along the width of the

tracks).
3. Steady slip “i”.

The term “j” can be replaced by “ix” since the system model is for straight
line motion in x direction which makes “j” constant in y direction. By replac-
ing “j” with “ix” and using assumption 1 and 2, (4) is reduced to

F = b

l�
0

(c + ptanφ)
�
1 − e−il/K

 
dx. (5)

With assumption 3, (5) becomes

F = (Ac + Wtanφ)

1 − K

il

�
1 − e−il/K

 �
. (6)



3 Multi-solution Manner of Track-Terrain Interaction
Model

To investigate the characteristics of the track-terrain interaction dynamics
model, (1), the random test to find the possible solutions for this model is
carried out. This is done by substituting each soil parameter (cohesion, c,
internal friction angle, φ, and shear deformation modulus, K) within their
real practical range into (1). The range of each parameter as well as their
increased interval is shown below.

c = [0 − 10] kPa (0.01 kPa increased interval)
φ = [5 − 50] degree (0.01 degree increased interval)
K = [0.001 − 0.04] m (0.01 m increased interval)

According to three sets of measured data (tractive force, F and slip, i)
from [4], the ranges of each measured F with respect to each i are chosen to
allow the margin of error for resultant F values from the exact measured F .
The ranges of tractive force with respect to each slip, i are as follows.

F1 = [209 − 214] kN (for i1 = 0.0248)
F2 = [231 − 235] kN (for i2 = 0.0344)
F3 = [252 − 256] kN (for i3 = 0.07)

Note : The real measured data sets from [4] are

F1 = 211.46 kN ,i1 = 0.0248,
F2 = 233.10 kN ,i2 = 0.0344,
F3 = 254.18 kN ,i3 = 0.07.

The random test is set in such a way to extract the soil parameters that
make the tractive forces of i1, i2, and i3 fall into ranges F1, F2, and F3,
respectively. These soil parameters are the possible solutions of the test. After,
completing the test, 54,990 sets of soil parameters (c, φ, and K) appear to
be the possible solutions of our test. This clearly shows that the track-terrain
interaction dynamics have multi-solution problem. The solutions are tabulated
in Table 1 below.

The manner of the multi-solution problem for the track-terrain interaction
dynamics model is described here. The soil parameters of concern are c, φ,
and K. After trying thousands of different soil parameters, K that gives F
close to the measured data for the corresponding i falls into the range of its
actual value (0.0175 – 0.0185 m) whereas c and φ fall into the broad range.
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Table 1. Solutions of random test

Set of Solution Solution for c Solution for φ Solution for K
(kPa) (degree) (m)

0–10000 0–1.89 39.49–40.42 0.0175–0.0185
10001–20000 1.89–3.75 38.88–39.82 0.0175–0.0185
20001–30000 3.75–5.57 38.28–39.22 0.0175–0.0185
30001–40000 5.57–7.36 37.68–38.62 0.0175–0.0185
40001–50000 7.36–9.13 37.07–38.02 0.0175–0.0185
50001–54990 9.13–10 36.77–37.43 0.0175–0.0185

Note : the actual values of soil parameters are

c = 0.55 kPa
φ = 40.1 degree
K = 0.018 m

From the interaction model, (1), there are two separate terms on the right
hand side of the equation – the term (Ac + Wtanφ) and K-associated term.
The analysis of this model shows that the term (Ac + Wtanφ) is the cause of
multi-solution problem since for any arbitrary c, there is always φ that makes
the overall value of (Ac + Wtanφ) the same. To prove this, the samples of c
and φ values from each solution set range (the mid value of each solution set
range is chosen) from Table 1 is substituted into the term (Ac + Wtanφ) and
the results are drawn in Table 2.

Table 2. Investigation of (Ac + Wtanφ) value derived from c and φ sampled from
different solution set range

Set of Solution c Sample φ Sample Resultant Value of
(kPa) (degree) Ac + Wtanφ term (kN)

5000 0.95 39.85 277.55
15000 2.82 39.46 279.59
25000 4.67 38.70 278.10
35000 7.36 38.08 280.67
45000 8.25 37.62 279.20
52500 9.57 37.14 278.93

From Table 2, it can be seen that resultant values of (Ac + Wtanφ) term
derived from c, φ samples from different solution set range are very close with
only 1.11% gap between the maximum value (280.67 kN) and the minimum
value (277.55 kN). Hence, it can be concluded that (Ac + Wtanφ) is always
constant for a certain type of terrain on which a particular tracked UGV
traverses. The slight differences of this term among different solution sets
come from the initial set-up of the measured tractive force range, i.e. F1 =
[209–214] kN for i1 = 0.0248, so on for F2 and F3. However, with different



tracked UGV specification (different vehicle), the value of this term changes
despite the vehicle traversing the same terrain.

To attack this multi-solution problem, the term (Ac + Wtanφ) is lumped
and treated as a single parameter. By doing that, the multi-solution effect
vanishes and there will be only two parameters to be identified – K and the
lumped term. The track-terrain interaction dynamics model, (1), can then be
modified to

F = Lump


1 − K

il

�
1 − e−il/K

 �
, (7)

This model is the central focus for lumped soil parameters identification.

4 Implementation of Identification Technique

The detailed description of the Newton Raphson method is presented in [13].
The Newton Raphson method is implemented to identify soil parameters

for UGV track-terrain interaction dynamics. The Newton Raphson method
implementation is shown in Fig. 2. Vector p has two soil parameters which are
lumped parameter (Lump) and shear deformation modulus (K). Measurement
vector x contains two sets of measured data (tractive force, F and slip, i)
from [4]. The track-terrain interaction model described by (7) in Sect. 3 and
measurement vector x are used to identify unknown soil parameters. Applying
the Newton Raphson method, (7) can be expressed as

f (Lump, K, F , i )1 1 1

�
= 0 (8)( ,

f Lump, K, F , i )2 2 2

Fig. 2. Diagram showing implementation of the Newton Raphson method for
lumped soil parameter identification

T Twhere p = [Lump,K] , and x = [F, i] .
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Taylor Series expansion is used to approximate the non-linear equation of
the functions and the expansion for the first function is as

[f1(Lump,K)](k+1) = [f1(Lump, K)]k +�
∂f1

∂Lump

,,,,
Lump,K

ΔLump +
∂f1

∂K

,,,,
Lump,K

ΔK

�
+

[Higher order terms] . (9)

For function f2, similar expansions can be derived. Higher order terms of
the series are neglected because the series will be calculated in an iterative
manner to approximate the function. Note that the partial derivatives are
evaluated at the estimated values of the parameters and therefore computable
to a simple numerical value.

Let p0 = [Lump, K]T0 be an initial guess. Applying the Newton Raphson
method to (8), the matrix representation for the Newton Raphson method for
our case is presented as

Lump
K

�
=


Lump

K

�
0

− J−1


f1 (Lump,K, F1, i1)
f2 (Lump,K, F2, i2)

�
, (10)

where J (Jacobian Matrix) =

�
∂f1

∂Lump
∂f1
∂K

∂f2
∂Lump

∂f2
∂K

�
0

.

5 Identification Results and Discussion

The lumped term, (Ac + Wtanφ) and shear deformation modulus, K are two
unknown parameters to be identified. Two sets of measured data from [4]
pp. 176 are used in the identification scheme (F1 = 211.46 kN, i1 = 0.0248
and F2 = 254.18 kN, i2 = 0.070). The identification results are depicted in
Table 3. In this table, the identification errors from the actual soil parameter
values and the elapsed time are also presented.

Table 3. Identification results of soil parameters

Soil Parameters Actual Values Identified Values Error (%)

Lumped term (kN) 278.75 278.24 0.183
K (m) 0.0180 0.0185 2.78

Elapsed time (s) 0.03

Note : The actual value of the lumped term (Ac + Wtanφ) is calculated from
the actual c and actual φ with the tracked UGV’s specification A and W .



It can be seen from Table 3 that the accuracy of the identification for
the Newton Raphson method is very good observing from just 0.185% error
for Lumped parameter and 2.78% error for K. The speed of convergence
of the Newton Raphson method is very fast with 0.03 second elapsed time.
Therefore, the Newton Raphson method has promising potential for on-line
soil parameter identification.

A robustness test is carried out in order to examine whether the Newton
Raphson method will converge to the correct solution when different initial
guesses (p0) are used. It is found that the Newton Raphson method is very
robust as all the initial conditions within parameter ranges shown in Table 4
give true converged soil parameter values.

Table 4. The range of initial conditions of soil parameters that produces the con-
verged solution

Lower bound Soil paramters Upper bound

50 Lumped parameter (kN) 700
0.001 K (m) 0.04

To check the sensitivity of the Newton Raphson method to sensor noise,
the measured data (both F and i) were superimposed by 3% white noise. The
percentage errors of the identified soil parameters with the influence of the
white noise superimposed to the original measured data were shown in Table
5 in comparison to those computed directly from the measured data.

Table 5. The influence of white noise applied on the measured data

With actual measured With measured data
data and white noise

Error of identified Lumped 0.185 3.179
parameter (%)
Error of identified K (%) 2.78 6.11

From Table 5, when the measured data were superimposed with the white
noise, the errors of the estimate increase from 0.185% to 3.179% and 2.78% to
6.11% for lumped soil parameter and K, respectively. As expected, increasing
the sensor noise levels leads to increased parameter identification error. How-
ever, the percentage errors are still in the acceptable levels and the Newton
Raphson method is considered to be relatively robust to sensor noise.

The identified lumped soil parameter, (Ac + Wtanφ) and K using the
Newton Raphson method from Table 3 are used to predict back tractive force
and compare the results with the measured data [4] for validation purposes.
Fig. 3 shows the comparison between measured tractive force and tractive
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Fig. 3. Comparison between measured and predicted tractive force using the New-
ton Raphson method and the prediction error

force predicted from the identified lumped soil parameter, (Ac+Wtanφ) and
K. The prediction error ranges from -0.7% to 1%. This reflects a very good
prediction accuracy of the tractive force. Thus the identified soil parameters
can be used for UGV traversability prediction and trajectory planning in real
time based on accurate predicted tractive force. This is beneficial for autonomy
purposes of UGVs.

6 Conclusion and Future Work

The multi-solution problem of the track-terrain interaction dynamics model
is acknowledged by the random test. The investigation and analysis show
that this problem originates from the term (Ac + Wtanφ) in which c and φ
compensate each other in a number of ways (multi-solutions) to make the same
value of (Ac+Wtanφ). This occurrence initiates the idea to treat this term as
a single soil parameter called “Lumped soil parameter” to solve multi-solution
problem.

The Newton Raphson method is applied as soil parameter identification
technique for the modified track-terrain interaction dynamics model to iden-
tify lumped soil parameter, (Ac + Wtanφ) and shear deformation modulus,
K. The Newton Raphson method is shown to be excellent in all aspects in-
cluding parameter identification accuracy, robustness to a wide range of initial
conditions, robustness to noise, and computational speed.
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The future work will focus on the soil parameter identification of a tracked
UGV traversing different terrain categories illustrated in appendix A. The hy-
brid among different track-terrain interaction dynamics models will be carried
out to benefit the soil parameter identification in any terrain. Also, research
on traversability prediction based on the use of the identified soil parameters
will be carried out.
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Appendix A

Shear-based track-terrain interaction dynamics models for different categories
of terrains (from the one used in this paper) are described below.

A.1 Organic terrain (muskeg) with a mat of living vegetation on
the surface and saturated peat beneath it

The shear stress - shear displacement relationship for this type of terrain
exhibits characteristics shown in Fig. 4 (a) and its shearing behavior can be
described by

τ = τmax



(j/Kω) e(1−j/Kω)

�
, (11)

where Kω is the shear displacement where τmax occurs.

A.2 Compact sand, silt and loam, and frozen snow

The shear stress - shear displacement relationship for this type of terrain
exhibits characteristics shown in Fig. 4 (b) and its shearing behavior can be
described by

τ = τmaxKr

�
1 + [1/ (Kr (1 − 1/e)) − 1] e(1−j/Kω)

� 

1 − e(−j/Kω)

�
, (12)

where Kr is the ratio of the residual shear stress τr to the maximum shear
stress τmax, and K is the shear displacement where τmax occurs.

(a) (b)

Fig. 4. (a) and (b) show plots of shear stress against shear displacement for a
tracked vehicle travelling on organic terrain (muskeg) and on compact sand, silt and
loam, and frozen snow, respectively [4]
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3D Position Tracking in Challenging Terrain

Pierre Lamon and Roland Siegwart
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Summary. The intent of this paper is to show how the accuracy of 3D position
tracking can be improved by considering rover locomotion in rough terrain as a
holistic problem. An appropriate locomotion concept endowed with a controller min-
imizing slip improves the climbing performance, the accuracy of odometry and the
signal/noise ratio of the onboard sensors. Sensor fusion involving an inertial mea-
surement unit, 3D-Odometry, and visual motion estimation is presented. The exper-
imental results show clearly how each sensor contributes to increase the accuracy of
the 3D pose estimation in rough terrain.

1 Introduction

In order to acquire knowledge about the environment, a mobile robot uses
different types of sensors, which are error prone and whose measurements
are uncertain. In office-like environments, the interpretation of this data is
facilitated thanks to the numerous assumptions that can be formulated e.g.
the soil is flat, the walls are perpendicular to the ground, etc. In natural scenes,
the problem is much more tedious because of limited a priori knowledge about
the environment and the difficulty of perception. In rough terrain, the change
in lighting conditions can strongly affect the quality of the acquired images
and the vibrations due to uneven soils lead to noisy sensor signals. When
the robot is overcoming an obstacle, the field of view can change significantly
between two data acquisitions, increasing the difficulty of tracking features in
the scene.

To get a robust estimate of the robots position, the measurements acquired
by several complementary sensors have to be fused accounting for their relative
variance. In the literature, the localization task generally involves two types
of sensors and is divided into two phases a) the first step consists in the inte-
gration of a high frequency dead reckoning sensor to predict vehicle location
b) the second phase, which is usually activated at a much slower rate, uses
an absolute sensing mechanism for extracting relevant features in the envi-
ronment and updating the predicted position. In [1], an inertial measurement
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unit is used for the prediction and an omnicam is used as the exteroceptive
sensor. The pair of sensors composed of an inertial measurement unit and a
GPS is used in [2]. Even if sensor fusion can be applied to combine the mea-
surements acquired by any number of sensors, most of the applications found
in the literature generally use only two types of sensors and only the 2D case
is considered (even for terrestrial rovers).

In challenging environments, the six degrees of freedom of the rover have
to be estimated (3D case) and the selection of sensors must be done care-
fully because of the aformentioned difficulties of perception in rough terrain.
However, the accuracy of the position estimates does not only depend on the
quality and quantity of sensors mounted onboard but also on the specific lo-
comotion characteristics of the rover and the way it is driven. Indeed, the
sensor signals might not be usable if an unadapted chassis and controller are
used in challenging terrain. For example, the ratio signal/noise is poor for
an inertial measurement unit mounted on a four-wheel drive rover with stiff
suspensions. Furthermore, odometry provides bad estimates if the controller
does not include wheel-slip minimization or if the kinematics of the rover is
not accounted for.

The intent of this paper is to show how the accuracy of 3D position tracking
can be improved by considering rover locomotion in rough terrain as a holistic
problem. Section 2 describes the robotic platform developed for conducting
this research. In Sect. 3, a method for computing 3D motion increments based
on the wheel encoders and state sensors is presented. Because it accounts for
the kinematics of the rover, this method provides better results than the
standard method. Section 4 proposes a new approach for slip-minimization
in rough terrain. Using this controller, both the climbing performance of the
rover and the accuracy of the odometry are improved. Section 5 presents
the results of the sensor fusion using 3D-Odometry, an Inertial Measurement
Unit (IMU) and Visual Motion Estimation based on stereovision (VME). The
experiments show clearly how each sensor contributes to increase the accuracy
and robustness of the 3D pose estimation. Finally, Sect. 6 concludes this paper.

2 Research Platform

The Autonomous System Lab (at EPFL) developed a six-wheeled off-road
rover called Shrimp, which shows excellent climbing capabilities thanks its
passive mechanical structure [3]. The most recent prototype, called SOLERO,
has been equipped with sensors and more computational power (see Fig. 1).
The parallel architecture of the bogies and the spring suspended fork provide a
high ground clearance while keeping all six motorized wheels in ground-contact
at any time. This ensures excellent climbing capabilities over obstacles up to
two times the wheel diameter and an excellent adaptation to all kinds of ter-
rains. The ability to move smoothly across rough terrain has many advantages
when dealing with onboard sensors: for example, it allows limited wheel slip
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and reduces vibration. The quality of the odometric information and the ratio
signal/noise for the inertial sensors are significantly improved in comparison
with rigid structures such as four-wheel drive rovers. Thus, both odometry
and INS integration techniques can be accounted for position estimation.

a

e
d

b
c

f

j

g h

k

i Front

Fig. 1: Sensors, actuators and electronics of SOLERO. a) steering servo mechanism
b) passively articulated bogie and spring suspended front fork (equipped with an-
gular sensors) c) 6 motorized wheels (DC motors) d) omnidirectional vision system
e) stereo-vision module, orientable around the tilt axis f) laptop (used for image
processing) g) low power pc104 (used for sensor fusion) h) energy management
board i) batteries (NiMh 7000 mAh) j) I2C slave modules (motor controllers, angu-
lar sensor module, servo controllers etc.) k) IMU (provides also roll and pitch)

3 3D-Odometry

Odometry is widely used to track the position and the orientation ([x, y, ψ]T )
of a robot in a plane π. This vector is updated by integrating small motion
increments between two subsequent robot poses. This 2D odometry method
can be extended in order to account for slope changes in the environment and
to estimate the 3D position in a global coordinate system i.e. [x, y, z, φ, θ, ψ]T .
This technique uses typically an inclinometer for estimating the roll (φ) and
pitch (θ) angles relative to the gravity field [4]. Thus, the orientation of the
plane π, on which the robot is currently moving, can be estimated. The, z
coordinate is computed by projecting the robot displacements in π into the
global coordinate system. This method, which will be referred later as the
standard method, works well under the assumption that the ground is relatively
smooth and does not have too many slope discontinuities. Indeed, the system
accumulates errors during transitions because of the planar assumption. In
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rough terrain, this assumption is not verified and the transitions problem
must be addressed properly. This section briefly describes a new method,
called 3D-Odometry, which takes the kinematics of the robot into account
and treats the slope discontinuity problem. The main reference frames and
some of the variables used for 3D-Odometry are introduced in Fig. 2

Zw

Xw

Zr

rX

Yw

Zr

Zw

Yr

L

F

O

F

R

L

O

Δ
η

OXwYwZw global reference frame L projection of O in the bogie plane
OXrYrZr robots frame Δ, η norm/angle of L’s displacement

Fig. 2: Reference frames definition

The norm Δ and the direction of motion η of each bogie can be computed
by considering the kinematics of the bogie, the incremental displacement of the
Rear/Front bogie wheels (wheel encoders) and the angular change of the bogie
(angular sensor) between two data acquisition cycles. Then, the displacement
of the robot’s center O, i.e. [x, y, z, ψ]T , can be computed using Δ and η of
the left and the right bogie, whereas the attitude [φ, θ]T is directly given by
the inclinometer1.

Experimental results

The robot has been driven across obstacles of known shape and the trajectory
computed online with both 3D-Odometry and the standard method. In all the
experiments, the 3D-Odometry produced much better results than the stan-
dard method because the approach accounts for the kinematics of the rover.
The difference between the two techniques becomes bigger as the difficulty of
the obstacles increases (see Fig. 3). In Fig. 4, an experiment testing the full
3D capability of the method is depicted. The position error at the goal is only
(x = 1.4%, (y = 2%, (z = 2.8%, (ψ = 4% for a total path length of around 2m.

SOLERO has a non-hyperstatic mechanical structure that yields a smooth
trajectory in rough terrain. As a consequence wheel slip is intrinsically mini-
mized. When combined with 3D-Odometry, such a design allows to use odom-
1 The reader can refer to the original paper [5] for more details about 3D-Odometry.

In particular, the method also computes the wheel-ground contact angles.
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etry as a mean to track the rover’s position in rough terrain. Moreover, the
quality of odometry can still be significantly improved using a ”smart” con-
troller minimizing wheel slip. Its description is presented in the next section.

Fig. 3: Sharp edges experiment

(b)

(a)

Only the right bogie wheels climbed obstacle

(a). Then, the rover has been driven over

obstacle (b) (with an incident angle of

approximatively 20◦)

Fig. 4: Full 3D experiment

4 Wheel Slip Minimization

For wheeled rovers, the motion optimization is somewhat related to mini-
mizing wheel slip. Minimizing slip not only limits odometric error but also
increases the robot’s climbing performance and efficiency. In order to fulfill
this goal, several methods have been developed.

Methods derived from the Anti-lock Breaking System can be used for
rough terrain rovers. Because they adapt the wheel speeds when slip already
occurred, they are referred to as reactive approaches. A velocity synchroniza-
tion algorithm, which minimizes the effect of the wheels fighting each other,
has been implemented on the NASA FIDO rover [6]. The first step of the
method consists in detecting which of the wheels are deviating significantly
from the nominal velocity profile. Then a voting scheme is used to compute
the required velocity set point change for each individual wheel. However, per-
formance might be improved by considering the physical model of the rover
and wheel-soil interaction models for a specific type of soil. Thus, the traction
of each wheel is optimized considering the load distribution on the wheels and
the soil properties. Such approaches are referred to as predictive approaches.

In [7], wheel-slip limitation is obtained by minimizing the ratio T/N for
each wheel, where T is the traction force and N the normal force. Reference [8]
proposes a method minimizing slip ratios and thus avoid soil failure due to ex-
cessive traction. These physics-based controllers assume that the parameters
of the wheel-ground interaction models are known. However, these parameters
are difficult to estimate and are valid only for a specific type of soil and condi-
tion. Reference [9] proposes a method for estimating the soil parameters as the
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robot moves, but it is limited to a rigid wheel travelling through deformable
terrain. In practice, the rover wheels are subject to roll on different kind of
soils, whose parameters can change quickly. Thus, physics-based controllers
are sensitive to soil parameters variation and difficult to implement on real
rovers. In this section, a predictive approach considering the load distribu-
tion on the wheels and which does not require complex wheel-soil interaction
models is presented. More details about the controller can be found in [10].

Quasi-static model

The speed of an autonomous rover is limited in rough terrain because the nav-
igation algorithms are computationally expensive (limited processing power)
and for safety reasons. In this range of speeds, typically smaller than 20cm/s,
the dynamic forces might be neglected and a quasi-static model is appropri-
ate. To develop such a model, the mobility analysis of the rover’s mechanical
structure has to be done. It ensures to produce a consistent physical model
with the appropriate degrees of freedom at each joints. Then the forces are
introduced and the equilibrium equations are written for each part composing
the rover’s chassis. Because we have no interest in implicitly calculating the
internal forces of the system, it is possible to reduce this set of independent
equations. The variables of interest are the 3 ground contact forces on the
front and the back wheel, the 2 ground contact forces on each wheel of the
bogies and the 6 wheel torques. This makes 20 unknowns of interest and the
system can be reduced to 15 equations. This leads to the following equation

M15x20 · U20x1 = R15x1 (1)

where M is the model matrix depending on the geometric parameters and
the state of the robot, U a vector containing the unknowns and R a constant
vector. It is interesting to note that there are more unknowns than equations
in 1. That means that there is an infinite set of wheel-torques guaranteeing the
static equilibrium. This characteristic is used to control the traction of each
wheel and select, among all the possibilities, the set of torques minimizing
slip. The optimal torques are selected by minimizing the function

f = max(
*

i

Ti/Ni) i = 1..6 (2)

where Ti and Ni are the traction and the normal force applied to wheel i.

Rover motion

A static model balances the forces and moments on a system to remain at
rest or maintain a constant speed. Such a system is an ideal case and does not
include resistance to movement. Therefore, an additional torque compensating
the rolling resistance torque must be added on the wheels in order to complete



3D Position Tracking in Challenging Terrain 535

the model and guarantee motion at constant speed. This results in a quasi-
static model. Unlike the other approaches, we don’t use complex wheel-soils
interaction models. Instead, we introduce a global speed control loop, in order
to estimate the rolling resistance as the robot moves. The final controller,
minimizing wheel slip and including rolling resistance, is depicted in Fig. 5.

Mr

Mw

PID
dV +

−

McrV

Robot

Model & s
OptimizationN

Distribution
Correction

+

+
oM

Vd desired rover velocity Mo vector of optimal torques
Vr measured rover velocity N vector of normal forces
Mr rolling resistance torque s rover state
Mc correction torque Mw vector of wheel correction torques

Fig. 5: Rover motion control loop.

The kernel of the control loop is a PID controller. It allows to estimate
the additional torque to apply to each wheel in order to reach the desired
rover’s velocity Vd and thus, minimizes the error Vd − Vr. Mc is actually an
estimate of the global rolling resistance torque Mr, which is considered as
a perturbation by the PID controller. The rejection of the perturbation is
guaranteed by the integral term I of the PID. We assume that the rolling
resistance is proportional to the normal force, thus the individual corrections
for the wheels are calculated by

Mwi
=

Ni

Nm
· Mc (3)

where Ni is the normal force on wheel i and Nm the average of all the
normal forces. The derivative term D of the PID allows to account for non
modeled dynamic effects and helps to stabilize the system. The parameters
estimation for the controller is not critical because we are more interested
in minimizing slip than in reaching the desired velocity very precisely. For
locomotion in rough terrain, a residual error on the velocity can be accepted
as long as slip is minimized.

Experimental results

A simulation phase using Open Dynamics Engine2 has been initiated in order
to test the approach and verify the theoretical concepts and assumptions. The
2 this library simulates rigid body dynamics in three dimensions, including ad-

vanced joint types and collision detection with friction.
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simulation parameters have been set as close as possible to the real operation
conditions. However, the intent is not to get exact outputs but to compare dif-
ferent control strategies and detect/solve potential implementation problems.
In the experiments, wheel slip has been taken as the main benchmark and the
performance of our controller (predictive) has been compared to the controller
presented in [6] (reactive). The reactive controller implements speed control
(spd) for the wheels whereas torque control (trq) is used in our approach.

Three dimensional surfaces are used for the experiments (see Fig. 6). Be-
cause the trajectory of the rover depends on the control strategy, we consider
an experiment to be valid if the distance between the final positions of both
paths is smaller than 0 1m (for a total distance of about 3 5m). This distance. .
is small enough to allow performance comparison. For all the valid experi-
ments, predictive control showed better performance than reactive control. In
some cases the rover was even unable to climb some obstacles and to reach
the final distance when driven using the reactive approach. It is interesting to
note that the slip signal is scaled down for each wheel when using predictive
control. Such behavior can be observed in Fig. 7: the peaks are generally at
the same places for both controllers but the amplitude is much smaller for the
reactive controller. Another interesting result is that the difference between
the two methods increases when the friction coefficient gets lower. In other
words, the advantage of using torque control becomes more and more inter-
esting as the soil gets more slippery. Such a controller improves the climbing
capabilities of the rover and limits wheel-slip, which in turn improves the
accuracy of odometry. This way, it contributes to better position tracking
in rough terrain. Furthermore, our approach can be adapted to any kind of
wheeled rover and the needed processing power remains relatively low, which
makes online computation feasible. Finally, the simulations show promising
results and the system is mature enough to be implemented on SOLERO for
real experiments.

Fig. 6: Simulation environment Fig. 7: Wheel slip
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5 Sensor Fusion

In our approach an Extended Information Filter (EIF) is used to combine the
information acquired by the sensors. This formulation of the Kalman filter has
interesting features: its mathematical expression is well suited to implement a
distributed sensor fusion scheme and allows for easy extension of the system
in order to accommodate any number of sensors, of any kind. Fig. 8 depicts
the schematics of the sensor fusion process.

Himu Rimu RvmeHvme

Next step

Hodo Rodo

Hinc Rinc
3D−ODO

VME

State UpdateState Prediction

INS

imu

inc

Fig. 8: Sensor fusion scheme

Sensor models: The position, velocity and attitude can be computed by inte-
grating the measurement acquired by the IMU. However, the accelerometers
and gyros are influenced by bias errors. In order to limit an unbounded growth
of the error of integrated measurements, we have introduced biases in the
model for the gyros (bωx, bωy, bωz) and the accelerometers (bax, bay, baz).
Unlike the roll and pitch angles, the rover’s heading is not periodically up-
dated by absolute data. Therefore, in order to limit the error growth, a special
provision is included in the z-gyro model: a more accurate modeling, incorpo-
rating the scaling error Δωz.

The robot used for this research is a partially skid-steered rover and the
natural and controlled motion is mainly in the forward direction. Thus, the
motion estimation errors due to wheel slip and wheel diameter variations have
much more effect in the x-z plane of the rover than along the transversal direc-
tion y. Therefore, scaling errors Δox and Δoz, modeling wheel slip and wheel
diameter change, have been introduced only for the x and z-axes. The error
model for the odometry is tedious to develop because the robot is subject to
drive across various types of terrains. In order to avoid terrain classification
and complex wheel soil interaction modeling, we set the variance of the odom-
etry as being proportional to the acceleration undergone by the rover. Indeed,
slip mostly occurs in rough terrain, when negotiating an obstacle, while the
robot is subject to accelerations. Similarly, the variance for the yaw angle has
been set proportional to the angular rate. More details about the models of
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the IMU and 3D-Odometry can be found in [11] and reference [12] presents
the error model associated to the estimations of VME.

State prediction model: The angular rates, biases, scaling errors and accelera-
tions are random processes which are affected by the motion commands of the
rover, time and other unmodeled parameters. However, they cannot be con-
sidered as pure white noise because they are highly time correlated. Instead,
they are modelled as first order Gauss-Markov processes. Such modeling of
the state transition allows to both consider the time correlation and to filter
noise of the signals.

Experimental results

In order to better illustrate how each sensor contributes to the pose estimation
and in which situation, the experiments have been divided into two parts. The
first part describes the results of sensor fusion using inertial sensor and 3D-
Odometry only, whereas the second part involves all the three sensors i.e.
3D-Odometry, inertial sensor and VME.

Inertial and 3D-Odometry: The experimental results show that the inertial
navigation system helps to correct odometric errors and significantly improves
the pose estimate. The main contributions occur locally when the robot over-
comes sharp-shaped obstacles (Fig. 9) and during asymmetric wheel slip.
The improvement brought by the sensor fusion becomes more and more pro-
nounced as the total path length increases. More results are presented in [11].

d

c

True final height

Fig. 9: Sensor fusion with 3D-Odometry and inertial sensors. The ellipses emphasis
local corrections of the z coordinate.

Enhancement with VME: In the previous tests, only proprioceptive sensors
have been integrated to estimate the robots position. Even if the inertial sensor
helps to correct odometric error, there are situations where this combination of
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sensors does not provide enough information. For example, the situation where
all the wheels are slipping is not detected by the system. In this case, only
the odometric information is integrated, which produces erroneous position
estimates. Thus, in order to increase the robustness of the localization and to
limit the error growth, it is necessary to incorporate exteroceptive sensors. In
this application, we use visual motion estimation based on stereovision[12].

0

0.05

0.1

0.15

0.2

0.25

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

z
[m

]

x [m]

X-Z trajectories

VME
3D-Odometry
Estimated
Reference

Zone A Zone B Zone C

1

3

4
4

1
2

3

2

Fig. 10: Sensor fusion using 3D-Odometry, IMU and VME

In general, VME produces better estimates than the other sensors (but
at a much slower rate). In particular, its estimates allow to correct the ac-
cumulated error due to wheel slip between two updates. However, in zone C
(Fig. 10), less than thirty features have been matched between three subse-
quent images. The difficulty to find matches between these images is due to
a high discrepancy between the views: when the rear wheel finally climbs the
obstacle, it causes the rover to tilt forward rapidly. As a consequence, VME
provided bad motion estimates with a high uncertainty. In this situation, less
weight is given to VME and the sensor fusion could perfectly filter this bad
information to produce a reasonably good estimate using 3D-Odometry and
IMU instead. Finally, the estimated final position is very close to the mea-
sured final position. A final error of four millimeters for a trajectory longer
than one meter (0.4%) is very satisfactory, given the difficulty of the terrain.

6 Conclusion

This paper showed how 3D position tracking in rough terrain can be im-
proved by considering the specificities of the vehicle used for locomotion.
3D-Odometry produces much better estimates than the standard approach
because it takes the kinematics of the rover into account. Similarly, by con-
sidering a physical model of the chassis it is possible to minimize wheel-slip,
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which in turn contributes towards better localization. In rough terrain, the
controller presented in Sect. 4 performs better than a controller based on a
reactive approach. Finally, experimental results of sensor fusion involving 3D-
Odometry, inertial sensors and visual motion estimation have been presented.
They prove that the use of complementary sensors improves the accuracy and
the robustness of the motion estimation. In particular, the system was able
to properly discard inaccurate visual motion information.
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Summary. In the near future, off-road mobile robots will feature high levels of
autonomy which will render them useful for a variety of tasks on Earth and other
planets. Many terrestrial applications have a special demand for robots to possess
similar qualities to human-driven machines: high speed and maneuverability. Meet-
ing these requirements in the design of autonomous robots is a very hard problem,
partially due to the difficulty of characterizing the natural terrain that the vehicle
will encounter and estimating the effect of these interactions on the vehicle. Here
we present a dynamic traction model that describes vehicle braking on a variety of
terrestrial soil types and in a wide range of natural landscapes and vehicle velocities.
This model was developed empirically, it is simple yet accurate and can be readily
used to improve model-predictive planning and control. The model encapsulates the
specifics of wheel-terrain interaction, offers a good compromise between accuracy
and real-time computational efficiency, and allows straight-forward consideration of
vehicle dynamics.

Keywords: Modeling dynamics off-road robotics

1 Introduction

As developing autonomous off-road vehicle technology allows robots to travel
at higher speed and negotiate rugged terrain, vehicle modeling becomes in-
creasingly relevant for motion planning and control. An efficient braking trac-
tion model can greatly enhance vehicle autonomy by addressing two key prob-
lems: it can determine whether the path ahead, given its slope and ground
characteristics, presents risks such as tip-over, and provide a precise estimate
of the stopping distance. Precision of the model is very important, but it
should also be very efficient computationally because it has to be continually
evaluated if it is used for control or tightly coupled with the path planning
algorithm. Certainly, a gross over-estimation for the problems above will likely
keep the vehicle safe, however in cluttered natural terrain such approach will
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either result in slow, inefficient traversal, or may cause a failure of the path
planner to generate an admissible path.

1.1 Prior Work

Great overviews of automobile off-road mobility and approaches to soil mod-
eling are presented in [1]. Quite a few fairly detailed models of the wheel-soil
interaction were proposed specifically for motion planning applications. For
example, [7] and [11] present approaches that model the soil as a mass-spring
system. These models provide fairly good results in describing compression,
shear and plastic deformations in soils. However, such approaches are yet to
be thoroughly validated experimentally. Moreover, the reported run-times of
these modeling methods do not appear to be fast enough to render them fea-
sible in real-time robot control scenarios. The approaches that were shown to
be suited for controlling mobile robots tend to circumvent the issue of com-
putational efficiency by further simplification. Often the Coulomb principle of
friction, or its derivative is used to estimate the amount of rolling friction that
the vehicle experiences [8]. Several parameters of the terrain are used in [10]
to estimate normal and lateral tangential forces at the wheel contact patch.
A similar approach to traction modeling that can also be adapted on-line was
presented in [9]. That work is focused on planetary applications with accom-
panying quasi-static assumptions. It is also assumed that the wheels are rigid.
Pneumatic tires used for terrestrial applications, however, are elastic. Mor-
ever, in off-road applications the inflation pressure is typically lower in order
to avoid rigid-mode operation that may cause excessive compaction of soil
[1]. In off-road robotics it is still common to ignore these effects and consider
wheels to be rigid, or simplify even further by using Coulomb friction. We
show that at higher speeds and rough terrain, such methods result in grave
errors in characterizing braking (e.g. stopping distance). Our approach, how-
ever, is as efficient as these approximations employed in the field, but offers
much better accuracy, especially at higher speeds.

1.2 A New Approach

We conducted a significant field experimentation effort with autonomous off-
road robots, and this prompted an empirical approach to capturing the com-
plexities of wheel-terrain dynamics in natural environments (Fig. 1). An initial
observation was that it was generally not possible to consider the net braking
force of the vehicle (with gravity effects removed) to be some constant value.
In fact, in some cases on soft soil the net braking force on a slope was off by as
much as 50% from its value on level ground. Depending on vehicle dynamics,
this can result in a miscalculation of the stopping distance by several meters,
which may be a serious error when operating in cluttered natural terrain.

We propose an approach that provides accurate estimates of tractive brak-
ing force and involves a simple and efficient model of several parameters. The
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values of the parameters are determined experimentally by measuring the
deceleration during vehicle braking and combining these measurements with
vehicle state information. This “training” procedure can be easily done in the
field, and even autonomously by the robot. For example, every time the robot
has to stop, it can verify its braking model. In this manner, the model can be
refined on-line and adapted as the robot moves into different type of terrain.
This formulation of the model was shown to work well on off-road robots op-
erating on a wide variety of terrain types, such as clay, soil with sod cover,
gravel, coarse sands, and packed snow, as well as at various speeds and on
natural slopes (typical to mid-West region, the plains and the desert).

This model can be used in model-predictive control to estimate the stop-
ping path [12], the guaranteed stopping distance that is necessary for vehicle
safety, which is mainly a function of a complex relationship between vehicle
speed, tire-ground interface, and terrain slope. The model can also be utilized
by the path planning algorithm to generate plans that respect this stopping
path. Since the present model estimates major forces acting on the vehicle
during braking maneuvers, it can also be used in kinodynamic motion plan-
ning approaches. Moreover, if an estimate of tire sliding friction coefficient
is available, then this model can predict whether robot’s wheels are going to
lock up (which generally must be avoided [4]).

2 Experimental Procedure

In this section we give the details of experiments that prompted us to formu-
late this model of braking. In our experiments, a terrain patch that is a good
representative of the overall terrain is chosen (often natural environments have
fairly uniform type of ground over large areas: meadows, field, desert, etc.).
The vehicle accelerates to a certain value of velocity, vi, and then applies the
brakes with some known force (either maximum application for vehicles that
have no braking force feedback, or a certain known value for those that do).
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Most vehicle control systems with closed-loop velocity control estimate veloc-
ity more frequently than it can significantly change, so it is possible to achieve
the temporal resolution sufficient to obtain the velocity profile of vehicle stop-
ping. The velocity data can be plotted against time as in Fig. 2. Note that
actual velocity in the plot goes slightly negative after reaching zero. This is
due to expansion of suspension springs that were compressed during braking.

The time when braking was initiated (when desired velocity is set to zero)
is recorded, along with the time when the actual velocity reached zero, tf .
The average value of deceleration in a particular experiment is estimated as
shown in (1).

āx =
vt

tf − ti
(1)

The value āx is the slope of the velocity drop in the figure. In this calcu-
lation, it is important to note that, as can be seen in Fig. 2, there is a certain
delay after the system commands a zero velocity to when the velocity actually
begins to drop. This delay of propagation of the command, tdelay, depends
solely on hardware. It was on average 300 ms. on our robots. For braking
at higher speeds, it is much less than overall Δt, yet needs to be taken into
account. Therefore, we take ti as time of zero-velocity command plus tdelay,
and sample vi specifically at that value of ti to obtain an accurate estimate
of the slope.

Throughout our experiments we made sure that the degree of brake en-
gagement was constant. In particular, we were interested in maximum braking,
i.e. in engaging the brakes completely.

The same experiment was then repeated with various vehicle velocities and
on the ground of various slopes and terrain types. We fitted the above data
gathering procedure in the robots’ controller code, so that we could obtain
a data point at any time when the robot made a stop. In this manner we
obtained the data over several months as the robots were used for a variety
of navigation and perception experiments on the PerceptOR program. Thus
we obtained thousands of data points that were then analysed.

If we plot the measurements of decelerations versus slope for a choice
of terrain and subtract the effects of gravity, we see that the resulting net
braking force slightly increases with the increase of slope angle. An example
plot is presented in Fig. 3, which shows the normalized braking force, a ratio
of the net breaking force to vehicle weight Fb/W , as a function of slope and
velocity. The dependence of deceleration on initial velocity is also noticeable,
albeit not as pronounced. Interestingly, these data points exhibit proportional
dependence of normalized braking force on slope angle. Hence, a single linear
model should be able to predict the braking force for both downhill and uphill
braking maneuvers.

Note, however, that our observations have been made in tests on slopes
well within limits of vehicle traversability, which was about 17 degree slopes
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for our hardware. It is natural to expect that beyond this range of slope values
the dependence is no longer linear.

3 Discussion of Results

In this section we develop the necessary concepts to understand the factors
influencing traction during vehicle braking. We then use the developed con-
cepts in an effort to explain our experimental observations and suggest a model
based on this analysis.

3.1 Vehicle Force Balance

As a starting point, we develop the force analysis of the vehicle during braking.
Among the important notions that we discuss here are normal forces on tires,
pressure of the tire contact patch, and the dynamic load transfer.

During braking, the major forces acting on the vehicle are related through:

Fb = W
ax

g
− W sin θ (2)

Here Fb is the net braking force, g is acceleration due to gravity, ax is
braking deceleration, W = mvehg is vehicle weight, and θ is the terrain slope
angle (here we consider downhill slopes as negative, and uphill as positive).
The first term on the right side of (2) is the d’Alembert force [2] (see Fig. 4).
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Given that the vehicle center of gravity, (xcg, ycg, zcg), is known, we can
express the sum of torques around the contact point of front wheels (for
downhill slopes, assuming positive torque is clockwise):

−(Lwb − xcg)W cos θ + WrLwb + zcgW
a

g
+ zcgW sin θ = 0 (3)

Here Lwb is wheel base, and Wr is weight on the rear axle. When the
vehicle is stationary on level ground, the loads on front axle, Wf , and rear
axle, Wr, are determined by:

Wf = W
Lwb − xcg

Lwb
; Wr = W

xcg

Lwb
(4)

In case of a vehicle decelerating on a slope, we obtain the normal forces
on rear and front wheels by summing the torques around front and rear wheel
contact points, respectively:

Wf =
W

Lwb
(xcg cos θ + xcg sin θ + zcg

ax

g
) (5)

Wr =
W

Lwb
((Lwb − xcg) cos θ − zcg sin(−θ) − zcg

ax

g
)

We observe from (5) that during braking downhill, there is a significant
dynamic load shift from rear to front axles. Note that Wr was written with
the zcg sin(−θ) term to underscore the fact that for downhill slopes θ < 0.

We consider pressure on the tire contact patch for front and rear wheels
as the ratio of axle load to contact area. The vehicles we had available for
experiments in this study had dual rear tires, so we estimate that the pressure
of front tires’ ground contact was twice that of rear tires for the same normal
load.
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3.2 Braking Force

We consider that the braking torque results in a longitudinal force Fh at
the wheel-terrain interface. Since the goal of this work was to understand
the effects of maximum braking that determines minimum allowable stopping
distance and outlines the upper bound on dynamics effects due to braking,
we understand that Fh represents full engagement of the brakes and depends
solely on braking hardware, hence always constant. Here we also assume that
braking happens on a straight path. We visualize the effect of this force in the
detail of interaction of an off-road tire with terrain in Fig. 5.

The hardware braking force Fh is counter-acted by the terrain acting on
tire tread. If the magnitude of this force exceeds the shear strength of the
terrain, it will no longer be able to resist this shear force, and the wheel will
skid.

The other force in the tire-ground interface that was found to have sig-
nificant effect on braking is rolling resistance Rx. This resistance is always
present, and in the case of pneumatic tires its value is determined by many
factors, such as tire material and design, temperature, vibration, pressure
of the ground contact patch (normal force on the tire). Terrain compaction
(related to pressure of the patch) and bulldozing effects in soft soil are also
important contributing factors to this resistance [1]. While Fh can be con-
sidered constant for a given vehicle, estimating Rx is complicated due to the
variety of factors influencing it.

Through experimentation we found that we can approximate all longitu-
dinal forces acting on the vehicle during braking by lumping them into the
sum of the force due to the torque supplied by the braking hardware, and the
rolling resistance. Then, the overall braking force is considered to be:

Fb = Fh + Rx (6)

The key to accurately predicting the braking force is estimating rolling
resistance Rx.

In our experiments it was also determined that out of all factors influencing
rolling resistance, the most significant one is the pressure at ground contact.
A lesser, but noticeable, effect has vehicle speed. In the following two sections
we explain these two factors.
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3.3 Effect of Terrain Slope

It is important to consider contact pressure here because in general rolling
resistance is roughly proportional to this pressure (although this relationship
is complex and highly non-linear) [1].

For the case of level ground we can decompose (6) into the contributions
of front and rear wheels:

Fb = 2Fh + Rxr + Rxf

Here Fh is the same for front and rear wheels since our vehicles had the
interlocked differential. Also our robots had dual rear tires, which resulted in
twice the contact area and half the ground contact pressure for rear tires than
for the front tires. Hence, let us suppose (only for clarification purposes in this
section) that due to the difference in contact pressures, the rolling resistance
values can be related through Rxf = 2Rxr.

As was shown earlier, during downhill braking there is a significant dy-
namic load shift to front wheels, Wr < Wf . Because of this the pressure
developed at front wheel contact point greatly exceeds that at rear wheel
contact, and even more so in the case of rear dual tires. Rxf increases dra-
matically, more than Rxr decreases (in part due to half the contact pressure).
The overall value of Fb becomes greater than on level ground.

During braking uphill, similar issues come into play. However, in this case
the load shift to front axle is less significant (see (5)), in fact even less than
on level ground due to xcg sin θ term. In this case Wr > Wf , whereas for level
ground we had Wr = Wf . However, since rear tires have nearly “half the
effect” on rolling resistance than the front tires, the overall braking force is
less than on level ground.

3.4 Effect of Velocity

Among the factors influencing rolling resistance is vehicle velocity [2]. The
rolling resistance is directly proportional to velocity because of increased tire
deformation work and vibration in the tire. The influence of velocity becomes
more significant when tires with lower inflation pressures are used, as is often
the case for off-road vehicles. Lower tire pressure is used to allow tires to be
more elastic, since the work required for flexing the tire is much less than the
work of compacting and bulldozing soft soil. Greater elasticity, however, causes
greater hysteresis losses with increasing vehicle velocity. The effect of velocity
on rolling resistance was found to be less significant, but still noticeable.

4 Deriving the Model

In this section we combine our experimental observations with the insights
developed above to formulate our model of braking force. We describe how
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this model could be easily adapted online and discuss the results of validating
the model through experiments with robots.

4.1 Formulating the Model

As we discussed, the results of our experiments prompted us to make a sim-
plifying assumption that within the range of slope values that the vehicle can
safely handle, the braking force is proportional to the slope.

The essence of our model is stated as:

• The braking force (without gravity effects) can be approximated well by
a linear model:

∂Fb

∂θ
= m

where θ is ground slope angle and m is a coefficient. We can fit a line
Fb = mθ + b to the test data in the least-squares manner and use it to
obtain future estimates of Fb based on slope.

• The coefficients m and b above also exhibits linear dependence on initial
velocity of the vehicle (right before braking is initiated):

∂m

∂vi
= mm;

∂b

∂vi
= mb

Thus, the overall model contains only four parameters: mm, mb, bm, bb:

m(vi) = mmvi + bm; b(vi) = mbvi + bb (7)

So that
Fb = m(vi)θ + b(vi) (8)

We again underscore that the development of the model was based on ex-
perimental data, which was available for a range of terrain slope roughly from
−15◦ to 15◦. While this model cannot be extrapolated outside the experimen-
tal range in which it was defined, we can reason about the character of Fb

outside of this range. In particular, based on previous discussion, we estimate
that for greater uphill slopes, the effect of rolling resistance will diminish due
to decreasing normal force, i.e. contact pressure, and Fb will approach Fh

(omitting gravity effects, as usual). At a certain point the slope becomes un-
safe, when the shear capacity of the wheel-terrain interface becomes equal
to Fh. For steeper downhill slopes similar arguments apply: rolling resistance
will become less dominant with decreasing soil contact pressure, and at some
point the shear capability may no longer support the vehicle.

In the experiments that lead to formulation of this model, we have assumed
that the degree of application of the brakes was constant throughout the
experiments (e.g. for emergency braking, which often determines the look-
ahead distance for a path planner, maximum actuator power is used). For
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other actuator modes this model is also applicable, but additional coefficients
may be necessary to allow for other than maximum braking (e.g. slight, half
way, etc.). On the other hand, the benefits of this expression of the model
are that it is very simple and intuitive, quite easy to adjust, yet powerful
enough to account for peculiarities of braking hardware and ground types,
while requiring very low online computational overhead.

4.2 Experimental Results

As we saw in the previous section, the key result of the model, Fb, is obtained
simply by evaluating three linear equations (8). Thus, its computational cost
is minimal and comparable to the fastest approximations used in the field
(e.g. using simple Coulomb friction equations). Such methods, however, do
not consider the dependence of braking on changes in wheel-terrain interface
due to velocity and slope, and thereby result in large errors. The PerceptOR
robots previously used similar methods to estimate stopping distance, and it
was routinely over-estimated with error on the order of 50% (stopping distance
estimates lower than the actual value must be avoided, as they may lead to
collision).

Our model was verified through a series of experiments: braking on level
ground, downhill and uphill, at velocities ranging from 1 to 4 m/s, and with
10 repetitions of each test to ensure correlation (variability of measurents
was less than 5%). Figure 6 a) shows the results of 200 such experiments
(the horizontal axis represents test number), where the stopping distance was
estimated using the model (as discussed in Section 5.1) and compared to
actual measurements. Given predicted and actual values of stopping distance,
statistical analysis was performed on the error of this braking model. Figure
6 b) presents the plot of mean values of this error as a function of vehicle
velocity (before braking). Note that the model always slightly over-estimates
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the stopping distance as desired. The variance of this error was about 2%
throughout the velocity range in Fig. 6 b).

5 Applications of the Model

The main motivation for estimating a braking model was the determination of
the stopping distance. Here we provide formulas for computing both stopping
time and distance. Another important application of the model is estimation
of vehicle dynamics during braking. Once the balance of forces is known,
it becomes possible to answer questions about whether a particular slope is
viable for the vehicle (e.g. in terms of tip-over hazard).

5.1 Estimating Stopping Distance and Time

Average braking deceleration ax can be obtained from (2) once we have an
estimate for braking force Fb. Since deceleration is negative change of velocity
over time, we estimate the stopping time, ts, given deceleration, ax, as:

ts =
v

ax
+ tdelay + toffset (9)

where toffset is an offset to ensure that the result is always somewhat overes-
timated in order to keep the vehicle safe.

Similarly, stopping distance, ss, is calculated based on the fact that decel-
eration is the second time derivative of distance:

ss =
1
2
at2s + tdelayv + soffset (10)

where soffset is a similar distance offset.

5.2 Predicting Vehicle Tip-Over Condition

Calculating tip-over condition involves finding the sum of torques around the
point of contact of front wheels of the vehicle (refer to (3)) and Fig. 4. To find
the threshold where the vehicle will start to tip over, we need to find when the
weight acting on the rear axle, Wr, vanishes. However, practically the vehicle
will be in danger even before this condition occurs. When Wr becomes low
enough so that the sliding friction force caused by it becomes equal to the
braking force, rear wheels will start sliding and a loss of directional stability
will occur [4]. To find a more suitable estimate of maximum allowed slope
angle, we have to solve the equation (3) for θ so that | Wr | is relatively small.
Small angle approximations could be utilized to simplify this solution. The
resulting θ is the maximum allowable pitch angle of the vehicle to prevent
tip-over, given the longitudinal location of its center of gravity and other
parameters. Since most of the components of equation (3) can be precomputed
in advance, the estimation presents low computational overhead.
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6 Conclusion and Future Work

We presented an empirical braking model that is very simple to estimate,
yet produces quite accurate results that exhibit appreciably small errors in
a very wide variety of off-road operation: high and low speeds, level ground
and steep slopes that high-traction vehicles can negotiate. The model can
also be extended with more analytical approaches that utilize estimation of
soil sinkage and other peculiarities of navigating over soft, soils and sands.
Also, popular tire models can be utilized for operations on hard surfaces. Our
future work will involve testing the model on vehicles that can operate at much
higher speeds and steeper slopes. We would also like to extend this study to
maneuvers including steering while braking and accelerating (speeding up as
well as slowing down). We hope to look into the application of more powerful
learning techniques to adapting the model to the variety of natural terrain.
Although the specifics can vary and further build on the simple empirical
model, the spirit remains the same: a run-time characterization of vehicle
dynamics that can support many intelligent decisions on the part of a vehicle
path planning system operating in unpredictable off-road environments.
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Autonomous Excavation Using a Rope Shovel
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Summary. This paper describes automation of the digging cycle of a mining rope shovel
which considers autonomous dipper (bucket) filling and determining methods to detect when
to disengage the dipper from the bank. Novel techniques to overcome dipper stall and the
online estimation of dipper “fullness” are described with in-field experimental results of laser
DTM generation, machine automation and digging using a 1/7th scale model rope shovel
presented.

1 Introduction

In previous mining excavation work[1] we have concentrated on the non-digging
part of the cycle, the dragline’s dig-dump-dig motion. In this paper we describe early
work on automating excavation using a rope shovel. These shovels are high-value
mining assets which play a significant role in coal uncovery and production, but are
not achieving optimum performance. Problems include operator variability, truck
positioning and timing, and sub-optimal digging paths which can result in either
partly filled buckets1 or a time-consuming stall of the machine. Automation offers
the potential to factor out this variability and to provide consistent and optimised per-
formance. Further benefits will accrue through less damage to the machine through
“smarter” operation during both dig and swing by eliminating overloads and colli-
sions with crawlers and trucks.

Robotic excavation has been investigated by a number of authors on different
machine types but focused around digging, weight estimation and motion planning.
Singh[11] provides a good review of the field and discusses state-of-the-art in sensing
and machine/ground interaction models. He then uses a number of implemented sys-
tems as examples to illustrate different levels of autonomy: teleoperation, trajectory
control, tactical and strategic planning. In other related work Singh[10] he describes
early research on predicting excavation forces for the general case of a flat blade
moving through soil, as well as developing predictive models of excavation forces
using basis functions which are parameterizations of prior terrain and bucket path.

1 The shovel’s bucket is called a dipper.
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A significant body of relevant work was conducted at Carnegie-Mellon Univer-
sity by Singh, Cannon, Rowe, Stentz and others in the 1990s. The work was spon-
sored by Caterpillar and resulted in a considerable number of patents related to au-
tomation, motion planning and terrain profiling of a backhoe type excavator which is
digging a bench and loading dirt into a truck [12] and the use of two laser scanners to
monitor the face and the truck independently [13]. Parameterized scripts[8] are used
to describe excavation sequences, and learning control is used to optimize the param-
eters to maximize productivity defined in terms of some metric which incorporates
volume and time.

Two papers by Hemami discuss the loading of front-end loader buckets. In [6] the
case of particulate matter is discussed. Five forces acting on the bucket are identified:
(1) Weight of bucket and material in the bucket, (2) Compression of material in front
of and below the bucket, (3) Friction between material entering the bucket and bucket
walls, (4) Cutting resistance of the material at the teeth, and (5) Weight of material
displaced by the bucket. He then develops a simulation based on a non-linear model
of cutting force as a function of geometry. In [5] this theory is elaborated. Forces 1, 4
and 5 are identified as dominating, and 2 can be made zero by appropriate choice of
bucket path. The rest of the paper considers the kinematics of the bucket and designs
trajectories that would minimize force 2. This work was entirely theoretical.

Bernold[2] describes experimental work for the case of scooping in soil imple-
mented using a small robot equipped with force/torque sensor and scoop. He com-
pares position control and impedance control and finds, as expected, that for trench-
ing excavation, using impedance control is a function of the soil properties. Shi et
al.[9] discuss the problem of front-end loader bucket filling using fuzzy logic based
on bucket force/torque data.

In terms of motion planning for digging, Patent US6523765 describes an au-
tomation system for a large excavator in which pretaught points are interpolated to
generate a path. The methods it describes are fairly conventional robotic path plan-
ning. It has no ability to adjust its motion based on changes to the terrain. As part of
our project, a comprehensive evaluation of the autonomous excavation research and
OEM systems with their benefits and limitations is presented in [3].

In this paper we present a methodology and experimental results for bucket filling
and determining when to disengage the dipper from the bank. We also present a laser
mapping system which provides information for automatically engaging the bank.
The work has been conducted using a 1:7 scale-model rope-shovel.

2 Shovel Overview

2.1 Machine

The model rope shovel used in this investigation is shown in Fig. 1. The model
is unconventional looking due to the “kink” in the boom, however all the critical
dimensions of the shovel: pivot height, hoist sheave position, crowd arm length and
dipper size are accurately scaled from production shovels such as the P&H 4100.
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Laser scanner

DipperCrowd armBoom

Hoist sheave

Bail arm

Crowd pivot

Fig. 1. The model shovel.

Rope shovels have two control inputs to perform digging: crowd and hoist ex-
tensions. A change in crowd extension alters the length of the crowd (dipper) arm
tangentially from the dipper the to crowd pivot point. Hoisting moves the dipper
vertically which inturn rotates the dipper arm about the crowd pivot point. As part
of this project, the machine was made capable of computer control which allows au-
tonomous control of the shovel via a single network connection to a laptop computer.

In addition to the implementation of computer control, the only other inclusion
to the shovel was a SICK LMS laser scanner. In [7] we demonstrated that a laser-
based scanning system can be used to generate high quality Digital Terrain Maps
(DTMs) of the area around a BE 1350 dragline including the spoil piles. The DTMs
are geo-referenced to the mine coordinate system and can be used for production
measurement, reconciliation and as an assistance for digging to plan.

The laser scanner used in this project has a maximum range of 50m and scans
over 100 degrees at 0.25 degree intervals. The laser scanner was placed on the boom
of the model shovel just below the hoist sheave as indicated in Fig. 1. The base of
the laser is approximately parallel to the boom and its field-of-view allows us to see
well above the maximum hoist height, as well as the ground close in to the shovel.

2.2 Control Structure

The computer control structure is shown in simplified schematic form in Fig. 2. The
three Baldor motor drive controllers and the encoders are connected to the computer
via Momentum data acquisition modules and the onboard local area network.

The control computer is a laptop running Fedora Linux. Three programs are in-
volved, connected by an in-house developed “blackboard” data structure [4] through
which they share information:

1. controller: ensures crowd and hoist extension achieve the desired value and up-
dates the drive states (extension, current, voltage) on the blackboard at 10Hz.
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Fig. 2. System architecture.

2. laser interface: reads data from the SICK LMS laser scanner and places it on the
blackboard.

3. motion (task) planning: uses information from the blackboard to plan the path
that the bucket teeth should follow at a rate of 5Hz.

Kinematics

The mathematical transformation between crowd and hoist extension, and the Carte-
sian coordinate of the dipper tooth is a problem in kinematics. The transformation is
non-linear and depends strongly on various parameters of the rope shovel.

Kinematic equations were derived based on the geometry of the rope-shovel in-
cluding minimum crowd extension and hoist rope length, position of the hoist sheave,
position of dipper teeth with respect to the crowd arm, offset of crowd arm centre
line from the crowd pivot point, and the position of hoist bail arm with respect to the
crowd arm. Forward kinematics convert the crowd and hoist extensions to a dipper
tooth coordinate, and the inverse kinematics determine the required crowd and hoist
extensions for a given dipper tooth coordinate which are the inputs to the control
loops. These functions are described in detail in [3].

Control loops

Each of the model rope shovel’s three motion axes (crowd, hoist and swing) were
made capable of automatic control during this project. The crowd and hoist software
level controllers are based on PD loops around position with velocity feed-forward.
The swing drive is torque controlled at the motor level, and therefore it is necessary to
close the velocity and position loops separately with acceleration feed-forward used
to improve tracking performance. In this project, integral action was avoided due to
possible integral windup during digging and dipper stall which can cause instabilities
in the controller. The main control loop was run at 10Hz.

The tracking performance (shown in [3]) of each of the shovel’s controlled axes
(crowd, hoist and swing) was optimized by tuning each control gain on-line to
achieve the desired tracking response to rapid step position set-point changes.
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3 Laser-Based Self Calibration

In order to know where the dirt is with respect to the shovel, we need to know where
the laser is with respect to the shovel and the geometric parameters of the shovel
for the kinematic models. Various approaches were investigated to determine the ac-
tual geometric parameters of the shovel such as: (1) taking measurements using tape
measures and levels, (2) taking dimensions from a CAD model and (3)scaling di-
mensions from a digital photographic side view. All these processes gave somewhat
different numbers. Variations in the length of the stays when the boom is removed
and reattached 2 means that the whole boom/dipper/laser assembly can be rotated by
several degrees. This corresponds to a considerable error in height over the length of
the dipper handle (crowd arm).

A novel method was developed to auto calibrate these key kinematic parameters.
A self-calibration process was established that uses the laser to estimate the dipper
handle angle and the position of the hoist rope pivot, and compares this with what
would be expected from measured extensions and the kinematic model. Fig. 3(a)
shows a typical laser scan where the laser measurements have been plotted in Carte-
sian coordinates. To simplify the analysis, we rotate all the points so that the dipper
handle is horizontal and passes through the origin, see Fig. 3(b), and heuristics esti-
mate the top of the bail arm.
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Fig. 3. Laser-based self calibration.

A numerical optimization procedure is then used to minimize the error between
the laser observation and the prediction based on measured crowd extension and
hoist rope length by adjusting the kinematic parameters. Using this approach we are
able to estimate the position of the laser as well as hoist and crowd offset and sheave
position.

2 As occurred during our experimental program.
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4 Laser-Based Terrain Mapping and Digging

Currently it is not possible to ‘measure’ on-line the movement of dirt by an excavator.
Techniques commonly used to measure production and their limitations are:

1. Weighbridge to measure the load in each truck. However the weight of material
does not necessarily reflect the original volume of material that was removed.

2. A production monitor can provide the approximate weight of each dipper. This
is a difficult estimation problem that is still problematic for draglines, excavators
and shovels, especially whilst the machine is engaged and digging the soil.

Online laser measurement of the dipper filling process holds the promise of being
able to:

1. detect where to initiate digging (engage point),
2. detect when the dipper is full in order to initiate disengage,
3. determine when to move the base,
4. estimate the change in shape of the bank with time to allow measurement of the

real productivity of a shovel operation which can not be measured with conven-
tional methods.

The first two purposes were explicit objectives of our project.

4.1 Terrain Mapping

The laser scanner was mounted so that its scanning plane was vertical and included
the boom axis. As the shovel rotates, the scanning line is rotated over the terrain.
Fig. 4 shows a typical ‘point cloud’ data set containing all the scanned points gener-
ated by rotating the shovel through 360 degrees. The terrain map contains sufficient
detail to enable digging, obstacle avoidance as well as volume estimation. The dipper
has been retracted so that it does not intrude into the laser’s field-of-view.

Fig. 4. Raw 3D point cloud data (Colour indicates height, red is high, yellow is low).



Autonomous Excavation Using a Rope Shovel 561

5 Autonomous Digging

The critical steps in autonomous shovel digging/excavation are considered to be: (1)
planning the dipper trajectory through the bank of dirt, (2) detecting when the bucket
is full, and (3) detecting dipper stall and “unstalling” of a stalled drive.

5.1 Dipper Stall Detection

If the onset of a stalled drive can be detected, reliable and repetitive automated dig
cycles can be performed by appropriate dig path modifications to overcome the stall.

The stalling of a drive axis (crowd or hoist) is characterised by an increase in
drive current with little or no motion along that axis. Since the crowd and hoist drives
are velocity controlled, if the tracking error on the drive increases (ie. the drive cannot
maintain desired velocity) the current increases to try and overcome this deficiency.
In this analysis, it was determined that a reliable prediction of the onset of stall on
one or both drive axes could be obtained by observing when the current exceeds a
preset threshold and setting a flag in the software to indicate that a drive has stalled.

5.2 Stall Path Modification

If no corrective action is taken to “unstall” the dipper, the motors could over-heat
and / or the motor safety protection could be tripped which may shutdown the drive.
If unable to break the stall, the dipper may remain stationary rendering the system
useless.

Dipper stalling was addressed in a number of ways with the most effective tech-
nique termed “crowd retract” and consisted of a three part correction process:

1. detection of a stalled drive.
2. slow down the planned motion.
3. retraction of the crowd arm whilst maintaining desired hoist control.

After the detection of a stalled drive, the second step of stall mitigation consists
of simply slowing down the progress of the motion planner. It was observed during
testing that most stalling occurred on the crowd motor, that is, the crowd is trying to
push into the bank with not enough hoist command to break the stall. To overcome
this “pushing” into the bank, a “crowd retract” feature was implemented at the con-
trol loop level to reduce the crowd push. The basis of the crowd retract is that when
a stall is detected, the crowd tracking error is reduced by modifying the task level
demanded crowd position at the control level. This has the effect of reducing the
“push” into the bank and allowing the hoist to move the teeth up the bank. Once the
motor is unstalled (ie moving again) the demanded crowd position modification is
removed and normal tracking continues. The crowd retract procedure is summarised
in Algorithm 1.

Fig. 5 shows the performance of the stall detection and “crowd retract” path
modification implemented in this project during an aggressive digging cycle. The
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Algorithm 1 Stall detection and crowd retract procedure.
1. At start of dig, initialise the retract counter to zero (ie R = 0).
2. On detection of a stall event increment the retract counter by a fixed amount (ηstalled)

such that R = R+ηstalled .
3. The crowd demand from the task level software (q∗) is modified by subtracting a scaled

value of the retract counter such that the demand used by the control level software is
given by q∗control = q∗−KR.R where KR is a scalar gain.

4. If R > 0 and no stall is detected then reduce the retract counter such that R = R−ηunstalled .
5. If at end of dig or dipper is full, end, else go to step 2.

top two traces show the desired and actual crowd and hoist positions with the third
and forth traces showing the stall detection flag (value is 1 if stall is detected) and
the retraction counter, R, respectively. As seen from the first trace on crowd, the task
level crowd extension is reduced by the control level due to stall detection and the
increase in the retract counter, R.
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Fig. 5. Results of “crowd retraction” to reduce stall in the automated dig cycle (solid line is
actual and dashed line is demanded response).

This stall detection and crowd retraction technique performed extremely well
during testing, giving consistent dig cycle time performance and reliable dipper fill-
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ing. The technique allows for the automated system to respond to disturbances and
unknowns in the digging cycle such as buried boulders.

5.3 Digging

The automated digging cycle is based on observation of human operation of the
shovel which consists of four dipper trajectory segments:

1. Move to the start of the dig, aiming to keep the dipper tucked up close to the
boom as it approaches the ground (Known as Dig state 2. Note that Dig state 1
is a system ready state).

2. Move forward approximately parallel to the ground (Dig state 3).
3. Move forward and raise the dipper through the bank in a straight line at a prede-

termined angle until it encounters the crowd limit, at which point it becomes an
arc (Dig state 4).

4. Retract horizontally once the dipper reaches maximum height (Dig state 5).

The motion planner based on the trajectory segments above was used to generate
crowd and hoist position demands to perform digging. These trajectory segments can
be seen in Fig. 6 which shows the demanded and actual crowd and hoist extensions
converted to Cartesian coordinates at the dipper teeth. In this particular dig cycle,
it can be seen that the dipper follows the demanded trajectory until the lower left
corner when the crowd limit is approached. Then the dipper penetrates and moves
up the dig face. In this dig cycle, stall detection and crowd retract is implemented
which modifies the dipper path in the zig-zag fashion shown to unstall the dipper.
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Fig. 6. Dipper teeth trajectory during a dig cycle with stall detection and crowd retraction.
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Fig. 7 shows the results of a typical deep/aggressive dig cycle which completely
fills the dipper. Here the tracking performance of the machine is very good, however,
the currents can be seen to ramp up very quickly at the start of state 4 due to the
dipper teeth engaging the bank. These hoist and crowd currents indicate the amount
of energy which has been required to push the dipper through the bank. Despite the
large current variation, stall was not detected during this dig cycle. A complete set of
dig cycle profiles for shallow, moderate and aggressive digs are given in [3].
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Fig. 7. Deep cut digging results (solid line is actual and dashed line is demanded response).

5.4 Detecting Dipper Fullness Using Motor Signals

Identifying a full dipper allows the motion planner to disengage from the bank earlier
thereby reducing the cycle time and energy that would normally be used to complete
an entire preplanned digging cycle. However, identifying a full dipper using only the
information available whilst the machine is performing a dig cycle is a difficult task.

Two techniques were developed which could reliably predict the “fullness” of the
bucket. The first, and most promising, was based on laser profiling of the dirt height
across the centre of the dipper during digging. This technique is complicated due to
the laser not being able to see directly into the dipper, however, as the dirt height
becomes significant it is a reliable indicator of how the dirt is flowing into the dipper.
A dipper dirt height sequence during a representative dig cycle is shown in Fig. 8
where the build up of dirt can clearly be seen as the dipper moves up the bank.
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Fig. 8. Overlaid laser measurements of dirt in the dipper during a typical dig. Dipper is moving
from left to right.

Using the same approach for laser-based parameter estimation (Section 3), by
observing the dirt height in front of the bail a “fullness” index was developed. This
index was compared against a predetermined threshold and proved a reliable indica-
tor of the bucket fullness.

The second approach was based on estimating the power at the dipper tooth.
It was observed experimentally that tracking performance does not appear to change
significantly based on dipper “fullness”, however, the current and hence motor power
vary depending how hard the dipper is penetrating the bank. This is consistent with
the proposition that as the dipper gets full, the drives must work harder.

The tooth power was obtained by estimating the force at the dipper teeth based
on the measured motor currents and resolved in the Cartesian velocity direction of
the teeth using the kinematic equations for the shovel. By comparing the tooth power
and the digging energy against predetermined thresholds, the technique was shown
to give reasonable predictions of dipper “fullness” when compared to the laser dirt
profiling described above. However, further investigation is required to examine the
validity of the approach under different digging regimes and shovels.

6 Conclusions

This paper has presented the successful methodology and experimental results in the
progression toward full-scale rope shovel automation through the demonstration of
a fully autonomous digging/excavation cycle on a 1/7 scale-model shovel. We have
addressed and presented solutions to this critical first step by demonstrating auto-
matic dipper filling and methods to detect when to disengage the dipper from the
bank when the dipper is full. We have also demonstrated a laser mapping system
which provides information for automatically engaging the bank, as well as poten-
tially providing a situation display for the operator. The system was found to operate
reliably and gives consistent performance similar to human operators.
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The proposed algorithms have been devised based on human observations and
implemented in such a manner that the are considered scale independent and trans-
ferable to production shovels. The primary limitation of this current system is the
nature and variability of material being excavated (e.g. in poorly blasted material
there are often boulders on the scale of dipper size). Filling a bucket in this type
of material is not considered possible at this stage. Future work will advance rope
shovel automation by including autonomous truck identification and material load-
ing.
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Summary. The Emschergenossenschaft based in Germany is currently planning the
Emscher sewer system, arguably the largest residential water management project
in Europe in years to come. In 2002, the Emschergenossenschaft engaged the Fraun-
hofer Institute for Factory Operation and Automation (IFF) in Magdeburg, Ger-
many as the general contractor to develop automatic inspection and cleaning systems
to meet the requirements stipulated by the legal guidelines. The systems must oper-
ate continuously in a sewer line, which has diameters ranging from 1400 to 2800 mm
and is partially filled, 25% at minimum, all the time. To construct the Emscher
sewer system, the Emschergenossenschaft favors a one-pipe line in long sections. A
walk-through or inspection by personnel is impossible in every phase. The Fraun-
hofer Institute IFF has completed an extensive concept study for the inspection
and cleaning systems and has developed as prototypes all systems for motion along
the sewer and all sensor systems, achieving a new quality of inspection under these
difficult conditions. This article describes significant project results and important
components of the inspection and cleaning systems such as the inspection systems,
pipe axis measurement, system positioning and sensor systems for damage detec-
tion.
Fundamental for the development of the inspection systems are a detailed inspection
going far beyond the video inspection common today and the capability of taking
comparative measurements throughout the sewer system’s period of operation to
describe the development of damage.

Keywords: Inspection System, Positioning, Sensor Systems, Sewer

1 Introduction, Objectives and Approach

The Emscher sewer system has a length of approximately 51 km with pipe
diameters of DN 1400 to DN 2800 and a depth of 5 to 40m. The maximum
distance between manholes is 600m. The sewer material is reinforced concrete.
The sewer line is uncoated and unlined. Even in dry weather, large quantities
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of water will be discharged into the sewer constantly. Legal guidelines require a
sewer system’s structural and operational condition be inspected and recorded
on a scheduled, regular and systematic basis. At present, structural condi-
tion is usually detected by optical inspection (TV inspection or walk-through
inspection).Conventional inspection methods cannot be used to inspect the
Emscher sewer system because of its constant partial filling. The automatic
inspection and cleaning systems to be designed as part of the project should
effectively do away with walk-through sewer inspections. Hence, among other
things, approval of the one-pipe sewer will depend on demonstrating that in-
spection and cleaning can be done by using remote controlled or automatic
systems.
As part of the project, the following main components were designed and
tested for their feasibility and fulfillment of the requirements:

• Carrier system (motion kinematics, robot) for positioning along the sewer
line;

• Sensor and measuring systems for inspecting pipe condition above and
below the water line as well as for detecting deposits;

• Sewer cleaning system;
• Media supply (power, data communication, water, etc.);
• Control system, operation;
• System navigation and positioning in the sewer;
• Handling systems for positioning sensors and cleaning tools on and along

the sewer wall.

A large test station with various reinforced concrete pipes and different types
of damage (e.g. cracks or spalling) was set up at the Fraunhofer Institute IFF
in Magdeburg. The sensors for inspection were mostly new developments.

In consultation with the Emschergenossenschaft, the Fraunhofer IFF has
developed and built a prototype of the rough inspection system as well as a
test prototype of the cleaning system and a test prototype of the inspection
system in order to test these in a comparable, already existing sewer system
(diameter 2300mm).

2 Inspection Strategy and Systems

The strategy for automatically inspecting and cleaning the Emscher sewer
system incorporates a three-stage approach.
In the first stage, a small swimming system called the Spy is employed in the
sewer for rough inspection. It inspects and measures the entire sewer line and
conducts camera inspections, recording major abnormalities such as erosion,
deposits, obstacles and leaks in the gas space. At the same time, it checks
whether the cleaning and inspection systems detailed below can be deployed.
The Spy must be able to position itself centrically even in curved pipes in the
sewer covering a length of 600m.
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In the second stage, if necessary, the wheel-driven cleaning system eliminates
deposits detected by the spy in the bed area and cleans the sewer wall before
the inspection system is deployed.
In the third stage, the inspection system (wheel-driven for diameters
< 2000mm, swimming for diameters > 2000mm) inspects the sewer com-
pletely, measuring the sewer (joint widths, pipe offsets, cracks) with greater
accuracy than the Spy. For all three systems, concepts were designed and de-

Fig. 1. Spy prototype and test of the swimming inspection system in a real sewer

veloped for their control, operation, introduction into and extraction from the
sewer line as well as for their energy and water supply and data transfer.

2.1 Rough Inspection System (Spy)

The Spy (Fig. 2) is an easy-to-operate, cable-guided swimming system for
rough screening of the sewer line. The Spy detects corrosion, obstacles, de-
posits and cracks. The Spy detects sewer conditions with little operating effort

but with less precision than the inspection system.

Fig. 2. Sensors on Spy
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Using a camera system, the Spy can visually inspect the gas space. It is
equipped with several flashlights for illumination. Flashlights are used because
they yield more light while consuming less power than floodlights. The Spy is
additionally equipped with ultrasound sensors for sewer measurement in the
water space. The Spy prototype must have smooth swimming behavior and
lie stably in the sewer line even at higher flow velocity. The objective of the
successful navigation tests was to position the Spy centrally in the current in
order to create good conditions for geometry measurement. It was possible to
determine the position of the Spy in the sewer and measure the sewer cross
section in the gas space.

2.2 Inspection Systems

In contrast to the Spy, the distinctive feature of the inspection system is its
ability to achieve greater accuracy of measurement with its measuring sensors.
Sensor systems are additionally integrated. Various concepts were developed
for the carrier system. The two favored carrier systems are:

1. Floating systems for large sewer diameters and
2. Wheeled chassis for smaller sewer diameters

The floating systems are convincing because of the high certainty of recovery.
Their operational range is limited by the required water level though. Wheel-
guided car systems are used when filling level is low or nominal diameters
are smaller. The test prototype is modularly constructed and represents the

Fig. 3. Swimming inspection system
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two favored carrier system concepts: Swimmer and Car. The Car test proto-
type consists of the Swimmer and the additional wheeled chassis subsystem.
Sensors for determining position in the sewer (laser ranging sensors and incli-
nation sensors) and sensors for damage detection (laser scanners, ultrasound
scanners, camera system, ultrasound crack sensor) were installed on the in-
spection system. These sensors are either rigidly connected directly with the
carrier system or they are moved by additional sensor kinematics. The rota-
tion arm on the stern of the carrier system moves the ultrasound crack sensor
along the sewer wall. Ultrasound scanners, laser scanners and camera system
are mounted on a linear axis and can precisely measure the pipe profile over
a length of approximately 1.5m.

3 Positioning, Pipe Axis Measurement

Momentary position and orientation in the sewer have to be known at the time
of any measurements with the Spy and with the inspection system. Therefore,
pipe axis measurement is an essential prerequisite for exactly representing and
analyzing the sensor data. To this end, an algorithm was developed, which,
taking a model of a complete pipe as its starting point, measures the pipe axis
exactly. The total error of pipe axis measurement is arrived at by adding up
the accuracy of the laser ranging sensors, the tolerance and the pipe’s surface
condition as well as the systematic error caused by the Spy system’s motion.
For the laser and ultrasound scanners to detect damage, a positional value
of the pipe axis has to be assigned for every individual reading. Accordingly,
when the accuracy of measurement is being assessed, the superposition of
position detection and the measuring method for detecting damage has to be
assessed.

The inspection system achieves a greater accuracy of measurement of its
position in the pipe because it is stationary during measurement and, as such,
only the accuracy of the laser ranging sensors themselves plays a role in the
overall measurement accuracy. A sensor system was conceived, which uses
15 laser ranging sensors (5 aligned vertically and 10 horizontally) to con-
stantly record position. The sensor distance data is converted into the sensor
coordinate system.
To measure the pipe axis, a cylinder with an elliptical surface area is used
to model the real pipe with its surface quality and tolerances. This is clearly
described in the Spy’s coordinate system by the cylinder axis, the radius and
the diameter. The interpretation of the measuring data would be easy if the
Spy were exactly in the center of the pipe without any deviation in its angles
of alignment. In reality, the systems tilt at yaw and pitch angles are out of
line with the center of the pipe. The measuring points are not on a straight
line but rather on a segment as the green measuring points in Fig. 4 indi-
cate. Hence an exact model of the measurement has to be made, which allows
for the curvature of the pipe. The model is based on the correlation between
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Fig. 4. Coordinate system, difference between the readings in the pipe model (green
measuring points) and the model with straight walls (red measuring points).

the measured distance, pipe radius and displacement to the pipe axis as well
as the yaw and pitch angles. Since this non-linear dependence is known, the
alignment of the pipe axis can be determined from the distance measurement.
This alignment then makes it possible to transform the measuring points onto
the circular projection of the pipe and consequently to determine the posi-
tion of the pipe axis in relation to the Spy and the inspection system. The
pipe position is determined first by mathematically resolving the non-linear
correlations. The determination of the position of the pipe axis is based on
using the pipe axis alignment to plot the measuring points on the circular
projection. After applying this transformation, a circle with an offset center is
fit to the measuring points. The displacement of the axis of the pipe vis-à-vis
the axis of the Spy is obtained from this fit.
In principle, this approach opens a method for measuring the pipe axis, which
is independent of the pipe diameter as well as of the orientation and position
of the measuring system. The method was modified to the effect that the sen-
sor alignment is compensated for by parable approximations. Corresponding
calibrating measurements are taken on a calibration rig.
The system’s position along the axis of the sewer line is determined by mea-
suring the lengths of cable uncoiled. In addition, the camera system references
the current position at all joints with the camera system. This way, inaccura-
cies caused by cable sag and slippage can be compensated for and every single
pipe can be approached with an accuracy of ±50mm.

4 Types of Damage and Selected Sensor Systems for

Damage Detection

One focus of the project was the development of the sensor systems, which
have the required accuracy of measurement under difficult conditions in the
sewer and make it possible to take comparative measurements throughout the

sewer’s period of operation (120years).
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Minimum requirements for sewer inspection in Germany are stipulated in
self-monitoring regulations issued by the states. Legal requirements, techni-
cal specifications and negotiations with local authorities have produced the
inspection tasks displayed in Table 1. The requirements of a one-pipe line are
far more demanding than those in the technical guidelines.

(*) Cracks caused by mechanical stress can be located throughout the entire
pipe. Cracks detected in the upper section of the pipe can be used to calculate
the extent of cracks in the lower section.

Table 1. Inspection tasks for the interceptors parallel to the Emscher sewer system

4.1 Chemical Corrosion

Optical measuring methods detect surface corrosion of the concrete in the
gas space and represent possible developments of damage. A semiautomatic
procedure consisting of automatic and manual analysis by an operator is fa-
vored for corrosion detection and classification. The option of mapping the
concrete wall comparatively with previous inspections is important in order
to be able to map any possible development of damage. Several cameras are
used to image the sewer wall completely.
An image processing algorithm with a short runtime is used to detect ab-
normalities immediately. The appearance of individual structural elements of
the surface is inspected for abnormalities, the measured number being more
important than its precise characteristic. When a variable limit value is ex-
ceeded, surface corrosion may be likely.
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Direct statements can be made about the possible occurrence of corrosion by
comparing the distribution of the various proportions of gray tones in the
readings with calibrated values or values already ascertained from previous
inspections. Fig. 5 presents characteristic gray tone distribution curves for dif-
ferent surfaces. Fig. 5 clearly shows the various curves for differently corroded

Fig. 5. Image of a corroded concrete surface with superimposed gray scale curve
for subareas.

surfaces. Clearly, differently damaged subareas can be identified individually.
The total assessment of potential corrosion would be obtained by averaging
the entire image space.

In addition, laser scanners, which measure the cross section of the pipe,
are used to detect corrosion with an accuracy of ±4mm.

4.2 Obstacles, Sediments, Incrustations, Mechanical Corrosion

Newly developed ultrasound scanners with an accuracy of measurement of
±2mm are being used to detect obstacles, deposits and mechanical erosion in
the water space.
Fig. 6 shows the test setup for geometry measurement in the water space with
ultrasound scanners and a scan image.

4.3 Crack Detection in Concrete Pipe

First, digital image processing systems are used to detect cracks in the gas
space. Several cameras are used to identify cracks in the gas space.
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Fig. 6. Geometry measurements with ultrasound scanner (obstacles, sediments)

In accordance with the requirements, cracks with a width of 0.5mm and up-
ward have been positively identified and logged. While cracks can reach a
long length, their frequently very narrow width makes great demands on the
measuring system mapping them. Other measures such as comparisons with
previous inspections and images of other cracks with known width as well
as the superimposition of scales help make it possible to more closely de-
termine crack width and thus more closely detect the type of damage. An
important analysis module is automatic crack detection. It employs methods
of image processing and pattern recognition in order to determine whether one
or more cracks are possibly visible on a particular image or not. Particularly
when there are small cracks, which an operator could overlook on the moni-
tor, this automatic system constitutes a considerable advantage and increases
the quality of the inspection results. Fig. 7 illustrates how different analysis

modules identified a crack. In addition, each crack was graphically marked as
a recognized structure for the purpose of presentation. The entire crack con-
figuration was never identified. However, only the information of whether a

Fig. 7. Details of result images when different crack detection methods are employed
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crack may be present in a particular image or not is important for supporting
the user. It follows from this that the automatic analysis module can already
terminate the processing of the current image and inform the user once any
crack segment has been found.

Additionally, new acoustic methods (ultrasound, impact-echo) have been
developed or adopted to detect cracks in the concrete in the gas and the water
space. These acoustic systems are able to provide information on crack depth.
The acoustic methods for crack detection additionally allow the following:

• With the right sensor system, cracks can be detected in the water space
too.

• Cracks can be roughly classified (crack depth).
• Spallings can be detected and wall thickness can be determined.

Fig. 8. Acoustic sensor systems for crack detection

The use of these sensors sensor systems for crack inspection is completely new.

4.4 Deviation of Pipe Position

Horizontal and vertical deviations of position and joint gaps have to be mea-
sured. Laser scanners, aligned laterally or on the apex of the sewer, are used
to detect and record the horizontal and vertical deviations of position.

In the gas space, cameras measure the joint gap. Differences in joint width
compared with earlier inspections indicate an axial displacement. Inconstant
joint width along the pipe circumference indicates a deformation.

Automatic measurement requires exact identification of the joint edges. To
this end, image processing methods (segmentation, contour-finding) determine
the pixels on the edges of the joint.
Fig. 9 (a) shows a detail of the identified pixels. When the parameters have
been suitably selected, the joint edges can be identified with an accuracy of
a few pixels. If these pixels are used to apply ellipse approximations, which
optimally approximate the number of points, the joint edges are obtained,

which support automatic measurement of the joints.
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Fig. 9 (b) shows a detail of the joint image with such ellipse approximations.
A Hough transformation can be used to determine the ellipse approxi-

mations. Since positioning and joint identification already identify the joint
edges, the parameters of the corresponding ellipses are also approximately
known. Thus, the search area of the Hough transformation can be restricted
greatly, making efficient implementation possible.

Fig. 9. Image detail with detected joint edges: When measurement is manual the
joint width can be marked by hand (a). When joint measurement is automated,
ellipse approximations are placed through the joint edges (b).

5 Summary and Outlook

Since 2002, the Fraunhofer IFF as general contractor has developed a com-
prehensive concept for inspection and cleaning systems for the Emscher sewer
system. Not only have all the relevant subsystems been identified but they
have also been designed in detail and subjected to all necessary tests in order
to be able to provide reliable information about their feasibility. Feasibility
was fully demonstrated. Foci of development were the carrier systems for
movement along the sewer line guaranteeing maximum recovery certainty, the
pipe axis measurement and position sensing of the systems in the sewer and
the sensor systems for detecting the condition of the sewer’s gas and water
spaces. Different sensor systems have been developed and tested in the test
station as well as in a real sewer. Erosion, incrustations and corrosion of con-
crete are detected with great accuracy. Cameras detect axial displacement and
laser scanners detect offsets in pipe joints in the gas space. Apart from the
cameras, different sensors for crack detection in the gas and water space were
developed on an acoustic basis (e.g. ultrasound).
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Along with the sensors, all systems were designed for the favored inspection
and cleaning concept. This involved a system for rough inspection of the
sewer (Spy) as well as cleaning systems and inspection systems. The control,
the operation, the introduction into and extraction from the sewer and the
manhole as well as the energy and water supply were engineered and the
certainty of recovery in case of breakdown was guaranteed.

In consultation with the Emschergenossenschaft, the Fraunhofer IFF de-
veloped and built a prototype of the spy and test prototypes of the cleaning
system and the inspection system in order to acquire more experience un-
der real conditions in the sewer. The swimming behavior of the Spy and the
floating test prototype for the inspection system were studied. The sensor
behavior for crack detection and sewer cross section measurement was also
tested. The collected findings and insights will now enter into the engineering
and development for final prototypes.

The feasibility of automatic inspection and cleaning systems for the Em-
scher sewer system and the fulfillment of the legal requirements for inspection
and cleaning have been demonstrated. The research on and tests of the in-
spection systems, the sensor systems and the cleaning technology guarantee
the inspection and cleaning required by law in a one-pipe sewer.
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6. Elkmann N., Althoff H., Böhme T., Felsch T., Kutzner S., Saenz J., Stürze
T.: Entwicklung von Robotersystemen für die Inspektion und Reinigung von
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Summary. The objective of this research is the replacement of hand weeding in
organic farming by a device working autonomously at field level. The autonomous
weeding robot was designed using a structured design approach, giving a good
overview of the total design. A vehicle was developed with a diesel engine, hydraulic
transmission, four-wheel drive and four-wheel steering. The available power and the
stability of the vehicle does not limit the freedom of research regarding solutions for
intra-row weed detection and weeding actuators. To fulfill the function of navigation
along the row a new machine vision algorithm was developed. A test in sugar beet
in a greenhouse showed that the algorithm was able to find the crop row with an
average error of less than 25 mm. The vehicle is a versatile design for an autonomous
weeding robot in a research context. The result of the design has good potential for
autonomous weeding in the near future.

Keywords: Systematic design, machine vision, GPS, robotics, intra-row
weed control, autonomous weeding robot, organic farming

1 Introduction

Weeds in agricultural production are mainly controlled by herbicides. As in
organic farming no herbicides can be used, weed control is a major problem.
While there is sufficient equipment available to control the weeds in between
the rows, weed control in the rows (intra-row weeding) still requires a lot of
manual labour. This is especially the case for crops that are slowly growing
and shallowly sown like sugar beet, carrots and onions. In 1998, on average
73 hours per hectare sugar beet were spent on hand weeding in the Nether-
lands [4]. The required labour for hand weeding is expensive and often not
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available. An autonomous weeding robot replacing this labour, could mean
an enormous stimulus for organic farming. This paper presents the design of
such an autonomous weeding robot currently being developed at Wageningen
University.

2 The Design Procedure

2.1 Method

The autonomous weeding robot is designed using a phase model as the design
method[3]. In this phase model the design of a product is represented as a
process consisting of a problem definition phase, alternatives definition phase
and a forming phase (figure 1). The results of the different phases are solutions
on different levels of abstraction.
The problem definition phase starts with defining the objective of the design.
In the problem definition phase also the set of requirements is established.
The requirements can be split into fixed and variable requirements. A design
that does not satisfy the fixed requirements is rejected. Variable requirements
have to be fulfilled to a certain extent. To what extent these requirements are
fulfilled, determines the quality of the design. The variable requirements are
also used as criteria for the evaluation of possible concept solutions. The last
part of the problem definition phase consists of the definition of the functions
of the robot. A function is an action that has to be performed by the robot to
reach a specific goal. In our case, important functions are ’intra-row weeding’
and ’navigate along the row’. The functions are grouped in a function struc-
ture, which represents a solution on the first level of abstraction.
The function structure consists of several functions. Every function can be
accomplished by several alternative principles, e.g. mechanical and thermal
principles for weed removal. In the alternatives definition phase, possible al-
ternative principles for the various functions are presented in a morphological
chart (fig. 3). The left column lists the functions and the rows display the

Fig. 1. The design process
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alternative principles. By selecting one alternative for each function and by
combining these alternatives, concept solutions can be established. These con-
cept solutions are represented by lines drawn in the morphological chart. The
best concept solution can be selected using a rating procedure. In the forming
phase this selected concept solution is worked out into a prototype.

2.2 Application for the Weeding Robot

The objective of the research is formulated as ’replacement of hand weeding in
organic farming by a device working autonomously at field level’. Starting from
this objective, the first step in the problem definition phase was to establish
the set of requirements. For this purpose interviews were held with potential
users, scientists and consultants related to organic farming. The resulting
requirements are as follows:
Fixed requirements:

• Replacing hand weeding in organic farming.
• Applicable in combination with other weed control measures.
• Manual control of the vehicle must be possible for moving the vehicle over

short distances.
• Weeding a field autonomously.
• Ability to work both day and night.
• The weeding robot should not cross the field boundaries.
• The weeding robot must be self restarting in absence of emergency.

Fig. 2. The function structure
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• The weeding robot informs the farmer when the weeding robot stopped
definitely (e.g. due to security reasons) or when it is ready.

• The weeding robot sends its operational status to the user at request
• The weeding robot must function properly in sugar beet.

Variable requirements:

• Removing more than 90 percent of the weeds in the row.
• The costs per hectare may be at least comparable to the costs of hand

weeding.
• Damage to the crop is as low as possible.
• The soil pressure under the weeding robot must be comparable or less than

for hand weeding.
• Energy efficient.
• Safe for people, animals and property.
• Suitable as research platform.
• Limited noise production
• Reliable functioning.
• Easy to use.

After establishing the set of requirements the functions of the the weeding
robot were identified. These functions were grouped into a function block
scheme. This scheme is represented in figure 2. The lines in the scheme in-
dicate flows of energy, material or information. Functions located in parallel
lines can be performed simultaneously.
The navigation system consists of four functions. Firstly, the weeding robot
should constantly determine if it is located in- or outside the field. Secondly,
if within the field, it should determine if it is on one of the headlands or not.
Thirdly, in case it is not on the headlands, it should navigate along the row
and perform the intra-row weeding. Fourthly, if the weeding robot arrives on
the headland, it should stop the intra-row weeding and start to navigate to
the next crop rows to be weeded. This sequence repeats until the whole field,
except the headlands, is weeded. Weeding of the headlands is left out of con-
sideration. An increasing number of farmers in the Netherlands do not grow
sugar beet at the headlands because they think it is not cost-effective.
In the alternatives definition phase possible alternative principles for the vari-
ous functions are listed in a morphological chart (fig. 3). Four people involved
in the project drew lines indicating possible concept solutions in the chart.
These concept solutions were then weighed against each other using the vari-
able requirements listed before. The concept solution indicated by the line in
figure 3 is the final concept solution.
In the forming phase described in section 3 the concept solution was worked
out into a prototype.



Fig. 3. Morphologic chart
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2.3 Results of the Design Process

Determine where intra-row weeding has to be performed

To determine where intra-row weeding has to be performed, pattern recog-
nition of plant locations is going to be used. From earlier research [2] it is
expected that the quality of detection of this method is at least as good as
the quality of detection of other methods. Though combinations of methods
like recognition of pattern, shape and colour are expected to have a potential
for higher quality of detection, just pattern recognition is chosen because it is
expected to be sufficient.

Positioning of weeding

To position the actuator at the location indicated by the detection system
dead reckoning is going to be used. A wheel with encoder, giving a precise
distance measurement, will be available already because it is also needed for
the pattern recognition system.

Intra-row weeding

Intra-row weeding will be performed by a mechanical actuator. It is expected
to be difficult to remove weeds growing close to a crop plant by air, flaming,
electricity, hot water, freezing, microwaves or infrared without damaging the
crop plants. In that respect laser would be an excellent solution. However,
laser can not work under the ground surface, and has therefore less effect on
certain weed species. On the other hand, not moving the soil prevents buried
seeds from germinating. A greater disadvantage of laser is its high price. High
power laser is needed to reach reasonable performance, and this involves high
costs. Water-jet could also probably be a good solution for intra-row weeding,
but this needs much more investigation than a mechanical solution.

Determine if within field

GPS is selected to determine wether the weeding robot is within the field or
not. The determination if the weeding robot is located within the field or not,
needs to be guaranteed correctly at any time. A combination of vision and
dead reckoning can not give this guarantee as good as a solution in which
GPS is used. Dead reckoning could improve the position determination by
GPS. However, if a GPS is selected with sufficient accuracy, additional dead
reckoning is not needed.

Navigate along the row

Machine vision is selected for navigation along the row. Machine vision makes
it possible to navigate along the row by relative positioning to the row. There-
fore the weeding robot can work in any field without requiring absolute co-
ordinates of a path to be followed. Absolute positioning by means of GPS,



possibly combined with other sensors, requires knowledge of the absolute po-
sition of crop rows in a field. Navigation along the row by relative positioning
to the row could be done also using tactile, ultrasonic or optical sensors com-
bined with dead reckoning. Tactile sensors are not going to be used because
in case of sugar beet they could harm the crop. Machine vision is preferred
over ultrasonic or optical sensors, because of the ability to look forward, which
contributes to a more accurate control of the position of the weeding robot rel-
ative to the crop row. It is not clear wether dead reckoning could substantially
contribute to the navigation accuracy feasible with machine vision.

Determine if on headland

GPS is selected to determine if the weeding robot is located on the headland.
Using GPS requires some labour for recording the border of the headlands in
advance, but will result in a correct headland detection. If a high accuracy
GPS is selected, accuracy does not have to be improved by dead reckoning.
Tactile, ultrasonic or optical sensors in combination with dead reckoning could
also be used to determine wether the robot is on the headland, by detecting
the end of the row, i.e. if over some predefined distance no row is detected.
However, another crop may grow on the headland (seeded to prevent germi-
nating of weeds) or crop rows seeded at the headland can cross the crop row
to be followed. In these situations the latter solutions can not guarantee a
correct detection of the end of row, and therefore also not a correct head-
land detection. Machine vision could give more reliable results, but it is still
difficult because headland to be detected is not so structured.

Navigate on headland

For navigation on the headland GPS is selected. On the headland the weeding
robot has to make a turn and position itself in front of the next rows to be
weeded. At the moment the robot arrives at the headland, a virtual path is
planned to a position in front of the next rows to be weeded. Navigating over
this path is going to be done by GPS.

Locomotion related functions

A diesel engine with a hydraulic transmission was selected for the locomo-
tion related functions. For weeding quite some power could be required and
the available power should not be limiting for realizing the objective of au-
tonomous weeding of a field. A diesel engine with an hydraulic transmission
is a proven concept in agriculture. A gearbox limits the possible combinations
of the number of engine revolutions and driving speed and shuffling is difficult
to automate. A continuously variable or hydraulic transmission is therefore
preferred over a gearbox. Hydraulics makes it possible to design a compact
wheel construction preventing damage to the crop.
A design with four wheels is preferred over one with three because of stability.
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It was decided that four wheels is also preferred over two or four tracks. The
most important advantages of tracks in practice are the better traction and
the less soil compaction. But it is expected that if four wheels are used for
such a light-weight vehicle (not more than 1500 kg) soil compaction will be ac-
ceptable. Traction when using wheels is expected to be good enough because
of the limited weight and the limited need of traction for intra-row weeding.
Four wheel drive and four wheel steering were chosen to have the possibility
to investigate all kinds of driving strategies.

Communication with the user

Specific settings for a field will be defined by a board computer. Any moment
a user wants to know the status of the weeding robot, the weeding robot
status will be accessible via the internet. A website gives good opportunities
to represent information in an orderly way and it is easily accessible from
everywhere. In case the weeding robot needs help from its user, the weeding
robot notifies its user by sending an SMS (Short Message Service) message by
the GSM network. In the Netherlands any place is covered by the GSM net-
work. From the alternatives listed, SMS is the solution that gives the highest
assurance that the user really receives the message shortly after it is sent.

Detect unsafe situations

Detecting unsafe situations will be done super canopy all around the weeding
robot. Situations in which this solution is not sufficient are hardly imaginable.
Ideally the weeding robot should detect every unsafe situation, at every level
and direction. Even if somebody is lying in between the crop rows below
canopy level this should be detected. Because of the research effort involved
in reaching the ideal objective mentioned and the possible high costs for such
a solution, detecting around and only super canopy is preferred.

3 The Vehicle

The size of the vehicle was determined by the standard track width used in
agriculture in the Netherlands which is 1.50 m. This track width also makes
the design versatile in the sense that it is suitable for crops grown in beds like
carrots an onions. See figure 4 for the resulting vehicle.
Sugar beets are grown at a row distance of 50 cm so the weeding robot cov-
ers three rows. The engine power is selected so that it has enough power for
driving and steering under field conditions and for driving three actuators.
The required power for the actuators was calculated based on an actuator
specially designed for intra-row weeding by Bontsema et al. [2]. The engine is
a 31.3 kW Kubota V1505-T.
The ground clearance is about 50 cm to prevent the crop from being damaged
by the vehicle. The vehicle is 2.5 m. long to have enough space for mounting



Fig. 4. The weeding robot

actuators under the vehicle in the middle between the front and rear wheels.
The tyre width of 16 cm leaves enough space for steering in between crop rows
while soil compaction is expected to be acceptable. The weight of the vehicle
is about 1250 kg.
The engine drives two hydraulic pumps. One supplies the oil for steering and
driving, and the other for driving the actuators. The oil for driving and steer-
ing flows to a electrically controllable valve block with eight sections. Four
are used for steering and four are used for controlling wheel speed, so wheel
speeds and wheel angles can be controlled individually. The wheels are driven
by radial piston motors. The required driving speed range for intra-row weed-
ing is 0.025 m/s - 2 m/s continually variable. A desired top speed of 5.6 m/s
was specified for fast moving of the robot within a field. It appeared that
hydraulics could not be designed to have a variable work speed from 0.025
m/s to 5.6 m/s. A solution was found by designing the hydraulics so that
two speed ranges exist. The working speed ranges up to 3.2 m/s. A maximum
travel speed of 6.4 m/s is realized by changing to two wheel drive by combin-
ing the oil flows of four wheels into two flows.
Each wheel is steered by an hydraulic motor with a reduction gear. The max-
imum steering speed is 360 degrees per second. The angles of the wheels are
measured by angle sensors. The oil for driving the wheels flows via a turnable
oil throughput. This makes it possible to turn the wheels in any angle from
0-360 degrees.
The weeding robot electronics consists of 6 units connected by a CAN bus
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Fig. 5. Electronics architecture

using the ISO 11783 protocol. In figure 5 an schematic overview is given of
this system with vehicle control related sensors and valves. Four micro con-
trollers are located near the four wheels to measure the wheel speed and the
wheel angle. Angles, wheel speeds and wheel direction are transmitted using
the CAN bus. Via the CAN bus and two other micro controllers the hydraulic
valve block is controlled. One laptop processes images supplied by the camera
connected and returns the location of the crop rows in relation to the vehicle
position in a CAN bus message. Another laptop does the vehicle control. It
gathers wheel speed, wheel direction, crop row location data and GPS data
and controls the vehicle by sending messages to the units connected to the
valve block. This laptop is also the user interface of the weeding robot. A re-
mote control is connected to this laptop via a radio modem for manual control
of the weeding robot. Besides the sensors directly related to navigation and
control, there are some more sensors connected to the modules. These sensors
indicate oil filters functioning, oil temperature and oil level are also interfaced
to the laptop. If a sensor indicates an emergency, the weeding robot will turn
off automatically.

4 Navigation Along the Row

As explained in section 2.2 part of the navigation system of the weeding robot
will consist of navigating along the row using machine vision. The machine
vision algorithm was developed and tested on a sugar beet field prepared in a
greenhouse. The area covered by one image was 2.5 meters long in row direc-
tion and 1.5 meters wide at the side closest to the camera. This means that
three complete rows are visible in the image. The first step in the row recog-
nition algorithm, is transforming the RGB image to a grey scale image with
enhanced contrast between green plants and soil background. The next step
is to correct the images for perspective by an inverse perspective transforma-
tion. In the corrected image three rectangular sections of crop row spacing are
selected. The first section is selected in the middle of the image. The other
two are selected on both sides of the first section. The sections are combined
by summing up the grey values of the sections to a combined image. To the
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Fig. 6. Typical images together with estimated row position at different growth
stage and weed pressure

resulting combined image grey scale Hough transform is applied.
Measurements show that the algorithm is able to find the row independent

of the crop stage. Furthermore, the algorithm has found the crop row in im-
ages with a high weed density. Some typical results can be found in figure 6.
The quality of the row position estimation is determined by comparing the
lines found by the algorithm with lines positioned over the crop rows by hand
in the original image. The average deviation between the estimated and real
crop row varied from 6 to 223 mm. The higher deviations in this range can be
explained by the number of plants visible in early crop stage, overexposure of
the camera, and the presence of a lot of green algae due to our experimental
setup. Ignoring the measurements under these extreme conditions, the algo-
rithm was able to find the row with an average error of less then 25 mm.
The measured processing time varied from 1 to 1.5 seconds per image. This
variation can be explained by the varying amount of weed. The more light pix-
els there are, the more pixels have to be processed by the Hough transform.
Details can be found in [1].

5 Conclusions

The advantage of using a structured design procedure is that it provides a
good overview of the complete design. Also, the design method forces the
designer to look at alternative solutions. Because of the structured sequence
of design activities, it is easy to keep track of the progress of design. In a
research context it is easy to identify alternative subjects that are worthwhile
to investigate further. But in the mean time the main line of the research
remains clear.
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Applying the design procedure for the autonomous weeding robot resulted in
a flexible research vehicle. The design consisting of diesel engine, hydraulic
transmission, four wheel drive and 360 degrees four wheel steering is a good
concept for an autonomous weeding robot in a research context. The available
power and the stability of the vehicle does not limit the freedom regarding
research to solutions for intra-row weed detection and weeding actuators.
From the established functions only for navigation along the row a new algo-
rithm to detect sugar beet rows is discussed. The algorithm is able to find the
row with an average error of less than 25 mm. Processing one image cover-
ing 2.5 meters row length takes less than 1.5 second. It is not expected that
the attainable driving speed of about 1.5 m/s will be limiting. From earlier
research it is expected that the actuator will limit the driving speed to 1 m/s
or less. So it can be concluded that the results of the algorithm give good
perspectives to navigate an autonomous vehicle along rows in a sugar beet
field.
The planning for the current year is to finish the autonomous navigation
and control of the weeding robot. This will be tested in a sugar beet field.
Adding an intra-row weeding system is planned for next year. The ultimate
test will then be to show that it is possible to weed a whole sugar beet field
autonomously by a weeding robot.
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Summary. In this paper, as a part of research work on the autonomous loading
operation by wheel loader at surface mines or construction working places, a me-
thod of path generation for wheel loader will be described. V shape path connecting
between the scooping position and the loading position consists of clothoid curves
and straight lines. Each length of line segments are optimized in path generation
procedure. The scooping direction is determined based on the estimation of re-
sistance force applied on the bucket during scooping motion, by using simplified
shape model of pile and bucket trajectory model. Proposed method is installed on
the experimental model. Shape of the pile is measured by a stereo-vision system. For
giving scooping position, scooping direction giving the least moment on the bucket
is selected. By this method, appropriate path is generated.

Keywords: Path generation, wheel loader, loading operation, scooping

1 Introduction

One of the major fields for intelligent system applications is field of mining and
construction. The working environment in mining or construction consists of
irregular shaped material such as fragmented rock, sand or soil, and changes
its shape with advancing the operation. Unmanned systems in these fields
should be intelligent systems that can decide its actions based on the changing
situation. Wheel loader (Front End Loader: ”loader” hereinafter) is used for
loading materials widely in these fields. It has large bucket at front end and
four wheels. The main functions of the vehicle are to scoop with the bucket
and freely maneuver with the wheels (Fig. 1). Our group has been researching
an autonomous system for the loading operation of this vehicle [1, 2]. A
method of path-generation for wheel loaders as part of our ongoing research is
described in this paper. Several researches have been conducted on automatic
operation system of wheel loader [3, 4]. These developed systems employed a
guidance method or a teaching-playback method for traveling. Path generation
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Fig. 1. Wheel Loader

Pile

Loader

Dump Truck

Fig. 2. V Shape Path

function was not included. As mentioned previously, path planning is one of
the essential functions for autonomous operation system.

In the most common loading operation, loader travels on V shape path
between scooping point and loading point on a dump truck including a switch
back point as shown in Fig. 2. This paper describes a method to determine the
scooping direction based on the shape of the pile and a method to generate
V shape path. The proposed methods are applied in an experimental model
and evaluated.

2 Path Planning

2.1 Steering System of Wheel Loader

Steering mechanism of wheel loader is articulate steering system as shown in
Fig. 3. The body of the loader is separated into a front part and rear part
connected by a centre pin. The angle around the centre pin is controlled by
hydraulic cylinders. Because distances from centre pin to front axel and to
rear axel are same, front wheels and rear wheels run on same trace and wheel
loader has high mobility in off road such as muddy or soft soil.

R

L

φ

Fig. 3. Steering Mechanism
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Let φ be the articulate angle, L be the distance from centre pin to the
front axel or rear axel, R be the radius of curvature and k be the curvature.
Relations between them are as follows:

L = R tan(φ/2) (1)

k = 1/R =
2 tan(φ/2)

L
(2)

When φ is small, curvature k is proportional to φ linearly. The operational
range of the articulate angle is about 40 degrees. The relation between k and
φ is almost linear in this range.

2.2 Path Planning with Path Elements

It is easy and effective to generate a path from the given initial position
to the final position by combination of path elements such as straight line
and curve. In the proposed method of path planning, clothoid is employed as
curve element. Curvature of clothoid is proportional to the length of the path.
Clothoid curve is described by following formulae.

x(s) =

� s

s0

cos(ks2)ds (3)

y(s) =

� s

s0

sin(ks2)ds (4)

Where s is the length of path and k is coefficient about sharpness of the
path. If the curvature is changed as shown in Fig. 4(a), the path becomes
the same clothoid joined in reverse direction and this curve is named ”sym-
metrical clothoid” (Fig. 4(b)). At both of the end of symmetrical clothoid,
curvature is zero therefore the curve can be connected to straight lines with
continuously [5].

(a) curvature (b) path

Fig. 4. Symmetrical Clothoid
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V shape path as described in the previous section can be composed of
two symmetrical clothoid and straight lines. For convenient of explanation, it
is supposed that the initial position of loader is on the origin of coordinate
system and direction of the loader is positive direction of x axis as shown
in Fig. 5 . The grey zone in Fig. 5 is the area that can be reached via the
combination of straight line l1 , symmetrical clothoid c1 , straight line l2 ,
symmetrical clothoid c2 , and straight line l3. The directions of staight lines
l1, l2 and l3 are the directions of the loader at the initial position, at the
end of c1, and at the final position, respectively. The loading operation with
V shape path requires that the loader should move backwards on l1 and c1,
move forwards on c2 and l3, therefore l1 should be negative and l3 should be
positive value.

C1

C2

l1

l2

l3
l1

l3 l2

Ps

Pl

Pt

Ph

x

y

Fig. 5. Zone reachable via combination of clothoid and straight lines

When the end position and direction of the symmetrical clothoid is given,
corresponding clothoid is obtained by solution of formulae ( 3) and ( 4). But
they cannot be solved analytically because ( 3) and ( 4) are Fresnel integral.
To simplify the procedure of numerical solution, the curvature of symmetrical
clothoid is limited to several values. The path planning proceeds in the follo-
wing steps. Let Ps be the scooping position, θs be direction at that position,
Pl be the loading position, θl be direction at that position and θh be direction
at Ph:the switch back point. θh takes value between θs and θl . The final pa-
thconsists of l1 - c1 - l2 - c2 - l3 in this order, however c1 - c2 is determined in
the first step and l1, l2 and l3 are determined in the second step. At the first
step, set k at a certain value and calculate c1 for (θh − θs) at the end of c1.
Next, calculate c2 for (θe − θh) in the same manner and connect c1 and c2 in
direction θh. In the second step, generate the path l1 - l2 - l3 between the end
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point of c1 - c2: Pt and the scooping point Pl with optimization on length of
l1 - l2 - l3. Function Z for the optimization of the length l1 - l2 - l3 is defined
in ( 5),

Z = l21 + l22 + l23 (5)

Constraint conditions are

C1 = (xl − xt) − (l1 cos θs + l2 cos θh + l3 cos θl) = 0 (6)

C2 = (yl − yt) − (l1 sin θs + l2 sin θh + l3 sin θl) = 0 (7)

Where xl, yl, xt and yt are x and y elements of Pl and Pt respectively. Function
F on the aforesaid is defined as follows,

F = Z + µ1C1 + µ2C2 (8)

Where µ1 and µ2 are Lagrange’s multipliers. Let variation of F respect to
l1, l2, l3, µ1 and µ2 be zero, i.e.:

∂F

∂l1
= 0,

∂F

∂l2
= 0,

∂F

∂l3
= 0,

∂F

∂µ1
= 0,

∂F

∂µ2
= 0 (9)

From these equations, following relation is obtained.

T l = p (10)

where l = (l1 l2 l3)
T and p= (0 xl − xt yl − yt)

T . T is the following
matrix:

T =

 sin(θl − θh) sin(θs − θl) sin(θh − θs)
cos θs cos θh cos θl
sin θs sin θh sin θl

 (11)

If p is given, l is obtained using inverse matrix of T .

l = T−1p (12)

The obtained V shape is the minimum length path at a certain angle of
θh. The total length of V shape is changed with change of θh. In the final step
of the path planning, V shape paths at several θh varied between θs to θl is
calculated out and V shape with the minimum length is selected as the final
result of the path planning. The entire procedure with example is illustrated
in Fig. 6 and 7. Scooping point Ps is located on (0 0)T and loading point
Pl is located on (−6L 6L). Where L is distance between the centre pin and
front axel (or rear axel). Length and distance are normalized by L in following
explanation. Scooping direction θs is 0 degree and loading direction θl is 80
degree. Curve segments c1-c2 at several angle of θt are shown in Fig. 6. The
intermediate angle θh is set at 15, 30, 45, 60 degree. Fig. 7 shows result of the
minimum length of the shape with angle θh = 58 degree. Thick line represents
V shape and thin line represents clothoid carve: c1-c2.
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Fig. 6. c1-c2 at several θh Fig. 7. V Shape Path

3 Determination of Loading and Scooping Direction

3.1 Resistance Force Applied on Bucket

Approach direction to the dump truck for loading is perpendicular to the
vessel of the dump truck, however determination of the scooping direction
is based on shape of the pile. If possible, the scooping direction should be
perpendicular to slope of the pile (Fig.8 ). If the scooping direction is far from
perpendicular, as shown in (b), the resistance force around the centre line of
the bucket is asymmetrical, imposing undesirable stress on the bucket link
mechanism.

Pile

(a) (b)

Fig. 8. Scooping angle

Large amount of resistance force from pile is applied on the bucket during
scooping. Magnitude and direction of the resistance force are affected from
shape of pile and trajectory of the bucket. The resistance force can be classified
into several element of force. Dominant elements are penetrating force F1 and
force required moving material in front of the bucket F2. From results of basic
experiments on resistance force between bucket and material of pile, F1 and
F2 are formularized as follows [6];

F1 = K0HSγg (13)
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WhereH is depth of pile at the tip of bucket, S is cross sectional area of the
tip of bucket, γ is specific gravity of material of the pile and g is acceleration
of gravity. K0 is coefficient related penetration resistance for each material.

F2 =
γH2

2
W

1

sin2 α sin(α− β)

sin2(φ+ α)�
1 +

�
sin(φ+δ) sin(φ−β)

sin(α−δ) sin(alpha+β)

�2 (14)

Where W is width of the bucket, φ is internal friction angle of the material.
α, β and δ are angles on geometrical configuration of the bucket and the
pile. F1 and F2 are proportional to H and H2 respectively. The depth of the
material at the tip of the bucket changes as the bucket advances during the
scooping operation. The bucket trajectory of a standard scoop is composed of
the three sections shown in Fig. 9. In the first section, the base of the bucket
remains flat against the ground. As the loader advances on its wheels, the
bucket penetrates the pile from points A to B (section 1). From points B to
C (section 2), the bucket arm moves the tip of the bucket upward along a
line or curve and increases the tilt. Once filled with the piled material, the
bucket moves upward almost vertically from points C to D (section 3). The
horizontal length of scooping, AB and BC’, depends on the capacity of the
bucket and shape of the pile. In a standard scoop, the total length of scooping
AC’ is about 1.5 times as long as the length of the bucket base.

A B

C

D

C'

Fig. 9. Bucket trajectory model

3.2 Pile Model

The column model [1] is a useful system for estimating the interaction between
the bucket and the piled material. Though simple in structure, the model
can represent the shape of the pile, as well as changes in both shape and
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volume. Fig. 10 shows the structure of the column model. The working area
is tessellated into sections, each forming the base of a column. The height of
each column represents the height of the pile at that position. The sizes of
the sections and unit of height have no relation to the particle or fragment
diameter of the material making up the pile.

3.3 Determination of Scooping Direction

Resistance force at each point on tip of the bucket is estimated using column
model and bucket trajectory model(Fig. 9). Based on the estimation of resi-
stance force, unbalance of the resistance force is also estimated. The scooping
direction with the least unbalance of resistance force should be selected for
proper scooping motion.

Discreet points are set on the scooping area as shown in Fig. 11. Let
wj be the distance from the centre of the bucket, hij be the average depth
of material of the pile in the unit width at that point. The variable mij is
defined as following,

mij = hij · wj (15)

Fig. 10. Column model

j i

wj
(i , j)

Fig. 11. Discrete point on the bucket
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Thus mij is a value related to ”moment” around the center of the bucket.
Let mwj be sum of all mij for setting points on tip of the bucket, as shown
in Fig. 11.

mwi =
	
j

mij (16)

M is defined as the sum of mwi with respect to interval point i in the
advancing direction.

M =
	
i

mwi (17)

M is the sum of all values related to the moment applied on the bucket
during one scooping cycle. M changes with changes in the scooping direction
for the same initial scooping position. The smallest M is expected when the
scooping is executed in a direction normal to the slope, but the value is also
affected by the shape of the scooping area on the pile. The scooping direction
with the smallest M is determined by comparison of the estimated M values
in different directions around the normal vector in the neighboring area of the
initial scoop position.

4 Experimental Result

The proposed method described above was installed and evaluated using expe-
rimental model called YAMAZUMI-2(YZ-2.Fig. 12) and the pile of fragmented
granite. YZ-2 has same structure and function of a wheel loader. The length
between the front axel and the rear axel is 270mm and width of bucket is
250mm. Size of the experimental pile is about 1000mm in width and 300mm
in height. Particle size of the pile is 5mm. Two CCD cameras are attached to
YZ-2 for shape measuring of the pile by a stereo-vision system. The length of
the base line of the cameras is 100mm. The resolution of image is 640X480.
Fig. 13 is image of the pile by CCD camera. The shape of the pile was ob-
tained by applying the correlation method on the images. The column model
of the experimental pile is shown in Fig. 14. Size of the basement of column
is 5x5mm and the column model consists of 300x300 columns. The column
model can represent 1500 x 1500 mm area in the experimental field.

Cross mark in Fig. 13 is the scooping position. In the first step of the
procedure, the scooping direction is determined. For calculation of mij , 50
points at intervals of 5 mm were set on the tip of the bucket.

The advancing distance of the bucket B-C’ in Fig. 9 was 150 mm, and
30 points for the calculation of mwj are set on the tip of the bucket with
5 mm intervals. The normal vector of the slope in the section neighboring
the scooping point on the pile was (0.889, 0.458). The temporary scooping
direction was set at 27.26 degrees. The scooping direction for the estimation
was changed between -50 and 50 degrees around the direction of the normal
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Fig. 12. Experimental model YZ-2

Fig. 13. Image of experimental pile Fig. 14. Column model

vector to ascertain the minimum M . Fig. 15 shows the result. The least M was
obtained at -22.24 degrees. The selected scooping direction differed slightly
from the direction of the normal vector of the slope in the section neighboring
the scooping point.

-100 -20 60

M

Scoop Angle[degree]

Fig. 15. Moment on the bucket
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The angle at the loading position is set at 80 degree. Fig. 16 shows the
length of V shape and path elements for θh between -22 to 80. Circle, triangle
and square represent the total length of V shape, l1 and l3 respectively. At
angle of 44 degree, the length of the V shape becomes the minimum. l1 is
negative and l3 is positive. This fills the requirement for V shape path.

44h [degree]-22 80

L[
m
m
]

0

3000

θ

Fig. 16. Length of the path with angle θh

The final result of V shape generation is shown in Fig. 17 . Bold irregular
shaped line represents the edge of the pile. The generated path connects the
scooping position and the loading position properly.

Truck

Pile

0 2000 [mm]

1000

1000

2000

Fig. 17. V shape path
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5 Conclusion

Outline of the proposed method is itemized below.

1. Irregular shape of pile is converted into numerical expression by column
model. Unbalance of resistance force applied on bucket is estimated using
the column model and bucket trajectory. Based on the estimation, appro-
priate scooping direction is determined.

2. Planned V shape path consists of two symmetrical clothoid curves and
three line segments. To simplify the generation of clothoid, the curvature
is limited in several value. The lengths of line segments are determined
through optimization.

3. The total length of the V shape is affected by the angle at the switch back
point: qh. The angle providing the minimum length of the path is obtained
by comparison among these at different angle of qh between angles of the
scooping position and the loading position.

4. The proposed method is installed on the experimental model. V Shape
path for the given scooping position and loading position is generated.
The loader can travel between the scooping position and loading position
with smooth curvature. The results show that the proposed method works
very well.

References

1. Sarata, S.: Model-based Task Planning for Loading Operation in Mining. Proc.
of IROS, pp439-445, 2001

2. Sarata, S.: Research and Development on Unmanned Loading Operation by
Wheel Loader, Proc. Rapid Mine Development, pp249-258, 2001

3. Gocho,T. et al: Autonomous Wheel-Loader in Asphalt Plant, Proc. 9th ISRAC,
1992

4. Oshima, H. et al :Automation of Loading and Hauling Work in Mining and
Quarry, Komatsu technical report, Vol.43, No.1, pp.27-39, 1997 (in Japanese)

5. Weeramhaen,Y. et al.: Path Generation for Articulated Steering Type Vehicle
Using Symmetrical Clothoid, Proc. of ICIT, 2002

6. Sarata, S. et al.: Trajectory Arrangement based on Resistance Force and Shape
of Pile at Scooping Motion, Proc. of ICRA, pp3488-3493, 2004



Development of an Autonomous
Forest Machine for Path Tracking

Thomas Hellström, Thomas Johansson, and Ola Ringdahl

Department of Computing Science
Ume̊a University
Sweden
{thomash,thomasj,ringdahl}@cs.umu.se

Summary. In many respects traditional automation in the forest-machine industry
has reached an upper limit, since the driver already has to deal with an excess of
information and take too many decisions at a very high pace. To further automation
still, introduction of semi-autonomous and autonomous functions are expected and
considered necessary. This paper describes an ongoing project along these ideas. We
describe the development of the hardware and software of an unmanned shuttle that
shifts timber from the area of felling to the main roads for further transportation.
A new path-tracking algorithm is introduced, and demonstrated as being superior
to standard techniques, such as Follow the Carrot and Pure Pursuit. To facilitate
the research and development, a comprehensive software architecture for sensor and
actuator interfacing is developed. Obstacle avoidance is accomplished by a new kind
of radar, developed for and by the automotive industry. Localization is accomplished
by combining data from a Real-Time Kinematic Differential GPS/GLONASS and
odometry. Tests conducted on a simulator and a small-scale robot show promising
results. Tests on the real forest machine are ongoing.

1 Background and Introduction

This paper describes an ongoing project of the design and development of
an autonomous path-tracking forest machine. This kind of product is part
of a long-term vision in the forest industry [4], of developing an unmanned
shuttle that transports timber from the felling area to the main roads for
further transportation. The main advantages with such a solution are lower
labor costs and less ground damages and emissions due to the lower weight
of an unmanned vehicle (the cabin alone weighs several tons). The general
requirements and conditions for the development of this kind of product are
not addressed in this paper. It focuses instead on one of the necessary com-
ponents: autonomous navigation, which involves sensing and moving safely
along a user-defined path in a dynamic forest environment.
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Unmanned vehicles in off-road use have been for long an active area of re-
search and development. The mining company LKAB has been using vehicles
in underground mines for many years, with reflective markers to aid the laser-
based navigation system. Due to safety reasons combined with high demands
on availability, these systems are no longer in full commercial operation. Lo-
calization techniques of autonomous forest machines based on a combination
of odometry and artificial visual landmarks are described in [9]. Requirements
and system design for a robot performing selective cleaning in young forest
stands is described in [14].

The initial design and ideas underlying the project reported in this pa-
per are described in [5]. More technical detals are found in [3]. The resulting
system has two modes of operation: Path Recording, in which the human ope-
rator drives or remote controls the vehicle along a selected path back and
forth from the area of felling to the transportation road. In this phase, posi-
tion, speed, heading and the operator’s commands are recorded in the vehicle
computer. When the vehicle has been loaded with timber (this subtask could
also be done autonomously, but is not considered in this project) the operator
activates Path Tracking mode, which means that the vehicle autonomously
drives along the recorded path to the transportation road. In this paper, we
describe the hardware and software developed and implemented for a pilot
study on a Valmet 830 forest machine (forwarder) supplied by our industrial
partner Komatsu Forest AB. The presented project started January 2003 and
will end by December 2005. A continuation of the project is planned. Section 2
gives an overview of the developed hardware and software. The general design
ideas behind a developed software system for sensor interfacing and actuator
control are briefly described in Sect. 3. A novel algorithm for path tracking is
described in Sect. 4. General experiences and directions for the future work
finalizes the paper in Sect. 5.

2 System Overview

A block diagram of the developed system design is shown in Fig. 1. The major
building blocks are described in this section. The system runs on two compu-
ters: the one placed on the vehicle is responsible for hardware interfacing and
low-level data processing, such as data fusion in an occupancy grid. This com-
puter communicates by a regular wireless local area network (WLAN) with
the operator computer running the high level path tracking algorithms and
the user interface. The two computers run with Windows XP at present, alt-
hough it is designed so it can be moved to other OS:es, for instance UNIX or
LINUX. This operating system independence comes from the choice of imple-
mentation language, Java and Matlab, as programs written in these languages
are easily moved between different platforms. However, certain low-level dri-
vers in C++ will have to be converted. The Java version used has varied from
1.1.8 up to 1.5, with little or no problems. The upgrading was needed partly
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Actuators
Steering force
Throttle pedal
Brake

Sensors
For localization:
GPS/GLONASS
Gyro/Compass
For obstacle detection:
24 GHz radar
Laser scanner
Engine rpm
Steering angle

Mobile computer
Win XP Java
- Hardware interface
to sensors and actuators

- Low-level control loop
- Low-level data analysis and
occupancy grid

- Communication

Remote computer
Win XP Matlab
- User interface
- Path recording
- High-level control loop
for Path tracking

- Data analysis routines
under development

- Communication

WLAN
communication

DGPS base station

Fig. 1. Overview of the architecture of the developed system. The high- and low-
level parts are split between two computers. The shown forest machine is a vision
of what a future autonomous vehicle would look like.

for incorporating new features in Java, and partly to overcome compatibility
problems with Matlab. In general, low-level processing and communication is
implemented in Java, and high-level processing in Matlab. However, during
development the Matlab environment has been used also for typical low-level
operations, such as Kalman filtering. With a top-level cycle time of around
100 ms, it has not presented any problems, and it simplifies the research work
considerably. In a final productified version most processing should be imple-
mented on the mobile computer, with the operator computer in charge of the
user interface only.

2.1 Communication

As mentioned in the previous section, the modules of the system may reside
on different computers. The communication routines take care of the data
routing, and make the actual location of each module transparent to the other
modules. Communication between separate computers is done by Ethernet
network, either directly through a cable or via a Wireless Local Area Network
(WLAN). The WLAN equipment is the standard 10-to-54 Mbps hardware
used for offices and homes. The WLAN is used for controlling the vehicle, but
since the communication handling is transparent to the system, debug and
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in-office tests can be done by either a cable or direct communication within
the computer.

The network communication uses datagrams (by the Internet UDP proto-
col), i.e. small packets of data transmitted with no control over their arrival,
and therefore no acknowledge of received packets is obtained. The amount
of data that travels through the network is very small, currently the largest
packets are about 1200 bytes, and are transmitted every 200 ms. Most packets
contain only a few bytes of payload, usually one reading of a sensor. A conser-
vative estimate on the communication bandwidth needed is about 200 Kbps.
(20 different types of packets, 100 bytes per packet, 100 ms. period). This
amounts to 2% of the bandwidth of a 10 Mbps. link. The delay in the network
is difficult to measure, since the two participating computers usually do not
have synchronized clocks, but the estimate from preliminary tests is of less
than 10 ms.

2.2 Sensors and Actuators

Sensors are primarily required for localization of the vehicle and obstacle de-
tection. The performance of various sensor types and analysis algorithms is
closely tied to the physical vehicle, on which the sensors are mounted. This
means that the approach with multiple target machines during development
(further described in Sect. 2.3) is of limited value for evaluation and develop-
ment of sensor hardware/software. E.g., the range of sensors is normally fixed,
and can not be scaled up in the same way as path tracking for example.

One major sensor type for obstacle detection on the forest machine is
radar. The advantage of a radar, compared to sensors based on ultrasound or
light, is the ability to view obstacles reliably during bad weather conditions,
like snow, fog or rain. One of the radar types used in the project is a pair of the
Sequential Lobing Radar C1, produced by Tyco - M/A-COM, USA (primarily
for the automotive industry). This radar works with 24 GHz frequency and is
based on the monopulse theory [10]. Target range and bearing can be obtained
by transmitting and receiving pulses. The range is estimated by matching the
received pulse to an internally time-delayed one. An estimation of target-
bearing can be obtained by using a receiver antenna with switchable lobe
characteristics.

The occupancy grid is 2-dimensional (100x100 cells) and move along with
the vehicle. Although the system is working under a flat-ground assumption,
the vehicle and range sensors are not assumed to be parallel to the flat gro-
und. Their poses are fully 3-dimensional with 6 degrees of freedom, and the
subsystem is designed to handle any pose set to a sensor. Although the pose
of each range sensor has 6 degrees of freedom, a range sensor is approximated
to have a 2-dimensional sensing plane, aligned with the xy-plane of its pose,
where the x-axis equals the line-of-sight.

An RTK DGPS (Real-Time Kinematics Differential GPS) satellite naviga-
tion system, Javad Maxor, is the primary sensor for the vehicle’s position. A
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stationary GPS receiver is connected by a radio link to a mobile GPS receiver
(see Fig. 1). Correction signals for timing, ionospheric and tropospheric errors
are transmitted by radio from the stationary to the mobile GPS, resulting in
a centimeter accuracy under ideal conditions. The Javad receiver is capable
of receiving signals from both American GPS system and Russian GLONASS
system. While providing a lower accuracy than the GPS, GLONASS provides
important backup, especially at high latitudes (64 degrees north), at which
the work has been conducted. A second satellite receiver with the same accu-
racy enables computation of heading, by estimating the direction of the line
between the two receiving antennas. The heading accuracy is better than 0.5
degree when both receivers operate in full Real-Time Kinematics mode. Under
worse conditions, the heading and position is computed by odometry through
wheel encoders or speed and turning angle sensors. The fusion of GPS and
odometry sensors are done in a binary fashion based on status information
from the GPS system.

The forest machine is entirely controlled via an industrial communications
bus, a CAN bus. The forest machine, a Valmet 830 as shown in Fig. 2, is
equipped with an articulated joint for steering. We have implemented a sim-
ple proportional integrating (PI) controller that takes care of controlling the
steering angle by controlling the joint.

2.3 Development Strategy

Testing algorithms on the full-size forest machine is both impractical and
inefficient. Therefore, the work has been conducted on four different target
machines, each with increased complexity. As shown in Fig 2, the same main
program can control any of the four target machines through a software switch
board. Likewise, sensor data passes from the target machine to the main pro-
gram. In this way, high-level routines like path tracking are easily developed
and implemented by the use of a simple simulator [11]. The simulator imple-
ments no sophisticated sensor models, and has a simplified kinematics model
for propulsion, but serves very well its purpose for debugging and testing the
path-tracking algorithm described in Sect. 4. The user interface is also ea-
sily developed using the simulator as the target machine. The infrastructure
for sensors or actuators (see Sect. 3), and the modules for communication
between the two main computers are most conveniently developed on the
small-size Pioneer AT2 robot [12]. Various types of sensors are also evaluated
on this target machine. The third target machine, the Smart Pioneer AT2,
has a dynamics (software determined) that more closely mimics a real forest
machine, and is used for more realistic tests of the routines for turning, speed
setting, and path tracking. In the current phase of the project, the system
is moved to the real forest machine, and the routines for vehicle control are
fine-tuned and tested. Also, reliable sensor tests are only possible using this
final target machine.



608 T. Hellström, T. Johansson, and O. Ringdahl

Modified Valmet 830

Control commands:
Turn(3.1)

Speed(0.36)

Halt

Sensor data:
GPS: 63.53.341N 20.19.247E

Compass: 213.5 deg.

Radar: 32 deg. 2.17 meter
276 deg. 0.45 meter

Simulator Modified
Pioneer AT2

Switchboard

Operator program:
• Path recording
• Path tracking
• Tele operation

Smart Modified
Pioneer AT2

ttFv ∂∝ ∫ )( ttv ∂= ∫ )(αα

Fig. 2. The work has been conducted on four different target machines, each with
increased complexity. This approach greatly simplifies the research and development
of both hardware and software.

3 Infrastructure for Software Development

As part of the development work, a general framework for development of
software for robots and autonomous vehicles has been constructed. A modular
structure was designed with a set of requirements in mind:

• Not having to change any code in the system when replacing one sensor
(e.g. a speed sensor that gets data from the wheel encoders) by another
sensor (e.g. a speed sensor that gets its data from a GPS receiver).

• Not having to change any code when using different vehicles.
• Operating the system on one or more computers, connected by network.
• The analysis, design, and implementation should be object-oriented, to

suit the modular design.

The system is made up of a number of software modules, some of which also
represent real hardware devices. Each module can be independently loaded
into the running system, and be logically connected to other modules. There
are currently six major categories of modules:
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Sensors (represent hardware units that deliver sensor data, e.g. speed,
heading, position). Actuators - represent hardware units that control external
equipment, e.g. throttle, steering angle, and brakes. Vehicle (several imple-
mentations of real and virtual vehicles. See Fig. 2). Control Panels (present
data on the screen, or allow the vehicle to be manually controlled). Control-
lers (process sensor data and compute control signals for actuators). Proxies
and Servers (facilitate transfer of sensor data and control commands over a
network).

Each module is implemented as one or more classes. The modules are
connected primarily by an event-driven system. There is no central control
loop running. Instead the system reacts to changes in its environment. For
example, a sensor signal arrives and sets up a series of method calls that
ultimately leads to a change in the state of the system. Some sensor signals
might just update an internal map of the surroundings, while others might
stop the vehicle immediately. Other events are timed events, i.e. some action is
performed repetitiously. Operator input for pure tele-operation of the vehicle
is handled in the same way: a push of a button in the GUI (Graphical User
Interface) or a real joystick sets up a chain of events. The Matlab program
responsible for path tracking runs on another computer, and is not part of
this event-driven system. Instead it polls the sensor system, in a traditional
fashion, in its main control loop.

A module usually executes in a separate thread, i.e. all the modules run
in parallel. Most sensing, control, user interface, and behavior are defined in
modules. They communicate with other modules through connections, either
by sending commands directly to another module or by listening on other
modules. They also have other properties that depend on their actual type,
for instance update interval for sensors, and network addresses for servers and
proxies.

Every module has an associated configuration file with properties that
control the module’s behavior. For a sensor, this file may contain e.g. pose,
network address, and filter constants. Most of these properties are set once
and for all, while others are changed either by the user or by the module
itself. The module can also save the changes so they take effect upon the next
time the system is run. One example would be an experiment to find the
most appropriate filter constant for a specific sensor; when a suitable value
is found the sensor can store it in its configuration file. The next time the
sensor is run, it automatically uses the saved value. The forest machine system
contains more than 60 different initialization files, and to facilitate changes,
as well as for providing an overview, a graphical configuration manager has
been developed. The configuration manager gives the user a graphical picture
of how every module is connected to other modules, and can also be used to
modify individual properties for a module.
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4 Path Tracking and Obstacle Avoidance

To navigate safely through the forest, a new path-tracking algorithm named
Follow-the-Past has been developed. Traditional algorithms like Follow-the-
Carrot [1] and Pure-Pursuit [2] use position information only, and sometimes
run into problems that can be avoided by taking into account additional recor-
ded information from a human driver. If the vehicle deviates from the recorded
path, for example as a result of avoiding an obstacle, or because of noise in
the positioning sensors, the Follow-the-Past algorithm steers like the driver,
plus an additional angle, based on the distance to the path. The algorithm is
described in the following section. More details and test results are found in
[6] and [7].

4.1 Follow-the-Past Algorithm

While manually driving along the path, the orientation and steering angles are
recorded together with the position at every moment. The recorded position
(x�, y�), the recorded orientation θ� and the recorded steering angle φ� are used
by three independent behaviors:

φβ : Turn towards the recorded orientation θ�

φγ : Mimic the recorded steering angle φ�

φα: Move towards the path
Each behavior suggests a steering angle and is reactive, i.e. operates on the

current input values; orientation, steering angle, and shortest distance to the
path. φα uses recorded positions (x�, y�) and actual position (x, y) as inputs.
φβ uses recorded orientation θ� and actual orientation θ as inputs. φγ uses the
recorded steering angle φ� as input. The three behaviors are fused into one
action, the commanded steering angle φt, as shown in Fig. 3.

The three independent behaviors φα, φβ , and φγ operate in the following
fashion:

φβ: Turn towards the recorded orientation

The angle θ� is defined as the recorded orientation at the closest point on
the recorded path. This point is called the path point. φβ is computed as the
difference between the current orientation θ and the recorded orientation θ�:

φβ = θ� − θ. (1)

φγ : Mimic the recorded steering angle

This behavior simply returns the recorded steering angle φ� at the path point:

φγ = φ�. (2)

By using the recorded steering angle, the curvature of the path is auto-
matically included in the final steering command. This is a great advantage
compared to methods like Pure-Pursuit [2] and Follow-the-Carrot [1].
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Move towards
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Fig. 3. Path tracking with reactive control of steering angle φt.

φα: Move towards the path

This behavior is responsible for bringing the vehicle back to the path, if the
vehicle deviates for some reason from the path. Such a deviation can be caused
by noise in the position signal, or by the obstacle-avoidance system. φα can
be computed in many ways, e.g. by the following algorithm (refer to Fig. 4:

1. Determine the closest point on the recorded path (denoted Path Point).
2. Compute a Look Ahead Point at a Look Ahead Distance � from the Path

Point, in a direction δ, defined as the sum of the recorded orientation θ�

and the recorded steering angle φ� at the Path Point, i.e.:δ = φ� + θ�.
3. Calculate a Look Ahead Angle ψ, defined as the polar angular coordinate

for the vector between the vehicle’s current coordinates and the Look
Ahead Point.

4. Compute φα as the difference between ψ and the angle δ., i.e.: φα = ψ−δ.
An alternative method to compute φα can be found in [6].

Command Fusion

The three behaviors φα, φβ , and φγ all return a suggested steering angle,
aiming at fulfilling the goals of the respective behaviors. These three values
are fused into one value φt by a weighted addition as shown in Fig. 3. In our
tests, all weights have been set to 1. I.e.:

φt = φβ + φγ + φα. (3)
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Path Look Ahead Point

Path Point

αφ

δ
Ψ

δ

l

Fig. 4. Calculation of φα, which is responsible for keeping the vehicle on the track.

φt = ψ − δ + φβ + φγ

= ψ − (φ� + θ�) + (θ� − θ) + φ� (4)

= ψ − θ.

Testing and Results

The developed algorithm has been tested both in a simulator for forest ma-
chines [11] and on a Pioneer robot. In this report we present only a test done
with the Pioneer robot and compare the results to an implementation of the
Pure-Pursuit [2] method. In this test, a Look-Ahead Distance � = 1.2 meter
is used. Figure 5(a) shows results for path tracking with the Follow-the-Past
method. The vehicle (thick line) is capable of following a recorded path (thin
line) with almost no deviation from the path. As a reference, Fig. 5(b) shows
how the vehicle behaves when using the Pure-Pursuit method under the same
conditions. This path has some sharp turns, which makes it difficult for both
Follow-the-Carrot and Pure-Pursuit, as they tend to “cut corners” instead
of following a highly curved path. Under normal conditions, this problem is
avoided by the Follow-the-Past algorithm.

To function in the forest machine application, the path-tracking behavior
has been combined with VFH+ [13] for obstacle avoidance. The HIMM grid
used in the original VFH+ algorithm is replaced by an occupancy grid with
Bayesian updating.

The expression for the fused φt is:
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Fig. 5. Comparison between a) the Follow-the-Past and b) the Pure-Pursuit path
tracking algorithms. Follow-the-Past is able to follow the path almost perfectly, while
Pure-Pursuit tends to ”cut corners”. The examples above are from tests with the
Pioneer robot.

5 Status, Experiences and Future Work

The system has been successfully implemented on the simulator and on the
Pioneer robot. The developed algorithm for path tracking performs very well,
and the general tools for robot software architectures have been shown to be
both powerful and flexible. Sensor tests and system adjustments for the forest
machine are in progress and planned to be completed during 2005.

The continuation of the project will deal with the sensing problems specific
for forest environments. Techniques to distinguish obstacles from ground in
uneven and hilly environment have to be developed. The specific problem
with detection of human beings is also of the highest priority for a future
productification of an unmanned forest machine. The future work will also
involve development of ways to achieve accurate localization and estimation
of heading without expensive GPS equipment.
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