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## PREFACE

This book is intended to cover many topics in mathematics at a level more advanced than a junior level course in differential equations. The book evolved from a set of notes for a three-semester course in the application of mathematical methods to scientific and engineering problems. The courses attract graduate students majoring in engineering mechanics, engineering science, mechanical, petroleum, electrical, nuclear, civil and aeronautical engineering, as well as physics, meteorology, geology and geophysics.

The book assumes knowledge of differential and integral calculus and an introductory level of ordinary differential equations. Thus, the book is intended for advanced senior and graduate students. Each chapter of the text contains many solved examples and many problems with answers. Those chapters which cover boundary value problems and partial differential equations also include derivation of the governing differential equations in many fields of applied physics and engineering such as wave mechanics, acoustics, heat flow in solids, diffusion of liquids and gasses and fluid flow.

Chapter 1 briefly reviews methods of integration of ordinary differential equations. Chapter 2 covers series solutions of ordinary differential equations. This is followed by methods of solution of singular differential equations. Chapter 3 covers Bessel functions and Legendre functions in detail, including recurrence relations, series expansion, integrals, integral representations and generating functions.

Chapter 4 covers the derivation and methods of solution of linear boundary value problems for physical systems in one spatial dimension governed by ordinary differential equations. The concepts of eigenfunctions, orthogonality and eigenfunction expansions are introduced, followed by an extensive treatment of adjoint and self-adjoint systems. This is followed by coverage of the Sturm-Liouville system for second and fourth order ordinary differential equations. The chapter concludes with methods of solution of nonhomogeneous boundary value problems.

Chapter 5 covers complex variables, calculus, and integrals. The method of residues is fully applied to proper and improper integrals, followed by integration of multi-valued functions. Examples are drawn from Fourier sine, cosine and exponential transforms as well as the Laplace transform.

Chapter 6 covers linear partial differential equations in classical physics and engineering. The chapter covers derivation of the governing partial differential equations for wave equations in acoustics, membranes, plates and beams; strength of materials; heat flow in solids and diffusion of gasses; temperature distribution in solids and flow of incompressible ideal fluids. These equations are then shown to obey partial differential equations of the type: Laplace, Poisson, Helmholtz, wave and diffusion equations. Uniqueness theorems for these equations are then developed. Solutions by eigenfunction expansions are explored fully. These are followed by special methods for nonhomogeneous partial differential equations with temporal and spatial source fields.

Chapter 7 covers the derivation of integral transforms such as Fourier complex, sine and cosine, Generalized Fourier, Laplace and Hankel transforms. The calculus of each of these transforms is then presented together with special methods for inverse transformations. Each transform also includes applications to solutions of partial differential equations for engineering and physical systems.

Chapter 8 covers Green's functions for ordinary and partial differential equations. The Green's functions for adjoint and self-adjoint systems of ordinary differential equations are then presented by use of generalized functions or by construction. These methods are applied to physical examples in the same fields covered in Chapter 6. These are then followed by derivation of fundamental solutions for the Laplace, Helmholtz, wave and diffusion equations in one- , two- , and three-dimensional space. Finally, the Green's functions for bounded and semi-infinite media such as half and quarter spaces, in cartesian, cylindrical and spherical geometry are developed by the method of images with examples in physical systems.

Chapter 9 covers asymptotic methods aimed at the evaluation of integrals as well as the asymptotic solution of ordinary differential equations. This chapter covers asymptotic series and convergence. This is then followed by asymptotic series evaluation of definite and improper integrals. These include the stationary phase method, the steepest descent method, the modified saddle point method, method of the subtraction of poles and Ott's and Jones' methods. The chapter then covers asymptotic solutions of ordinary differential equations, formal solutions, normal and sub-normal solutions and the WKBJ method.

There are four appendices in the book. Appendix A covers infinite series and convergence criteria. Appendix B presents a compendium of special functions such as Beta, Gamma, Zeta, Laguerre, Hermite, Hypergeometric, Chebychev and Fresnel. These include differential equations, series solutions, integrals, recurrence formulae and integral representations. Appendix $C$ presents a compendium of formulae for spherical, cylindrical, ellipsoidal, oblate and prolate spheroidal coordinate systems such as the divergence, gradient, Laplacian and scalar and vector wave operators. Appendix D covers calculus of generalized functions such as the Dirac delta functions in n dimensional space of zero and higher ranks. Appendix E presents plots of special functions.

The aim of this book is to present methods of applied mathematics that are particularly suited for the application of mathematics to physical problems in science and engineering, with numerous examples that illustrate the methods of solution being explored. The problems have answers listed at the end of the book.

The book is used in a three-semester course sequence. The author reconmends Chapters 1, 2, 3, and 4 and Appendix A in the first course, with emphasis on ordinary differential equations. The second semester would include Chapters 5,6 , and 7 with emphasis on partial differential equations. The third course would include Appendix D, and Chapters 8 and 9.
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## 1

## ORDINARY DIFFERENTIAL EQUATIONS

### 1.1 Definitions

A linear ordinary differential equation is defined as one that relates a dependent variable, an independent variable and derivatives of the dependent variable with respect to the independent variable. Thus the equation:

$$
\begin{equation*}
L y=a_{0}(x) \frac{d^{n} y}{d x^{n}}+a_{1}(x) \frac{d^{n-1} y}{d x^{n-1}}+\ldots+a_{n-1}(x) \frac{d y}{d x}+a_{n}(x) y=f(x) \tag{1.1}
\end{equation*}
$$

relates the dependent variable $y$ and its derivatives up to the $n^{\text {th }}$ to the independent variable x , where the coefficient $\mathrm{a}_{0}(\mathrm{x})$ does not vanish in $\mathrm{a} \leq \mathrm{x} \leq \mathrm{b}$, and $\mathrm{a}_{0}(\mathrm{x}), \mathrm{a}_{1}(\mathrm{x}), \ldots$, $\mathrm{a}_{\mathrm{n}}(\mathrm{x})$ are continuous and bounded in $\mathrm{a} \leq \mathrm{x} \leq \mathrm{b}$.

The order of a differential equation is defined as the order of the highest derivative in the differential equation. Equation (1.1) is an $\mathrm{n}^{\text {th }}$ order differential equation. A homogeneous linear differential equation is one where a function of the independent variable does not appear explicitly without being multiplied by the dependent variable or any of its derivatives. Equation (1.1) is a homogeneous equation if $f(x)=0$ and is a non-homogeneous equation, if $f(x) \neq 0$ for some $a \leq x \leq b$. A homogeneous solution of a differential equation $y_{h}$ is the solution that satisfies a homogeneous differential equation:

$$
\begin{equation*}
L y_{h}=0 \tag{1.2}
\end{equation*}
$$

with $L$ representing an $\mathrm{n}^{\text {th }}$ order linear differential operator of the form:

$$
L=a_{0}(x) \frac{d^{n}}{d x^{n}}+a_{1}(x) \frac{d^{n-1}}{d x^{n-1}}+\ldots+a_{n-1}(x) \frac{d}{d x}+a_{n}(x)
$$

If a set of n functions $\mathrm{y}_{1}, \mathrm{y}_{2}, \ldots, \mathrm{y}_{\mathrm{n}}$, continuous and differentiable n times, satisfies eq. (1.2), then by superposition, the homogeneous solution of eq. (1.2) is:

$$
y_{h}=C_{1} y_{1}+C_{2} y_{2}+\ldots+C_{n} y_{n}
$$

with $\mathrm{C}_{1}, \mathrm{C}_{2}, \ldots, \mathrm{C}_{\mathrm{n}}$ being arbitrary constants, so that $\mathrm{y}_{\mathrm{h}}$ also satisfies eq. (1.2).
A particular solution $y_{p}$ is any solution that satisfies a nonhomogeneous differential equation, such as eq. (1.1), and contains no arbitrary constants, i.e.:

$$
\begin{equation*}
L y_{p}=f(x) \tag{1.3}
\end{equation*}
$$

The complete solution of a differential equation is the sum of the homogeneous and particular solutions, i.e.:

$$
y=y_{h}+y_{p}
$$

## Example 1.1

The linear differential equation:

$$
\frac{d^{2} y}{d x^{2}}+4 y=2 x^{2}+1
$$

has a homogeneous solution $y_{h}=C_{1} \sin 2 x+C_{2} \cos 2 x$ and a particular solution $y_{p}=x^{2} / 2$. Each of the functions $y_{1}=\sin 2 x$ and $y_{2}=\cos 2 x$ satisfy the equation $\left(d^{2} y\right) /\left(d x^{2}\right)+4 y=0$, and the constants $C_{1}$ and $C_{2}$ are arbitrary.

### 1.2 Linear Differential Equations of First Order

A linear differential equation of the first order has the form:

$$
\begin{equation*}
\frac{d y}{d x}+\phi(x) y=\Psi(x) \tag{1.4}
\end{equation*}
$$

where

$$
\phi(x)=\frac{a_{1}(x)}{a_{0}(x)} \quad \text { and } \quad \Psi(x)=\frac{f(x)}{a_{0}(x)}
$$

The homogeneous solution, involving one arbitrary constant, can be obtained by direct integration:

$$
\frac{d y}{d x}+\phi(x) y=0
$$

or

$$
\frac{d y}{y}=-\phi(x) d x
$$

Integrating the resulting equation gives the homogeneous solution:

$$
\begin{equation*}
y_{h}=C_{1} \exp \left(-\int \phi(x) d x\right) \tag{1.5}
\end{equation*}
$$

with $\mathrm{C}_{1}$ an arbitrary constant.
To obtain the particular solution, one uses an integrating factor $\mu(\mathrm{x})$, such that:

$$
\begin{equation*}
\mu(x)\left[\frac{d y}{d x}+\phi(x) y\right]=\frac{d}{d x}(\mu(x) y)=\frac{d \mu}{d x} y+\mu \frac{d y}{d x} \tag{1.6}
\end{equation*}
$$

Thus $\mu(x)$ can be obtained by equating the two sides of eq. (1.6) as follows:

$$
\frac{d \mu}{\mu}=\phi(x) d x
$$

resulting in a closed form for the integrating factor:

$$
\begin{equation*}
\mu(\mathrm{x})=\exp \left(\int \phi(\mathrm{x}) \mathrm{dx}\right) \tag{1.7}
\end{equation*}
$$

Using the integrating factor, eq. (1.4) can be rewritten in the form:

$$
\frac{\mathrm{d}}{\mathrm{dx}}\left(\mu(\mathrm{x}) \mathrm{y}_{\mathrm{p}}(\mathrm{x})\right)=\Psi(\mathrm{x}) \mu(\mathrm{x})
$$

or

$$
\begin{equation*}
\mathrm{y}_{\mathrm{p}}=\frac{1}{\mu(\mathrm{x})} \int \Psi(\mathrm{x}) \mu(\mathrm{x}) \mathrm{dx} \tag{1.8}
\end{equation*}
$$

Thus, the complete solution of (1.4) can be written as:

$$
\begin{equation*}
y=C_{1} \exp \left(-\int \phi(x) d x\right)+\exp \left(-\int \phi(x) d x\right) \int \Psi(x) \mu(x) d x \tag{1.9}
\end{equation*}
$$

### 1.3 Linear Independence and the Wronskian

Consider a set of functions $\left[y_{i}(x)\right], i=1,2, \ldots, n$. A set of functions are termed linearly independent on ( $a, b$ ) if there is no nonvanishing set of constants $C_{1}, C_{2}, \ldots, C_{n}$ which satisfies the following equation identically:

$$
\begin{equation*}
C_{1} y_{1}(x)+C_{2} y_{2}(x)+\ldots+C_{n} y_{n}(x)=0 \tag{1.10}
\end{equation*}
$$

If $y_{1}, y_{2}, \ldots, y_{n}$ satisfy (1.1), and if there exists a set of constants such that (1.10) is satisfied, then derivatives of eq. (1.10) are also satisfied, i.e.:

$$
\begin{array}{cccc}
\mathrm{C}_{1} \mathrm{y}_{1}^{\prime} & +\mathrm{C}_{2} \mathrm{y}_{2}^{\prime} & +\ldots+\mathrm{C}_{\mathrm{n}} \mathrm{y}_{n}^{\prime}= & =0 \\
\mathrm{C}_{1} \mathrm{y}_{1}^{\prime \prime} & +\mathrm{C}_{2} \mathrm{y}_{2}^{\prime \prime} & +\ldots+\mathrm{C}_{\mathrm{n}} \mathrm{y}_{n}^{\prime \prime}= & =0 \\
\ldots & \ldots & \ldots & \ldots  \tag{1.11}\\
\ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
\mathrm{C}_{1} \mathrm{y}_{1}^{(n-1)}+\mathrm{C}_{2} \mathrm{y}_{2}^{(n-1)}+\ldots+\mathrm{C}_{\mathrm{n}} \mathrm{y}_{n}^{(n-1)} & =0
\end{array}
$$

For a non-zero set of constants $\left[\mathrm{C}_{\mathbf{i}}\right]$ of the homogeneous algebraic eqs. (1.10) and (1.11), the determinant of the coefficients of $\mathrm{C}_{1}, \mathrm{C}_{2}, \ldots, \mathrm{C}_{\mathrm{n}}$ must vanish. The determinant, generally referred to as the Wronskian of $y_{1}, y_{2}, \ldots, y_{n}$, becomes:

$$
\mathrm{W}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \ldots, \mathrm{y}_{\mathrm{n}}\right)=\left|\begin{array}{llll}
\mathrm{y}_{1} & \mathrm{y}_{2} & \ldots & \mathrm{y}_{\mathrm{n}}  \tag{1.12}\\
\mathrm{y}_{1}^{\prime} & \mathrm{y}_{2}^{\prime} & \ldots & \mathrm{y}_{\mathrm{n}}^{\prime} \\
\mathrm{y}_{1}^{(\mathrm{n}-1)} & \mathrm{y}_{2}^{(n-1)} & \ldots & \mathrm{y}_{\mathrm{n}}^{(\mathrm{n}-1)}
\end{array}\right|
$$

If the Wronskian of a set of functions is not identically zero, the set of functions [ $y_{i}$ ] is a linearly independent set. The non-vanishing of the Wronskian is a necessary and sufficient condition for linear independence of $\left[y_{i}\right]$ for all $x$.

## Example 1.2

$$
\text { If } y_{1}=\sin 2 x, y_{2}=\cos 2 x:
$$

$$
W\left(y_{1}, y_{2}\right)=\left|\begin{array}{cc}
\sin 2 x & \cos 2 x \\
2 \cos 2 x & -2 \sin 2 x
\end{array}\right|=-2 \neq 0
$$

Thus, $y_{1}$ and $y_{2}$ are linearly independent.
If the set $\left[y_{i}\right]$ is linearly independent, then another set $\left[z_{i}\right]$ which is a linear combination of $\left[y_{i}\right]$ is defined as:

$$
\begin{aligned}
& \mathrm{z}_{1}=\alpha_{11} \mathrm{y}_{1}+\alpha_{12} \mathrm{y}_{2}+\ldots+\alpha_{1 \mathrm{n}} \mathrm{y}_{\mathrm{n}} \\
& \mathrm{z}_{2}=\alpha_{21} \mathrm{y}_{1}+\alpha_{22} \mathrm{y}_{2}+\ldots+\alpha_{2 \mathrm{n}} \mathrm{y}_{\mathrm{n}} \\
& \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \\
& \mathrm{z}_{\mathrm{n}}=\alpha_{\mathrm{n} 1} \mathrm{y}_{1}+\alpha_{\mathrm{n} 2} \mathrm{y}_{2}+\ldots+\alpha_{\mathrm{nn}} \mathrm{y}_{\mathrm{n}}
\end{aligned}
$$

with $\alpha_{\mathrm{ij}}$ being constants, is also linearly independent provided that:

$$
\operatorname{det}\left[\alpha_{\mathrm{ij}}\right] \neq 0, \text { because } \mathrm{W}\left(\mathrm{z}_{\mathrm{i}}\right)=\operatorname{det}\left[\alpha_{\mathrm{ij}}\right] \cdot \mathrm{W}\left(\mathrm{y}_{\mathrm{i}}\right)
$$

### 1.4 Linear Homogeneous Differential Equation of Order n with Constant Coefficients

Differential equations of order $\mathbf{n}$ with constant coefficients having the form:

$$
\begin{equation*}
L y=a_{0} y^{(n)}+a_{1} y^{(n-1)}+\ldots+a_{n-1} y^{\prime}+a_{n} y=0 \tag{1.13}
\end{equation*}
$$

where $a_{0}, a_{1}, \ldots, a_{n}$ are constants, with $a_{0} \neq 0$, can be readily solved.
Since functions $\mathrm{e}^{\mathrm{mx}}$ can be differentiated many times without a change of its functional dependence on $x$, then one may try:

$$
y=e^{m x}
$$

where $m$ is a constant, as a possible solution of the homogeneous equation. Thus, operating on $y$ with the differential operator $L$, results:

$$
\begin{equation*}
L y=\left(a_{0} m^{n}+a_{1} m^{n-1}+\ldots+a_{n-1} m+a_{n}\right) e^{m x}=0 \tag{1.14}
\end{equation*}
$$

which is satisfied by setting the coefficient of $\mathrm{e}^{\mathrm{mx}}$ to zero. The resulting polynomial equation of degree $n$ :

$$
\begin{equation*}
a_{0} m^{n}+a_{1} m^{n-1}+\ldots+a_{n-1} m+a_{n}=0 \tag{1.15}
\end{equation*}
$$

is called the characteristic equation.
If the polynomial in eq. (1.15) has $n$ distinct roots, $m_{1}, m_{2}, \ldots, m_{n}$, then there are $n$ solutions of the form:

$$
\begin{equation*}
y_{i}=e^{m_{i} x}, i=1,2, \ldots, n \tag{1.16}
\end{equation*}
$$

each of which satisfies eq. (1.13). The general solution of the homogeneous equation (1.13) can be written in terms of the $n$ independent solutions of (1.16):

$$
\begin{equation*}
y_{h}=C_{1} e^{m_{1} x}+C_{2} e^{m_{2} x}+\ldots+C_{n} e^{m_{0} x} \tag{1.17}
\end{equation*}
$$

where $\mathrm{C}_{\mathrm{i}}$ are arbitrary constants.
The differential operator $L$ of eq. (1.13) can be written in an expanded form in terms of the characteristic roots of eq. (1.15) as follows:

$$
\begin{equation*}
L y=a_{0}\left(D-m_{1}\right)\left(D-m_{2}\right) \ldots\left(D-m_{n}\right) y=0 \tag{1.18}
\end{equation*}
$$

where $\mathrm{D}=\mathrm{d} / \mathrm{dx}$. It can be shown that any pair of components of the operator L can be interchanged in their order of appearance in the expression for $L$ in eq. (1.18), i.e.:

$$
\left(D-m_{i}\right)\left(D-m_{j}\right)=\left(D-m_{j}\right)\left(D-m_{i}\right)
$$

such that:

$$
L y=a_{0}\left(D-m_{1}\right)\left(D-m_{2}\right) \ldots\left(D-m_{j-1}\right)\left(D-m_{j+1}\right) \ldots\left(D-m_{n}\right)\left(D-m_{j}\right) y=0
$$

Thus, if:

$$
\left(D-m_{j}\right) y=0 \quad j=1,2,3, \ldots, n
$$

then

$$
y_{j}=e^{m_{j} x} \quad j=1,2,3, \ldots
$$

satisfies eq. (1.18).
If the roots $m_{i}$ are distinct, then the solutions in eq. (1.16) are distinct and it can be shown that they constitute an independent set of solutions of the differential equation. If there exist repeated roots, for example the $j^{\text {th }}$ root is repeated $k$ times, then there are $\mathrm{n}-\mathrm{k}+1$ independent solutions, and a method must be devised to obtain the remaining $k-1$ solutions. In such a case, the operator $L$ in eq. (1.18) can be rewritten as follows:

$$
\begin{equation*}
L y=a_{0}\left(D-m_{1}\right)\left(D-m_{2}\right) \ldots\left(D-m_{j-1}\right)\left(D-m_{j+k}\right) \ldots\left(D-m_{n}\right)\left(D-m_{j}\right)^{k} y=0 \tag{1.19}
\end{equation*}
$$

To obtain the missing solutions, it would be sufficient to solve the equation:

$$
\begin{equation*}
\left(D-m_{j}\right)^{k} y=0 \tag{1.20}
\end{equation*}
$$

A trial solution of the form $\mathrm{x}^{\mathrm{r}} \mathrm{e}^{\mathrm{m}_{\mathrm{j}} \mathrm{x}}$ can be substituted in eq. (1.20):

$$
\left(D-m_{j}\right)^{k}\left(x^{r} e^{m_{j} x}\right)=r(r-1)(r-2) \ldots(r-k+2)(r-k+1) x^{r-k} e^{m_{j} x}=0
$$

which can be satisfied if $r$ takes any of the integer values:

$$
\mathrm{r}=0,1,2, \ldots, \mathrm{k}-1
$$

Thus, solutions of the type:

$$
y_{j+r}=x^{r} e^{m_{j} x} \quad r=0,1,2, \ldots, k-1
$$

satisfy eq. (1.19) and supply the missing $\mathrm{k}-1$ solutions, such that the total homogeneous solution becomes:

$$
\begin{align*}
y_{h}= & C_{1} e^{m_{1} x}+C_{2} e^{m_{2} x}+\ldots+\left(C_{j}+C_{j+1} x+C_{j+2} x^{2}+\ldots+C_{j+k-1} x^{k-1}\right) e^{m_{j} x} \\
& +C_{j+k} e^{m_{j+k} x}+\ldots+C_{n} e^{m_{2} x} \tag{1.21}
\end{align*}
$$

## Example 1.3

Obtain the solution to the following differential equation:

$$
\frac{d^{3} y}{d^{3}}-3 \frac{d^{2} y}{d x^{2}}+4 y=0
$$

Let $y=e^{m x}$, then the characteristic equation is given by $m^{3}-3 m^{2}+4=0$ such that $m_{1}=-1, m_{2}=+2, m_{3}=+2$, and:

$$
y_{h}=C_{1} e^{-x}+\left(C_{2}+C_{3} x\right) e^{2 x}
$$

### 1.5 Euler's Equation

Euler's Equation is a special type of a differential equation with non-constant coefficients which can be transformed to an equation with constant coefficients and solved by the techniques developed in Section 1.4. The differential equation:

$$
\begin{equation*}
L y=a_{0} x^{n} \frac{d^{n} y}{d x^{n}}+a_{1} x^{n-1} \frac{d^{n-1} y}{d x^{n-1}}+\ldots+a_{n-1} x \frac{d y}{d x}+a_{n} y=f(x) \tag{1.22}
\end{equation*}
$$

is such an equation, generally known as Euler's Equation, where the $\mathrm{a}_{\mathrm{i}}$ 's are constants.
Transforming the independent variable x to z by the following transformation:

$$
z=\log x \quad x=e^{z}
$$

then the first derivative transforms to:

$$
\frac{\mathrm{d}}{\mathrm{dx}}=\frac{\mathrm{d}}{\mathrm{dz}} \frac{\mathrm{dz}}{\mathrm{dx}}=\frac{1}{\mathrm{x}} \frac{\mathrm{~d}}{\mathrm{dz}}=\mathrm{e}^{-\mathrm{z}} \frac{\mathrm{~d}}{\mathrm{dz}}
$$

or

$$
\overline{\mathrm{D}}=\frac{\mathrm{d}}{\mathrm{dz}}=\mathrm{x} \frac{\mathrm{~d}}{\mathrm{dx}}
$$

The second derivative transforms to:

$$
\frac{\mathrm{d}^{2}}{\mathrm{dx}^{2}}=\frac{\mathrm{d}}{\mathrm{dx}}\left(\frac{\mathrm{~d}}{\mathrm{dx}}\right)=\left(\mathrm{e}^{-\mathrm{z}} \frac{\mathrm{~d}}{\mathrm{dz}}\right)\left(\mathrm{e}^{-\mathrm{z}} \frac{\mathrm{~d}}{\mathrm{dz}}\right)=\mathrm{e}^{-2 \mathrm{z}}\left(\frac{\mathrm{~d}^{2}}{\mathrm{dz}^{2}}-\frac{\mathrm{d}}{\mathrm{dz}}\right)
$$

or

$$
\mathrm{x}^{2} \frac{\mathrm{~d}^{2}}{\mathrm{dx}^{2}}=\frac{\mathrm{d}^{2}}{\mathrm{dz}^{2}}-\frac{\mathrm{d}}{\mathrm{dz}}=\overline{\mathrm{D}}^{2}-\overline{\mathrm{D}}=\overline{\mathrm{D}}(\overline{\mathrm{D}}-1)
$$

Similarly:

$$
\mathrm{x}^{3} \frac{\mathrm{~d}^{3}}{\mathrm{dx}^{3}}=\overline{\mathrm{D}}(\overline{\mathrm{D}}-1)(\overline{\mathrm{D}}-2)
$$

and by induction:

$$
x^{n} \frac{d^{n}}{d y^{n}}=\bar{D}(\bar{D}-1)(\bar{D}-2) \ldots(\bar{D}-n+1)
$$

Using the transformation in eq. (1.23), one is thus able to transform eq. (1.22) with variable coefficients on the independent variable $x$ to one with constant coefficients on $z$. The solution is then obtained in terms of z , after which an inverse transformation is performed to obtain the solution in terms of $x$.

## Example 1.4

$$
x^{3} \frac{d^{3} y}{d x^{3}}-2 x \frac{d y}{d x}+4 y=0
$$

Letting $\mathrm{x}=\mathrm{e}^{\mathrm{Z}}$, then the equation transforms to:

$$
\overline{\mathrm{D}}(\overline{\mathrm{D}}-1)(\overline{\mathrm{D}}-2) \mathrm{y}-2 \overline{\mathrm{D}} \mathrm{y}+4 \mathrm{y}=0
$$

which can be written as:

$$
\frac{d^{3} y}{d^{3}}-3 \frac{d^{2} y}{d z^{2}}+4 y=0
$$

The homogeneous solution of the differential equation in terms of z is:

$$
y_{h}(z)=C_{1} e^{-z}+\left(C_{2}+C_{3} z\right) e^{+2 z}
$$

which, after transforming $z$ to $x$, one obtains the homogeneous solution in terms of x :

$$
y_{h}(x)=C_{1} x^{-1}+\left(C_{2}+C_{3} \log x\right) x^{2}
$$

### 1.6 Particular Solutions by Method of Undetermined Coefficients

The particular solution for non-homogeneous differential equations of the first order was discussed in Section 1.2. Particular solutions to general $n^{\text {th }}$ order linear differential equations can be obtained by the method of variation of parameters to be discussed later in this chapter. However, there are simple means for obtaining particular solutions to nonhomogeneous differential equations with constant coefficients such as (1.13), if $f(x)$ is an elementary function:
(a) $f(x)=\sin a x$ or $\cos a x$
$\operatorname{try} y_{p}=A \sin a x+B \cos a x$
(b) $f(x)=e^{\beta x}$
$\operatorname{try} y_{p}=C e^{\beta x}$
(c) $f(x)=\sinh a x$ or $\cosh a x$ $\operatorname{try} y_{p}=D \sinh a x+E \cosh a x$
(d) $f(x)=x^{m}$

$$
\text { try } y_{p}=F_{0} x^{m}+F_{1} x^{m-1}+\ldots+F_{m-1} x+F_{m}
$$

If $f(x)$ is a product of the functions given in (a) - (d), then a trial solution can be written in the form of the product of the corresponding trial solutions. Thus if:

$$
f(x)=x^{2} e^{-2 x} \sin 3 x
$$

then one uses a trial particular solution:

$$
\begin{aligned}
& Y_{p}=\left(F_{0} x^{2}+F_{1} x+F_{2}\right)\left(e^{-2 x}\right)(A \sin 3 x+B \cos 3 x) \\
& =e^{-2 x}\left(H_{1} x^{2} \sin 3 x+H_{2} x^{2} \cos 3 x+H_{3} x \sin 3 x+H_{4} x \cos 3 x+H_{5} \sin 3 x+H_{6} \cos 3 x\right)
\end{aligned}
$$

If a factor or term of $f(x)$ happens to be one of the solutions of the homogeneous differential eq. (1.14), then the portion of the trial solution $y_{p}$ corresponding to that term
or factor of $f(x)$ must be multiplied by $x^{k}$, where an integer $k$ is chosen such that the portion of the trial solution is one power of $x$ higher than any of the homogeneous solutions of (1.13).

## Example 1.5

$$
\frac{d^{3} y}{d x^{3}}-3 \frac{d^{2} y}{d x^{2}}+4 y=40 \sin 2 x+27 x^{2} e^{-x}+18 x e^{2 x}
$$

where

$$
y_{h}=C_{1} e^{-x}+\left(C_{2}+C_{3} x\right) e^{2 x}
$$

For $\sin (2 x) \operatorname{try} A \sin (2 x)+B \cos (2 x)$.
For $x^{2} \mathrm{e}^{-\mathrm{x}}$ try:

$$
y_{p}=\left(C x^{2}+D x+E\right) x^{-x}
$$

since $\mathrm{e}^{-\mathrm{x}}$ is a solution to the homogeneous equation.
For $\mathrm{xe}^{2 \mathrm{x}}$ try:

$$
y_{p}=(F x+G) x^{2} e^{2 x}
$$

since $\mathrm{e}^{2 \mathrm{x}}$ and $\mathrm{xe}^{2 \mathrm{x}}$ are both solutions of the homogeneous equation. Thus, the trial particular solution becomes:

$$
y_{p}=A \sin (2 x)+B \cos (2 x)+C x^{3} e^{-x}+D x^{2} e^{-x}+E x e^{-x}+F x^{3} e^{2 x}+G x^{2} e^{2 x}
$$

Substitution of $y_{p}$ into the differential equation and equating the coefficients of like functions, one obtains:

$$
\mathrm{A}=2 \quad \mathrm{~B}=1 \quad \mathrm{C}=1 \quad \mathrm{D}=2 \quad \mathrm{E}=2 \quad \mathrm{~F}=1 \quad \mathrm{G}=-1
$$

Thus:

$$
\begin{aligned}
y=C_{1} e^{-x} & +\left(C_{2}+C_{3} x\right) e^{2 x}+2 \sin (2 x)+\cos (2 x) \\
& +\left(x^{3}+2 x^{2}+2 x\right) e^{-x}+\left(x^{3}-x^{2}\right) e^{2 x}
\end{aligned}
$$

## Example 1.6

Obtain the solution to the following equation:

$$
x^{3} \frac{d^{3} y}{d x^{3}}-2 x \frac{d y}{d x}+4 y=6 x^{2}+16 \log x
$$

This equation can be solved readily by transformation of the independent variable as in Section 1.5 , such that:

$$
\frac{d^{3} y}{d z^{3}}-3 \frac{d^{2} y}{d z^{2}}+4 y=6 e^{2 z}+16 z
$$

where $y_{h}(z)=C_{1} e^{-z}+\left(C_{2}+C_{3} z\right) e^{+2 z}$.

For $e^{2 z}$ try $A z^{2} e^{2 z}$ since $e^{2 z}$ and $z e^{2 z}$ are solutions of the homogeneous equation, and for z try $\mathrm{Bz}+\mathrm{C}$. Substituting in the equation on z , one obtains:

$$
\begin{aligned}
& A=1 \quad B=4 \quad C=0 \\
& y_{p}(z)=z^{2} e^{2 z}+4 z \\
& y_{p}(x)=(\log x)^{2} x^{2}+4 \log x
\end{aligned}
$$

and

$$
y=C_{1} x^{-1}+\left(C_{2}+C_{3} \log x\right) x^{2}+x^{2}(\log x)^{2}+4 \log x
$$

### 1.7 Particular Solutions by the Method of Variations of Parameters

Except for differential equations with constant coefficients, it is very difficult to guess at the form of the particular solution. This section gives a treatment of a general method by which a particular solution can be obtained.

The homogeneous differential equation (1.2) has $n$ independent solutions, i.e.:

$$
y_{h}=C_{1} y_{1}+C_{2} y_{2}+\ldots+C_{n} y_{n}
$$

Assume that the particular solution $y_{p}$ of eq. (1.1) can be obtained from $n$ products of these solutions with $n$ unknown functions $\mathrm{v}_{1}(\mathrm{x}), \mathrm{v}_{2}(\mathrm{x}), \ldots, \mathrm{v}_{\mathrm{n}}(\mathrm{x})$, i.e.:

$$
\begin{equation*}
y_{p}=v_{1} y_{1}+v_{2} y_{2}+\ldots+v_{n} y_{n} \tag{1.24}
\end{equation*}
$$

Differentiating (1.24) once results in:

$$
y_{p}^{\prime}=\left(v_{1}^{\prime} y_{1}+v_{2}^{\prime} y_{2}+\ldots+v_{n}^{\prime} y_{n}\right)+\left(v_{1} y_{1}^{\prime}+v_{2} y_{2}^{\prime}+\ldots+v_{n} y_{n}^{\prime}\right)
$$

Since $y_{p}$ in (1.24) must satisfy one equation, i.e. eq. (1.1), one can arbitrarily specify ( $n-1$ ) more relationships. Thus, let:

$$
v_{1}^{\prime} y_{1}+v_{2}^{\prime} y_{2}+\ldots+v_{n}^{\prime} y_{n}=0
$$

so that:

$$
y_{p}^{\prime}=v_{1} y_{1}^{\prime}+v_{2} y_{2}^{\prime}+\ldots+v_{n} y_{n}^{\prime}
$$

Differentiating $y_{p}^{\prime}$ once again gives:

$$
y_{p}^{\prime \prime}=\left(v_{1}^{\prime} y_{1}^{\prime}+v_{2}^{\prime} y_{2}^{\prime}+\ldots+v_{n}^{\prime} y_{n}^{\prime}\right)+\left(v_{1} y_{1}^{\prime \prime}+v_{2} y_{2}^{\prime \prime}+\ldots+v_{n} y_{n}^{\prime \prime}\right)
$$

Again let:

$$
v_{1}^{\prime} y_{1}^{\prime}+v_{2}^{\prime} y_{2}^{\prime}+\ldots+v_{n}^{\prime} y_{n}^{\prime}=0
$$

resulting in:

$$
y_{p}^{\prime \prime}=v_{1} y_{1}^{\prime \prime}+v_{2} y_{2}^{\prime \prime}+\ldots+v_{n} y_{n}^{\prime \prime}
$$

Carrying this procedure to the $(\mathrm{n}-1)^{\text {st }}$ derivative one obtains:

$$
y_{p}^{(n-1)}=\left(v_{1}^{\prime} y_{1}^{(n-2)}+v_{2}^{\prime} y_{2}^{(n-2)}+\ldots+v_{n}^{\prime} y_{n}^{(n-2)}\right)+\left(v_{1} y_{1}^{(n-1)}+v_{2} y_{2}^{(n-1)}+\ldots+v_{n} y_{n}^{(n-1)}\right)
$$

and letting:

$$
\mathrm{v}_{1}^{\prime} \mathrm{y}_{1}^{(\mathrm{n}-2)}+\mathrm{v}_{2}^{\prime} y_{2}^{(\mathrm{n}-2)}+\ldots+\mathrm{v}_{\mathrm{n}}^{\prime} \mathrm{y}_{\mathrm{n}}^{(\mathrm{n}-2)}=0
$$

then

$$
y_{p}^{(n-1)}=v_{1} y_{1}^{(n-1)}+v_{2} y_{2}^{(n-1)}+\ldots+v_{n} y_{n}^{(n-1)}
$$

Thus far ( $n-1$ ) conditions have been specified on the functions $v_{1}, v_{2}, \ldots, v_{n}$. The $n^{\text {th }}$ derivative is obtained in the form:

$$
y_{p}^{(n)}=v_{1}^{\prime} y_{1}^{(n-1)}+v_{2}^{\prime} y_{2}^{(n-1)}+\ldots+v_{n}^{\prime} y_{n}^{(n-1)}+v_{1} y_{1}^{(n)}+v_{2} y_{2}^{(n)}+\ldots+v_{n} y_{n}^{(n)}
$$

Substitution of the solution y and its derivatives into eq. (1.1), and grouping together derivatives of each solution, one obtains:

$$
\begin{aligned}
& v_{1}\left[a_{0} y_{1}^{(n)}+a_{1} y_{1}^{(n-1)}+\ldots+a_{n} y_{1}\right]+v_{2}\left[a_{0} y_{2}^{(n)}+a_{1} y_{2}^{(n-1)}+\ldots+a_{n} y_{2}\right]+\ldots \\
& +v_{n}\left[a_{0} y_{n}^{(n)}+a_{1} y_{n}^{(n-1)}+\ldots+a_{n} y_{n}\right]+a_{0}\left[v_{1}^{\prime} y_{1}^{(n-1)}+v_{2}^{\prime} y_{2}^{(n-1)}+\ldots+v_{n}^{\prime} y_{n}^{(n-1)}\right]=f(x)
\end{aligned}
$$

The terms in the square brackets which have the form Ly vanish since each $y_{i}$ is a solution of $\mathrm{Ly}_{\mathrm{i}}=0$, resulting in:

$$
v_{1}^{\prime} y_{1}^{(n-1)}+v_{2}^{\prime} y_{2}^{(n-1)}+\ldots+v_{n}^{\prime} y_{n}^{(n-1)}=\frac{f(x)}{a_{0}(x)}
$$

The system of algebraic equations on the unknown functions $\mathrm{v}_{1}^{\prime}, \mathrm{v}_{2}^{\prime}, \ldots, \mathrm{v}_{\mathrm{n}}^{\prime}$ can now be written as follows:

$$
\left.\begin{array}{cc}
v_{1}^{\prime} y_{1}+v_{2}^{\prime} y_{2}+\ldots+v_{n}^{\prime} y_{n}= & =0 \\
v_{1}^{\prime} y_{1}^{\prime}+v_{2}^{\prime} y_{2}^{\prime}+\ldots+v_{n}^{\prime} y_{n}^{\prime}= & =0 \\
\ldots & \ldots
\end{array}\right]=\begin{array}{lc}
\ldots & \ldots  \tag{1.25}\\
v_{1}^{\prime} y_{1}^{(n-2)}+v_{2}^{\prime} y_{2}^{(n-2)}+\ldots+v_{n}^{\prime} y_{n}^{(n-2)}= & =0 \\
v_{1}^{\prime} y_{1}^{(n-1)}+v_{2}^{\prime} y_{2}^{(n-1)}+\ldots+v_{n}^{\prime} y_{n}^{(n-1)}=\frac{f(x)}{a_{0}(x)}
\end{array}
$$

The determinant of the coefficients of the unknown functions [ $\mathrm{v}_{\mathrm{i}}^{\prime}$ ] is the Wronskian of the system, which does not vanish for a set of independent solutions [ $y_{i}$ ]. Equations in (1.25) give a unique set of functions [ $v_{i}^{\prime}$ ], which can be integrated to give $\left[v_{j}\right]$, thereby giving a particular solution $y_{p}$.

The method of variation of the parameters is now applied to a general $2^{\text {nd }}$ order differential equation. Let:

$$
a_{0}(x) y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=f(x)
$$

such that the homogeneous solution is given by:

$$
y_{h}=C_{1} y_{1}(x)+C_{2} y_{2}(x)
$$

and a particular solution can be found in the form:

$$
y_{p}=v_{1} y_{1}+v_{2} y_{2}
$$

where the functions $v_{1}$ and $v_{2}$ are solutions of the two algebraic equations:

$$
v_{1}^{\prime} y_{1}+v_{2}^{\prime} y_{2}=0
$$

and

$$
v_{1}^{\prime} y_{1}^{\prime}+v_{2}^{\prime} y_{2}^{\prime}=\frac{f(x)}{a_{0}(x)}
$$

Solving for $v_{i}^{\prime}$ and $v_{2}^{\prime}$, one obtains:

$$
v_{1}^{\prime}=\frac{-y_{2} f(x) / a_{0}(x)}{y_{1} y_{2}^{\prime}-y_{1}^{\prime} y_{2}}=-\frac{y_{2} f(x)}{a_{0}(x) w(x)}
$$

and

$$
v_{2}^{\prime}=\frac{y_{1} f(x) / a_{0}(x)}{y_{1} y_{2}^{\prime}-y_{1}^{\prime} y_{2}}=+\frac{y_{1} f(x)}{a_{0}(x) W(x)}
$$

Direct integration of these two expressions gives:

$$
\mathrm{v}_{1}=-\int^{\mathrm{x}} \frac{\mathrm{y}_{2}(\eta) \mathrm{f}(\eta)}{\mathrm{a}_{0}(\eta) \mathrm{W}(\eta)} \mathrm{d} \eta
$$

and

$$
\mathrm{v}_{2}=+\int^{\mathrm{x}} \frac{\mathrm{y}_{1}(\eta) \mathrm{f}(\eta)}{\mathrm{a}_{0}(\eta) \mathrm{W}(\eta)} \mathrm{d} \eta
$$

The unknown functions $v_{1}$ and $v_{2}$ are then substituted into $y_{p}$ to give:
$\mathrm{y}_{\mathrm{p}}=-\mathrm{y}_{1}(\mathrm{x}) \int^{x} \frac{\mathrm{y}_{2}(\eta) \mathrm{f}(\eta)}{\mathrm{a}_{0}(\eta) \mathrm{W}(\eta)} \mathrm{d} \eta+\mathrm{y}_{2}(\mathrm{x}) \int^{x} \frac{\mathrm{y}_{1}(\eta) \mathrm{f}(\eta)}{\mathrm{a}_{0}(\eta) \mathrm{w}(\eta)} \mathrm{d} \eta$

$$
=\int^{x} \frac{y_{1}(\eta) y_{2}(x)-y_{1}(x) y_{2}(\eta)}{W(\eta)} \frac{f(\eta)}{a_{0}(\eta)} d \eta
$$

## Example 1.7

Obtain the complete solution to the following equation:

$$
y^{\prime \prime}-4 y=e^{x}
$$

The homogeneous solution is given by:

$$
y_{h}=C_{1} e^{2 x}+C_{2} e^{-2 x}
$$

where $y_{1}=e^{2 x}, y_{2}=e^{-2 x}, a_{0}(x)=1$, and the Wronskian is given by:

$$
W(x)=y_{1} y_{2}^{\prime}-y_{1}^{\prime} y_{2}=-4
$$

The particular solution is thus given by the following integral:

$$
y_{p}=\int^{x} \frac{e^{2 \eta} e^{-2 x}-e^{2 x} e^{-2 \eta}}{(-4)} e^{\eta} d \eta=-\frac{1}{3} e^{x}
$$

The complete solution becomes:

$$
y=C_{1} e^{2 x}+C_{2} e^{-2 x}-\frac{1}{3} e^{x}
$$

### 1.8 Abel's Formula for the Wronskian

The Wronskian for a set of functions $\left[y_{i}\right]$ can be evaluated by using eq. (1.12).
However, one can obtain the Wronskian in a closed form when the set of functions [ $y_{i}$ ] are solutions of an ordinary differential equation. Differentiating the determinant in (1.12) is equivalent to summing n-determinants where only one row is differentiated in each determinant, i.e.:

$$
\begin{align*}
& \frac{d W}{d x}=\left|\begin{array}{llll}
y_{1}^{\prime} & y_{2}^{\prime} & \ldots & y_{n}^{\prime} \\
y_{1}^{\prime} & y_{2}^{\prime} & \ldots & y_{n}^{\prime} \\
y_{1}^{\prime \prime} & y_{2}^{\prime \prime} & \ldots & y_{n}^{\prime \prime} \\
\cdot\left(y_{n}^{\prime}-2\right) & y_{2}^{(n-2)} & \cdots & \cdot \\
y_{1}^{(n-1)} & y_{n}^{(n-2)} \\
y_{1}^{(n-1)} & y_{2}^{(n-1)} & \ldots & y_{n}^{(n-1)}
\end{array}\right|+ \\
& +\left|\begin{array}{llll}
y_{1} & y_{2} & \ldots & y_{n} \\
y_{1}^{\prime \prime} & y_{2}^{\prime \prime} & \ldots & y_{n}^{\prime \prime} \\
y_{1}^{\prime \prime} & y_{2}^{\prime \prime} & \ldots & y_{n}^{\prime \prime} \\
y_{1}^{(n-1)} & y_{2}^{(n-1)} & \ldots & y_{n}^{(n-1)} \\
y_{1}^{(n-1)} & y_{2}^{(n-1)} & \ldots & y_{n}^{(n-1)}
\end{array}\right|+\left|\begin{array}{llll}
y_{1} & y_{2} & \cdots & y_{n} \\
y_{1}^{\prime} & y_{2}^{\prime} & \cdots & y_{n}^{\prime} \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
y_{1}^{(n-2)} & y_{2}^{(n-2)} & \cdots & y_{n}^{(n-2)} \\
y_{1}^{(n)} & y_{2}^{(n)} & \ldots & y_{n}^{(n)}
\end{array}\right| \tag{1.26}
\end{align*}
$$

Since there are two identical rows in the first ( $\mathrm{n}-1$ ) determinants, each of these determinants vanish, thereby leaving only the non-vanishing last determinant:

$$
\frac{d W}{d x}=\left|\begin{array}{llll}
y_{1} & y_{2} & \cdots & y_{n}  \tag{1.27}\\
y_{1}^{\prime} & y_{2}^{\prime} & \ldots & y_{n}^{\prime} \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
y_{1}^{(n-2)} & y_{2}^{(n-2)} & \cdots & y_{n}^{(n-2)} \\
y_{1}^{(n)} & y_{2}^{(n)} & \cdots & y_{n}^{(n)}
\end{array}\right|
$$

Substitution of (1.2) for $y_{i}^{(n)}$, i.e.:

$$
y_{i}^{(n)}=-\frac{a_{1}(x)}{a_{0}(x)} y_{i}^{(n-1)}-\frac{a_{2}(x)}{a_{0}(x)} y_{i}^{(n-2)}-\ldots-\frac{a_{n-1}(x)}{a_{0}(x)} y_{i}^{\prime}-\frac{a_{n}(x)}{a_{0}(x)} y_{i}
$$

into the determinant of (dW)/(dx), and manipulating the determinant, by successively multiplying the first row by $a_{n} / a_{0}$, the second row by $a_{n-1} / a_{0}$, etc., and adding them to the last row, one obtains:

$$
\frac{d W}{d x}=-\frac{a_{1}(x)}{a_{0}(x)} W
$$

which can be integrated to give a closed form formula for the Wronskian:

$$
\begin{equation*}
W(x)=W_{0} \exp \left(\int-\frac{a_{1}(x)}{a_{0}(x)} d x\right) \tag{1.28}
\end{equation*}
$$

with $\mathrm{W}_{0}=$ constant. This is known as Abel's Formula.
It should be noted that $W(x)$ cannot vanish in a region $a \leq x \leq b$ unless $W_{0}$ vanishes identically, $a_{1}(x) \rightarrow \infty$ or $a_{0}(x) \rightarrow 0$ at some point in $a \leq x \leq b$. Since the last two are ruled out, then $\mathrm{W}(\mathrm{x})$ cannot vanish.

## Example 1.8

Consider the differential equation of Example 1.3. The Wronskian is given by:

$$
W(x)=W_{0} \exp \left(\int-3 d x\right)=W_{0} e^{-3 x}
$$

which is the Wronskian of the solutions of the differential equation. To evaluate the constant $\mathrm{W}_{0}$, one can determine the dominant term(s) of each solutions' Taylor series, find the leading term of the resulting Wronskian and then take a limit as $\mathrm{x} \rightarrow 0$ in this special case, resulting in $\mathrm{W}_{0}=9$ and $\mathrm{W}(\mathrm{x})=9 \mathrm{e}^{-3 \mathrm{x}}$.

### 1.9 Initial Value Problems

For a unique solution of an ordinary differential equation of order $n$, whose complete solution contains n arbitrary constants, a set of n -conditions on the dependent variable is required. The set of $n$-conditions on the dependent variable is a set of the values that the dependent variable and its first ( $\mathrm{n}-1$ ) derivatives take at a point $\mathrm{x}=\mathrm{x}_{0}$, which can be given as:

$$
\begin{align*}
& y\left(x_{0}\right)=\alpha_{0} \\
& y^{\prime}\left(x_{0}\right)=\alpha_{1} \\
& \vdots \\
& y^{(n-1)}\left(x_{0}\right)=\alpha_{n-1} \tag{1.29}
\end{align*} \quad \mathrm{a} \leq \mathrm{x}, \mathrm{x}_{0} \leq b
$$

A unique solution for the set of constants $\left[\mathrm{C}_{\mathrm{i}}\right]$ in the homogeneous solution $\mathrm{y}_{\mathrm{h}}$ can be obtained. Such problems are known as Initial Value Problems. To prove uniqueness, let there exist two solutions $y_{I}$ and $y_{I I}$ satisfying the system (1.29) such that:

$$
\begin{aligned}
& y_{I}=C_{1} y_{1}+C_{2} y_{2}+\ldots+C_{n} y_{n}+y_{p} \\
& y_{\text {II }}=B_{1} y_{1}+B_{2} y_{2}+\ldots+B_{n} y_{n}+y_{p}
\end{aligned}
$$

then, the difference of the two solutions also satisfies the same homogeneous equation:

$$
L\left(y_{I}-y_{I I}\right)=0
$$

and

$$
\begin{aligned}
& y_{\mathrm{I}}\left(\mathrm{x}_{0}\right)-\mathrm{y}_{\mathrm{II}}\left(\mathrm{x}_{0}\right)=0 \\
& \mathrm{y}_{\mathrm{I}}^{\prime}\left(\mathrm{x}_{0}\right)-\mathrm{y}_{\mathrm{II}}^{\prime}\left(\mathrm{x}_{0}\right)=0 \\
& \dot{0} \\
& \mathrm{y}_{\mathrm{I}}^{(\mathrm{n}-1)}\left(\mathrm{x}_{0}\right)-\mathrm{y}_{\mathrm{II}}^{(\mathrm{n}-1)}\left(\mathrm{x}_{0}\right)=0
\end{aligned}
$$

which results in the following homogeneous algebraic equations:

$$
\begin{gather*}
\mathrm{A}_{1} \mathrm{y}_{1}\left(\mathrm{x}_{0}\right)+\mathrm{A}_{2} \mathrm{y}_{2}\left(\mathrm{x}_{0}\right)+\ldots+\mathrm{A}_{\mathrm{n}} \mathrm{y}_{\mathrm{n}}\left(\mathrm{x}_{0}\right)=0 \\
\mathrm{~A}_{1} y_{1}^{\prime}\left(\mathrm{x}_{0}\right)+\mathrm{A}_{2} \mathrm{y}_{2}^{\prime}\left(\mathrm{x}_{0}\right)+\ldots+\mathrm{A}_{\mathrm{n}} y_{n}^{\prime}\left(\mathrm{x}_{0}\right)=0  \tag{1.30}\\
\vdots \\
\mathrm{~A}_{1} y_{1}^{(\mathrm{n}-1)}\left(\mathrm{x}_{0}\right)+\mathrm{A}_{2} y_{2}^{(\mathrm{n}-1)}\left(\mathrm{x}_{0}\right)+\ldots+\mathrm{A}_{\mathrm{n}} \mathrm{y}_{\mathrm{n}}^{(\mathrm{n}-1)}\left(\mathrm{x}_{0}\right)=0
\end{gather*}
$$

where the constants $A_{i}$ are defined by:

$$
A_{i}=C_{i}-B_{i} \quad i=1,2,3, \ldots, n
$$

Since the determinant of the coefficients of $\left[\mathrm{A}_{\mathrm{i}}\right]$ is the Wronskian of the system, which does not vanish for the independent set $\left[y_{i}\right]$, then $\mathrm{A}_{\mathrm{i}}=0$, and the two solutions $\mathrm{y}_{\mathrm{I}}$ and $\mathrm{y}_{\mathrm{II}}$, satisfying the system (1.29), must be identical.

## Example 1.9

Obtain the solution of the following system:

$$
\begin{array}{ll}
y^{\prime \prime}+4 y=0 & \\
y(0)=1 & x \geq 0 \\
y^{\prime}(0)=4 & \\
y=C_{1} \sin (2 x)+C_{2} \cos (2 x) & \\
y(0)=C_{2}=1 & \\
y^{\prime}(0)=2 C_{1}=4 & C_{1}=2
\end{array}
$$

such that:

$$
y=2 \sin (2 x)+\cos (2 x)
$$

## PROBLEMS

## Section 1.2

1. Solve the following differential equations:
(a) $\frac{d y}{d x}+x y=e^{-x^{2} / 2}$
(b) $x \frac{d y}{d x}+2 y=x^{2}$
(c) $\frac{d y}{d x}+2 y \cot a n x=\cos x$
(d) $\frac{d y}{d x}+y \tanh x=e^{x}$
(e) $\sin x \cos x \frac{d y}{d x}+y=\sin x$
(f) $\frac{d y}{d x}+y=e^{-x}$

## Section 1.3

2. Examine the following sets for linear independence:
(a) $\mathrm{u}_{1}(\mathrm{x})=\mathrm{e}^{\mathrm{i} \mathrm{x}}$
$u_{2}(x)=e^{-i x}$
$\mathrm{u}_{3}=\sin \mathrm{x}$
(b) $u_{1}(x)=e^{-x}$

$$
u_{2}(x)=e^{x}
$$

(c) $\mathrm{u}_{1}(\mathrm{x})=1+\mathrm{x}^{2}$
$\mathrm{u}_{2}(\mathrm{x})=1-\mathrm{x}^{2}$
(d) $v_{1}(x)=\frac{u_{1}-u_{2}}{2}$
$\mathrm{v}_{2}(\mathrm{x})=\frac{\mathrm{u}_{1}+\mathrm{u}_{2}}{2}$
$u_{1}(x)$ and $u_{2}(x)$ are defined in (c).

## Section 1.4

3. Obtain the homogeneous solution to the following differential equations:
(a) $\frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}-2 y=0$
(b) $\frac{d^{3} y}{d x^{3}}-\frac{d^{2} y}{d x^{2}}-\frac{1}{4} \frac{d y}{d x}+\frac{1}{4} y=0$
(c) $\frac{d^{3} y}{d x^{3}}-3 \frac{d y}{d x}+2 y=0$
(d) $\frac{d^{4} y}{d x^{4}}-8 \frac{d^{2} y}{d x^{2}}+16 y=0$
(e) $\frac{d^{4} y}{d x^{4}}-16 y=0$
(f) $\frac{d^{2} y}{d x^{2}}+i y=0 \quad i=\sqrt{-1}$
(g) $\frac{d^{4} y}{d x^{4}}+16 y=0$
(h) $\frac{d^{5} y}{d x^{5}}-\frac{d^{4} y}{d x^{4}}-2 \frac{d^{3} y}{d x^{3}}+2 \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}-y=0$
(i) $\frac{d^{3} y}{d x^{3}}+8 a^{3} y=0$
(j) $\frac{d^{3} y}{d x^{3}}-a \frac{d^{2} y}{d x^{2}}+2 a^{3} y=0$
(k) $\frac{d^{4} y}{d x^{4}}+2 a^{2} \frac{d^{2} y}{d x^{2}}+a^{4} y=0$
(l) $\frac{d^{6} y}{d x^{6}}+64 y=0$
4. If a third order differential equation, with constant coefficients, has three repeated roots $=m$, show that $e^{m x}, e^{m x}$, and $x^{2} e^{m x}$ make up a linearly independent set.

## Section 1.5

5. Obtain the solution to the following differential equations:
(a) $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=0$
(b) $x^{2} \frac{d^{2} y}{d x^{2}}+3 x \frac{d y}{d x}+y=0$
(c) $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+4 y=0$
(d) $x^{3} \frac{d^{3} y}{d x^{3}}+x^{2} \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+2 y=0$
(e) $x^{3} \frac{d^{3} y}{d x^{3}}+3 x^{2} \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+2 y=0$
(f) $x^{4} \frac{d^{4} y}{d x^{4}}+6 x^{3} \frac{d^{3} y}{d x^{3}}+7 x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-16 y=0$
(g) $4 x^{2} \frac{d^{2} y}{d x^{2}}+y=0$
(h) $4 x^{2} \frac{d^{2} y}{d x^{2}}+5 y=0$

## Section 1.6

6. Obtain the total solution for the following differential equations:

Ly $=f(x)$
(a) L as in Problem 3a and $f(x)=10 \sin x+4 e^{x}+9 x e^{-x}$
(b) L as in Problem 3c and $f(x)=2 x^{2}+4 e^{-x}+27 x^{2} e^{x}$
(c) L as in Problem 3 d and $\mathrm{f}(\mathrm{x})=16 \sin 2 \mathrm{x}+8 \sinh 2 \mathrm{x}$
(d) L as in Problem 5a and $f(x)=3 x^{2}+4 x$
(e) $L$ as in Problem 5e and $f(x)=12 x+4 x^{2}$

## Section 1.7

7. Obtain the general solution to the following differential equations:
(a) $\frac{d^{2} y}{d x^{2}}+k^{2} y=f(x)$
(b) $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=f(x)$ $x \geq 1$
(c) $x^{3} \frac{d^{3} y}{d x^{3}}-2 x^{2} \frac{d^{2} y}{d x^{2}}+4 x \frac{d y}{d x}-4 y=f(x)$
(d) $\frac{d^{2} y}{d x^{2}}-k^{2} y=f(x)$
$1 \leq x \leq 2$

## Section 1.8

8. Obtain the total solution to the following systems:
(a) Problem 6(a)
$y(0)=2$

$$
y^{\prime}(0)=-1
$$

$$
x \geq 0
$$

(b) Problem 3(b)
$y(1)=3$
$y^{\prime}(1)=0$
$y^{\prime \prime}(2)=3$

$$
0 \leq x \leq 2
$$

## 2

## SERIES SOLUTIONS OF ORDINARY DIFFERENTIAL EQUATIONS

### 2.1 Introduction

In many instances, it is not possible to obtain the solution of an ordinary differential equation of the type of eq. (1.2) in a closed form. If the differential equation (1.2) has $\mathrm{a}_{0}(\mathrm{x})$ as a non-vanishing bounded functions and $\mathrm{a}_{1}(\mathrm{x}), \mathrm{a}_{2}(\mathrm{x}), \ldots, \mathrm{a}_{\mathrm{n}}(\mathrm{x})$ are bounded in the interval $\mathrm{a} \leq \mathrm{x} \leq \mathrm{b}$, satisfying the system in eq. (1.29), then there exists a set of n solutions $y_{i}(x), i=1,2, \ldots, n$. Such a solution can be expanded into a Taylor series about a point $x_{0}, a<x_{0}<b$, such that:

$$
\begin{equation*}
y(x)=\sum_{n=0}^{\infty} c_{n}\left(x-x_{0}\right)^{n} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}=\frac{y^{(n)}\left(x_{0}\right)}{n!} \tag{2.2}
\end{equation*}
$$

This series is referred to as a Power Series about the point $x=x_{0}$, refer to Appendix A.
In general, one does not know $\mathrm{y}(\mathrm{x})$ a priori, so that the coefficients of the series $\mathrm{c}_{\mathrm{n}}$ are not determinable from (2.2). However, one can assume that the solution to eq. (1.2) has a power series of the form in eq. (2.1) and then the unknown constants $\mathrm{c}_{\mathrm{n}}$ can be determined by substituting the solution (2.1) into eq. (1.2).

The power series in eq. (2.1) converges in a certain region. Using the ratio test (Appendix A), then:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{c_{n+1}\left(x-x_{0}\right)^{n+1}}{c_{n}\left(x-x_{0}\right)^{n}}\right| \begin{aligned}
& <1 \text { series converges } \\
& >1 \text { series diverges }
\end{aligned}
$$

or

$$
\begin{aligned}
&\left|x-x_{0}\right|<\rho \text { series converges } \\
&>\rho \text { series diverges }
\end{aligned} \quad \rho=\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n}}{a_{n+1}}\right|
$$

where $\rho$ is known as the Radius of Convergence.
Thus the series converges for $x_{0}-\rho<x<x_{0}+\rho$, and diverges outside this region. The series may or may not converge at the end points, i.e., at $x=x_{0}+\rho$ and $x=x_{0}-\rho$, where:
$\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{c_{n+1}}{c_{n}}\left(x-x_{0}\right)\right|=1$
and the ratio test fails. To test the convergence of the series at the end points, refer to the tests given in Appendix A.

The radius of convergence for series solutions of a differential equation is limited by the existence of singularities, i.e., points where $\mathrm{a}_{0}(\mathrm{x})$ vanishes. If $\mathrm{x}_{1}$ is the closest zero of $a_{0}(x)$ to $x_{0}$, then the radius of convergence $\rho=\left|x_{1}-x_{0}\right|$.

### 2.2 Power Series Solutions

Power series solutions about $\mathrm{x}=\mathrm{x}_{0}$ of the form in eq. (2.1) can be transformed to a power series solution about $z=0$.

Let $\mathrm{z}=\mathrm{x}-\mathrm{x}_{0}$ then eq. (1.1) transforms to:

$$
a_{0}\left(z+x_{0}\right) \frac{d^{n} y}{d z^{n}}+a_{1}\left(z+x_{0}\right) \frac{d^{n-1} y}{d z^{n-1}}+\ldots+a_{n-1}\left(z+x_{0}\right) \frac{d y}{d z}+a_{n}\left(z+x_{0}\right) y=f\left(z+x_{0}\right)
$$

Thus, power series homogeneous solutions about $\mathrm{x}=\mathrm{x}_{0}$ become series solutions about $\mathrm{z}=0$; i.e.:

$$
y(z)=\sum_{m=0}^{\infty} c_{m} z^{m}
$$

Henceforth, one only needs to discuss power series solutions about the origin, which will be taken to be $\mathrm{x}=0$ for simplicity, i.e.:

$$
\begin{equation*}
y(x)=\sum_{m=0}^{\infty} c_{m} x^{m} \tag{2.3}
\end{equation*}
$$

Substitution of the series in (2.3) into the differential equation (1.2) and equating the coefficient of each power of $x$ to zero, results in an infinite number of algebraic equations, each one gives the constant $c_{m}$ in terms of $c_{m-1}, c_{m-2}, \ldots, c_{1}$ and $c_{0}$, for $m=1,2, \ldots$. Since the homogeneous differential equation is of order $n$, then there will be $n$ arbitrary constants, i.e. the constants $c_{0}, c_{1}, \ldots, c_{n}$ are arbitrary constants. The constants $c_{n+1}$, $c_{n+2} \ldots$ can then be computed in terms of the arbitrary constants $c_{0}, \ldots, c_{n}$.

## Example 2.1

Obtain the solution valid in the neighborhood of $\mathrm{x}_{0}=0$, of the following equation:

$$
\frac{\mathrm{d}^{2} \mathrm{y}}{\mathrm{dx}^{2}}-\mathrm{xy}=0
$$

Note that $a_{0}(x)=1, a_{1}(x)=0$, and $a_{2}(x)=-x$, all bounded and $a_{0}(0) \neq 0$.
Let the solution to be in the form of a power series about $x_{0}=0$ :

$$
y=\sum_{n=0}^{\infty} c_{n} x^{n} \quad y^{\prime}=\sum_{0}^{\infty} n c_{n} x^{n-1} \quad y^{\prime \prime}=\sum_{0}^{\infty} n(n-1) c_{n} x^{n-2}
$$

which, when substituted into the differential equation gives:

$$
L y=\sum_{0}^{\infty} n(n-1) c_{n} x^{n-2}-\sum_{0}^{\infty} c_{n} x^{n+1}=0
$$

Writing out the two series in a power series of ascending powers of $x$ results in:

$$
\begin{aligned}
0 \cdot c_{0} x^{-2} & +0 \cdot c_{1} x^{-1}+2 c_{2}+\left(6 c_{3}-c_{0}\right) x+\left(12 c_{4}-c_{1}\right) x^{2} \\
& +\left(20 c_{5}-c_{2}\right) x^{3}+\left(30 c_{6}-c_{3}\right) x^{4}+\left(42 c_{7}-c_{4}\right) x^{5}+\ldots=0
\end{aligned}
$$

Since the power series of a null function has zero coefficients, then equating the coefficient of each power of $x$ to zero, one obtains:

$$
\begin{array}{lll}
c_{0}=\frac{0}{0}=\text { indeterminate } & c_{1}=\frac{0}{0}=\text { indeterminate } & c_{2}=0 \\
c_{3}=\frac{c_{0}}{6}=\frac{c_{0}}{2 \cdot 3} & c_{4}=\frac{c_{1}}{12}=\frac{c_{1}}{3 \cdot 4} & c_{5}=\frac{c_{2}}{5 \cdot 4}=0 \\
c_{6}=\frac{c_{3}}{6 \cdot 5}=\frac{c_{0}}{2 \cdot 3 \cdot 5 \cdot 6} & c_{7}=\frac{c_{4}}{6 \cdot 7}=\frac{c_{0}}{3 \cdot 4 \cdot 6 \cdot 7} &
\end{array}
$$

Thus, the series solution becomes:

$$
\begin{aligned}
y & =c_{0}+c_{1} x+\frac{c_{0}}{2 \cdot 3} x^{3}+\frac{c_{1}}{3 \cdot 4} x^{4}+\frac{c_{0}}{2 \cdot 3 \cdot 5 \cdot 6} x^{6}+\frac{c_{1}}{3 \cdot 4 \cdot 6 \cdot 7} x^{7} \\
& =c_{0}\left(1+\frac{x^{3}}{6}+\frac{x^{6}}{6 \cdot 30}+\ldots\right)+c_{1}\left(x+\frac{x^{4}}{12}+\frac{x^{7}}{12 \cdot 42}+\ldots\right)
\end{aligned}
$$

Since $c_{0}$ and $c_{1}$ are arbitrary constants, then:

$$
y_{1}=1+\frac{x^{3}}{6}+\frac{x^{6}}{6 \cdot 30}+\ldots
$$

and

$$
y_{2}=x+\frac{x^{4}}{12}+\frac{x^{7}}{12 \cdot 42}+\ldots
$$

are the two independent solutions of the homogeneous differential equation.
It is more advantageous to work out the relationship between $\mathrm{c}_{\mathrm{n}}$ and $\mathrm{c}_{\mathrm{n}-1}, \mathrm{c}_{\mathrm{n}-2}, \ldots, \mathrm{c}_{1}$, $c_{0}$ in a formula known as the Recurrence Formula. Rewriting Ly $=0$ again in expanded form and separating the first few terms of each series, such that the remaining terms of each series start at the same power of $x$, i.e.:

$$
0 \cdot c_{0} x^{-2}+0 \cdot c_{1} x^{-1}+2 c_{2}+\sum_{n=3}^{\infty} n(n-1) c_{n} x^{n-2}-\sum_{n=0}^{\infty} c_{n} x^{n+1}=0
$$

where the first term of each power series starts with $\mathrm{x}^{1}$.

Letting $\mathrm{n}=\mathrm{m}+3$ in the first series and $\mathrm{n}=\mathrm{m}$ in the second series, so that the two series start with the same index $m=0$ and the power of $x$ is the same for both series, one obtains:

$$
\mathrm{c}_{0}=\text { indeterminate } \quad \mathrm{c}_{1}=\text { indeterminate } \quad \mathrm{c}_{2}=0
$$

and

$$
\sum_{m=0}^{\infty}\left[(m+2)(m+3) c_{m+3}-c_{m}\right] x^{m+1}=0
$$

Equating the coefficient of $\mathrm{x}^{\mathrm{m+1}}$ to zero gives the recurrence formula:

$$
c_{m+3}=\frac{c_{m}}{(m+2)(m+3)} \quad m=0,1,2, \ldots
$$

which relates $\mathrm{c}_{\mathrm{m}+3}$ to $\mathrm{c}_{\mathrm{m}}$ and results in the same constants evaluated earlier. The recurrence formula reduces the amount of algebraic manipulations needed for evaluating the coefficients $\mathrm{c}_{\mathrm{m}}$.

Note: Henceforth, the coefficient of the power series $c_{n}$ will be replaced by $a_{n}$, which are not to be confused with $\mathrm{a}_{\mathrm{n}}(\mathrm{x})$.

## Example 2.2

Solve the following ordinary differential equation about $\mathrm{x}_{0}=0$ :

$$
x \frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}+x y=0 \quad y=\sum_{n=0}^{\infty} a_{n} x^{n}
$$

Note that $\mathrm{a}_{\mathrm{o}}(\mathrm{x})=\mathrm{x}, \mathrm{a}_{1}(\mathrm{x})=1$, and $\mathrm{a}_{2}(\mathrm{x})=\mathrm{x}$ and $\mathrm{a}_{\mathrm{o}}(0)=0$, which means that the equation is singular at $x=0$. Attempting a power series solution by substituting into the differential equation and combining the three series gives:

$$
\begin{aligned}
L y & =\sum_{n=0}^{\infty} n(n+2) a_{n} x^{n-1}+\sum_{n=0}^{\infty} a_{n} x^{n+1}=0 \\
& =0 \cdot a_{0} x^{-1}+3 a_{1}+\sum_{n=2}^{\infty} n(n+2) a_{n} x^{n-1}+\sum_{n=0}^{\infty} a_{n} x^{n+1}=0
\end{aligned}
$$

Substituting $\mathrm{n}=\mathrm{m}+2$ in the first and $\mathrm{n}=\mathrm{m}$ in the second series, one obtains:

$$
=0 \cdot a_{0} x^{-1}+3 a_{1}+\sum_{m=0}^{\infty}\left[(m+2)(m+4) a_{m+2}+a_{m}\right] x^{m+1}=0
$$

Thus, equating the coefficient of each power of $x$ to zero gives:

$$
a_{0}=\text { indeterminate } \quad a_{1}=0
$$

as well as the recurrence formula:

$$
a_{m+2}=-\frac{a_{m}}{(m+2)(m+4)} \quad m=0,1,2, \ldots
$$

The recurrence formula can be used to evaluate the remaining coefficients:

$$
\begin{array}{lll}
a_{2}=-\frac{a_{0}}{2^{2} 2!1!} & a_{3}=-\frac{a_{1}}{15}=0 & a_{4}=-\frac{a_{2}}{24}=\frac{a_{0}}{2^{4} 3!2!} \\
a_{5}=-\frac{a_{3}}{35}=0=a_{7}=a_{9}=\ldots & a_{6}=-\frac{a_{0}}{2^{6} 4!2!}, \text { etc. }
\end{array}
$$

Thus, the solution obtainable in the form of a power series is:

$$
y=a_{0}\left(1-\frac{x^{2}}{2^{2} 2!1!}+\frac{x^{4}}{2^{4} 3!2!}-\frac{x^{6}}{2^{6} 4!3!}+\ldots\right)
$$

This solution has only one arbitrary constant, thereby giving one solution. The missing second solution cannot be obtained in a power series form due to the fact that $a_{0}(x)=x$ vanishes at the point about which the series is expanded, i.e. $x=0$ is a singular point of the differential equation. To obtain the full solution, one needs to deal with differential equations having singular points at the point of expansion $\mathrm{x}_{0}$.

### 2.3 Classification of Singularities

Dividing the second order differential equation by $\mathrm{a}_{0}(\mathrm{x})$, then it becomes:

$$
\begin{equation*}
L y=\frac{d^{2} y}{d x^{2}}+\bar{a}_{1}(x) \frac{d y}{d x}+\bar{a}_{2}(x) y=0 \tag{2.4}
\end{equation*}
$$

where $\bar{a}_{1}(x)=a_{1}(x) / a_{o}(x)$ and $\bar{a}_{2}(x)=a_{2}(x) / a_{o}(x)$.
If either of the two coefficients $\bar{a}_{1}(x)$ or $\bar{a}_{2}(x)$ are unbounded at a point $x_{0}$, then the equation has a singularity at $x=x_{0}$.
(i) If $\bar{a}_{1}(x)$ and $\bar{a}_{2}(x)$ are both regular (bounded) at $x_{0}$, then $x_{0}$ is called a Regular Point (RP).
(ii) If $\mathrm{x}=\mathrm{x}_{0}$ is a singular point and if:

$$
\left.\begin{array}{l}
\quad \operatorname{Lim}_{x \rightarrow x_{0}}\left(x-x_{0}\right) \bar{a}_{1}(x) \rightarrow \text { finite } \\
\text { and } \\
\\
\operatorname{Lim}_{x \rightarrow x_{0}}\left(x-x_{0}\right)^{2} \bar{a}_{2}(x) \rightarrow \text { finite }
\end{array}\right\} x_{0} \text { is a Regular Singular Point (RSP) }
$$

(iii) If $x=x_{0}$ is a singular point and either:

$$
\left.\begin{array}{l}
\operatorname{Lim}_{x \rightarrow x_{0}}\left(x-x_{0}\right) \bar{a}_{1}(x) \rightarrow \text { unbounded } \\
\text { or } \\
\operatorname{Lim}_{x \rightarrow x_{0}}\left(x-x_{0}\right)^{2} \bar{a}_{2}(x) \rightarrow \text { unbounded }
\end{array}\right\} x_{0} \text { is an Irregular Singular Point (ISP) }
$$

## Example 2.3

Classify the behavior of each of the following differential equations at $x=0$ and at all the singular points of each equation.
(a) $x \frac{d^{2} y}{d x^{2}}+\sin x \frac{d y}{d x}+x^{2} y=0$

Here, $\bar{a}_{1}(x)=\frac{\sin x}{x}$ and $\bar{a}_{2}(x)=x$
Both coefficients are regular at $x=0$, thus $x=0$ is a RP.
(b) $x \frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}+x y=0$

$$
\bar{a}_{1}(x)=\frac{3}{x} \quad \bar{a}_{2}(x)=1
$$

Here, $x=0$ is the only singular point. Classifying the singularity at $x=0$ :

$$
\operatorname{Lim}_{x \rightarrow 0} x\left(\frac{3}{x}\right)=3 \quad \operatorname{Lim}_{x \rightarrow 0} x^{2}(1)=0
$$

Thus $\mathrm{x}=0$ is a RSP.
(c) $x^{2}\left(x^{2}-1\right) \frac{d^{2} y}{d x^{2}}+(x-1)^{2} \frac{d y}{d x}+x^{2} y=0$

$$
\bar{a}_{1}(x)=\frac{(x-1)}{x^{2}(x+1)} \quad \bar{a}_{2}(x)=\frac{1}{(x-1)(x+1)}
$$

Here, there are three singular points; $x=-1,0$, and +1 . Examining each singularity:
$\underline{x}_{0}=-1$

$$
\begin{aligned}
& \operatorname{Lim}_{x \rightarrow-1}(x+1) \frac{(x-1)}{x^{2}(x+1)}=-2 \\
& \operatorname{Lim}_{x \rightarrow-1}(x+1)^{2} \frac{1}{(x-1)(x+1)}=0
\end{aligned}
$$

$\mathrm{x}_{0}=0$

$$
\begin{aligned}
& \operatorname{Lim}_{x \rightarrow 0} x \frac{(x-1)}{x^{2}(x+1)}=-\infty \\
& \quad x_{0}=0 \text { is an ISP }
\end{aligned}
$$

$$
\operatorname{Lim}_{x \rightarrow 0} x^{2} \frac{1}{(x-1)(x+1)}=0
$$

$\underline{x}_{0}=+1$

$$
\operatorname{Lim}_{x \rightarrow 1}(x-1) \frac{(x-1)}{x^{2}(x+1)}=0
$$

$$
\mathrm{x}_{0}=+1 \text { is a RSP }
$$

$\operatorname{Lim}_{x \rightarrow 1}(x-1)^{2} \frac{1}{(x-1)(x+1)}=0$

### 2.4 Frobenius Solution

If the differential equation (2.4) has a Regular Singular Point at $\mathrm{x}_{0}$, then one or both solution(s) may not be obtainable by the power series expansion (2.3). If the equation has a singularity at $\mathrm{x}=\mathrm{x}_{0}$, one can perform a linear transformation (discussed in Section 2.2), $\mathrm{z}=\mathrm{x}-\mathrm{x}_{0}$, and seek a solution about $\mathrm{z}=0$. For simplicity, a solution valid in the neighborhood of $x=0$ is presented.

For equations that have a RSP at $x=x_{0}$, a solution of the form:

$$
\begin{equation*}
\mathrm{y}(\mathrm{x})=\sum_{\mathrm{n}=0}^{\infty} \mathrm{a}_{\mathrm{n}}\left(\mathrm{x}-\mathrm{x}_{0}\right)^{\mathrm{n}+\sigma} \tag{2.5}
\end{equation*}
$$

can be used, where $\sigma$ is an unknown constant. If $\mathrm{x}_{0}$ is a RSP, then the constant $\sigma$ cannot be a positive integer or zero for at least one solution of the homogeneous equation. This solution is known as the Frobenius Solution.

Since $\bar{a}_{1}(x)$ and $\bar{a}_{2}(x)$ can, at most, be singular to the order of $\left(x-x_{0}\right)^{-1}$ and $\left(x-x_{0}\right)^{-2}$, then:

$$
\left(x-x_{0}\right) \bar{a}_{1}(x) \quad \text { and } \quad\left(x-x_{0}\right)^{2} \bar{a}_{2}(x)
$$

are regular functions in the neighborhood of $x=x_{0}$. Thus, expanding the above functions into a power series about $x=x_{0}$ results in:

$$
\begin{equation*}
\left(x-x_{0}\right) \bar{a}_{1}(x)=\alpha_{0}+\alpha_{1}\left(x-x_{0}\right)+\alpha_{2}\left(x-x_{0}\right)^{2}+\ldots=\sum_{k=0}^{\infty} \alpha_{k}\left(x-x_{0}\right)^{k} \tag{2.6}
\end{equation*}
$$

and

$$
\left(x-x_{0}\right)^{2} \bar{a}_{2}(x)=\beta_{0}+\beta_{1}\left(x-x_{0}\right)+\beta_{2}\left(x-x_{0}\right)^{2}+\ldots=\sum_{k=0}^{\infty} \beta_{k}\left(x-x_{0}\right)^{k}
$$

Transforming the equation by $\mathrm{z}=\mathrm{x}-\mathrm{x}_{0}$ and replacing z by x , one can discuss solutions about $x_{0}=0$. The Frobenius solution in eq. (2.5) and the series expansions of $a_{1}(x)$ and $\mathrm{a}_{2}(\mathrm{x})$ about $\mathrm{x}_{0}=0$ of eq. (2.6) are substituted into the differential equation (2.4), such that:

$$
\mathrm{Ly}=\sum_{\mathrm{n}=0}^{\infty}(\mathrm{n}+\sigma-1)(\mathrm{n}+\sigma) \mathrm{a}_{\mathrm{n}} \mathrm{x}^{\mathrm{n}+\sigma-2}+\left[\sum_{\mathrm{k}=0}^{\infty} \alpha_{\mathrm{k}} \mathrm{x}^{\mathrm{k}-1}\right]\left[\sum_{\mathrm{n}=0}^{\infty}(\mathrm{n}+\sigma) \mathrm{a}_{\mathrm{n}} \mathrm{x}^{\mathrm{n}+\sigma-1}\right]
$$

$$
\begin{equation*}
+\left[\sum_{k=0}^{\infty} \beta_{k} x^{k-2}\right]\left[\sum_{n=0}^{\infty} a_{n} x^{n+\sigma}\right]=0 \tag{2.7}
\end{equation*}
$$

The second term in (2.7) can be written in a Taylor series form as follows:

$$
\begin{aligned}
& {\left[\sum_{k=0}^{\infty} \alpha_{k} x^{k-1}\right]\left[\sum_{n=0}^{\infty}(n+\sigma) a_{n} x^{n+\sigma-1}\right]=x^{\sigma-2}\left[\sigma \alpha_{0} a_{0}+\left(\sigma a_{0} \alpha_{1}+(\sigma+1) a_{1} \alpha_{0}\right) x\right.} \\
& \left.\quad+\left(\sigma a_{0} \alpha_{2}+(\sigma+1) a_{1} \alpha_{1}+(\sigma+2) a_{2} \alpha_{0}\right) x^{2}+\ldots+\left(\sum_{k=0}^{k=n}(\sigma+k) a_{k} \alpha_{n-k}\right) x^{n}+\ldots\right] \\
& \quad=\sum_{n=0}^{\infty} c_{n} x^{n+\sigma-2}
\end{aligned}
$$

where

$$
c_{n}=\sum_{k=0}^{k=n}(\sigma+k) a_{k} \alpha_{n-k}
$$

The third term in eq. (2.7) can be expressed in a Taylor series form in a similar manner:

$$
\left[\sum_{n=0}^{\infty} \beta_{k} x^{k-2}\right]\left[\sum_{n=0}^{\infty} a_{n} x^{n+\sigma}\right]=\sum_{n=0}^{\infty} d_{n} x^{n+\sigma-2}
$$

where

$$
\mathrm{d}_{\mathrm{n}}=\sum_{k=0}^{k=n} a_{k} \beta_{n-k}
$$

Eq. (2.7) then becomes:

$$
\begin{align*}
& \mathrm{Ly}=\mathrm{x}^{\sigma-2}\left[\sum_{\mathrm{n}=0}^{\infty}(\mathrm{n}+\sigma-1)(\mathrm{n}+\sigma) \mathrm{a}_{\mathrm{n}} \mathrm{x}^{\mathrm{n}}+\sum_{\mathrm{n}=0}^{\infty} \mathrm{c}_{\mathrm{n}} \mathrm{x}^{\mathrm{n}}+\sum_{\mathrm{n}=0}^{\infty} \mathrm{d}_{\mathrm{n}} \mathrm{x}^{\mathrm{n}}\right]  \tag{2.8}\\
& \quad=\mathrm{x}^{\sigma-2}\left\{\left[\sigma(\sigma-1)+\sigma \alpha_{0}+\beta_{0}\right] \mathrm{a}_{0}+\left[\left(\sigma(\sigma+1)+(\sigma+1) \alpha_{0}+\beta_{0}\right) \mathrm{a}_{1}+\left(\sigma \alpha_{1}+\beta_{1}\right) \mathrm{a}_{0}\right] \mathrm{x}\right. \\
& +\left[\left((\sigma+1)(\sigma+2)+(\sigma+2) \alpha_{0}+\beta_{0}\right) \mathrm{a}_{2}+\left((\sigma+1) \alpha_{1}+\beta_{1}\right) \mathrm{a}_{1}+\left(\sigma \alpha_{2}+\beta_{2}\right) \mathrm{a}_{0}\right] \mathrm{x}^{2} \\
& +\ldots+\left[\left((\mathrm{n}+\sigma-1)(\mathrm{n}+\sigma)+(\sigma+n) a_{0}+\beta_{0}\right) \mathrm{a}_{\mathrm{n}}+\left((\sigma+\mathrm{n}-1) \mathrm{a}_{1}+\beta_{1}\right) \mathrm{a}_{\mathrm{n}-1}\right. \\
& \left.\left.+\left((\sigma+\mathrm{n}-2) \alpha_{2}+\beta_{2}\right) \mathrm{a}_{\mathrm{n}-2}+\ldots+\left((\sigma+1) \alpha_{\mathrm{n}-1}+\beta_{\mathrm{n}-1}\right) \mathrm{a}_{1}+\left(\sigma \alpha_{\mathrm{n}}+\beta_{\mathrm{n}}\right) \mathrm{a}_{0}\right] \mathrm{x}^{\mathrm{n}}+\ldots\right\}
\end{align*}
$$

Defining the quantities:

$$
\mathrm{f}(\sigma)=\sigma(\sigma-1)+\sigma \alpha_{0}+\beta_{0}
$$

and

$$
\mathrm{f}_{\mathrm{n}}(\sigma)=\sigma \alpha_{\mathrm{n}}+\beta_{\mathrm{n}}
$$

then eq. (2.8) can be rewritten in a condensed form:

$$
\begin{align*}
L y= & x^{\sigma-2}\left\{f(\sigma) a_{0}+\left[f(\sigma+1) a_{1}+f_{1}(\sigma) a_{0}\right] x+\left[f(\sigma+2) a_{2}+f_{1}(\sigma+1) a_{1}\right.\right. \\
& \left.\left.+f_{2}(\sigma) a_{0}\right] x^{2}+\ldots+\left[f(\sigma+n) a_{n}+f_{1}(\sigma+n-1) a_{n-1}+\ldots+f_{n}(\sigma)\right] x^{n}+\ldots\right\} \\
= & x^{\sigma-2}\left\{f(\sigma) a_{0}+\sum_{n=1}^{\infty}\left[f(\sigma+n) a_{n}+\sum_{k=1}^{n} f_{k}(\sigma+n-k) a_{n-k}\right] x^{n}\right\} \tag{2.9}
\end{align*}
$$

Each of the constants $a_{1}, a_{2}, \ldots, a_{n}, \ldots$ can be written in terms of $a_{0}$, by equating the coefficients of $x, x^{2}, \ldots$ to zero as follows:

$$
\begin{aligned}
a_{1}(\sigma) & =-\frac{f_{1}(\sigma)}{f(\sigma+1)} a_{0} \\
a_{2}(\sigma) & =-\frac{f_{1}(\sigma+1) a_{1}+f_{2}(\sigma) a_{0}}{f(\sigma+2)} \\
& =-\frac{-f_{1}(\sigma) f(\sigma+1)+f_{2}(\sigma) f(\sigma+1)}{f(\sigma+1) f(\sigma+2)} a_{0}=-\frac{g_{2}(\sigma)}{f(\sigma+2)} a_{0} \\
a_{3}(\sigma) & =-\frac{f_{1}(\sigma+2) a_{2}+f_{2}(\sigma+1) a_{1}+f_{3}(\sigma) a_{0}}{f(\sigma+3)}=-\frac{g_{3}(\sigma)}{f(\sigma+3)} a_{0}
\end{aligned}
$$

and by induction:

$$
\begin{equation*}
\mathrm{a}_{\mathrm{n}}(\sigma)=-\frac{g_{\mathrm{n}}(\sigma)}{\mathbf{f}(\sigma+\mathrm{n})} \mathrm{a}_{0} \quad \mathrm{n} \geq 1 \tag{2.10}
\end{equation*}
$$

Substitution of $\mathrm{a}_{\mathrm{n}}(\sigma) \mathrm{n}=1,2,3, \ldots$ in terms of the coefficient $\mathrm{a}_{0}$ into eq. (2.9) results in the following expression for the differential equation:

$$
\begin{equation*}
\mathrm{Ly}=\mathrm{x}^{\sigma-2} \mathrm{f}(\sigma) \mathrm{a}_{0} \tag{2.11}
\end{equation*}
$$

and consequently the series solution can be written in terms of $a_{n}(\sigma)$, which is a function of $\sigma$ and $\mathrm{a}_{0}$ :

$$
\begin{equation*}
y(x, \sigma)=a_{0} x^{\sigma}+\sum_{n=1}^{\infty} a_{n}(\sigma) x^{n+\sigma} \tag{2.12}
\end{equation*}
$$

For a non-trivial solution; $a_{0} \neq 0$, eq. (2.7) is satisfied if:

$$
\begin{equation*}
\mathrm{f}(\sigma)=\sigma(\sigma-1)+\mathrm{a}_{0} \sigma+\beta_{0}=0 \tag{2.13}
\end{equation*}
$$

Eq. (2.13) is called the Characteristic Equation, which has two roots $\sigma_{1}$ and $\sigma_{2}$. Depending on the relationship of the two roots, there are three different cases.

Case (a): Two roots are distinct and do not differ by an integer.
If $\sigma_{1} \neq \sigma_{2}$ and $\sigma_{1}-\sigma_{2} \neq$ integer, then there exists two solutions to eq. (2.7) of the form:

$$
y_{1}(x)=\sum_{n=0}^{\infty} a_{n}\left(\sigma_{1}\right) x^{n+\sigma_{1}}
$$

and

$$
\begin{equation*}
y_{2}(x)=\sum_{n=0}^{\infty} \mathrm{a}_{\mathrm{n}}\left(\sigma_{2}\right) \mathrm{x}^{\mathrm{n}+\sigma_{2}} \tag{2.14}
\end{equation*}
$$

## Example 2.4

Obtain the solutions of the following differential equation about $\mathrm{x}_{0}=0$ :

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-\frac{1}{9}\right) y=0
$$

Since $x=0$ is a RSP, use a Frobenius solution about $x_{0}=0$ :

$$
y=\sum_{n=0}^{\infty} a_{n} x^{n+\sigma}
$$

such that when substituted into the differential equation results in:

$$
\sum_{n=0}^{\infty}\left[(n+\sigma)^{2}-\frac{1}{9}\right] a_{n} x^{n+\sigma-2}+\sum_{n=0}^{\infty} a_{n} x^{n+\sigma}=0
$$

Extracting the first two lowest powered terms of the first series, such that each of the remaining series starts with $\mathrm{x}^{\sigma}$ one obtains:

$$
\begin{aligned}
\left(\sigma^{2}-\frac{1}{9}\right) \mathrm{a}_{0} x^{\sigma-2} & +\left[(\sigma+1)^{2}-\frac{1}{9}\right] \mathrm{a}_{1} x^{\sigma-1} \\
& +\sum_{n=2}^{\infty}\left[(n+\sigma)^{2}-\frac{1}{9}\right] a_{n} x^{n+\sigma-2}+\sum_{n=0}^{\infty} a_{n} x^{n+\sigma}=0
\end{aligned}
$$

Changing the indices $n$ to $m+2$ in the first series and to $m$ in the second and combining the two resulting series:

$$
\begin{aligned}
\left(\sigma^{2}-\frac{1}{9}\right) a_{0} x^{\sigma-2} & +\left[(\sigma+1)^{2}-\frac{1}{9}\right] a_{1} x^{\sigma-1} \\
& +\sum_{m=0}^{\infty}\left\{\left[(m+\sigma+2)^{2}-\frac{1}{9}\right] a_{m+2}+a_{m}\right\} x^{m+\sigma}=0
\end{aligned}
$$

Equating the coefficients of $x^{\sigma-1}$ and $x^{m+\sigma}$ to zero and assuming $a_{0} \neq 0$, there results the following recurrence formulae:

$$
\begin{aligned}
& {\left[(\sigma+1)^{2}-\frac{1}{9}\right] \mathrm{a}_{1}=0} \\
& \mathrm{a}_{\mathrm{m}+2}=-\frac{a_{m}}{(\mathrm{~m}+\sigma+2)^{2}-1 / 9}
\end{aligned}
$$

$$
\mathrm{m}=0,1,2, \ldots
$$

and the characteristic equation:

$$
\left(\sigma^{2}-\frac{1}{9}\right)=0
$$

The two roots are $\sigma_{1}=1 / 3$ and $\sigma_{2}=-1 / 3$. Note that $\sigma_{1} \neq \sigma_{2}$ and $\sigma_{1}-\sigma_{2}$ is not an integer.

Since $\sigma= \pm 1 / 3$, then $(\sigma+1)^{2}-1 / 9 \neq 0$ so that the odd coefficients vanish:

$$
a_{1}=a_{3}=a_{5}=\ldots=0
$$

and

$$
a_{m+2}=-\frac{a_{m}}{(m+\sigma+5 / 3)(m+\sigma+7 / 3)}
$$

$$
m=0,2,4, \ldots
$$

with

$$
\begin{aligned}
& \mathrm{a}_{2}(\sigma)=-\frac{\mathrm{a}_{0}}{(\sigma+5 / 3)(\sigma+7 / 3)} \\
& \mathrm{a}_{4}(\sigma)=-\frac{\mathrm{a}_{2}}{(\sigma+11 / 3)(\sigma+13 / 3)}=+\frac{\mathrm{a}_{0}}{(\sigma+5 / 3)(\sigma+7 / 3)(\sigma+11 / 3)(\sigma+13 / 3)}
\end{aligned}
$$

and by induction:

$$
\mathrm{a}_{2 \mathrm{~m}}(\sigma)=\frac{(-1)^{\mathrm{m}} \mathrm{a}_{0}}{\left(\sigma+\frac{5}{3}\right)\left(\sigma+\frac{11}{3}\right) \ldots\left(\sigma+\frac{6 \mathrm{~m}-1}{3}\right) \cdot\left(\sigma+\frac{7}{3}\right)\left(\sigma+\frac{13}{3}\right) \ldots\left(\sigma+\frac{6 \mathrm{~m}+1}{3}\right)}
$$

These coefficients are substituted in the Frobenius series:

$$
\mathrm{y}(\mathrm{x}, \sigma)=\sum_{\mathrm{m}=0}^{\infty} \mathrm{a}_{2 \mathrm{~m}}(\sigma) \mathrm{x}^{2 \mathrm{~m}+\sigma}
$$

For the first solution corresponding to the larger root $\sigma_{1}=1 / 3$ :

$$
y_{1}(x)=a_{0} x^{1 / 3}+\sum_{m=1}^{\infty} a_{2 m}\left(\frac{1}{3}\right) x^{2 m+1 / 3}
$$

where

$$
a_{2 m}\left(\frac{1}{3}\right)=(-1)^{m} \frac{a_{0}}{2^{m} m!(2 / 3)^{m} \cdot 4 \cdot 7 \cdot 10 \cdot \ldots \cdot(3 m+1)}
$$

Letting $\sigma=\sigma_{2}=-1 / 3$ gives the second solution:

$$
\begin{aligned}
& y_{2}(x)=a_{0} x^{-1 / 3}+\sum_{m=1}^{\infty} a_{2 m}\left(-\frac{1}{3}\right) x^{2 m-1 / 3} \\
& a_{2 m}\left(-\frac{1}{3}\right)=(-1)^{m} \frac{a_{0}}{2^{m} m!(2 / 3)^{m} \cdot 2 \cdot 5 \cdot 8 \cdot \ldots \cdot(3 m-1)}
\end{aligned}
$$

$$
m \geq 1
$$

The final solution $y(x)$, setting $a_{0}=1$ in each series gives:

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)
$$

Case (b): Two identical roots $\sigma_{1}=\sigma_{2}=\sigma_{0}$

If $\sigma_{1}=\sigma_{2}=\sigma_{0}$, then only one possible solution can be obtained by the method of Case (a), eq. (2.14), i.e.:

$$
\mathrm{y}_{1}(\mathrm{x})=\sum_{\mathrm{n}=0}^{\infty} \mathrm{a}_{\mathrm{n}}\left(\sigma_{0}\right) \mathrm{x}^{\mathrm{n}+\sigma_{0}}
$$

where $\mathrm{a}_{0}=1$.
To obtain the second solution, one must utilize eqs. (2.11) and (2.12). If $\sigma_{1}=\sigma_{2}=$ $\sigma_{0}$, then the characteristic equation has the form:

$$
\mathrm{f}(\sigma)=\left(\sigma-\sigma_{0}\right)^{2}
$$

and eq. (2.11) becomes:

$$
\begin{equation*}
\operatorname{Ly}(\mathrm{x}, \sigma)=\mathrm{x}^{\sigma-2}\left(\sigma-\sigma_{0}\right)^{2} \mathrm{a}_{0} \tag{2.15}
\end{equation*}
$$

where $y(x, \sigma)$ is given in eq. (2.12). First differentiate eq. (2.15) partially with $\sigma$ :

$$
\frac{\partial}{\partial \sigma} \mathrm{Ly}=\mathrm{L} \frac{\partial \mathrm{y}(\mathrm{x}, \sigma)}{\partial \sigma}=\mathrm{a}_{0}\left[2\left(\sigma-\sigma_{0}\right)+\left(\sigma-\sigma_{0}\right)^{2} \log \mathrm{x}\right] \mathrm{x}^{\sigma-2}
$$

where

$$
\frac{\mathrm{d}}{\mathrm{~d} \sigma} \mathrm{x}^{\sigma}=\mathrm{x}^{\sigma} \log \mathrm{x}
$$

If $\sigma=\sigma_{0}$, then:

$$
\mathrm{L}\left[\frac{\partial \mathrm{y}(\mathrm{x}, \sigma)}{\partial \sigma}\right]_{\sigma=\sigma_{0}}=0
$$

Thus, the second solution satisfying the homogeneous differential equation is given by:

$$
\mathrm{y}_{2}(\mathrm{x})=\left.\frac{\partial \mathrm{y}(\mathrm{x}, \sigma)}{\partial \sigma}\right|_{\sigma=\sigma_{0}}
$$

Using the form of the Frobenius solution:

$$
y(x, \sigma)=a_{0} x^{\sigma}+\sum_{n=1}^{\infty} a_{n}(\sigma) x^{n+\sigma}
$$

then differentiating the expression for $y(x, \sigma)$ with $\sigma$ results in:

$$
\frac{\partial y(x, \sigma)}{\partial \sigma}=a_{0} x^{\sigma} \log x+\sum_{n=1}^{\infty} a_{n}^{\prime}(\sigma) x^{n+\sigma}+\sum_{n=1}^{\infty} a_{n}(\sigma) x^{n+\sigma} \log x
$$

$$
=\log x \sum_{n=0}^{\infty} a_{n}(\sigma) x^{n+\sigma}+\sum_{n=1}^{\infty} a_{n}^{\prime}(\sigma) x^{n+\sigma}
$$

Thus, the second solution for the case of equal roots takes the form with $\mathrm{a}_{0}=1$ :

$$
\begin{align*}
y_{2}(x) & =\log x \sum_{n=0}^{\infty} a_{n}\left(\sigma_{0}\right) x^{n+\sigma_{0}}+\sum_{n=1}^{\infty} a_{n}^{\prime}\left(\sigma_{0}\right) x^{n+\sigma_{0}} \\
& =y_{1}(x) \log x+\sum_{n=1}^{\infty} a_{n}^{\prime}\left(\sigma_{0}\right) x^{n+\sigma_{0}} \tag{2.16}
\end{align*}
$$

## Example 2.5

Solve the following differential equation about $\mathrm{x}_{0}=0$ :

$$
x^{2} \frac{d^{2} y}{d x^{2}}-3 x \frac{d y}{d x}+(4-x) y=0
$$

Since $\mathrm{x}_{0}=0$ is a RSP, then assume a Frobenius series solution which, when substituted into this differential equation results in:

$$
\sum_{n=0}^{\infty}(n+\sigma-2)^{2} a_{n} x^{n+\sigma-2}-\sum_{n=0}^{\infty} a_{n} x^{n+\sigma-1}=0
$$

or, upon removing the first term and substituting $n=m+1$ in the first series and $n=m$ in the second series results in the following equation:

$$
(\sigma-2)^{2} a_{0} x^{\sigma-2}+\sum_{m=0}^{\infty}\left[(m+\sigma-1)^{2} a_{m+1}-a_{m}\right] x^{m+\sigma-1}=0
$$

Equating the coefficient of $x^{0.2}$ to zero, one obtains with $a_{0} \neq 0$ :

$$
(\sigma-2)^{2}=0 \quad \text { or } \quad \sigma_{1}=\sigma_{2}=2=\sigma_{0}
$$

Equating the coefficient of $\mathrm{x}^{\mathrm{m}+0-1}$ to zero, one obtains the recurrence formula in the form:

$$
a_{m+1}=\frac{a_{m}}{(m+\sigma-1)^{2}} \quad m=0,1,2, \ldots
$$

where

$$
a_{1}=\frac{a_{0}}{(\sigma-1)^{2}} \quad a_{2}=\frac{a_{1}}{\sigma^{2}}=\frac{a_{0}}{(\sigma-1)^{2} \sigma^{2}}
$$

and by induction:

$$
\mathrm{a}_{\mathrm{n}}(\sigma)=\frac{\mathrm{a}_{0}}{(\sigma-1)^{2} \sigma^{2}(\sigma+1)^{2} \ldots(\sigma+\mathrm{n}-2)^{2}} \quad \mathrm{n}=1,2, \ldots
$$

Thus, the first solution corresponding to $\sigma=\sigma_{0}$ becomes:

$$
\begin{aligned}
y_{1}(x)=y(x, \sigma)_{\sigma=\sigma_{0}=2} & =a_{0} x^{2}+\sum_{n=1}^{\infty} \frac{a_{0}}{1^{2} \cdot 2^{2} \cdot \ldots \cdot n^{2}} x^{n+2} \\
& =\sum_{n=0}^{\infty} \frac{x^{n+2}}{(n!)^{2}}
\end{aligned}
$$

where $0!=1$ and $\mathrm{a}_{0}$ was set $=1$.
To obtain the second solution, in the form (2.16), one needs $a_{n}^{\prime}(\sigma)$ :

$$
\begin{aligned}
& \frac{\mathrm{da}_{\mathrm{n}}(\sigma)}{\mathrm{d} \sigma}=\frac{-2 \mathrm{a}_{0}}{(\sigma-1)^{2} \sigma^{2} \ldots(\sigma+\mathrm{n}-2)^{2}}\left[\frac{1}{\sigma-1}+\frac{1}{\sigma}+\frac{1}{\sigma+1}+\ldots+\frac{1}{\sigma+\mathrm{n}-2}\right] \\
& \left.\mathrm{a}_{\mathrm{n}}^{\prime}(\sigma)\right|_{\sigma=\sigma_{0}=2}=-\frac{2 \mathrm{a}_{0}}{1^{2} \cdot 2^{2} \cdot \ldots \cdot \mathrm{n}^{2}}\left[\frac{1}{1}+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{\mathrm{n}}\right]
\end{aligned}
$$

Defining $g(\mathrm{n})=1+1 / 2+\ldots+1 / \mathrm{n}$, with $g(0)=0$, then:

$$
\mathrm{a}_{\mathrm{n}}^{\prime}\left(\sigma_{0}\right)=-\frac{2 \mathrm{a}_{0}}{(\mathrm{n}!)^{2}} g(\mathrm{n}) \quad \mathrm{n}=1,2, \ldots
$$

Thus, setting $\mathrm{a}_{0}=1$, the second solution of the differential equation takes the form:

$$
y_{2}(x)=y_{1}(x) \log x-2 \sum_{n=1}^{\infty} \frac{x^{n+2}}{(n!)^{2}} g(n)
$$

Case (c): Distinct roots that differ by an integer.
If $\sigma_{1}-\sigma_{2}=k$, a positive integer, then the characteristic equation becomes:

$$
\mathrm{f}(\sigma)=\left(\sigma-\sigma_{1}\right)\left(\sigma-\sigma_{2}\right)=\left(\sigma-\sigma_{2}-\mathrm{k}\right)\left(\sigma-\sigma_{2}\right)
$$

First, one can obtain the solution corresponding to the larger root $\sigma_{1}$ in the form given in eq. (2.14). The second solution corresponding to $\sigma=\sigma_{2}$ may have the constant $\mathrm{a}_{\mathrm{k}}\left(\sigma_{2}\right)$ unbounded, because, from eq. (2.10), the expression for $\mathrm{a}_{\mathbf{k}}\left(\sigma_{2}\right)$ is:

$$
\mathbf{a}_{k}\left(\sigma_{2}\right)=\left.\frac{-g_{k}(\sigma)}{\mathbf{f}(\sigma+k)}\right|_{\sigma=\sigma_{2}}
$$

where the denominator vanishes at $\sigma=\sigma_{2}$ :

$$
\begin{aligned}
\left.\mathrm{f}(\sigma+\mathrm{k})\right|_{\sigma=\sigma_{2}} & =\left.\left(\sigma+\mathrm{k}-\sigma_{2}-\mathrm{k}\right)\left(\sigma+\mathrm{k}-\sigma_{2}\right)\right|_{\sigma=\sigma_{2}} \\
& =\left.\left(\sigma-\sigma_{2}\right)\left(\sigma+\mathrm{k}-\sigma_{2}\right)\right|_{\sigma=\sigma_{2}}=0
\end{aligned}
$$

Thus, unless the numerator $g_{k}\left(\sigma_{2}\right)$ also vanishes, the coefficient $\mathrm{a}_{\mathrm{k}}\left(\sigma_{2}\right)$ becomes unbounded.

If $g_{k}\left(\sigma_{2}\right)$ vanishes, then $a_{k}\left(\sigma_{2}\right)$ is indeterminate and one may start a new infinite series with $\mathrm{a}_{\mathrm{k}}$, i.e.:

$$
\begin{align*}
y_{2}(x) & =a_{0} \sum_{n=0}^{k-1 \text { or } \infty}\left(\frac{a_{n}\left(\sigma_{2}\right)}{a_{0}}\right) x^{n+\sigma_{2}}+a_{k} \sum_{n=k}^{\infty}\left(\frac{a_{n}\left(\sigma_{2}\right)}{a_{k}}\right) x^{n+\sigma_{2}} \\
& =a_{0} \sum_{n=0}^{k-1 \text { or } \infty}\left(\frac{a_{n}\left(\sigma_{2}\right)}{a_{0}}\right) x^{n+\sigma_{2}}+a_{k} \sum_{m=0}^{\infty}\left(\frac{a_{m+k}\left(\sigma_{2}\right)}{a_{k}}\right) x^{m+\sigma_{1}} \tag{2.17}
\end{align*}
$$

It can be shown that the solution preceded by the constant $a_{k}$ is identical to $y_{1}(x)$, thus one can set $a_{k}=0$ and $a_{0}=1$. The first part of the solution with $a_{0}$ may be a finite polynomial or an infinite series, depending on the order of the recurrence formula and on the integer $\mathbf{k}$.

If $g_{k}\left(\sigma_{2}\right)$ does not vanish, then one must find another method to obtain the second solution. A new solution similar to Case (b) is developed next by removing the constant $\sigma-\sigma_{2}$ from the demoninator of $\mathrm{a}_{\mathrm{n}}(\sigma)$. Since the characteristic equation in eq. (2.11) is given by:

$$
\begin{equation*}
\operatorname{Ly}(\mathrm{x}, \sigma)=\mathrm{a}_{0} \mathrm{x}^{\sigma-2} \mathrm{f}(\sigma)=\mathrm{a}_{0} \mathrm{x}^{\sigma-2}\left(\sigma-\sigma_{1}\right)\left(\sigma-\sigma_{2}\right) \tag{2.18}
\end{equation*}
$$

then multiplying eq. (2.18) by $\left(\sigma-\sigma_{2}\right)$ and differentiating partially with $\sigma$, one obtains:

$$
\begin{aligned}
\frac{\partial}{\partial \sigma} & {\left[\left(\sigma-\sigma_{2}\right) \mathrm{Ly}\right]=\frac{\partial}{\partial \sigma}\left[\mathrm{L}\left(\sigma-\sigma_{2}\right) \mathrm{y}(\mathrm{x}, \sigma)\right]=\mathrm{L}\left[\frac{\partial}{\partial \sigma}\left(\sigma-\sigma_{2}\right) \mathrm{y}(\mathrm{x}, \sigma)\right] } \\
& =\mathrm{a}_{0} \frac{\partial}{\partial \sigma}\left\{\mathrm{x}^{\sigma-2}\left(\sigma-\sigma_{1}\right)\left(\sigma-\sigma_{2}\right)^{2}\right\} \\
& =\mathrm{a}_{0}\left\{\left(\sigma-\sigma_{1}\right)\left(\sigma-\sigma_{2}\right)^{2} \mathrm{x}^{\sigma-2} \log \mathrm{x}+\mathrm{x}^{\sigma-2}\left(\sigma-\sigma_{2}\right)^{2}+2 \mathrm{x}^{\sigma-2}\left(\sigma-\sigma_{1}\right)\left(\sigma-\sigma_{2}\right)\right\}
\end{aligned}
$$

Thus, the function that satisfies the homogenous differential equation:

$$
\mathrm{L}\left[\frac{\partial}{\partial \sigma}\left(\sigma-\sigma_{2}\right) \mathrm{y}(\mathrm{x}, \sigma)\right]_{\sigma=\sigma_{2}}=0
$$

gives an expression for the second solution, i.e.:

$$
\begin{equation*}
\mathrm{y}_{2}(\mathrm{x})=\left.\frac{\partial}{\partial \sigma}\left(\sigma-\sigma_{2}\right) \mathrm{y}(\mathrm{x}, \sigma)\right|_{\sigma=\sigma_{2}} \tag{2.19}
\end{equation*}
$$

The Frobenius solution can be divided into two parts:

$$
y(x, \sigma)=\sum_{n=0}^{\infty} a_{n}(\sigma) x^{n+\sigma}=\sum_{n=0}^{n=k-1} a_{n}(\sigma) x^{n+\sigma}+\sum_{n=k}^{\infty} a_{n}(\sigma) x^{n+\sigma}
$$

so that the coefficient $\mathrm{a}_{\mathrm{k}}$ is the first term of the second series. Differentiating the expression as given in eq. (2.19) one obtains:

$$
\begin{aligned}
& \frac{\partial}{\partial \sigma}\left[\left(\sigma-\sigma_{2}\right) y(x, \sigma)\right]=\frac{\partial}{\partial \sigma}\left[\sum_{n=0}^{n=k-1}\left(\sigma-\sigma_{2}\right) a_{n}(\sigma) x^{n+\sigma}+\sum_{n=k}^{\infty}\left(\sigma-\sigma_{2}\right) a_{n}(\sigma) x^{n+\sigma}\right] \\
& =\log x \sum_{n=0}^{n=k-1}\left(\sigma-\sigma_{2}\right) a_{n}(\sigma) x^{n+\sigma}+\sum_{n=0}^{n=k-1}\left(\sigma-\sigma_{2}\right) a_{n}^{\prime}(\sigma) x^{n+\sigma}+\sum_{n=0}^{n=k-1} a_{n}(\sigma) x^{n+\sigma} \\
& \quad+\sum_{n=k}^{\infty}\left[\left(\sigma-\sigma_{2}\right) a_{n}(\sigma)\right]^{\prime} x^{n+\sigma}+\log x \sum_{n=k}^{\infty}\left[\left(\sigma-\sigma_{2}\right) a_{n}(\sigma)\right] x^{n+\sigma}
\end{aligned}
$$

It should be noted that $\mathrm{a}_{\mathrm{n}}(\sigma)=-\left(g_{\mathrm{n}}(\sigma)\right) /(\mathrm{f}(\sigma+\mathrm{n}))$ does not contain the term $\left(\sigma-\sigma_{2}\right)$ in its denominator until $\mathrm{n}=\mathrm{k}$, thus:

$$
\left.\begin{array}{l}
\left.\quad\left(\sigma-\sigma_{2}\right) \mathrm{a}_{\mathrm{n}}(\sigma)\right|_{\sigma=\sigma_{2}}=0 \\
\left.\left(\sigma-\sigma_{2}\right) \mathrm{a}_{\mathrm{n}}^{\prime}(\sigma)\right|_{\sigma=\sigma_{2}}=0
\end{array}\right\} \quad \text { for } \mathrm{n}=0,1,2, \ldots, \mathrm{k}-1
$$

Therefore, the second solution takes the form:

$$
\begin{align*}
& \mathrm{y}_{2}(\mathrm{x})=\frac{\partial}{\partial \sigma}\left[\left(\sigma-\sigma_{2}\right) \mathrm{y}(\mathrm{x}, \sigma)\right]_{\sigma=\sigma_{2}}=\sum_{\mathrm{n}=0}^{\mathrm{n}=\mathrm{k}-1} \mathrm{a}_{\mathrm{n}}\left(\sigma_{2}\right) \mathrm{x}^{\mathrm{n}+\sigma_{2}} \\
& +\sum_{\mathrm{n}=\mathrm{k}}^{\infty}\left[\left(\sigma-\sigma_{2}\right) \mathrm{a}_{\mathrm{n}}(\sigma)\right]_{\sigma=\sigma_{2}} \mathrm{x}^{\mathrm{n}+\sigma_{2}}+\log \mathrm{x} \sum_{\mathrm{n}=\mathrm{k}}^{\infty}\left[\left(\sigma-\sigma_{2}\right) \mathrm{a}_{\mathrm{n}}(\sigma)\right]_{\sigma=\sigma_{2}} \mathrm{x}^{\mathrm{n}+\sigma_{2}} \tag{2.20}
\end{align*}
$$

It can be shown that the last infinite series is proportional to $y_{1}(x)$.

## Example 2.6

Obtain the solutions of the following differential equation about $x_{0}=0$ :

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-\frac{9}{4}\right) y=0
$$

Since $\mathrm{x}_{0}=0$ is a RSP, then substituting the Frobenius solution into the differential equation results in:

$$
\sum_{n=0}^{\infty}\left[(n+\sigma)^{2}-\frac{9}{4}\right] a_{n} x^{n+\sigma-2}+\sum_{n=0}^{\infty} a_{n} x^{n+\sigma}=0
$$

which, upon extracting the two terms with the lowest powers of x , gives:

$$
\begin{aligned}
& \left(\sigma^{2}-\frac{9}{4}\right) a_{0} x^{\sigma-2}+\left[(\sigma+1)^{2}-\frac{9}{4}\right] a_{1} x^{\sigma-1}+ \\
& \quad+\sum_{m=0}^{\infty}\left\{\left[(m+2+\sigma)^{2}-\frac{9}{4}\right] a_{m+2}+a_{m}\right\} x^{m+\sigma}=0
\end{aligned}
$$

Thus, equating the coefficient of each power of $x$ to zero; one obtains:

$$
\begin{aligned}
& \left(\sigma^{2}-\frac{9}{4}\right) a_{0}=0 \\
& {\left[(\sigma+1)^{2}-\frac{9}{4}\right] a_{1}=0}
\end{aligned}
$$

and the recurrence formula:

$$
a_{m+2}=-\frac{a_{m}}{(m+2+\sigma)^{2}-9 / 4}=-\frac{a_{m}}{(m+\sigma+1 / 2)(m+\sigma+7 / 2)} \quad m=0,1,2, \ldots
$$

Solving for the roots of the characteristic equation gives:

$$
\sigma_{1}=\frac{3}{2} \quad \sigma_{2}=-\frac{3}{2} \quad \sigma_{1}-\sigma_{2}=3=\mathrm{k}
$$

Using the recurrence formula to evaluate higher ordered coefficients, one obtains:

$$
\begin{aligned}
& a_{2}=-\frac{a_{0}}{(\sigma+1 / 2)(\sigma+7 / 2)} \\
& a_{3}=-\frac{a_{1}}{(\sigma+3 / 2)(\sigma+9 / 2)} \\
& a_{4}=-\frac{a_{2}}{(\sigma+5 / 2)(\sigma+1 / 2)}=\frac{a_{3}}{(\sigma+1 / 2)(\sigma+5 / 2)(\sigma+7 / 2)(\sigma+11 / 2)} \\
& a_{5}=-\frac{a_{0}}{(\sigma+7 / 2)(\sigma+13 / 2)}=\frac{a_{1}}{(\sigma+3 / 2)(\sigma+7 / 2)(\sigma+9 / 2)(\sigma+13 / 2)}
\end{aligned}
$$

Thus, the odd and even coefficients $a_{n}$ can be written in terms of $a_{0}$ and $a_{1}$ by induction as follows:

$$
\begin{aligned}
& \mathrm{a}_{2 \mathrm{~m}}=(-1)^{\mathrm{m}} \frac{\mathrm{a}_{0}}{(\sigma+1 / 2)(\sigma+5 / 2) \ldots(\sigma+2 \mathrm{~m}-3 / 2) \cdot(\sigma+7 / 2)(\sigma+11 / 2) \ldots(\sigma+2 \mathrm{~m}+3 / 2)} \\
& \mathrm{a}_{2 \mathrm{~m}+1}=(-1)^{\mathrm{m}} \frac{\mathrm{a}_{1}}{\left(\sigma+\frac{3}{2}\right)\left(\sigma+\frac{7}{2}\right) \ldots\left(\sigma+2 \mathrm{~m}-\frac{1}{2}\right) \cdot\left(\sigma+\frac{9}{2}\right)\left(\sigma+\frac{13}{2}\right) \ldots\left(\sigma+2 \mathrm{~m}+\frac{5}{2}\right)}
\end{aligned}
$$

To obtain the first solution corresponding to the larger root $\sigma_{1}=3 / 2$ :

$$
\text { for } m=1,2,3, \ldots
$$

$$
a_{0}=\text { indeterminate }
$$

$$
a_{1}=a_{3}=a_{5}=\ldots=0
$$

and

$$
a_{2 m}(3 / 2)=(-1)^{m} \frac{3 a_{0}(2 m+2)}{(2 m+3)!} \quad m=1,2,3, \ldots
$$

and by setting $6 \mathrm{a}_{0}=1$ :

$$
y_{l}(x)=\frac{1}{6} x^{3 / 2}+\sum_{m=1}^{\infty}(-1)^{m} \frac{(m+1) x^{2 m+3 / 2}}{(2 m+3)!}=\sum_{m=0}^{\infty}(-1)^{m} \frac{(m+1) x^{2 m+3 / 2}}{(2 m+3)!}
$$

To obtain the solution corresponding to the smaller root:

$$
\begin{aligned}
& \sigma_{2}=-\frac{3}{2}, \quad \text { where } \quad \sigma_{1}-\sigma_{2}=3=\mathrm{k} \\
& \mathrm{a}_{0}=\text { indeterminate } \\
& \mathrm{a}_{1}=0 \\
& \mathrm{a}_{2 \mathrm{~m}}(-3 / 2)=(-1)^{\mathrm{m}} \frac{\left(-\mathrm{a}_{0}\right)(2 \mathrm{~m}-1)}{(2 \mathrm{~m})!} \quad \mathrm{m}=1,2, \ldots
\end{aligned}
$$

The coefficient $a_{k}=a_{3}$ must be calculated to decide whether to use the second form of the solution (2.20). Using the recurrence formula for $\sigma_{2}=-3 / 2$ gives:

$$
\mathrm{a}_{3}=\frac{0}{0} \quad \text { (indeterminate) }
$$

So that the coefficient $a_{3}$ is not unbounded and can be used to start a new series:

$$
\begin{aligned}
\mathrm{a}_{2 \mathrm{~m}+1} & =\left|\frac{(-1)^{\mathrm{m}+1} \mathrm{a}_{3}}{(\sigma+7 / 2) \ldots(\sigma+2 \mathrm{~m}-1 / 2) \cdot(\sigma+13 / 2) \ldots(\sigma+2 \mathrm{~m}+5 / 2)}\right|_{\sigma_{2}=-3 / 2} \\
& =(-1)^{\mathrm{m}+1} \frac{6 \mathrm{a}_{3} \mathrm{~m}}{(2 \mathrm{~m}+1)!} \quad \mathrm{m}=2,3,4, \ldots
\end{aligned}
$$

Thus, the second solution is obtained in the form:

$$
\begin{aligned}
y_{2}(x)= & a_{0} x^{-3 / 2}-a_{0} \sum_{m=1}^{\infty}(-1)^{m} \frac{(2 m-1) x^{2 m-3 / 2}}{(2 m)!}+a_{3} x^{3 / 2} \\
& +6 a_{3} \sum_{m=2}^{\infty}(-1)^{m+1} \frac{m x^{2 m-1 / 2}}{(2 m+1)!} \\
= & a_{0} \sum_{m=0}^{\infty}(-1)^{m} \frac{(2 m-1) x^{2 m-3 / 2}}{(2 m)!}-6 a_{3} \sum_{m=0}^{\infty}(-1)^{m} \frac{(m+1) x^{2 m+3 / 2}}{(2 m+3)!}
\end{aligned}
$$

Note that the solution starting with $\mathrm{a}_{\mathrm{k}}=\mathrm{a}_{3}$ is $\mathrm{y}_{1}(\mathrm{x})$, which is extraneous. Letting $\mathrm{a}_{0}=1$ and $\mathrm{a}_{3}=0$, the second solution becomes:

$$
y_{2}(x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(2 m-1) x^{2 m-3 / 2}}{(2 m)!}
$$

## Example 2.7

Obtain the solutions of the differential equation about $\mathrm{x}_{0}=0$ :

$$
x^{2} \frac{d^{2} y}{d x^{2}}-(x+2) y=0
$$

Since $\mathrm{x}_{0}=0$ is a RSP, then substituting the Frobenius solution in the differential equation gives:

$$
(\sigma-2)(\sigma+1) a_{0} x^{\sigma-2}+\sum_{m=0}^{\infty}\left\{(m+\sigma-1)(m+\sigma+2) a_{m+1}-a_{m}\right\} x^{m+\sigma-1}=0
$$

Equating the two terms to zero gives the characteristic equation:

$$
(\sigma-2)(\sigma+1) \mathrm{a}_{0}=0
$$

with roots

$$
\sigma_{1}=2 \quad \sigma_{2}=-1 \quad \sigma_{1}-\sigma_{2}=3=\mathrm{k}
$$

and the recurrence formula:

$$
a_{m+1}=\frac{a_{m}}{(m+\sigma-1)(m+\sigma+2)} \quad m=0,1,2, \ldots
$$

Using the recurrence formula, one obtains:

$$
\begin{aligned}
& \mathrm{a}_{1}=\frac{\mathrm{a}_{0}}{(\sigma-1)(\sigma+2)} \\
& \mathrm{a}_{2}=\frac{\mathrm{a}_{1}}{\sigma(\sigma+3)}=\frac{\mathrm{a}_{0}}{(\sigma-1) \sigma(\sigma+2)(\sigma+3)} \\
& \mathrm{a}_{3}=\frac{\mathrm{a}_{2}}{(\sigma+1)(\sigma+4)}=\frac{\mathrm{a}_{0}}{(\sigma-1) \sigma(\sigma+1)(\sigma+2)(\sigma+3)(\sigma+4)}
\end{aligned}
$$

and by induction:

$$
\mathrm{a}_{\mathrm{n}}(\sigma)=\frac{\mathrm{a}_{0}}{(\sigma-1) \sigma \ldots(\sigma+n-2) \cdot(\sigma+2)(\sigma+3) \ldots(\sigma+n+1)} \quad n=1,2,3, \ldots
$$

The solution corresponding to the larger root $\sigma_{1}=2$ :

$$
a_{n}(2)=\frac{6 a_{0}}{n!(n+3)!}
$$

so that the first solution corresponding to the larger root is:

$$
y_{1}(x)=\sum_{n=0}^{\infty} \frac{x^{n+2}}{n!(n+3)!}
$$

where $6 a_{0}$ was set equal to 1 .
The solution corresponding to the smaller root $\sigma_{2}=-1$ can be obtained after checking $\mathrm{a}_{3}(-1)$ :

$$
a_{3}(-1) \rightarrow \infty
$$

Using the expression for the second solution in (2.20) one obtains:

$$
\begin{aligned}
y_{2}(x) & =\sum_{n=0}^{n=2} a_{n}(-1) x^{n-1}+\sum_{n=3}^{\infty}\left[(\sigma+1) a_{n}(\sigma)\right]_{\sigma=-1}^{\prime} x^{n-1} \\
& +\log x \sum_{n=3}^{\infty}\left[(\sigma+1) a_{n}(\sigma)\right]_{\sigma=-1} x^{n-1}
\end{aligned}
$$

Substituting for $\mathrm{a}_{\mathrm{n}}(\sigma)$ and performing differentiation with $\sigma$ results in:

$$
\begin{aligned}
& (\sigma+1) \mathrm{a}_{\mathrm{n}}(\sigma)=\frac{\mathrm{a}_{0}}{(\sigma-1) \sigma(\sigma+2) \ldots(\sigma+\mathrm{n}-2)(\sigma+2)(\sigma+3) \ldots(\sigma+\mathrm{n}+1)} \\
& \left.(\sigma+1) \mathrm{a}_{\mathrm{n}}(\sigma)\right|_{\sigma=-1}=\frac{\mathrm{a}_{0}}{(-2)(-1) 1 \cdot 2 \cdot \ldots \cdot(\mathrm{n}-3) 1 \cdot 2 \cdot 3 \cdot \ldots \cdot \mathrm{n}}=\frac{\mathrm{a}_{0}}{2(\mathrm{n}-3)!\mathrm{n}!} \\
& \left\{(\sigma+1) \mathrm{a}_{\mathrm{n}}(\sigma)\right\}^{\prime}=\frac{-a_{0}}{(\sigma-1) \sigma(\sigma+2) \ldots(\sigma+\mathrm{n}-2)(\sigma+2)(\sigma+3) \ldots(\sigma+\mathrm{n}+1)} \\
& \cdot\left[\frac{1}{\sigma-1}+\frac{1}{\sigma}+\frac{1}{\sigma+2}+\ldots+\frac{1}{\sigma+n-2}+\frac{1}{\sigma+2}+\frac{1}{\sigma+3}+\ldots+\frac{1}{\sigma+\mathrm{n}+1}\right] \\
& {\left.\left[(\sigma+1) \mathrm{a}_{\mathrm{n}}(\sigma)\right]^{\prime}\right|_{\sigma=-1}=\frac{-a_{0}}{-2 \cdot-1 \cdot 1 \cdot 2 \cdot \ldots \cdot(\mathrm{n}-3) 1 \cdot 2 \cdot \ldots \cdot n}} \\
& \cdot\left[-\frac{1}{2}-1+1+\frac{1}{2}+\ldots+\frac{1}{\mathrm{n}-3}+1+\frac{1}{2}+\ldots+\frac{1}{\mathrm{n}}\right] \\
& \quad=-\frac{\mathrm{a}_{0}}{2(\mathrm{n}-3)!\mathrm{n}!}\left[-\frac{3}{2}+g(\mathrm{n}-3)+g(\mathrm{n})\right]
\end{aligned}
$$

where $g(\mathrm{n})=1+1 / 2+1 / 3+\ldots+1 / \mathrm{n}$ and $g(0)=0$.
The second solution can thus be written in the form:

$$
\begin{aligned}
y_{2}(x)= & x^{-1}-\frac{1}{2}+\frac{x}{4}-\frac{1}{2} \sum_{n=3}^{\infty} \frac{x^{n-1}}{(n-3)!n!}\left[-\frac{3}{2}+g(n-3)+g(n)\right] \\
& +\frac{1}{2} \log x \sum_{n=3}^{\infty} \frac{x^{n-1}}{n!(n-3)!}
\end{aligned}
$$

which, upon shifting the indices in the infinite series gives:

$$
\begin{aligned}
y_{2}(x)= & x^{-1}-\frac{1}{2}+\frac{x}{4}-\frac{1}{2} \sum_{n=0}^{\infty} \frac{x^{n+2}}{n!(n+3)!}\left[-\frac{3}{2}+g(n)+g(n+3)\right] \\
& +\frac{1}{2} \log x \sum_{n=0}^{\infty} \frac{x^{n+2}}{(n+3)!n!}
\end{aligned}
$$

The first series can be shown to be $3 y_{1}(x) / 4$ which can be deleted from the second solution, resulting in a final form for $y_{2}(x)$ as:

$$
y_{2}(x)=x^{-1}-\frac{1}{2}+\frac{x}{4}-\frac{1}{2} \sum_{n=0}^{\infty} \frac{x^{n+2}}{n!(n+3)!}[g(n)+g(n+3)]+\frac{1}{2} \log (x) y_{1}(x)
$$

## PROBLEMS

## Section 2.1

1. Determine the region of convergence for each of the following infinite series, and determine whether they will converge or diverge at the two end points.
(a) $\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{n}}{n!}$
(b) $\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{2 n}}{(2 n)!}$
(c) $\sum_{n=1}^{\infty}(-1)^{n} n x^{n}$
(d) $\sum_{\mathrm{n}=1}^{\infty}(-1)^{n} \frac{\mathrm{x}^{\mathrm{n}}}{\mathrm{n}^{2}}$
(e) $\sum_{n=0}^{\infty} \frac{x^{2 n}}{n^{2}+n+2}$
(f) $\sum_{n=1}^{\infty}(-1)^{n} \frac{n x^{n}}{2^{n}}$
(g) $\sum_{n=1}^{\infty} \frac{n+3}{n 2^{n}} x^{n}$
(h) $\sum_{n=0}^{\infty}(-1)^{n} \frac{(n!)^{2} x^{n}}{(2 n)!}$
(i) $\sum_{n=1}^{\infty}(-1)^{n} \frac{n(x-1)^{n}}{2^{n}(n+1)}$
(j) $\sum_{n=1}^{\infty}(-1)^{n} \frac{(x+1)^{n}}{3^{n} n^{2}}$

## Section 2.2

2. Obtain the solution to the following differential equations, valid near $x=0$.
(a) $\frac{\mathrm{d}^{2} \mathrm{y}}{\mathrm{dx}^{2}}+\mathrm{x}^{2} \frac{\mathrm{dy}}{\mathrm{dx}}+\mathrm{xy}=0$
(b) $\left(x^{2}+1\right) \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=0$
(c) $\frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}-y=0$
(d) $\frac{d^{2} y}{d x^{2}}-4 x \frac{d y}{d x}-\left(x^{2}+2\right) y=0$
(e) $\frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}-(x+2) y=0$
(f) $\frac{d^{3} y}{d x^{3}}+x^{2} \frac{d^{2} y}{d x^{2}}+3 x \frac{d y}{d x}+y=0$
(g) $\left(x^{2}+1\right) \frac{d^{2} y}{d x^{2}}+6 x \frac{d y}{d x}+6 y=0$
(h) $\left(x^{2}-1\right) \frac{d^{2} y}{d x^{2}}-6 y=0$
(i) $(x-1) \frac{d^{2} y}{d x^{2}}+y=0$
(j) $x \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}+4 x^{3} y=0$
3. Obtain the general solution to the following differential equations about $\mathrm{x}=\mathrm{x}_{0}$ as indicated:
(a) $\frac{d^{2} y}{d^{2}}-(x-1) \frac{d y}{d x}+y=0$
about $x_{0}=-1$
(b) $\frac{\mathrm{d}^{2} y}{\mathrm{dx}^{2}}-(\mathrm{x}-1)^{2} \mathrm{y}=0$
about $\mathrm{x}_{0}=1$
(c) $x(x-2) \frac{d^{2} y}{d x^{2}}+6(x-1) \frac{d y}{d x}+6 y=0$
about $\mathrm{x}_{0}=1$
(d) $x(x+2) \frac{d^{2} y}{d x^{2}}+8(x+1) \frac{d y}{d x}+12 y=0 \quad$ about $x_{0}=-1$

## Section 2.3

4. Classify all the finite singularities, if any, of the following differential equations:
(a) $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-4\right) y=0$
(b) $x^{2} \frac{d^{2} y}{d x^{2}}+(1+x) \frac{d y}{d x}+y=0$
(c) $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+6 y=0$
(d) $x\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+(1+x)^{2} y=0$
(e) $\sin x \frac{d^{2} y}{d x^{2}}+\cos x \frac{d y}{d x}+y=0$
(f) $x^{2} \tan x \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+3 y=0$
(g) $(x-1)^{2} \frac{d^{2} y}{d x^{2}}+\left(x^{2}-1\right) \frac{d y}{d x}+x^{2} y=0$
(h) $x(1-x) \frac{d^{2} y}{d x^{2}}+(2-x) \frac{d y}{d x}+4 y=0$

## Section 2.4

5. Obtain the solution of the following differential equations, valid in the neighborhood of $x=0$ :
(a) $x^{2}(x+2) y^{\prime \prime}+x(x-3) y^{\prime}+3 y=0$
(b) $2 x^{2} \frac{d^{2} y}{d x^{2}}+\left[3 x+2 x^{2}\right] \frac{d y}{d x}-3 y=0$
(c) $x^{2} \frac{d^{2} y}{d x^{2}}+\left[x+x^{2}\right] \frac{d y}{d x}+\left[-\frac{1}{4}+\frac{x}{2}\right] y=0$
(d) $x^{2} \frac{d^{2} y}{d x^{2}}+\left[x-x^{2}\right] \frac{d y}{d x}-y=0$
(e) $x^{2} \frac{d^{2} y}{d x^{2}}+\left[x^{3}-4 x\right] \frac{d y}{d x}+\left[6-x^{2}\right] y=0$
(f) $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-(x-1) y=0$
(g) $4 x^{2} \frac{d^{2} y}{d x^{2}}+4 x^{3} \frac{d y}{d x}+\left(6 x^{2}+1\right) y=0$
(h) $\quad x^{2} \frac{d^{2} y}{d x^{2}}+\left(x^{2}+x\right) \frac{d y}{d x}+(2 x-1) y=0$
(i) $x^{2} \frac{d^{2} y}{d x^{2}}+\left(x^{3}+x\right) \frac{d y}{d x}+\left(5 x^{2}-9\right) y=0$
(j) $x^{2} \frac{d^{2} y}{d x^{2}}+7 x \frac{d y}{d x}+(10-x) y=0$
(k) $x^{2} y^{\prime \prime}+x(1+x) y^{\prime}-y=0$
(l) $x^{2}(1-x) \frac{d^{2} y}{d x^{2}}+\left(x^{2}+x\right) \frac{d y}{d x}-y=0$
(m) $x\left(x^{2}-1\right) \frac{d^{2} y}{d x^{2}}+2\left(4 x^{2}-1\right) \frac{d y}{d x}+12 x y=0$
(n) $x\left(x^{2}-1\right) \frac{d^{2} y}{d x^{2}}+2\left(2 x^{2}-1\right) \frac{d y}{d x}+2 x y=0$
(o) $x(x+1) \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}-2 y=0$
(p) $x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}-4 x y=0$
(q) $x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+y=0$
(r) $x \frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}+4 x y=0$
(s) $x(x-1) \frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}-2 y=0$
(t) $x^{2} \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+\left(4 x^{2}+1\right) y=0$

## 3

## SPECIAL FUNCTIONS

### 3.1 Bessel Functions

Bessel functions are solutions to the second order differential equation:

$$
\begin{equation*}
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-p^{2}\right) y=0 \tag{3.1}
\end{equation*}
$$

where $\mathrm{x}=0$ is a regular singular point and p is a real constant.
Substituting a Frobenius solution into the differential equation results in the series:

$$
\begin{aligned}
\left(\sigma^{2}-p^{2}\right) a_{0} x^{\sigma-2} & +\left[(\sigma+1)^{2}-p^{2}\right] a_{1} x^{\sigma-1} \\
& +\sum_{m=0}^{\infty}\left\{\left[(m+2+\sigma)^{2}-p^{2}\right] a_{m+2}+a_{m}\right\} x^{m+\sigma}=0
\end{aligned}
$$

For $\mathrm{a}_{0} \neq 0, \sigma^{2}-\mathrm{p}^{2}=0, \sigma_{1}=\mathrm{p}, \sigma_{2}=-\mathrm{p}$ and $\sigma_{1}-\sigma_{2}=2 \mathrm{p}$ :

$$
\left[(\sigma+1)^{2}-\mathrm{p}^{2}\right] \mathrm{a}_{1}=0
$$

and

$$
\begin{equation*}
a_{m+2}=-\frac{a_{m}}{(m+2+\sigma-p)(m+2+\sigma+p)} \quad m=0,1,2, \ldots \tag{3.2}
\end{equation*}
$$

The solution corresponding to the larger root $\sigma_{1}=\mathrm{p}$ can be obtained first. Excluding the case of $p=-1 / 2$, then:

$$
\begin{aligned}
& a_{1}=a_{3}=a_{5}=\ldots 0 \\
& a_{m+2}=-\frac{a_{m}}{(m+2)(m+2+2 p)} \quad \mathrm{m}=0,1,2, \ldots \\
& a_{2}=-\frac{a_{0}}{2^{2} 1!(p+1)} \\
& a_{4}=-\frac{a_{2}}{4(4+2 p)}=\frac{a_{0}}{2^{4} 2!(p+1)(p+2)} \\
& a_{6}=-\frac{a_{0}}{2^{6} 3!(p+1)(p+2)(p+3)}
\end{aligned}
$$

and, by induction:

$$
a_{2 m}=(-1)^{m} \frac{a_{0}}{2^{2 m} m!(p+1)(p+2) \ldots(p+m)} \quad m=1,2, \ldots
$$

Thus, the solution corresponding to $\sigma_{1}=\mathrm{p}$ becomes:

$$
y_{1}(x)=a_{0} x^{p}+a_{0} \sum_{m=1}^{\infty}(-1)^{m} \frac{x^{2 m+p}}{2^{2 m} m!(p+1)(p+2) \ldots(p+m)}
$$

Using the definition of the Gamma function in Appendix B.1, then one can rewrite the expression for $y_{1}(x)$ as:

$$
\begin{aligned}
y_{1}(x) & =a_{0} x^{p}+a_{0} \sum_{m=1}^{\infty}(-1)^{m} \frac{\Gamma(p+1) x^{2 m+p}}{2^{2 m} m!\Gamma(p+m+1)} \\
& =a_{0} \Gamma(p+1) 2^{p}\left\{\frac{(x / 2)^{p}}{\Gamma(p+1)}+\sum_{m=1}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+p}}{m!\Gamma(p+m+1)}\right\}
\end{aligned}
$$

Define the bracketed series as:

$$
\begin{equation*}
J_{p}(x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+p}}{m!\Gamma(p+m+1)} \tag{3.3}
\end{equation*}
$$

where $a_{0} \Gamma(p+1) 2^{p}$ was set equal to 1 in $y_{1}(x)$. The solution $J_{p}(x)$ in eq. (3.3) is known as the Bessel function of the first kind of order $p$.

The solution corresponding to the smaller root $\sigma_{2}=-p$ can be obtained by substituting $-p$ for $+p$ in eq. (3.3) resulting in:

$$
\begin{equation*}
y_{2}(x)=J_{-p}(x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m-p}}{m!\Gamma(-p+m+1)} \tag{3.4}
\end{equation*}
$$

$J_{-p}(x)$ is known as the Bessel function of the second kind of order $p$.
If $p \neq$ integer, then:

$$
y_{h}=c_{1} J_{p}(x)+c_{2} J_{-p}(x)
$$

The expression for the Wronskian can be obtained from the form given in eq. (1.28):

$$
\begin{aligned}
& \mathrm{W}(\mathrm{x})=\mathrm{W}_{0} \exp \left(\int-\frac{\mathrm{d} \eta}{\eta}\right)=\mathrm{W}_{0} \mathrm{e}^{-\log \mathrm{x}}=\frac{\mathrm{W}_{0}}{\mathrm{x}} \\
& \mathrm{~W}\left(\mathrm{~J}_{\mathrm{p}}(\mathrm{x}), \mathrm{J}_{-\mathrm{p}}(\mathrm{x})\right)=\mathrm{J}_{\mathrm{p}}(\mathrm{x}) \mathrm{J}_{-\mathrm{p}}^{\prime}(\mathrm{x})-\mathrm{J}_{\mathrm{p}}^{\prime}(\mathrm{x}) \mathrm{J}_{-\mathrm{p}}(\mathrm{x})=\frac{\mathrm{W}_{0}}{\mathrm{x}}
\end{aligned}
$$

Thus:

$$
\operatorname{Lim}_{x \rightarrow 0} x W(x) \rightarrow W_{0}
$$

To calculate $W_{0}$, it is necessary to account for the leading terms only, since the form of $\mathrm{W} \sim 1 / \mathrm{x}$. Thus:

$$
\begin{array}{ll}
\mathrm{J}_{\mathrm{p}} \sim \frac{(\mathrm{x} / 2)^{\mathrm{p}}}{\Gamma(\mathrm{p}+1)} & \mathrm{J}_{\mathrm{p}}^{\prime} \sim \frac{\mathrm{p} / 2(\mathrm{x} / 2)^{\mathrm{p}-1}}{\Gamma(\mathrm{p}+1)} \\
\mathrm{J}_{-\mathrm{p}} \sim \frac{(\mathrm{x} / 2)^{-\mathrm{p}}}{\Gamma(1-\mathrm{p})} & \mathrm{J}_{-\mathrm{p}}^{\prime} \sim \frac{\mathrm{p} / 2(\mathrm{x} / 2)^{-\mathrm{p}-1}}{\Gamma(1-\mathrm{p})} \\
\operatorname{Lim}_{\mathrm{x} \rightarrow 0} \mathrm{xW}\left(\mathrm{~J}_{\mathrm{p}}, \mathrm{~J}_{-\mathrm{p}}\right)=\mathrm{W}_{0}=\frac{-2 \mathrm{p}}{\Gamma(\mathrm{p}+1) \Gamma(1-\mathrm{p})}=-\frac{2}{\Gamma(\mathrm{p}) \Gamma(1-\mathrm{p})}
\end{array}
$$

Since:

$$
\Gamma(\mathrm{p}) \Gamma(1-\mathrm{p})=\frac{\pi}{\sin \mathrm{p} \pi} \quad \quad \text { (Appendix B1) }
$$

then, the Wronskian is given by:

$$
\begin{equation*}
\mathrm{W}\left(\mathrm{~J}_{\mathrm{p}}, \mathrm{~J}_{-\mathrm{p}}\right)=\frac{-2 \sin \mathrm{p} \pi}{\pi \mathrm{x}} \tag{3.5}
\end{equation*}
$$

Another solution that also satisfies (3.1), first introduced by Weber, takes the form:

$$
\begin{equation*}
Y_{p}(x)=\frac{\cos p \pi J_{p}(x)-J_{-p}(x)}{\sin p \pi} \quad p \neq \text { integer } \tag{3.6}
\end{equation*}
$$

such that the general solution can be written in the form known as Weber function:

$$
\mathrm{y}=\mathrm{c}_{1} \mathrm{~J}_{\mathrm{p}}(\mathrm{x})+\mathrm{c}_{2} Y_{\mathrm{p}}(\mathrm{x}) \quad \mathrm{p} \neq \text { integer }
$$

Using the linear transformation formula, the Wronskian becomes:

$$
W\left(J_{p}, Y_{p}\right)=\operatorname{det}\left[\alpha_{i j}\right] W\left(J_{p}, J_{-p}\right)
$$

as given by eq. (1.13), where:

$$
\begin{array}{lll}
\alpha_{11}=1 & \alpha_{12}=0 \\
\alpha_{21}=\cot \mathrm{p} \pi & \alpha_{22}=-1 / \sin \mathrm{p} \pi & \operatorname{det}\left[\alpha_{\mathrm{ij}}\right]=-1 / \sin \mathrm{p} \pi
\end{array}
$$

so that:

$$
\begin{equation*}
W\left(J_{p}, Y_{p}\right)=J_{p} Y_{p}^{\prime}-J_{p}^{\prime} Y_{p}=\frac{2}{\pi x} \tag{3.7}
\end{equation*}
$$

which is independent of $p$.

### 3.2 Bessel Function of Order Zero

If $p=0$ then $\sigma_{1}=\sigma_{2}=0$ (repeated root), which results in a solution of the form:

$$
\begin{equation*}
J_{0}(x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m}}{(m!)^{2}} \tag{3.8}
\end{equation*}
$$

To obtain the second solution, the methods developed in Section (2.4) are applied. From the recurrence formula, eq. (3.2), one obtains the following by setting $p=0$ :

$$
a_{m+2}=-\frac{a_{m}}{(m+\sigma+2)^{2}} \quad m=0,1,2, \ldots
$$

Again, by induction, one can show that the even indexed coefficients are:

$$
\mathrm{a}_{2 \mathrm{~m}}=(-1)^{\mathrm{m}} \frac{\mathrm{a}_{0}}{(\sigma+2)^{2}(\sigma+4)^{2} \ldots(\sigma+2 \mathrm{~m})^{2}} \quad \mathrm{~m}=1,2, \ldots
$$

and

$$
y(x, \sigma)=a_{0} x^{\sigma}+a_{0} \sum_{m=1}^{\infty}(-1)^{m} \frac{x^{2 m+\sigma}}{(\sigma+2)^{2}(\sigma+4)^{2} \ldots(\sigma+2 m)^{2}}
$$

Using the form for the second solution given in eq. (2.16), one obtains:

$$
\begin{aligned}
& \mathrm{y}_{2}(\mathrm{x})=\left.\frac{\partial \mathrm{y}(\mathrm{x}, \sigma)}{\partial \sigma}\right|_{\sigma_{0}=0}=\mathrm{a}_{0} \mathrm{x}^{\sigma} \log \mathrm{x}+\mathrm{a}_{0} \log \mathrm{x} \sum_{\mathrm{m}=1}^{\infty} \frac{(-1)^{\mathrm{m}} \mathrm{x}^{2 \mathrm{~m}+\sigma}}{(\sigma+2)^{2}(\sigma+4)^{2} \ldots(\sigma+2 \mathrm{~m})^{2}} \\
& -\left.2 \mathrm{a}_{0} \sum_{\mathrm{m}=1}^{\infty}(-1)^{\mathrm{m}} \frac{\mathrm{x}^{2 \mathrm{~m}+\sigma}}{(\sigma+2)^{2}(\sigma+4)^{2} \ldots(\sigma+2 \mathrm{~m})^{2}}\left[\frac{1}{\sigma+2}+\frac{1}{\sigma+4}+\ldots+\frac{1}{\sigma+2 \mathrm{~m}}\right]\right|_{\sigma=0}
\end{aligned}
$$

which results in the second solution $\mathrm{y}_{2}$ as:

$$
y_{2}(x)=\log x J_{0}(x)+\sum_{m=0}^{\infty}(-1)^{m+1} \frac{(x / 2)^{2 m}}{(m!)^{2}} g(m)
$$

Define:

$$
\begin{align*}
Y_{0}(x) & =\frac{2}{\pi}\left[y_{2}(x)+(\gamma-\log 2) \mathrm{J}_{0}(x)\right] \\
& =\frac{2}{\pi}\left\{[\log (x / 2)+\gamma] \mathrm{J}_{0}(x)+\sum_{m=0}^{\infty}(-1)^{m+1} \frac{(x / 2)^{2 m}}{(m!)^{2}} g(m)\right\} \tag{3.9}
\end{align*}
$$

where the Euler Constant $\gamma=\underset{\mathrm{n} \rightarrow \infty}{\operatorname{Lim}}(g(n)-\log n)=0.5772 \ldots \ldots$
Since $Y_{0}(x)$ is a linear combination of $\mathrm{J}_{0}(x)$ and $y_{2}(x)$, it is also a solution of the eq. (3.1) as was discussed in Sec. (1.1). $Y_{0}(x)$ is known as the Bessel function of the second kind of order zero or the Neumann function of order zero.

Thus, the complete solution of the homogeneous equation is:

$$
y_{h}=c_{1} J_{0}(x)+c_{2} Y_{0}(x) \quad \text { if } p=0
$$

### 3.3 Bessel Function of an Integer Order n

If $\mathrm{p}=\mathrm{n}=$ integer $\neq 0$ then $\sigma_{1}-\sigma_{2}=2 \mathrm{n}$ is an even integer. The solution corresponding to $\sigma_{1}=+n$ can be obtained from (3.3) by substituting $p=n$, resulting in:

$$
\begin{equation*}
J_{n}(x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+n}}{m!(m+n)!} \tag{3.10}
\end{equation*}
$$

To obtain the second solution for $\sigma_{2}=-n$, it is necessary to check $a_{2 n}(-n)$ for boundedness. Substituting $\mathrm{p}=\mathrm{n}$ in the recurrence formula (3.2) gives:

$$
a_{m+2}=-\frac{a_{m}}{(m+2+\sigma-n)(m+2+\sigma+n)} \quad m=0,1,2, \ldots
$$

and

$$
a_{1}=a_{3}=\ldots=0
$$

so that the even indexed coefficients are given by:

$$
a_{2 m}=\frac{(-1)^{m} a_{0}}{(\sigma+2-n) \ldots(\sigma+2 m-n) \cdot(\sigma+2+n) \ldots(\sigma+2 m+n)} \quad m=1,2,3, \ldots
$$

It is seen that the coefficient $\mathrm{a}_{2 \mathrm{n}}(\sigma=-\mathrm{n})$ becomes unbounded, so that the methods of solution outlined in Section (2.4) must now be followed.

$$
\mathrm{y}(\mathrm{x}, \sigma)=\mathrm{a}_{0} \mathrm{x}^{\sigma}+\mathrm{a}_{0} \sum_{\mathrm{m}=1}^{\infty}(-1)^{\mathrm{m}} \frac{\mathrm{x}^{2 \mathrm{~m}+\sigma}}{(\sigma+2-\mathrm{n}) \ldots(\sigma+2 \mathrm{~m}-\mathrm{n}) \cdot(\sigma+2+\mathrm{n}) \ldots(\sigma+2 \mathrm{~m}+\mathrm{n})}
$$

Then, the second solution for the case of an integer difference $\mathrm{k}=2 \mathrm{n}$ is:

$$
y_{2}(x)=\frac{\partial}{\partial \sigma}\left\{\left(\sigma-\sigma_{2}\right) y(x, \sigma)\right\}_{\sigma=\sigma_{2}}=\frac{\partial}{\partial \sigma}\{(\sigma+n) y(x, \sigma)\}_{\sigma=-n}
$$

Using the formula for $\mathrm{y}_{2}(\mathrm{x})$ in eq. (2.20), an expression for $\mathrm{y}_{2}$ results:

$$
\begin{aligned}
& y_{2}(x)=a_{0} \sum_{m=0}^{m=n-1}(-1)^{m} \frac{x^{2 m-n}}{(2-2 n)(4-2 n) \ldots(2 m-2 n) \cdot 2 \cdot 4 \cdot \ldots(2 m)} \\
& +a_{0} \sum_{m=n}^{\infty}\left[\frac{(-1)^{m}(\sigma+n)}{(\sigma+2-n) \ldots(\sigma+2 m-n) \cdot(\sigma+2+n) \ldots(\sigma+2 m+n)}\right]_{\sigma=-n}^{\prime} x^{2 m-n} \\
& +a_{0} \log x \sum_{m=n}^{\infty}\left[\frac{(-1)^{m}(\sigma+n)}{(\sigma+2-n) \ldots(\sigma+2 m-n) \cdot(\sigma+2+n) \ldots(\sigma+2 m+n)}\right]_{\sigma=-n} x^{2 m-n}
\end{aligned}
$$

Thus, the solution corresponding to the second root $\sigma_{2}=-n$ becomes:

$$
\begin{aligned}
y_{2}(x)= & -\frac{1}{2} \sum_{m=0}^{n-1} \frac{(x / 2)^{2 m-n}}{m!}(n-m-1)!+\log x J_{n}(x)+\frac{1}{2} g(n-1) J_{n}(x) \\
& -\frac{1}{2} \sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+n}}{m!(m+n)!}[g(m)+g(m+n)]
\end{aligned}
$$

where $-\frac{a_{0} 2^{-n+1}}{(n-1)!}$ was set equal to one.
The second solution includes the first solution given in eq. (3.10) multiplied by $1 / 2$ $g(n-1)$, which is a superfluous part of the second solution, thus, removing this component results in an expression for the second solution:

$$
\begin{aligned}
y_{2}(x)= & \log x J_{n}(x)-\frac{1}{2} \sum_{m=0}^{m=n-1} \frac{(x / 2)^{2 m-n}}{m!}(n-m-1)! \\
& -\frac{1}{2} \sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+n}}{m!(m+n)!}[g(m)+g(m+n)]
\end{aligned}
$$

Define:

$$
\begin{align*}
Y_{n}(x)= & \frac{2}{\pi}\left[(\gamma-\log 2) J_{n}(x)+y_{2}(x)\right] \\
= & \frac{2}{\pi}\left\{[\gamma+\log (x / 2)] J_{n}(x)-\frac{1}{2} \sum_{m=0}^{m=n-1} \frac{(x / 2)^{2 m-n}}{m!}(n-m-1)!\right. \\
& \left.-\frac{1}{2} \sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+n}}{m!(m+n)!}[g(m)+g(m+n)]\right\} \tag{3.11}
\end{align*}
$$

where $Y_{n}(x)$ is known as the Bessel function of the second kind of order $n$, or the Neumann function of order $n$. Thus, the solutions for $p=n$ is:

$$
y_{h}=c_{1} J_{n}(x)+c_{2} Y_{n}(x) \quad \text { if } p=n=\text { integer }
$$

The solutions of eq. (3.1) are also known as Cylindrical Bessel functions.
The second solution $Y_{n}(x)$ as given by Neumann corresponds to that given by Weber for non-integer orders defined in (3.6). Since $\sin p \pi \rightarrow 0$ as $p \rightarrow n=$ integer, $\cos (p \pi) \rightarrow$ $(-1)^{\mathrm{n}}$ as $\mathrm{p} \rightarrow \mathrm{n}$, and:

$$
\mathrm{J}_{-\mathrm{n}}(\mathrm{x})=(-1)^{\mathrm{n}} \mathrm{~J}_{\mathrm{n}}(\mathrm{x})
$$

then the form (3.6) results in an indeterminate function. Thus:

$$
Y_{n}(x)=\operatorname{Lim}_{p \rightarrow n} \frac{\cos p \pi J_{p}(x)-J_{-p}(x)}{\sin p \pi}
$$

$$
\begin{align*}
& =\left.\frac{-\pi \sin p \pi J_{p}(x)+\cos p \pi \partial / \partial p J_{p}(x)-\partial / \partial p J_{-p}(x)}{\pi \cos p \pi}\right|_{p=n} \\
& =\frac{1}{\pi}\left\{\frac{\partial}{\partial p} J_{p}(x)-(-1)^{n} \frac{\partial}{\partial p} J_{-p}(x)\right\}_{p=n} \tag{3.12}
\end{align*}
$$

It can be shown that this solution is also a solution to eq. (3.1). It can be shown that the expression in (3.12) gives the same expression given by eq. (3.11). The form given by Weber is most useful in obtaining an expression for the Wronskian, which is identical to the expression given in (3.7).

### 3.4 Recurrence Relations for Bessel Functions

Recurrence relations between Bessel functions of various orders are of importance because of their use in numerical computations of high ordered Bessel functions.

Starting with the definition of $\mathrm{J}_{\mathrm{p}}(\mathrm{x})$ in eq. (3.3), then differentiating the expression given in (3.3) one obtains:

$$
\begin{aligned}
J_{p}^{\prime}(x) & =\frac{1}{2} \sum_{m=0}^{\infty}(-1)^{m} \frac{[2(m+p)-p](x / 2)^{2 m+p-1}}{m!\Gamma(m+p+1)} \\
& =\sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+p-1}(m+p)}{m!\Gamma(m+p+1)}-\frac{p}{2} \sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+p}(x / 2)^{-1}}{m!\Gamma(p+m+1)}
\end{aligned}
$$

Using $\Gamma(m+p+1)=(m+p) \Gamma(m+p)$, (Appendix B1) then:

$$
\begin{equation*}
J_{p}^{\prime}(x)=J_{p-1}(x)-\frac{p}{x} J_{p}(x) \tag{3.13}
\end{equation*}
$$

Another form of eq. (3.13) can be obtained, again starting with $\mathrm{J}_{\mathrm{p}}^{\prime}(\mathrm{x})$ :

$$
J_{p}^{\prime}(x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+p-1}}{(m-1)!\Gamma(m+p+1)}+\frac{p}{2} \sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+p-1}}{m!\Gamma(p+m+1)}
$$

Since $(m-1)!\rightarrow \infty$ for $m=0$. Then:

$$
\begin{align*}
J_{p}^{\prime}(x) & =\sum_{m=1}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+p-1}}{(m-1)!\Gamma(m+p+1)}+\frac{p}{x} J_{p}(x) \\
& =\sum_{m=0}^{\infty}(-1)^{m+1} \frac{(x / 2)^{2 m+p+1}}{m!\Gamma(m+p+2)}+\frac{p}{x} J_{p}(x) \\
J_{p}^{\prime}(x) & =J_{p+1}(x)+\frac{p}{x} J_{p}(x) \tag{3.14}
\end{align*}
$$

Combining eqs. (3.13) and (3.14), one obtains another expression for the derivative:

$$
\begin{equation*}
\mathrm{J}_{\mathrm{p}}^{\prime}(\mathrm{x})=\frac{1}{2}\left[\mathrm{~J}_{\mathrm{p}-1}(\mathrm{x})-\mathrm{J}_{\mathrm{p}+1}(\mathrm{x})\right] \tag{3.15}
\end{equation*}
$$

Equating (3.13) to (3.14) one obtains a recurrence formula for Bessel functions of order ( $p+1$ ) in terms of orders $p$ and $p-1$ :

$$
\begin{equation*}
J_{p+1}(x)=\frac{2 p}{x} J_{p}(x)-J_{p-1}(x) \tag{3.16}
\end{equation*}
$$

Multiplying eq. (3.14) by $x^{-p}$, and rearranging the resulting expression, one obtains:

$$
\begin{equation*}
-\frac{1}{x} \frac{d}{d x}\left[x^{-p} J_{p}(x)\right]=x^{-(p+1)} J_{p+1}(x) \tag{3.17}
\end{equation*}
$$

If $p$ is substituted by $p+1$ in the form given in (3.17) this results in:

$$
-\frac{1}{x} \frac{d}{d x}\left[x^{-(p+1)} J_{p+1}\right]=x^{-(p+2)} J_{p+2}
$$

then upon substitution of eq. (3.17) one obtains:

$$
(-1)^{2}\left(\frac{1}{x} \frac{d}{d x}\right)^{2}\left[x^{-p} J_{p}\right]=x^{-(p+2)} J_{p+2}
$$

Thus, by induction, one obtains a recurrence formula for Bessel Functions:

$$
\begin{equation*}
(-1)^{r}\left(\frac{1}{x} \frac{d}{d x}\right)^{r}\left[x^{-p} J_{p}\right]=x^{-(p+r)} J_{p+r} \quad r \geq 0 \tag{3.18}
\end{equation*}
$$

Substitution of p by -p in eq. (3.18) results in another recurrence formula:

$$
\begin{equation*}
(-1)^{r}\left(\frac{1}{x} \frac{d}{d x}\right)^{r}\left[x^{p} J_{-p}\right]=x^{p-r} J_{-(p+r)} \quad r \geq 0 \tag{3.19}
\end{equation*}
$$

Substitution of $p$ by -p in eq. (3.13) one obtains:

$$
\begin{equation*}
J_{-p}^{\prime}-p x^{-1} J_{-p}=J_{-(p+1)} \tag{3.20}
\end{equation*}
$$

Multiplying eq. (3.20) by $x^{-P}$, one obtains a new recurrence formula:

$$
\begin{equation*}
\frac{1}{x} \frac{d}{d x}\left[x^{-p} J_{-p}(x)\right]=x^{-(p+1)} J_{-(p+1)}(x) \tag{3.21}
\end{equation*}
$$

Substitution of $p+1$ for $p$ in eq. (3.20) results in the following equation:

$$
\frac{1}{x} \frac{d}{d x}\left[x^{-(p+1)} J_{-(p+1)}\right]=x^{-(p+2)} J_{-(p+2)}
$$

or upon substitution of eq. (3.21) one gets:

$$
\left(\frac{1}{x} \frac{d}{d x}\right)^{2}\left[x^{-p} J_{-p}\right]=x^{-(p+2)} J_{-(p+2)}
$$

and, by induction, a recurrence formula for negative ordered Bessel functions is obtained:

$$
\begin{equation*}
\left(\frac{1}{x} \frac{d}{d x}\right)^{r}\left[x^{-p} J_{-p}\right]=x^{-(p+r)} J_{-(p+r)} \quad r \geq 0 \tag{3.22}
\end{equation*}
$$

Substitution of $p$ by -p in eq. (3.22) results in the following equation:

$$
\begin{equation*}
\left(\frac{1}{x} \frac{d}{d x}\right)^{r}\left[x^{p} J_{p}\right]=x^{p-r} J_{p-r} \quad r \geq 0 \tag{3.23}
\end{equation*}
$$

To obtain the recurrence relationships for the $Y_{p}(x)$, it is sufficient to use the form of $Y_{p}(x)$ given in (3.6) and the recurrence equations given in eqs. (3.18, 19, 22, and 23). Starting with eqs. (3.18) and (3.22) and setting $\mathrm{r}=1$, one obtains:

$$
\frac{1}{x} \frac{d}{d x}\left[x^{-p} J_{p}\right]=x^{-(p+1)} J_{p+1} \quad \frac{1}{x} \frac{d}{d x}\left[x^{-p} J_{-p}\right]=x^{-(p+1)} J_{-(p+1)}
$$

Then, using the form in eq. (3.6) for $Y_{p}(x)$ :

$$
\begin{aligned}
\frac{1}{x} \frac{d}{d x}\left[x^{-p} Y_{p}\right] & =\frac{1}{x} \frac{d}{d x}\left[x^{-p}\left(\frac{\cos (p \pi) J_{p}-J_{-p}}{\sin (p \pi)}\right)\right] \\
& =-x^{-(p+1)}\left[\frac{\cos ((p+1) \pi) J_{p+1}-J_{-(p+1)}}{\sin ((p+1) \pi)}\right]=-x^{-(p+1)} Y_{p+1}
\end{aligned}
$$

such that:

$$
x Y_{p}^{\prime}-p Y_{p}=-x Y_{p+1}
$$

Similarly, use of eqs. (3.19) and (3.23) results in the following recurrence formula:

$$
x Y_{p}^{\prime}+p Y_{p}=x Y_{p-1}
$$

Combining the preceding formulae, the following recurrence formulae can be derived:

$$
\mathrm{Y}_{\mathrm{p}-1}+\mathrm{Y}_{\mathrm{p}+1}=\frac{2 \mathrm{p}}{\mathrm{x}} \mathrm{Y}_{\mathrm{p}} \quad \mathrm{Y}_{\mathrm{p}-1}-\mathrm{Y}_{\mathrm{p}+1}=2 \mathrm{Y}_{\mathrm{p}}^{\prime}
$$

The recurrence relationships developed for $Y_{p}$ are also valid for integer values of $p$, since $Y_{n}(x)$ can be obtained from $Y_{p}(x)$ by the expression given in eq. (3.12).

The recurrence formulae developed in this section can be summarized as follows:

$$
\begin{align*}
& Z_{p}^{\prime}=-Z_{p+1}+\frac{p}{x} Z_{p}  \tag{3.24}\\
& Z_{p}^{\prime}=Z_{p-1}-\frac{p}{x} Z_{p}  \tag{3.25}\\
& Z_{p}^{\prime}=\frac{1}{2}\left(Z_{p-1}-Z_{p+1}\right)  \tag{3.26}\\
& Z_{p+1}=-Z_{p-1}+\frac{2 p}{x} Z_{p} \tag{3.27}
\end{align*}
$$

where $\mathrm{Z}_{\mathrm{p}}(\mathrm{x})$ denotes $\mathrm{J}_{\mathrm{p}}(\mathrm{x}), \mathrm{J}_{-\mathrm{p}}(\mathrm{x})$ or $\mathrm{Y}_{\mathrm{p}}(\mathrm{x})$ for all values of p .

### 3.5 Bessel Functions of Half Orders

If the parameter p in eq. (3.1) happens to be an odd multiple of $1 / 2$, then it is possible to obtain a closed form of Bessel functions of half orders.

Starting with the lowest half order, i.e. $p=1 / 2$, then using the form in eq. (3.3) one obtains:

$$
J_{1 / 2}(x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{2 m+1 / 2}}{m!\Gamma(m+3 / 2)}=\left(\frac{x}{2}\right)^{1 / 2} \sum_{m=0}^{\infty}(-1)^{m} \frac{x^{2 m}}{2^{m}\left(2^{m} m!\right) \Gamma(m+3 / 2)}
$$

which can be shown to result in the following closed form:

$$
\begin{equation*}
J_{1 / 2}(x)=\left(\frac{2}{\pi x}\right)^{1 / 2} \sum_{m=0}^{\infty}(-1)^{m} \frac{x^{2 m+1}}{(2 m+1)!}=\left(\frac{2}{\pi x}\right)^{1 / 2} \sin x \tag{3.28}
\end{equation*}
$$

Similarly, it can be shown that:

$$
\begin{equation*}
J_{-1 / 2}(x)=\left(\frac{2}{\pi x}\right)^{1 / 2} \cos x \tag{3.29}
\end{equation*}
$$

To obtain the higher ordered half-order Bessel functions $\mathrm{J}_{\mathrm{n}+1 / 2}$ and $\mathrm{J}_{-(\mathrm{n}+1 / 2)}$, one can use the recurrence formulæ in eqs. $(3.24-3.27)$. One can also obtain these expressions by using (3.18) and (3.22) by setting $p=1 / 2$, resulting in the following expressions:

$$
\begin{align*}
& J_{n+1 / 2}=(-1)^{n} \sqrt{2 / \pi} x^{n+1 / 2}\left(\frac{1}{x} \frac{d}{d x}\right)^{n}\left(\frac{\sin x}{x}\right)  \tag{3.30}\\
& J_{-(n+1 / 2)}=\sqrt{2 / \pi} x^{n+1 / 2}\left(\frac{1}{x} \frac{d}{d x}\right)^{n}\left(\frac{\cos x}{x}\right) \tag{3.31}
\end{align*}
$$

### 3.6 Spherical Bessel Functions

Bessel functions of half-order often show up as part of solutions of Laplace, Helmholtz or the wave equations in the radial spherical coordinate. Define the following functions, known as the spherical Bessel functions of the first and second kind of order $v$ :

$$
\begin{align*}
& \mathrm{j}_{v}=\sqrt{\frac{\pi}{2 x}} \mathrm{~J}_{v+1 / 2} \\
& \mathrm{y}_{v}=\sqrt{\frac{\pi}{2 \mathrm{x}}}(-1)^{v+1} J_{-(v+1 / 2)} \tag{3.32}
\end{align*}
$$

These functions satisfy a different differential equation than Bessel's having the form:

$$
\begin{equation*}
x^{2} \frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}+\left(x^{2}-v^{2}-v\right) y=0 \tag{3.33}
\end{equation*}
$$

For $v=$ integer $=\mathrm{n}$, the first two functions $\mathrm{j}_{\mathrm{n}}$ and $\mathrm{y}_{\mathrm{n}}$ have the following form:

$$
\begin{array}{ll}
j_{0}=\frac{\sin x}{x} & j_{1}=\frac{1}{x}\left(\frac{\sin x}{x}-\cos x\right) \\
y_{0}=-\frac{\cos x}{x} & y_{1}=-\frac{1}{x}\left(\frac{\cos x}{x}+\sin x\right)
\end{array}
$$

Recurrence relations for the spherical Bessel functions can be easily developed from those developed for the cylindrical Bessel functions in eqs. (3.24) to (3.27) by setting $p=v+1 / 2$ and $-v-1 / 2$. Thus, the following recurrence formulæ can be obtained:

$$
\begin{align*}
& z_{v}^{\prime}=-z_{v+1}+\frac{v}{x} z_{v}  \tag{3.34}\\
& z_{v}^{\prime}=z_{v-1}-\frac{v+1}{x} z_{v}  \tag{3.35}\\
& (2 v+1) z_{v}^{\prime}=v z_{v-1}-(v+1) z_{v+1}  \tag{3.36}\\
& z_{v+1}=-z_{v-1}+\frac{2 v+1}{x} z_{v} \tag{3.37}
\end{align*}
$$

where $z_{v}$ represents $j_{v}$ or $y_{v}$.
The Wronskian of the spherical Bessel functions $y_{v}$ and $j_{v}$ takes the following form: $\mathrm{W}\left(\mathrm{j}_{\mathrm{v}}, \mathrm{y}_{\mathrm{v}}\right)=\mathrm{x}^{-2}$

### 3.7 Hankel Functions

Hankel functions are complex linear combinations of Bessel functions of the form:

$$
\begin{align*}
& H_{p}^{(1)}(x)=J_{p}(x)+i Y_{p}(x)  \tag{3.38}\\
& H_{p}^{(2)}(x)=J_{p}(x)-i Y_{p}(x) \tag{3.39}
\end{align*}
$$

where $\mathrm{i}^{2}=-1 . \quad \mathrm{H}_{\mathrm{p}}^{(1)}(\mathrm{x})$ and $\mathrm{H}_{\mathrm{p}}^{(2)}(\mathrm{x})$ are respectively known as the Hankel functions of first and second kind of order $p$. They are also independent solutions of eq. (3.1), since, (see Section 1.3):

$$
\begin{array}{ll}
\alpha_{11}=1 & \alpha_{12}=\mathrm{i} \\
\alpha_{21}=1 & \alpha_{22}=-\mathrm{i}
\end{array}
$$

and the determinant of the transformation matrix does not vanish:

$$
\left|\alpha_{\mathrm{ij}}\right|=\left|\begin{array}{cc}
1 & \mathrm{i} \\
1 & -\mathrm{i}
\end{array}\right|=-2 \mathrm{i} \neq 0
$$

so that the Wronskian of the Hankel functions can be found from the Wronskian of $\mathrm{J}_{\mathrm{p}}$ and $Y_{p}$ in the form:

$$
\mathrm{W}\left(\mathrm{H}_{\mathrm{p}}^{(1)}, \mathrm{H}_{\mathrm{p}}^{(2)}\right)=\frac{-4 \mathrm{i}}{\pi \mathrm{x}}
$$

The form of $\mathrm{H}_{\mathrm{p}}^{(1)}(\mathrm{x})$ and $\mathrm{H}_{\mathrm{p}}^{(2)}(\mathrm{x})$, given in eqs. (3.38) and (3.39) respectively, can be written in terms of $J_{p}$ and $J_{-p}$ by the use of the expression for $Y_{p}$ given in eq. (3.6), thus:

$$
\begin{aligned}
& H_{p}^{(1)}=J_{p}+i \frac{\cos (p \pi) J_{p}-J_{-p}}{\sin (p \pi)}=\frac{J_{-p}-e^{-i p \pi} J_{p}}{i \sin (p \pi)} \\
& H_{p}^{(2)}=\frac{e^{i p \pi} J_{p}-J_{-p}}{i \sin (p \pi)}
\end{aligned}
$$

The general solution of eq. (3.1) then may be written in the form:

$$
\mathrm{y}=\mathrm{c}_{1} \mathrm{H}_{\mathrm{p}}^{(1)}+\mathrm{c}_{2} \mathrm{H}_{\mathrm{p}}^{(2)}
$$

Recurrence formulae for Hankel functions take the same forms given in eqs. (3.24) through (3.27), since they are linear combinations of $J_{p}$ and $Y_{p}$.

Similar expression for the spherical Hankel functions can be written in the following form:

$$
\begin{align*}
& h_{v}^{(1)}=j_{v}+i y_{v}=\sqrt{\pi / 2 x} H_{v+1 / 2}^{(1)}(x)  \tag{3.40}\\
& h_{v}^{(2)}=j_{v}-i y_{v}=\sqrt{\pi / 2 x} H_{v+1 / 2}^{(2)}(x) \tag{3.41}
\end{align*}
$$

These are known as the spherical Hankel function of first and second kind of order $v$.

### 3.8 Modified Bessel Functions

Modified Bessel functions are solutions to a differential equation different from that given in eq. (3.1), specifically they are solutions to the following differential equation:

$$
\begin{equation*}
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-\left(x^{2}+p^{2}\right) y=0 \tag{3.42}
\end{equation*}
$$

Performing the transformation:

$$
z=i x
$$

then the differential equation (3.42) tranforms to:

$$
z^{2} \frac{d^{2} y}{d z^{2}}+z \frac{d y}{d z}+\left(z^{2}-p^{2}\right) y=0
$$

which has two solutions of the form given in eqs. (3.3) and (3.4) if $\mathrm{p} \neq 0$ and $\mathrm{p} \neq$ integer. Using the form in eq. (3.3) one obtains:

$$
\begin{aligned}
& J_{p}(z)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(z / 2)^{2 m+p}}{m!\Gamma(m+p+1)} \quad p \neq 0,1,2, \ldots \\
& J_{p}(i x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(i x / 2)^{2 m+p}}{m!\Gamma(m+p+1)}=(i)^{p} \sum_{m=0}^{\infty} \frac{(x / 2)^{2 m+p}}{m!\Gamma(m+p+1)}
\end{aligned}
$$

and

$$
J_{-p}(i x)=(i)^{-p} \sum_{m=0}^{\infty} \frac{(x / 2)^{2 m-p}}{m!\Gamma(m-p+1)}
$$

Define:

$$
\begin{equation*}
I_{p}(x)=\sum_{m=0}^{\infty} \frac{(x / 2)^{2 m+p}}{m!\Gamma(m+p+1)}=(i)^{-p} J_{p}(i x) \tag{3.43}
\end{equation*}
$$

$$
\begin{equation*}
I_{-p}(x)=\sum_{m=0}^{\infty} \frac{(x / 2)^{2 m-p}}{m!\Gamma(m-p+1)}=(i)^{p} J_{-p}(i x) \quad p \neq 0,1,2, \ldots \tag{3.44}
\end{equation*}
$$

$\mathrm{I}_{\mathrm{p}}(\mathrm{x})$ and $\mathrm{I}_{-\mathrm{p}}(\mathrm{x})$ are known, respectively, as the modified Bessel function of the first and second kind of order $p$.

The general solution of eq. (3.42) takes the following form:

$$
y=c_{1} I_{p}(x)+c_{2} I_{-p}(x)
$$

If $p$ takes the value zero or an integer $n$, then:

$$
\begin{equation*}
I_{n}(x)=\sum_{m=0}^{\infty} \frac{(x / 2)^{2 m+n}}{m!(m+n)!} \quad n=0,1,2, \ldots \tag{3.45}
\end{equation*}
$$

is the first solution. The second solution must be obtained in a similar manner as described in Sections (3.2) and (3.3) giving:

$$
\begin{align*}
K_{n}(x) & =(-1)^{n+1}[\log (x / 2)+\gamma] I_{n}(x)+\frac{1}{2} \sum_{m=0}^{m=n-1}(-1)^{m} \frac{(n-m-1)!}{m!}(x / 2)^{2 m-n} \\
& +\frac{(-1)^{n}}{2} \sum_{m=0}^{\infty} \frac{(x / 2)^{2 m+n}}{m!(m+n)!}[g(m)+g(m+n)] \quad n=0,1,2, . . \tag{3.46}
\end{align*}
$$

The second solution can also be obtained from a definition given by Macdonald:

$$
\begin{equation*}
\mathrm{K}_{\mathrm{p}}=\frac{\pi}{2}\left[\frac{\mathrm{I}_{-\mathrm{p}}-\mathrm{I}_{\mathrm{p}}}{\sin (\mathrm{p} \pi)}\right] \tag{3.47}
\end{equation*}
$$

$\mathrm{K}_{\mathrm{p}}$ is known as the Macdonald function. If p is an integer equal to n , then taking the limit $\mathrm{p} \rightarrow \mathrm{n}$ :

$$
\begin{equation*}
\mathrm{K}_{\mathrm{n}}=\frac{1}{2}(-1)^{\mathrm{n}}\left[\frac{\partial \mathrm{I}_{-\mathrm{p}}}{\partial \mathrm{p}}-\frac{\partial \mathrm{I}_{\mathrm{p}}}{\partial \mathrm{p}}\right]_{\mathrm{p}=\mathrm{n}} \tag{3.48}
\end{equation*}
$$

The Wronskian of the various solutions for the modified Bessel's equation can be obtained in a similar manner to the method of obtaining the Wronskians of the modified Bessel functions in eqs. (3.5) and (3.7):

$$
\begin{equation*}
\mathrm{W}\left(\mathrm{I}_{\mathrm{p}}, \mathrm{I}_{-\mathrm{p}}\right)=-\frac{2 \sin (\mathrm{p} \pi)}{\pi x} \tag{3.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{W}\left(\mathrm{I}_{\mathrm{p}}, \mathrm{~K}_{\mathrm{p}}\right)=-\frac{1}{\mathrm{x}} \tag{3.50}
\end{equation*}
$$

Following the development of the recurrence formulae for $J_{p}$ and $Y_{p}$ detailed in Section 3.4, one can obtain the following formulae for $\mathrm{I}_{\mathrm{p}}$ and $\mathrm{K}_{\mathrm{p}}$ :

$$
\begin{equation*}
I_{p}^{\prime}=I_{p+1}+\frac{p}{x} I_{p} \tag{3.51}
\end{equation*}
$$

$$
\begin{align*}
& I_{p}^{\prime}=I_{p-1}-\frac{p}{x} I_{p}  \tag{3.52}\\
& I_{p}^{\prime}=\frac{1}{2}\left(I_{p+1}+I_{p-1}\right)  \tag{3.53}\\
& I_{p+1}=I_{p-1}-\frac{2 p}{x} I_{p}^{\prime}  \tag{3.54}\\
& K_{p}^{\prime}=-K_{p+1}+\frac{p}{x} K_{p}  \tag{3.55}\\
& K_{p}^{\prime}=-K_{p-1}-\frac{p}{x} K_{p}  \tag{3.56}\\
& K_{p}^{\prime}=-\frac{1}{2}\left(K_{p+1}+K_{p-1}\right)  \tag{3.57}\\
& K_{p+1}=K_{p-1}+\frac{2 p}{x} K_{p} \tag{3.58}
\end{align*}
$$

If $p$ is $1 / 2$, then the modified Bessel functions of half-orders can be developed in a similar manner as presented in Section 3.2, resulting in:

$$
\begin{align*}
& I_{1 / 2}=\sqrt{2 / \pi x} \sinh x  \tag{3.59}\\
& I_{-1 / 2}=\sqrt{2 / \pi x} \cosh x \tag{3.60}
\end{align*}
$$

### 3.9 Generalized Equations Leading to Solutions in Terms of Bessel Functions

The differential equation given in (3.1) leads to solutions $Z_{p}(x)$, with $Z_{p}(x)$ representing $J_{p}, Y_{p}, J_{-p}, H_{p}^{(1)}$, and $H_{p}^{(2)}$. One can obtain the solutions of different and more complicated equations in terms of Bessel functions.

Starting with an equation of the form:

$$
\begin{equation*}
x^{2} \frac{d^{2} y}{d x^{2}}+(1-2 a) x \frac{d y}{d x}+\left(k^{2} x^{2}-r^{2}\right) y=0 \tag{3.61}
\end{equation*}
$$

a solution of the form:

$$
y=x^{v} u(x)
$$

can be tried, resulting in the following differential equation:

$$
x^{2} \frac{d^{2} u}{d x^{2}}+x \frac{d u}{d x}+\left\{\mathrm{k}^{2} \mathrm{x}^{2}-\left[\mathrm{r}^{2}+\mathrm{a}^{2}\right]\right\} \mathrm{u}=0
$$

where $v$ was set equal to $a$.
Furthermore, if one lets $\mathrm{z}=\mathrm{kx}$, then $\frac{\mathrm{d}}{\mathrm{dx}}=\mathrm{k} \frac{\mathrm{d}}{\mathrm{dz}}$ and:

Furthermore, if one lets $z=k x$, then $\frac{d}{d x}=k \frac{d}{d z}$ and:

$$
z^{2} \frac{d^{2} u}{d z^{2}}+z \frac{d u}{d z}+\left(z^{2}-p^{2}\right) u=0 \quad \text { with } p^{2}=r^{2}+a^{2}
$$

whose solution becomes:

$$
u=c_{1} J_{p}(z)+c_{2} Y_{p}(z)
$$

Thus, the solution to (3.61) becomes:

$$
\begin{equation*}
y(x)=x^{a}\left\{c_{1} J_{p}(k x)+c_{2} Y_{p}(k x)\right\} \tag{3.62}
\end{equation*}
$$

where $\mathrm{p}^{2}=\mathrm{r}^{2}+\mathrm{a}^{2}$.
A more complicated equation can be developed from eq. (3.61) by assuming that:

$$
\begin{equation*}
z^{2} \frac{d^{2} y}{d z^{2}}+(1-2 a) \cdot \frac{d y}{d z}+\left(z^{2}-r^{2}\right) y=0 \tag{3.63}
\end{equation*}
$$

which has solutions of the form:

$$
\begin{equation*}
y=z^{a}\left\{c_{1} J_{p}(z)+c_{2} Y_{p}(z)\right\} \tag{3.64}
\end{equation*}
$$

with $\mathrm{p}^{2}=\mathrm{r}^{2}+\mathrm{a}^{2}$.
If one lets $\mathrm{z}=\mathrm{f}(\mathrm{x})$, then eq. (3.63) transforms to:

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\left[(1-2 a) \frac{f^{\prime}}{f}-\frac{f^{\prime \prime}}{f^{\prime}}\right] \frac{d y}{d x}+\frac{\left(f^{\prime}\right)^{2}}{f^{2}}\left(f^{2}-r^{2}\right) y=0 \tag{3.65}
\end{equation*}
$$

whose solutions can be written as:

$$
y=f^{a}(x)\left[c_{1} J_{p}(f(x))+c_{2} Y_{p}(f(x))\right]
$$

with $\mathrm{p}^{2}=\mathrm{r}^{2}+\mathrm{a}^{2}$.
Eq. (3.65) may have many solutions depending on the desired form of $f(x)$, e.g.:
(i) If $f(x)=k x^{b}$, then the differential equation may be written as:

$$
\begin{equation*}
x^{2} \frac{d^{2} y}{d x^{2}}+(1-2 a b) x \frac{d y}{d x}+b^{2}\left(k^{2} x^{2 b}-r^{2}\right) y=0 \tag{3.66}
\end{equation*}
$$

whose solutions are given by:

$$
\begin{equation*}
\mathrm{y}=\mathrm{x}^{\mathrm{ab}}\left\{\mathrm{c}_{1} \mathrm{~J}_{\mathrm{p}}\left(\mathrm{kx}^{\mathrm{b}}\right)+\mathrm{c}_{2} \mathrm{Y}_{\mathrm{p}}\left(\mathrm{kx} \mathrm{x}^{\mathrm{b}}\right)\right\} \tag{3.67}
\end{equation*}
$$

(ii) If $f(x)=k e^{b x}$, then the differential equation may be written as:

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-2 a b \frac{d y}{d x}+b^{2}\left(k^{2} e^{2 b x}-r^{2}\right) y=0 \tag{3.68}
\end{equation*}
$$

whose solutions are given by:

$$
\begin{equation*}
y=e^{a b x}\left\{c_{1} J_{p}\left(k e^{b x}\right)+c_{2} Y_{p}\left(k e^{b x}\right)\right\} \tag{3.69}
\end{equation*}
$$

Another type of a differential equation that leads to Bessel function type solutions can be obtained from the form developed in eq. (3.65).

If one lets $y$ to be transformed as follows:
then

$$
\begin{align*}
& \frac{\mathrm{d}^{2} \mathrm{u}}{\mathrm{dx}^{2}}+\left[(1-2 \mathrm{a}) \frac{\mathrm{f}^{\prime}}{\mathrm{f}}-\frac{\mathrm{f}^{\prime \prime}}{\mathrm{f}^{\prime}}-2 \frac{g^{\prime}}{g}\right] \frac{\mathrm{du}}{\mathrm{dx}} \\
& \quad+\left\{\frac{\left(\mathrm{f}^{\prime}\right)^{2}}{\mathrm{f}^{2}}\left(\mathrm{f}^{2}-\mathrm{r}^{2}\right)-\frac{g^{\prime \prime}}{g}-\frac{g^{\prime}}{g}\left[(1-2 a) \frac{\mathrm{f}^{\prime}}{\mathrm{f}}-\frac{\mathrm{f}^{\prime \prime}}{\mathbf{f}^{\prime}}-2 \frac{g^{\prime}}{g}\right]\right\} \mathbf{u}=0 \tag{3.70}
\end{align*}
$$

whose solutions are given in the form:

$$
\begin{equation*}
u(x)=g(x) f^{a}(x)\left\{c_{1} J_{p}(f(x))+c_{2} Y_{p}(f(x))\right\} \tag{3.71}
\end{equation*}
$$

with $p^{2}=r^{2}+a^{2}$. If one lets:

$$
g(\mathrm{x})=\mathrm{e}^{c \mathrm{x}} \quad \mathrm{f}(\mathrm{x})=\mathrm{kx} \mathrm{~b}^{\mathrm{b}}
$$

then the differential equation has the form:

$$
\begin{equation*}
x^{2} \frac{d^{2} u}{d x^{2}}+[1-2 a b-2 c x] x \frac{d u}{d x}+\left[b^{2}\left(k^{2} x^{2 b}-r^{2}\right)+c^{2} x^{2}-c x(1-2 a b)\right] u=0 \tag{3.72}
\end{equation*}
$$

whose solutions are expressed in the form:

$$
\begin{equation*}
u=e^{c x} x^{a b}\left[c_{1} J_{p}\left(k x^{b}\right)+c_{2} Y_{p}\left(k x^{b}\right)\right] \tag{3.73}
\end{equation*}
$$

### 3.10 Bessel Coefficients

In the preceding sections, Bessel functions were developed as solutions of second order linear differential equations. Two other methods of development are available, one is the Generating Function representation and the other is the Integral
Representation. In this section the Generating Function representation will be discussed.

The generating function of the Bessel coefficients is represented by:

$$
\begin{equation*}
f(x, t)=e^{x(t-1 / t) / 2} \tag{3.74}
\end{equation*}
$$

Expanding the function in eq. (3.74) in a Laurent's series of powers of $t$, one obtains:

$$
\begin{equation*}
f(x, t)=\sum_{n=-\infty}^{\infty} t^{n} J_{n}(x) \tag{3.75}
\end{equation*}
$$

Expanding the exponential $\mathrm{e}^{\mathrm{xt/2}}$ about $\mathrm{t}=0$ results in:

$$
e^{x / 2}=\sum_{k=0}^{\infty} \frac{(x / 2)^{k}}{k!} t^{k}
$$

Expanding the exponential $e^{-x / 2 t}$ about $t=\infty$ results in:

$$
e^{-x / 2 t}=\sum_{m=0}^{\infty} \frac{(-x / 2 t)^{m}}{m!}=\sum_{m=0}^{\infty}(-1)^{m} \frac{(x / 2)^{m} t^{-m}}{m!}
$$

Thus, the product of the two series gives the desired expansion:

$$
f(x, t)=\sum_{m=-\infty}^{\infty} t^{n} J_{n}(x)=\left(\sum_{k=0}^{\infty} \frac{(x / 2)^{k} t^{k}}{k!}\right)\left(\sum_{m=0}^{\infty} \frac{(-1)^{m}(x / 2)^{m} t^{-m}}{m!}\right)
$$

The term that is the coefficient of $\mathrm{t}^{\mathrm{n}}$ is the one where $\mathrm{k}-\mathrm{m}=\mathrm{n}$, with k and m ranging from 0 to $\infty$. Thus the coefficient of $\mathrm{t}^{\mathrm{n}}$ becomes:

$$
J_{n}(x)=\sum_{m=0}^{\infty} \frac{(-1)^{m}(x / 2)^{2 m+n}}{m!(m+n)!}
$$

having the same form given in eq. (3.10).
The generating function can be used to advantage when one needs to obtain recurrence formulae. Differentiating eq. (3.74) with respect to $t$, one obtains:

$$
\begin{aligned}
\frac{d f(x, t)}{d t} & =e^{x(t-1 / t) / 2}\left[x / 2\left(1+t^{-2}\right)\right]=x / 2 \sum_{n=-\infty}^{\infty} t^{n} J_{n}+x / 2 \sum_{n=-\infty}^{\infty} t^{n-2} J_{n} \\
& =\sum_{n=-\infty}^{\infty} n t^{n-1} J_{n}(x)
\end{aligned}
$$

The above expression can be rewritten in the following way:

$$
x / 2 \sum_{n=-\infty}^{\infty} t^{n} J_{n}+x / 2 \sum_{n=-\infty}^{\infty} t^{n} J_{n+2}=\sum_{n=-\infty}^{\infty}(n+1) t^{n} J_{n+1}(x)
$$

where the coefficient of $\mathrm{t}^{\mathrm{n}}$ can be factored out, such that:

$$
x / 2 J_{n}+x / 2 J_{n+2}=(n+1) J_{n+1}
$$

or, letting $n-1$ replace $n$, one obtains:

$$
x / 2 J_{n-1}+x / 2 J_{n+1}=n J_{n}
$$

which is the recurrence relation given in eq. (3.16).
The other recurrence formulae given in Section 3.4 can be derived also by manipulating the generating function in a similar manner.

If one substitutes $t=-1 / y$, then:

$$
e^{x(y-1 / y) / 2}=\sum_{n=-\infty}^{\infty}(-1)^{n} y^{-n} J_{n}(x)=\sum_{n=-\infty}^{\infty}(-1)^{n} y^{n} J_{-n}(x)
$$

also

$$
e^{x(y-1 / y) / 2}=\sum_{n=-\infty}^{\infty} y^{n} J_{n}(x)
$$

then, equating the two expressions, one gets the relationship:

$$
(-1)^{n} J_{-n}(x)=J_{n}(x)
$$

Rewriting the series for the generating function (3.75) into two parts:

$$
\begin{align*}
e^{x(t-1 / t) / 2} & =\sum_{n=-\infty}^{\infty} t^{n} J_{n}(x)=\sum_{n=-\infty}^{n=-1} t^{n} J_{n}+J_{0}+\sum_{n=1}^{\infty} t^{n} J_{n}(x) \\
& =\sum_{n=1}^{\infty} t^{-n} J_{-n}+J_{0}+\sum_{n=1}^{\infty} t^{n} J_{n}=\sum_{n=1}^{\infty} t^{-n}(-1)^{n} J_{n}+J_{0}+\sum_{n=1}^{\infty} t^{n} J_{n} \\
& =J_{0}+\sum_{n=1}^{\infty}\left[t^{n}+(-1)^{n} t^{-n}\right] J_{n} \tag{3.76}
\end{align*}
$$

If $t=e^{ \pm i \theta}$ :

$$
\begin{align*}
& e^{x\left(e^{ \pm i \theta}-e^{\text {fii }}\right) / 2}=e^{ \pm i x \sin \theta}=J_{0}+\sum_{n=1}^{\infty}\left[e^{ \pm i n \theta}+(-1)^{n} e^{ \pm i n \theta}\right] J_{n}(x) \\
& =J_{0}+2 \sum_{n=2,4,6}^{\infty} \cos (n \theta) J_{n}(x) \pm 2 i \sum_{n=1,3,5, \ldots}^{\infty} \sin (n \theta) J_{n}(x) \\
& =\sum_{n=0}^{\infty} \varepsilon_{2 n} \cos (2 n \theta) J_{2 n}(x) \pm i \sum_{n=0}^{\infty} \varepsilon_{2 n+1} \sin ((2 n+1) \theta) J_{2 n+1}(x) \tag{3.77}
\end{align*}
$$

where $\varepsilon_{\mathrm{n}}$, generally known as the Neumann Factor, is defined as:

$$
\varepsilon_{\mathrm{n}}= \begin{cases}1 & \mathrm{n}=0 \\ 2 & \mathrm{n} \geq 1\end{cases}
$$

Replacing $\theta$ by $\theta+\pi / 2$ in eq. (3.77) results in the following expansion:

$$
\begin{equation*}
\mathrm{e}^{ \pm \mathrm{ix} \cos \theta}=\sum_{\mathrm{n}=0}^{\infty}( \pm \mathrm{i})^{\mathrm{n}} \varepsilon_{\mathrm{n}} \cos \mathrm{n} \theta \mathrm{~J}_{\mathrm{n}}(\mathrm{x}) \tag{3.78}
\end{equation*}
$$

Further manipulation of eq. (3.78) results in the following two expressions:

$$
\begin{align*}
& \cos (x \sin \theta)=\sum_{n=0}^{\infty} \varepsilon_{2 n} \cos (2 n \theta) J_{2 n}(x)  \tag{3.79a}\\
& \sin (x \sin \theta)=\sum_{n=0}^{\infty} \varepsilon_{2 n+1} \sin ((2 n+1) \theta) J_{2 n+1}(x) \tag{3.79b}
\end{align*}
$$

One can also obtain a Bessel function series for any power of $x$. If $\theta$ is set to zero in the form given in eq. (3.79a) one obtains the expression for a unity:

$$
\begin{equation*}
1=\sum_{n=0}^{\infty} \varepsilon_{2 n} J_{2 n}(x) \tag{3.80}
\end{equation*}
$$

Again, differentiating eq. (3.79b) with respect to $\theta$ :

$$
(x \cos \theta) \cos (x \sin \theta)=2 \sum_{n=0}^{\infty}(2 n+1) \cos ((2 n+1) \theta) J_{2 n+1}(x)
$$

Setting $\theta=0$ one obtains an expansion for x which results in:

$$
\begin{equation*}
x=2 \sum_{n=0}^{\infty}(2 n+1) J_{2 n+1}(x) \tag{3.81}
\end{equation*}
$$

Differentiating eq. (3.79a) twice with respect to $\theta$ results in the following expression for $\mathrm{x}^{2}$ by setting $\theta=0$ :

$$
\begin{equation*}
\mathrm{x}^{2}=4 \sum_{\mathrm{n}=0}^{\infty} \varepsilon_{2 \mathrm{n}} \mathrm{n}^{2} \mathrm{~J}_{2 \mathrm{n}}(\mathrm{x})=8 \sum_{\mathrm{n}=1}^{\infty} \mathrm{n}^{2} \mathrm{~J}_{2 \mathrm{n}}(\mathrm{x}) \tag{3.82}
\end{equation*}
$$

Thus, a similar procedure can be followed to show that all powers of $x$ can be expanded in a series of Bessel functions. It should be noted that even (odd) powers of $x$ are represented by even (odd) ordered Bessel functions.

Setting $\theta=\pi / 2$ in eqs. (3.79a) and (3.79b), the following Bessel function series representations for $\sin \mathrm{x}$ and $\cos \mathrm{x}$ results:

$$
\begin{align*}
& \cos x=\sum_{n=0}^{\infty} \varepsilon_{2 n}(-1)^{n} J_{2 n}(x)  \tag{3.83}\\
& \sin x=2 \sum_{n=0}^{\infty}(-1)^{n} J_{2 n+1}(x) \tag{3.84}
\end{align*}
$$

Differentiating eqs. (3.79a) and (3.79b) twice with respect to $\theta$ and setting $\theta=\pi / 2$ results in the following Bessel series representations for $\mathrm{x} \sin \mathrm{x}$ and $\mathrm{x} \cos \mathrm{x}$ :

$$
\begin{align*}
& x \sin x=8 \sum_{n=1}^{\infty}(-1)^{n} n^{2} J_{2 n}(x)  \tag{3.85}\\
& x \cos x=2 \sum_{n=0}^{\infty}(-1)^{n}(2 n+1)^{2} J_{2 n+1}(x) \tag{3.86}
\end{align*}
$$

The generating functions can also be utilized to obtain formulae in terms of products or squares of Bessel functions, usually known as the Addition Theorem. Starting with the forms given in eq. (3.75):

$$
\begin{aligned}
\mathrm{e}^{\mathrm{x} /(2(t-1 / \mathrm{t}))} \mathrm{e}^{\mathrm{z} /(2(\mathrm{t}-1 / \mathrm{t}))} & =\mathrm{e}^{(\mathrm{x}+\mathrm{z}) /(2(\mathrm{t}-\mathrm{y} / \mathrm{t}))}=\sum_{\mathrm{n}=-\infty}^{\infty} \mathrm{t}^{\mathrm{n}} \mathrm{~J}_{\mathrm{n}}(\mathrm{x}+\mathrm{z}) \\
& =\left(\sum_{\mathrm{k}=-\infty}^{\infty} \mathrm{t}^{\mathrm{k}} \mathrm{~J}_{\mathrm{k}}(\mathrm{x})\right)\left(\sum_{l=-\infty}^{\infty} \mathrm{t}^{l} \mathrm{~J}_{l}(\mathrm{z})\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\mathrm{n}=-\infty}^{\infty} \mathrm{t}^{\mathrm{n}}\left(\sum_{l=-\infty}^{\infty} \mathrm{J}_{l}(\mathrm{x}) \mathrm{J}_{\mathrm{n}-l}(\mathrm{z})\right) \\
& =\sum_{\mathrm{n}=-\infty}^{\infty} \mathrm{t}^{\mathrm{n}}\left(\sum_{l=-\infty}^{\infty} \mathrm{J}_{\mathrm{n}-l}(\mathrm{x}) \mathrm{J}_{l}(\mathrm{z})\right)
\end{aligned}
$$

Thus, the coefficient of $t^{n}$ results in the representation for the Bessel function of sum arguments, known as the Addition Theorem:

$$
\begin{equation*}
\mathrm{J}_{\mathrm{n}}(\mathrm{x}+\mathrm{z})=\sum_{l=-\infty}^{\infty} \mathrm{J}_{l}(\mathrm{x}) \mathrm{J}_{\mathrm{n}-l}(\mathrm{z})=\sum_{l=-\infty}^{\infty} \mathrm{J}_{l}(\mathrm{z}) \mathrm{J}_{\mathrm{n}-l}(\mathrm{x}) \tag{3.87}
\end{equation*}
$$

Manipulating the terms in the expression in eq. (3.87) which have Bessel functions of negative orders one obtains:

$$
\begin{equation*}
\mathrm{J}_{\mathrm{n}}(\mathrm{x}+\mathrm{z})=\sum_{l=0}^{\mathrm{n}} \mathrm{~J}_{l}(\mathrm{x}) \mathrm{J}_{\mathrm{n}-l}(\mathrm{z})+\sum_{l=1}^{\infty}(-1)^{l}\left[\mathrm{~J}_{l}(\mathrm{x}) \mathrm{J}_{\mathrm{n}+l}(\mathrm{z})+\mathrm{J}_{\mathrm{n}+l}(\mathrm{x}) \mathrm{J}_{l}(\mathrm{z})\right] \tag{3.88}
\end{equation*}
$$

Special cases of the form of the addition theorem given in eq. (3.88) can be utilized to give expansions in terms of products of Bessel functions. If $x=z$ :

$$
\begin{equation*}
\mathrm{J}_{\mathrm{n}}(2 \mathrm{x})=\sum_{l=0}^{\mathrm{n}} \mathrm{~J}_{l}(\mathrm{x}) \mathrm{J}_{\mathrm{n}-l}(\mathrm{x})+2 \sum_{l=1}^{\infty}(-1)^{l} \mathrm{~J}_{l}(\mathrm{x}) \mathrm{J}_{\mathrm{n}+l}(\mathrm{x}) \tag{3.89}
\end{equation*}
$$

If one sets $z=-x$ in eq. (3.88), one obtains new series expansions in terms of squares of Bessel functions:

$$
\begin{array}{ll}
1=\mathrm{J}_{0}^{2}(\mathrm{x})+2 \sum_{l=1}^{\infty}(-1)^{l} \mathrm{~J}_{l}^{2}(\mathrm{x}) & \mathrm{n}=0 \\
0=\sum_{l=0}^{2 \mathrm{n}+1}(-1)^{l-1} \mathrm{~J}_{l}(\mathrm{x}) \mathrm{J}_{2 \mathrm{n}+1-l}(\mathrm{x}) & \mathrm{n}=0,1,2, \ldots \\
0=\sum_{l=0}^{2 \mathrm{n}}(-1)^{l} \mathrm{~J}_{l}(\mathrm{x}) \mathrm{J}_{2 \mathrm{n}-l}(\mathrm{x})+2 \sum_{l=1}^{\infty} \mathrm{J}_{l}(\mathrm{x}) \mathrm{J}_{2 \mathrm{n}+l}(\mathrm{x}) & \mathrm{n}=0,1,2, \ldots \tag{3.92}
\end{array}
$$

### 3.11 Integral Representation of Bessel Functions

Another form of representation of Bessel functions is an integral representation. This representation is useful in obtaining asymptotic expansions of Bessel functions and in integral tranforms as well as source representations. To obtain an integral representation, it is useful to use the results of Section (3.9).

Integrating eq. (3.79a) on $\theta$ over ( $0,2 \pi$ ), one obtains:

$$
\begin{equation*}
\int_{0}^{2 \pi} \cos (x \sin \theta) d \theta=\sum_{n=0}^{\infty} \varepsilon_{2 n} J_{2 n}(x) \int_{0}^{2 \pi} \cos (2 n \theta) d \theta=2 \pi J_{0}(x) \tag{3.93}
\end{equation*}
$$

Multiplication of the expression in eq. (3.79a) by $\cos 2 \mathrm{~m} \theta$ and then integrating on $\theta$ over $(0,2 \pi)$ results:

$$
\begin{gather*}
\int_{0}^{2 \pi} \cos (x \sin \theta) \cos (2 m \theta) d \theta=\sum_{n=0}^{\infty} \varepsilon_{2 n} J_{2 n} \int_{0}^{2 \pi} \cos (2 n \theta) \cos (2 m \theta) d \theta=2 \pi J_{2 m}(x) \\
m=0,1,2, \ldots \tag{3.94}
\end{gather*}
$$

Multiplication of eq. ( 3.79 b ) by $\sin (2 \mathrm{~m}+1) \theta$ and integrating on $\theta$, one obtains:

$$
\int_{0}^{2 \pi} \sin (x \sin \theta) \sin ((2 m+1) \theta) d \theta=2 \pi J_{2 m+1}(x) \quad m=0,1,2, \ldots
$$

The forms given in eqs. (3.93) to (3.95) can thus be transformed to an integral representation of Bessel functions:

$$
J_{m}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \cos (x \sin \theta) \cos (m \theta) d \theta=\frac{1}{\pi} \int_{0}^{\pi} \cos (x \sin \theta) \cos (m \theta) d \theta \quad m=\text { even }
$$

and since the following integral vanishes:

$$
\int_{0}^{\pi} \cos (x \sin \theta) \cos (m \theta) d \theta=0 \quad m=o d d
$$

then an integral representation for the Bessel function results as:

$$
J_{m}=\frac{1}{\pi} \int_{0}^{\pi} \sin (x \sin \theta) \sin (m \theta) d \theta
$$

and since the following integral vanishes:

$$
\int_{0}^{\pi} \sin (x \sin \theta) \sin (m \theta) d \theta=0 \quad m=\text { even }
$$

then, one can combine the two definitions for odd and even ordered Bessel functions $\mathrm{J}_{\mathrm{m}}$ as a real integral representation:

$$
\begin{align*}
\mathrm{J}_{\mathrm{m}} & =\frac{1}{\pi} \int_{0}^{\pi} \cos (\mathrm{x} \sin \theta) \cos (m \theta) \mathrm{d} \theta+\frac{1}{\pi} \int_{0}^{\pi} \sin (x \sin \theta) \sin (m \theta) \mathrm{d} \theta \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \cos (x \sin \theta-m \theta) \mathrm{d} \theta \tag{3.96}
\end{align*}
$$

Since the following integral vanishes identically:

$$
\int^{\pi} \sin (x \sin \theta-m \theta) d \theta=0
$$

then one can also find a complex form of the Bessel integral representation:

$$
\begin{align*}
\mathrm{J}_{\mathrm{m}} & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \cos (\mathrm{x} \sin \theta-\mathrm{m} \theta) \mathrm{d} \theta+\frac{\mathrm{i}}{2 \pi} \int_{-\pi}^{\pi} \sin (\mathrm{x} \sin \theta-\mathrm{m} \theta) \mathrm{d} \theta \\
& =\frac{1}{\pi} \int_{0}^{\pi} \exp (\mathrm{i}(\mathrm{x} \sin \theta-\mathrm{m} \theta)) \mathrm{d} \theta \tag{3.97}
\end{align*}
$$

Another integral representation of Bessel functions, similar to those given in eq. (3.96) was developed by Poisson. Noting that the Taylor expansion of the trigonometric function:

$$
\cos (x \cos \theta)=\sum_{m=0}^{\infty}(-1)^{m} \frac{(x \cos \theta)^{2 m}}{(2 m)!}=\sum_{m=0}^{\infty}(-1)^{m} \frac{x^{2 m}(\cos \theta)^{2 m}}{(2 m)!}
$$

has terms $\mathrm{x}^{2 \mathrm{~m}}$, similar to Bessel functions, one can integrate this trigonometric functions over $\theta$ to give another integral representation of Bessel functions. Multiplying this expression by $(\sin \theta)^{2 n}$ and integrating on $\theta$ :

$$
\begin{aligned}
\int_{0}^{\pi} \cos (x \cos \theta)(\sin \theta)^{2 n} d \theta & =\int_{0}^{\pi} \sum_{m=0}^{\infty}(-1)^{m} \frac{x^{2 m}}{(2 m)!}(\cos \theta)^{2 m}(\sin \theta)^{2 n} d \theta \\
& =\sum_{m=0}^{\infty}(-1)^{m} \frac{x^{2 m}}{(2 m)!} \int_{0}^{\pi}(\cos \theta)^{2 m}(\sin \theta)^{2 n} d \theta
\end{aligned}
$$

The integration and summation operations can be exchanged, since the Taylor expansion of $\cos (x \cos \theta)$ is uniformly convergent for all values of the argument $x \cos \theta$ (refer to Appendix A). The integral in the summation can be evaluated as:

$$
\int_{0}^{\pi}(\cos \theta)^{2 m}(\sin \theta)^{2 \mathrm{n}} \mathrm{~d} \theta=\frac{(2 \mathrm{~m}-1)!}{2^{\mathrm{m}-1}(m-1)!} \cdot \frac{(2 \mathrm{n}-1)!}{2^{\mathrm{n}-1}(\mathrm{n}-1)!} \frac{\pi}{2^{\mathrm{m}+\mathrm{n}}(m+n)!}
$$

and hence

$$
\begin{aligned}
\int_{0}^{\pi} \cos (x \cos \theta)(\sin \theta)^{2 n} d \theta & =\frac{\pi(2 n-1)!}{2^{n-1}(n-1)!} \sum_{m=0}^{\infty}(-1)^{m} \frac{x^{2 m}(2 m-1)!}{(2 m)!(m-1)!(m+n)!2^{2 m+n-1}} \\
& =\frac{\pi(2 n-1)!}{2^{n-1} x^{n}(n-1)!} J_{n}(x)
\end{aligned}
$$

Thus, from this expression a new integral representation can be developed in the form:

$$
\begin{equation*}
\mathrm{J}_{\mathrm{n}}(\mathrm{x})=\frac{2(\mathrm{x} / 2)^{\mathrm{n}}}{\Gamma(\mathrm{n}+1 / 2) \Gamma(1 / 2)} \int_{0}^{\pi / 2} \cos (\mathrm{x} \cos \theta)(\sin \theta)^{2 \mathrm{n}} \mathrm{~d} \theta \tag{3.98}
\end{equation*}
$$

Transforming $\theta$ by $\pi / 2-\theta$ in the representation of eq. (3.98), one obtains a new representation:

$$
\begin{equation*}
J_{n}(x)=\frac{2(x / 2)^{n}}{\Gamma(n+1 / 2) \Gamma(1 / 2)} \int_{0}^{\pi / 2} \cos (x \sin \theta)(\cos \theta)^{2 n} d \theta \tag{3.99}
\end{equation*}
$$

Since the following integral vanishes:

$$
\begin{equation*}
\int_{0}^{\pi} \sin (x \cos \theta)(\sin \theta)^{2 n} d \theta=0 \tag{3.100}
\end{equation*}
$$

due to the fact that $\sin (x \cos \theta)$ is an odd function of $\theta$ in the interval $0 \leq \dot{\theta} \leq \pi$, then adding eqs. (3.98) and itimes eq. (3.100) results in the following integral representation:

$$
\begin{equation*}
J_{n}(x)=\frac{(x / 2)^{n}}{\Gamma(n+1 / 2) \Gamma(1 / 2)} \int_{0}^{\pi} e^{i x \cos \theta}(\sin \theta)^{2 n} d \theta \tag{3.101}
\end{equation*}
$$

The integral representations of eqs. (3.98) to (3.101) can also be shown to be true for non-integer values of $p>-1 / 2$.

Performing the following transformation on eq. (3.101):

$$
\cos \theta=t
$$

there results a new integral representation for $\mathrm{J}_{\mathrm{n}}(\mathrm{x})$ as follows:

$$
\begin{equation*}
\mathrm{J}_{\mathrm{p}}(\mathrm{x})=\frac{(\mathrm{x} / 2)^{p}}{\Gamma(\mathrm{p}+1 / 2) \Gamma(1 / 2)} \int_{-1}^{+1} e^{\mathrm{ixt}}\left(1-\mathrm{t}^{2}\right)^{p-1 / 2} d t \quad p>-1 / 2 \tag{3.102}
\end{equation*}
$$

The integral representations given in this section can also be utilized to develop the recurrence relationships already derived in Section (3.4).

### 3.12 Asymptotic Approximations of Bessel Functions for Small Arguments

Asymptotic approximation of the various Bessel functions for small arguments can be developed from their ascending powers infinite series representations. Thus letting $\mathrm{x} \ll 1$, the following approximations are obtained:

$$
\begin{array}{ll}
\mathrm{J}_{\mathrm{p}} \sim \frac{(\mathrm{x} / 2)^{\mathrm{p}}}{\Gamma(\mathrm{p}+1)}, & \mathrm{J}_{-\mathrm{p}} \sim \frac{(\mathrm{x} / 2)^{-\mathrm{p}}}{\Gamma(-\mathrm{p}+1)} \\
\mathrm{Y}_{0} \sim \frac{2}{\pi} \log \mathrm{x}, & \mathrm{Y}_{\mathrm{p}} \sim-\frac{1}{\pi} \Gamma(\mathrm{p})(\mathrm{x} / 2)^{-\mathrm{p}}
\end{array}
$$

$$
\begin{array}{ll}
\mathrm{H}_{0}^{(1)(2)} \sim \pm \mathrm{i} \frac{2}{\pi} \log \mathrm{x}, & \mathrm{H}_{\mathrm{p}}^{(2)(1)} \sim \pm \frac{\mathrm{i}}{\pi} \Gamma(\mathrm{p})(\mathrm{x} / 2)^{-\mathrm{p}} \\
\mathrm{I}_{\mathrm{p}} \sim \frac{(\mathrm{x} / 2)^{\mathrm{p}}}{\Gamma(\mathrm{p}+1)}, & \mathrm{K}_{0} \sim-\log \mathrm{x} \\
\mathrm{~K}_{\mathrm{p}} \sim \frac{\Gamma(\mathrm{p})}{2}(\mathrm{x} / 2)^{-\mathrm{p}}, & \mathrm{j}_{\mathrm{n}} \sim \frac{\mathrm{x}^{\mathrm{n}}}{1 \cdot 3 \cdot 5 \ldots(2 \mathrm{n}+1)} \\
\mathrm{y}_{\mathrm{n}} \sim-\frac{1 \cdot 3 \cdot 5 \ldots(2 \mathrm{n}-1)}{x^{\mathrm{n+1}},} & \mathrm{~h}_{\mathrm{n}}^{(2)(1)} \sim \pm i \frac{1 \cdot 3 \cdot 5 \ldots(2 n-1)}{x^{n+1}}
\end{array}
$$

### 3.13 Asymptotic Approximations of Bessel Functions for Large Arguments

Asymptotic approximations for large arguments can be obtained by asymptotic techniques using their integral representation. These are enumerated below:

$$
\mathrm{J}_{\mathrm{p}}(\mathrm{x}) \sim \sqrt{2 / \pi \mathrm{x}} \cos (\mathrm{x}-\pi / 4-\mathrm{p} \pi / 2)
$$

$\mathrm{x} \gg 1$
$\underset{\substack{Y_{p>1} \\ x}}{ }(x) \sim \sqrt{2 / \pi x} \sin (x-\pi / 4-p \pi / 2)$
$x \gg 1$
$\mathrm{H}_{\mathrm{p}}^{(1)(2)}(\mathrm{x}) \sim \sqrt{2 / \pi \mathrm{x}} \exp ( \pm \mathrm{i}(\mathrm{x}-\pi / 4-\mathrm{p} \pi / 2))$
$x \gg 1$
$\underset{\mathrm{x} \gg 1}{\mathrm{I}_{\mathrm{p}}(\mathrm{x})} \sim \frac{\mathrm{e}^{\mathrm{x}}}{\sqrt{2 \pi \mathrm{x}}}$,
$\underset{\mathrm{x} \gg 1}{\mathrm{~K}_{\mathrm{p}}(\mathrm{x}) \sim \sqrt{\pi / 2 \mathrm{x}} \mathrm{e}^{-\mathrm{x}} .}$

$\underset{x>1}{y_{n}(x) \sim-1 / x \cos (x-n \pi / 2)}$
$\underset{\substack{h_{n} \\ x \gg 1}}{\mathbf{h}^{(1)(2)}(x)} \sim \frac{e^{ \pm i x}}{x}$

### 3.14 Integrals of Bessel Functions

Integrals of Bessel functions can be developed from the various recurrence formulae in eqs. (3.13) to (3.27). A list of useful indefinite integrals are given below:

$$
\begin{align*}
& \int x^{p+1} J_{p} d x=x^{p+1} J_{p+1}  \tag{3.103}\\
& \int x^{-p+1} J_{p} d x=-x^{-p+1} J_{p-1} \tag{3.104}
\end{align*}
$$

$$
\begin{align*}
& \int x^{r+1} J_{p} d x=x^{r+1} J_{p+1}+(r-p) x^{r} J_{p}-\left(r^{2}-p^{2}\right) \int x^{r-1} J_{p} d x  \tag{3.105}\\
& \int\left[\left(\alpha^{2}-\beta^{2}\right) x-\frac{p^{2}-r^{2}}{x}\right] J_{p}(\alpha x) J_{r}(\beta x) d x=x\left[J_{p}(\alpha x) \frac{d J_{r}(\beta x)}{d x}-J_{r}(\beta x) \frac{d J_{p}(\alpha x)}{d x}\right] \tag{3.106}
\end{align*}
$$

If $\alpha$ and $\beta$ are set $=1$ in eq. (3.106) one obtains:

$$
\begin{equation*}
\int J_{p}(x) J_{r}(x) \frac{d x}{x}=\frac{x}{p^{2}-r^{2}}\left(J_{r} \frac{d J_{p}}{d x}-J_{p} \frac{d J_{r}}{d x}\right)=\frac{J_{p}+J_{r}}{p+r}-\frac{x}{p^{2}-r^{2}}\left(J_{p+1} J_{r}-J_{p} J_{r+1}\right) \tag{3.107}
\end{equation*}
$$

If one sets $p=r$ in eq. (3.106), one obtains:

$$
\begin{equation*}
\left(\alpha^{2}-\beta^{2}\right) \int x J_{p}(\alpha x) J_{p}(\beta x) d x=x\left[J_{p}(\alpha x) \frac{d J_{p}(\beta x)}{d x}-J_{p}(\beta x) \frac{d J_{p}(\alpha x)}{d x}\right] \tag{3.108}
\end{equation*}
$$

If one lets $\alpha \rightarrow \beta$ in eq. (3.108) one obtains the integral of the squared Bessel function:

$$
\begin{equation*}
\int x \mathrm{~J}_{\mathrm{p}}^{2}(\mathrm{x}) \mathrm{dx}=\frac{1}{2}\left[\left(\mathrm{x}^{2}-\mathrm{p}^{2}\right) \mathrm{J}_{\mathrm{p}}^{2}+\mathrm{x}^{2}\left(\frac{\mathrm{~d} J_{\mathrm{p}}(\mathrm{x})}{\mathrm{dx}}\right)^{2}\right] \tag{3.109}
\end{equation*}
$$

A few other integrals of products of Bessel functions and polynomials are presented here:

$$
\begin{equation*}
\int x^{-r-p+1} J_{r}(x) J_{p}(x) d x=-\frac{x^{-r-p+2}}{2(r+p-1)}\left[J_{r-1}(x) J_{p-1}(x)+J_{r}(x) J_{p}(x)\right] \tag{3.110}
\end{equation*}
$$

If one substitutes $p$ and $r$ by $-p$ and $-r$ respectively in eq. (3.110), one obtains a new integral:

$$
\begin{equation*}
\int x^{r+p+1} J_{r}(x) J_{p}(x) d x=\frac{x^{r+p+2}}{2(r+p+1)}\left[J_{r+1}(x) J_{p+1}(x)+J_{r}(x) J_{p}(x)\right] \tag{3.111}
\end{equation*}
$$

If one lets $r=-\mathrm{p}$ in eq. (3.110) the following indefinite integral results:

$$
\begin{equation*}
\int x J_{p}^{2}(x) d x=\frac{x^{2}}{2}\left[J_{p}^{2}(x)-J_{p-1}(x) J_{p+1}(x)\right] \tag{3.112}
\end{equation*}
$$

If one sets $\mathrm{r}=\mathrm{p}$ in eqs. (3.110) and (3.111), one obtains the following indefinite integrals:

$$
\begin{equation*}
\int x^{-2 p+1} J_{p}^{2}(x) d x=\frac{x^{-2 p+2}}{2(2 p-1)}\left[J_{p-1}^{2}(x)+J_{p}^{2}(x)\right] \tag{3.113}
\end{equation*}
$$

and

$$
\begin{equation*}
\int x^{2 p+1} J_{p}^{2}(x) d x=\frac{x^{2 p+2}}{2(2 p+1)}\left[J_{p+1}^{2}(x)+J_{p}^{2}(x)\right] \tag{3.114}
\end{equation*}
$$

### 3.15 Zeroes of Bessel Functions

Bessel functions $J_{p}(x)$ and $Y_{p}(x)$ have infinite number of zeroes. Denoting the $s^{\text {th }}$ root of $J_{p}(x), Y_{p}(x), J_{p}^{\prime}(x)$ and $Y_{p}^{\prime}(x)$ by $j_{p, s}, y_{p, s}, j_{p, s}^{\prime}, y_{p, s}^{\prime}$, then all the zeroes of these functions have the following properties:

1. That all the zeroes of these Bessel functions are real if $p$ is real and positive.
2. There are no repeated roots, except at the origin.
3. $j_{\mathrm{p}, \mathrm{o}}=0$ for $\mathrm{p}>0$
4. The roots of $\mathrm{J}_{\mathrm{p}}$ and $\mathrm{Y}_{\mathrm{p}}$ interlace, such that:

$$
\begin{aligned}
& \mathbf{p}<j_{\mathrm{p}, 1}<j_{\mathrm{p}+1,1}<j_{\mathrm{p}, 2}<j_{\mathrm{p}+1,2}<j_{\mathrm{p}, 3}<\ldots \\
& \mathbf{p}<y_{\mathrm{p}, 1}<y_{\mathrm{p}+1,1}<y_{\mathrm{p}, 2}<y_{\mathrm{p}+1,2}<y_{\mathrm{p}, 3}<\ldots \\
& \mathbf{p} \leq j_{\mathrm{p}, 1}^{\prime}<y_{\mathrm{p}, 1}^{\prime}<y_{\mathrm{p}, 1}^{\prime}<j_{\mathrm{p}, 1}^{\prime}<j_{\mathrm{p}, 2}^{\prime}<y_{\mathrm{p}, 2}^{\prime}<y_{\mathrm{p}, 2}^{\prime}<j_{\mathrm{p}, 2}^{\prime}<\ldots
\end{aligned}
$$

5. The roots $j_{\mathrm{p}, 1}$ and $j_{\mathrm{p}, 1}^{\prime}$ can be bracketed such that:

$$
\begin{align*}
& \sqrt{\mathrm{p}(\mathrm{p}+2)}<j_{\mathrm{p}, 1}<\sqrt{2(\mathrm{p}+1)(\mathrm{p}+3)}  \tag{3.115}\\
& \sqrt{\mathrm{p}(\mathrm{p}+2)}<j_{\mathrm{p}, 1}^{\prime}<\sqrt{2 \mathrm{p}(\mathrm{p}+1)}
\end{align*}
$$

6. The large roots of Bessel functions for a fixed order $p$ take the following asymptotic form:

$$
\begin{align*}
& \underset{\mathrm{s} \rightarrow \infty}{j_{\mathrm{p}, \mathrm{~s}}} \rightarrow\left(\mathrm{~s}+\frac{\mathrm{p}}{2}-\frac{1}{4}\right) \pi \\
& \underset{\mathrm{s} \rightarrow \mathrm{~s}, \mathrm{~s}}{y^{\prime}} \rightarrow\left(\mathrm{s}+\frac{\mathrm{p}}{2}-\frac{3}{4}\right) \pi  \tag{3.116}\\
& \underset{\mathrm{s} \rightarrow \infty}{j_{\mathrm{p}, \mathrm{~s}}^{\prime}} \rightarrow\left(\mathrm{s}+\frac{\mathrm{p}}{2}-\frac{3}{4}\right) \pi \\
& \substack{y_{\mathrm{p}, \mathrm{~s}}^{\prime}} \\
& \mathrm{s} \rightarrow \infty \\
& \hline
\end{align*}\left(\mathrm{~s}+\frac{\mathrm{p}}{2}-\frac{1}{4}\right) \pi,
$$

The roots as given in these expressions are spaced at an interval $=\pi$. The roots of $\mathrm{J}_{\mathrm{p}}, \mathrm{Y}_{\mathrm{p}}$, and $\mathrm{J}_{\mathrm{p}}^{\prime}$ and $\mathrm{Y}_{\mathrm{p}}^{\prime}$ are also well tabulated, Ref. [Abramowitz and Stegun]. All roots of $H_{p}^{(1)}, \mathrm{H}_{\mathrm{p}}^{(2)}, \mathrm{I}_{\mathrm{p}}, \mathrm{I}_{-\mathrm{p}}$, and $\mathrm{K}_{\mathrm{p}}$ are complex for real and positive orders p .

The roots of products of Bessel functions, usually appearing in boundary value problems of the following form:

$$
\begin{align*}
& J_{p}(x) Y_{p}(a x)-J_{p}(a x) Y_{p}(x)=0 \\
& J_{p}^{\prime}(x) Y_{p}^{\prime}(a x)-J_{p}^{\prime}(a x) Y_{p}^{\prime}(x)=0  \tag{3.117}\\
& J_{p}(x) Y_{p}^{\prime}(a x)-J_{p}(a x) Y_{p}^{\prime}(x)=0
\end{align*}
$$

can be obtained from published tables, Ref. [Abramowitz and Stegun].
The large zeroes of the spherical Bessel functions of order $n$ are the same as the zeroes of $J_{p}, Y_{p}, J_{p}^{\prime}$ and $Y_{p}^{\prime}$ with $p=n+1 / 2$. Spherical Hankel functions have no real zeroes.

TABLE OF ZEROES OF BESSEL FUNCTIONS

|  | $\mathrm{s}=1$ | $\mathrm{~s}=2$ | $\mathrm{~s}=3$ | $\mathrm{~s}=4$ |
| :--- | :--- | :--- | :--- | :--- |
| $j_{0, \mathrm{~s}}$ | 2.405 | 5.520 | 8.654 | 11.79 |
| $j_{1, \mathrm{~s}}$ | 3.832 | 7.016 | 10.17 | 13.32 |
| $j_{2, \mathrm{~s}}$ | 5.136 | 8.417 | 11.62 | 14.80 |
| $y_{0, \mathrm{~s}}$ | 0.894 | 3.958 | 7.086 | 10.22 |
| $y_{1, \mathrm{~s}}$ | 2.197 | 5.430 | 8.596 | 11.75 |
| $y_{2, \mathrm{~s}}$ | 3.384 | 6.794 | 10.02 | 13.21 |
| $j_{0, \mathrm{~s}}^{\prime}$ | 0.000 | 3.832 | 7.016 | 10.17 |
| $j_{1, \mathrm{~s}}^{\prime}$ | 1.841 | 5.331 | 8.536 | 11.71 |
| $j_{2, \mathrm{~s}}^{\prime}$ | 3.054 | 6.706 | 9.970 | 13.17 |
| $y_{0, \mathrm{~s}}^{\prime}$ | 2.197 | 5.430 | 8.596 | 11.75 |
| $y_{1, \mathrm{~s}}^{\prime}$ | 3.683 | 6.941 | 10.12 | 13.29 |
| $y_{2, \mathrm{~s}}^{\prime}$ | 5.003 | 8.351 | 11.57 | 14.76 |

### 3.16 Legendre Functions

Legendre functions are solutions to the following ordinary differential equation:

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+r(r+1) y=0 \tag{3.118}
\end{equation*}
$$

where $r$ is a real constant.
The differential equation (3.118) has two regular singular points located at $x=+1$ and $x=-1$. Since the point $x=0$ is classified as a regular point, then an expansion of the solution $\mathrm{y}(\mathrm{x})$ into an infinite series of the type (2.3) can be made. Such an expansion results in the following recurrence relationship:

$$
a_{m+2}=-\frac{(r-m)(r+m+1)}{(m+1)(m+2)} a_{m} \quad m=0,1,2, \ldots
$$

with $a_{0}$ and $a_{1}$ being indeterminate.
The recurrence relation results in the following expression for the coefficients $a_{m}$ :

$$
\begin{array}{r}
a_{2 m}=(-1)^{m} \frac{(r-2 m+2)(r-2 m+4)(r-2 m+6) \ldots r \cdot(r+1)(r+3) \ldots(r+2 m-1)}{(2 m)!} a_{0} \\
m=1,2,3, \ldots
\end{array}
$$

and

$$
\begin{aligned}
& a_{2 m+1}=(-1)^{m} \frac{(r-2 m+1)(r-2 m+3) \ldots(r-1) \cdot(r+2)(r+4) \ldots(r+2 m)}{(2 m+1)!} a_{1} \\
& m=1,2,3, \ldots
\end{aligned}
$$

Thus, the two solutions of eq. (3.118) become:

$$
\begin{align*}
& \mathrm{p}_{\mathrm{r}}(\mathrm{x})=1-\frac{\mathrm{r}(\mathrm{r}+1)}{2!} \mathrm{x}^{2}+\frac{(\mathrm{r}-2) \mathrm{r}(\mathrm{r}+1)(\mathrm{r}+3)}{4!} \mathrm{x}^{4}- \\
& -\frac{(r-4)(r-2) r(r+1)(r+3)(r+5)}{6!} x^{6}+ \\
& +\ldots+(-1)^{\mathrm{m}} \frac{[\mathrm{r}-(2 \mathrm{~m}-2)][\mathrm{r}-(2 \mathrm{~m}-4)] \ldots \mathrm{r} \cdot(\mathrm{r}+1) \ldots(\mathrm{r}+2 \mathrm{~m}-1)}{(2 \mathrm{~m})!} \mathrm{x}^{2 \mathrm{~m}}+\ldots  \tag{3.119}\\
& \mathrm{q}_{\mathrm{r}}(\mathrm{x})=\mathrm{x}-\frac{(\mathrm{r}-1)(\mathrm{r}+2)}{3!} \mathrm{x}^{3}+\frac{(\mathrm{r}-3)(\mathrm{r}-1)(\mathrm{r}+2)(\mathrm{r}+4)}{5!} \mathrm{x}^{5} \\
& -\frac{(r-5)(r-3)(r-1)(r+2)(r+4)(r+6)}{7!} \mathrm{x}^{7} \\
& +\ldots+(-1)^{\mathrm{m}} \frac{(\mathrm{r}-2 \mathrm{~m}+1)(\mathrm{r}-2 \mathrm{~m}-1) \ldots(\mathrm{r}-1) \cdot(\mathrm{r}+2) \ldots(\mathrm{r}+2 \mathrm{~m})}{(2 \mathrm{~m}+1)!} \mathrm{x}^{2 \mathrm{~m}+1}+\ldots \tag{3.120}
\end{align*}
$$

and the final solution is given as:

$$
y=c_{1} p_{r}(x)+c_{2} q_{r}(x)
$$

The infinite series solutions have a radius of convergence $\rho=1$, such that $\mathrm{p}_{\mathrm{r}}(\mathrm{x})$ and $\mathrm{q}_{\mathrm{r}}(\mathrm{x})$ converge in $-1<\mathrm{x}<1$. At the two end points $\mathrm{x}= \pm 1$, both series diverge.

If $r$ is an even integer $=2 n$, the infinite series in (3.119) becomes a polynomial of degree 2 n , having the form:

$$
\mathrm{p}_{2 \mathrm{n}}(\mathrm{x})=(-1)^{\mathrm{n}} \frac{2^{2 \mathrm{n}}(\mathrm{n}!)^{2}}{(2 \mathrm{n})!} \mathrm{P}_{2 \mathrm{n}}(\mathrm{x})
$$

where

$$
\begin{align*}
P_{2 n}(x) & =\frac{(4 n-1)(4 n-3) \ldots 5 \cdot 3 \cdot 1}{(2 n)!}\left[x^{2 n}-\frac{(2 n)(2 n-1)}{2(4 n-1)} x^{2 n-2}\right. \\
& \left.+\ldots+(-1)^{n} \frac{((2 n)!)^{2}}{2^{2 n}(n!)^{2}(4 n-1) \ldots 5 \cdot 3}\right] \quad n=0,1,2, \ldots \tag{3.121}
\end{align*}
$$

The second solution $\mathrm{q}_{2 \mathrm{n}}$ is an infinite series, which diverges at $\mathrm{x}= \pm 1$.
If $r$ is an odd integer $=2 n+1$, then it can be shown that the infinite series (3.120) becomes a polynomial of degree $2 n+1$, having the form:

$$
q_{2 n+1}=(-1)^{n} \frac{2^{2 n}(n!)^{2}}{(2 n+1)!} P_{2 n+1}(x)
$$

where

$$
\begin{align*}
& P_{2 n+1}(x)=\frac{(4 n+1)(4 n-1) \ldots 3 \cdot 1}{(2 n+1)!}\left[x^{2 n+1}-\frac{(2 n+1)(2 n)}{2(4 n+1)} x^{2 n-1}+\right. \\
& \left.+\frac{(2 n+1)(2 n)(2 n-1)(2 n-2)}{2 \cdot 4(4 n+1)(4 n-1)} x^{2 n-3}-\ldots+(-1)^{n} \frac{((2 n+1)!)^{2} x}{2^{2 n}(n!)^{2}(4 n+1) \ldots 5 \cdot 3}\right] \quad n=0,1,2, \ldots \tag{3.122}
\end{align*}
$$

The first solution $p_{2 n+1}$ is still an infinite series, which is divergent at $x= \pm 1$.
If one defines:

$$
\begin{equation*}
\mathrm{Q}_{2 \mathrm{n}}(\mathrm{x})=(-1)^{\mathrm{n}} \frac{2^{2 \mathrm{n}}(\mathrm{n}!)^{2}}{(2 \mathrm{n})!} \mathrm{q}_{2 \mathrm{n}}(\mathrm{x}) \quad \mathrm{n}=0,1,2, \ldots \tag{3.123}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{Q}_{2 \mathrm{n}+1}(\mathrm{x})=(-1)^{\mathrm{n}+1} \frac{2^{2 \mathrm{n}}(\mathrm{n}!)^{2}}{(2 \mathrm{n}+1)!} \mathrm{p}_{2 \mathrm{n}+1}(\mathrm{x}) \quad \mathrm{n}=0,1,2, \ldots \tag{3.124}
\end{equation*}
$$

then the solution to (3.118) for all integer values of $r$ becomes:

$$
\mathrm{y}=\mathrm{c}_{1} \mathrm{P}_{\mathrm{n}}+\mathrm{c}_{2} \mathrm{Q}_{\mathrm{n}}(\mathrm{x}) \quad \mathrm{n}=0,1,2, \ldots
$$

where the infinite series expansion for $Q_{n}(x)$ is convergent in the region $|x|<1$, and $P_{n}$ is a polynomial of degree $n$.

A general form for $P_{m}(x)$ can be developed for all integer values $m$ by setting $2 n=m$ in (3.121) and $2 \mathrm{n}+1=\mathrm{m}$ in (3.122), giving the following polynomial expression for $\mathrm{P}_{\mathrm{m}}(\mathrm{x})$ :

$$
\begin{align*}
& P_{m}(x)=\frac{(2 m-1)(2 m-3) \ldots 3 \cdot 1}{m!}\left[x^{m}-\frac{m(m-1)}{2 \cdot(2 m-1)} x^{m-2}+\frac{m(m-1)(m-2)(m-3)}{2 \cdot 4 \cdot(2 m-1)(2 m-3)} x^{m-4}\right. \\
& \left.-\frac{m(m-1)(m-2)(m-3)(m-4)(m-5)}{2 \cdot 4 \cdot 6 \cdot(2 m-1)(2 m-3)(2 m-5)} x^{m-6}+\ldots\right] \quad m=0,1,2, \ldots \tag{3.125}
\end{align*}
$$

The functions $P_{n}(x)$ and $Q_{n}(x)$ are known as Legendre functions of the first and second kind of degree $n$.

The Legendre polynomials $P_{n}(x)$ take the following special values:

$$
\begin{array}{rlr}
P_{n}(1) & =1 & \\
P_{n}(-1) & =(-1)^{n} & \\
P_{n}(0) & =(-1)^{n / 2} \frac{(n)!}{2^{n}((n / 2)!)^{2}} & \text { if } n=\text { even integer } \\
& =0 &
\end{array}
$$

A list of the first few Legendre polynomials is given below:

$$
\begin{array}{ll}
P_{0}(x)=1 & P_{1}(x)=x \\
P_{2}(x)=\left(3 x^{2}-1\right) / 2 & P_{3}(x)=\left(5 x^{3}-3 x\right) / 2 \\
P_{4}(x)=\left(35 x^{4}-30 x^{2}+3\right) / 8 & P_{5}(x)=\left(63 x^{5}-70 x^{3}+15 x\right) / 8
\end{array}
$$

Noting that:

$$
\begin{aligned}
& \frac{d^{n}}{d x^{n}}\left(x^{2 n}\right)=(2 n)(2 n-1)(2 n-2) \ldots(n+1) x^{n} \\
& \frac{d^{n}}{d x^{n}}\left(x^{2 n-2}\right)=(2 n-2)(2 n-3) \ldots(n+1) x^{n-2}
\end{aligned}
$$

then the polynomial form of $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$ in (3.125) becomes:

$$
P_{n}=\frac{1}{2^{n} n!} \frac{d^{n}}{d x^{n}}\left[x^{2 n}-\frac{n x^{2 n-2}}{1!}+\frac{n(n-1)}{2!} x^{2 n-4}-\ldots\right]
$$

Examination of the terms inside the square brackets shows that they represent the binomial expansion of $\left(x^{2}-1\right)^{n}$. Thus, $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$ can be defined by the formula:

$$
\begin{equation*}
P_{n}(x)=\frac{1}{2^{n} n!} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n} \tag{3.126}
\end{equation*}
$$

This representation of $P_{n}(x)$ is known as Rodrigues' formula.
The infinite series expansion for $Q_{n}(x)$ can be written in a closed form in terms of $P_{n}(x)$. Assuming that the second solution $Q_{n}(x)=Z(x) P_{n}(x)$, then:

$$
\frac{Z^{\prime \prime}}{Z^{\prime}}=\frac{2 x P_{n}(x)-2\left(1-x^{2}\right) P_{n}^{\prime}}{\left(1-x^{2}\right) P_{n}}
$$

resulting in an indefinite integral for $Z(x)$, such that the second solution $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ becomes:

$$
\begin{equation*}
Q_{n}(x)=P_{n}(x) \int^{x} \frac{d \eta}{\left(1-\dot{\eta}^{2}\right) P_{n}^{2}(\eta)} \tag{3.127}
\end{equation*}
$$

Since $P_{n}(\eta)$ is a polynomial of degree $n$, then $P_{n}(\eta)$ can be factored such that:

$$
P_{n}(\eta)=\left(\eta-\eta_{1}\right)\left(\eta-\eta_{2}\right) \ldots\left(\eta-\eta_{n}\right)
$$

Thus, the integrand in (3.127) can be factored to give:

$$
\frac{a_{0}}{1-\eta}+\frac{b_{0}}{1+\eta}+\frac{c_{1}}{\eta-\eta_{1}}+\ldots+\frac{c_{n}}{\eta-\eta_{n}}+\frac{d_{1}}{\left(\eta-\eta_{1}\right)^{2}}+\frac{d_{2}}{\left(\eta-\eta_{2}\right)^{2}}+\ldots+\frac{d_{n}}{\left(\eta-\eta_{n}\right)^{2}}
$$

where

$$
\begin{aligned}
& a_{0}=\frac{1}{2} \\
& c_{i}=\left.\frac{d}{d \eta} \frac{\left(\eta-\eta_{i}\right)^{2}}{\left(1-\eta^{2}\right) P_{n}^{2}(\eta)}\right|_{\eta=\eta_{i}}=\frac{d}{d \eta} \frac{1}{\left(1-\eta^{2}\right) R_{i}^{2}}=\left.\frac{2\left(\eta R_{i}-\left(1-\eta^{2}\right) R_{i}^{\prime}\right)}{\left(1-\eta^{2}\right)^{2} R_{i}^{3}}\right|_{\eta=\eta_{i}}
\end{aligned}
$$

where

$$
R_{i}(\eta)=\frac{P_{n}(\eta)}{\eta-\eta_{i}}
$$

Substitution of $P_{n}(\eta)=\left(\eta-\eta_{i}\right) R_{i}(\eta)$ into (3.118), then:

$$
\begin{aligned}
& \left(1-\eta^{2}\right) P_{n}^{\prime \prime}-2 n P_{n}^{\prime}+\left.n(n+1) P_{n}\right|_{\eta=\eta_{i}} \\
& \quad=\left(\eta-\eta_{i}\right)\left[\left(1-\eta^{2}\right) R_{i}^{\prime \prime}-2 \eta R_{i}^{\prime}\right]+2\left[\left(1-\eta^{2}\right) R_{i}^{\prime}-\eta R_{i}\right]_{\eta=\eta_{i}}=0
\end{aligned}
$$

Thus, $\mathrm{R}_{\mathrm{i}}$ satisfies the differential equation:

$$
\left(1-\eta^{2}\right) R_{i}^{\prime}-\left.n R_{i}\right|_{\eta=\eta_{i}}=0
$$

hence:

$$
c_{i} \equiv 0
$$

and

$$
d_{i}=\left.\frac{\left(\eta-\eta_{i}\right)^{2}}{\left(1-\eta^{2}\right) P_{n}^{2}}\right|_{\eta=\eta_{i}}=\frac{1}{\left(1-\eta_{i}^{2}\right) R_{i}^{2}\left(\eta_{i}\right)}
$$

Thus, the closed form solution for $Q_{n}(x)$ :

$$
\begin{align*}
Q_{n}(x) & =P_{n}(x)\left[-\frac{1}{2} \log (1-\eta)+\frac{1}{2} \log (1+\eta)-\sum_{i=1}^{n} \frac{d_{i}}{\eta-\eta_{i}}\right]_{\eta=x} \\
& =\frac{1}{2} P_{n}(x) \log \frac{1+x}{1-x}-P_{n}(x) \sum_{i=1}^{n} \frac{d_{i}}{x-x_{i}} \tag{3.128}
\end{align*}
$$

Thus, the first few Legendre functions of the second kind have closed form:

$$
\begin{aligned}
& \mathrm{Q}_{0}=\frac{1}{2} \mathrm{P}_{0}(\mathrm{x}) \log \frac{1+\mathrm{x}}{1-\mathrm{x}} \\
& \mathrm{Q}_{1}=\frac{1}{2} \mathrm{P}_{1}(\mathrm{x}) \log \frac{1+\mathrm{x}}{1-\mathrm{x}}-1 \\
& \mathrm{Q}_{2}=\frac{1}{2} \mathrm{P}_{2}(\mathrm{x}) \log \frac{1+\mathrm{x}}{1-\mathrm{x}}-\frac{3}{2} \mathrm{x} \\
& \mathrm{Q}_{3}=\frac{1}{2} P_{3}(\mathrm{x}) \log \frac{1+\mathrm{x}}{1-\mathrm{x}}-\frac{5}{2} \mathrm{x}^{2}+\frac{2}{3}
\end{aligned}
$$

The functions $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ converge in the region $|\mathrm{x}|<1$.
Another solution of (3.118), for integer values of $r$, which is valid in the region $|x|>1$ can be developed. Starting with the recurrence relationship with $\mathrm{r}=\mathrm{n}, \mathrm{n}=0,1,2, \ldots$

$$
a_{m+2}=-\frac{(n-m)(n+m+1)}{(m+1)(m+2)} a_{m} \quad m=0,1,2, \ldots
$$

$a_{m+2}, a_{m+4}, a_{m+6}, \ldots$ can be made to vanish if $m=n$ or $-n-1$ with the coefficient $a_{m} \neq 0$ to be taken as the arbitrary constant. For the integer value $r=n$, the recurrence relationship can be rewritten as follows:

$$
a_{m-2}=-\frac{m(m-1)}{(n-m+2)(n+m-1)} a_{m}
$$

thus

$$
a_{m-4}=\frac{-(m-2)(m-3) a_{m-2}}{(n-m+4)(n+m-3)}=\frac{m(m-1)(m-2)(m-3) a_{m}}{(n-m+2)(n-m+4)(n+m-1)(n+m-3)}
$$

Setting $\mathrm{m}=\mathrm{n}$ :

$$
\begin{aligned}
& a_{n-2}=-\frac{n(n-1)}{2 \cdot(2 n-1)} a_{n} \\
& a_{n-4}=+\frac{n(n-1)(n-2)(n-3)}{2 \cdot 4 \cdot(2 n-1)(2 n-3)} a_{n}
\end{aligned}
$$

Thus, the first solution can be written as:

$$
y_{1}(x)=a_{n}\left[x^{n}-\frac{n(n-1)}{2 \cdot(2 n-1)} x^{n-2}+\frac{n(n-1)(n-2)(n-3)}{2 \cdot 4 \cdot(2 n-1)(2 n-3)} x^{n-4}-\ldots\right]
$$

where $a_{n}$ can be set to:

$$
\frac{(2 n-1)(2 n-3) \ldots . .5 \cdot 3 \cdot 1}{n!}
$$

such that $\mathrm{y}_{1}(\mathrm{x})$ becomes $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$. Setting $\mathrm{m}=-\mathrm{n}-1$, then:

$$
\begin{aligned}
& a_{-n-3}=+\frac{(n+1)(n+2)}{(2 n+3) \cdot 2} a_{-n-1} \\
& a_{-n-5}=\frac{(n+1)(n+2)(n+3)(n+4)}{(2 n+3)(2 n+5) \cdot 2 \cdot 4} a_{-n-1}
\end{aligned}
$$

such that:

$$
y_{2}(x)=a_{-n-1}\left[x^{-n-1}+\frac{(n+1)(n+2)}{2 \cdot(2 n+3)} x^{-n-3}+\frac{(n+1)(n+2)(n+3)(n+4)}{2 \cdot 4 \cdot(2 n+3)(2 n+5)} x^{-n-5}+\ldots\right]
$$

Setting the coefficient:

$$
a_{-n-1}=\frac{n!}{(2 n+1)(2 n-1) \ldots 5 \cdot 3 \cdot 1}
$$

then the second solution $Q_{n}(x)$ can be written in an infinite series form with descending powers of $x$ as follows:

$$
\begin{align*}
Q_{n}(x)= & \frac{n!}{(2 n+1)(2 n-1) \ldots 5 \cdot 3 \cdot 1}\left[x^{-n-1}+\frac{(n+1)(n+2)}{2 \cdot(2 n+3)} x^{-n-3}\right. \\
& \left.+\frac{(n+1)(n+2)(n+3)(n+4)}{2 \cdot 4 \cdot(2 n-3)(2 n+5)} x^{-n-5}+\ldots\right] \quad|x|>1 \tag{3.129}
\end{align*}
$$

The Wronskian of $P_{n}(x)$ and $Q_{n}(x)$ can be evaluated from the differential equation (3.118).

$$
W\left(P_{n}, Q_{n}\right)=P_{n} Q_{n}^{\prime}-P_{n}^{\prime} Q_{n}=W_{0} \exp \left(-\int^{x} \frac{-2 \eta d \eta}{1-\eta^{2}}\right)=\frac{W_{0}}{1-x^{2}}
$$

Using the form for $Q_{n}$ in (3.128), the following expression approaches unity as $x \rightarrow \pm 1$ :

$$
W_{0}=\operatorname{Lim}_{x \rightarrow \pm 1}\left(1-x^{2}\right)\left[P_{n} Q_{n}^{\prime}-P_{n}^{\prime} Q_{n}\right] \rightarrow 1
$$

and

$$
W\left(P_{n}, Q_{n}\right)=\frac{1}{1-x^{2}}
$$

### 3.17 Legendre Coefficients

Expanding the following generating function by the binomial series:

$$
\begin{array}{r}
\frac{1}{\left(1-2 t x+t^{2}\right)^{1 / 2}}=\frac{1}{[1-t(2 x-t)]^{1 / 2}}=1+\frac{1}{2}(2 x-t) t+\frac{1 \cdot 3}{2 \cdot 4}(2 x-t)^{2} t^{2}+ \\
\quad+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6}(2 x-t)^{3} t^{3}+\ldots+\frac{1 \cdot 3 \cdot 5 \ldots(2 n-1)}{2 \cdot 4 \cdot 6 \ldots 2 n}(2 x-t)^{n} t^{n}+\ldots \tag{3.130}
\end{array}
$$

then one can extract the coefficient of $\mathrm{t}^{\mathrm{n}}$ having the form:

$$
\frac{1 \cdot 3 \cdot 5 \ldots(2 n-1)}{n!}\left[x^{n}-\frac{n(n-1)}{2(2 n-1)} x^{n-2}+\frac{n(n-1)(n-2)(n-3)}{2 \cdot 4 \cdot(2 n-1)(2 n-3)} x^{n-4}+\ldots\right]
$$

which is the representation for $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$ given in eq. (3.125). Thus, the binomial expansion gives:

$$
\begin{equation*}
\frac{1}{\left(1-2 t x+t^{2}\right)^{1 / 2}}=\sum_{n=0}^{\infty} t^{n} P_{n}(x) \tag{3.131}
\end{equation*}
$$

The generating function can be used to evaluate the Legendre polynomials at special values. At $\mathrm{x}=1$ :

$$
\frac{1}{\left(1-2 t+t^{2}\right)^{1 / 2}}=\frac{1}{1-t}=1+t+t^{2}+\ldots=\sum_{n=0}^{\infty} t^{n} P_{n}(1)=\sum_{n=0}^{\infty} t^{n}
$$

which gives the value:

$$
P_{n}(1)=1
$$

At $x=-1$ :

$$
\frac{1}{\left(1+2 t+t^{2}\right)^{1 / 2}}=\frac{1}{1+t}=1-t+t^{2}-t^{3}+\ldots=\sum_{n=0}^{\infty} t^{n} P_{n}(-1)=\sum_{n=0}^{\infty}(-1)^{n} t^{n}
$$

which gives the value:

$$
P_{n}(-1)=(-1)^{n}
$$

At $x=0$, the generating function gives:

$$
\frac{1}{\left(1+t^{2}\right)^{1 / 2}}=\left[1-\frac{1}{2} \mathrm{t}^{2}+\frac{1 \cdot 3}{2 \cdot 4} \mathrm{t}^{4}+\ldots+(-1)^{\mathrm{n}} \frac{1 \cdot 3 \cdot 5 \ldots(2 \mathrm{n}-1)}{2 \cdot 4 \cdot 6 \ldots 2 \mathrm{n}} \mathrm{t}^{2 \mathrm{n}}+\ldots\right]
$$

which results in a formula for $\mathrm{P}_{\mathrm{n}}(0)$ :

$$
\begin{aligned}
P_{n}(0) & =(-1)^{n / 2} \frac{1 \cdot 3 \cdot 5 \ldots(n-1)}{2 \cdot 4 \cdot 6 \ldots n}=(-1)^{n / 2} \frac{n!}{2^{n}[(n / 2)!]^{2}} & & n=\text { even } \\
& =0 & & n=\text { odd }
\end{aligned}
$$

Substituting $t$ by -t in eq. (3.131) one obtains:

$$
\frac{1}{\left(1+2 t x+t^{2}\right)^{1 / 2}}=\sum_{n=0}^{\infty}(-1)^{n} t^{n} P_{n}(x)=\sum_{n=0}^{\infty} t^{n} P_{n}(-x)
$$

which results in the following identity:

$$
P_{n}(-x)=(-1)^{n} P_{n}(x)
$$

Other forms of Legendre polynomials can be obtained by manipulating eq. (3.131).
Letting $\mathrm{x}=\cos \theta$, then:

$$
\begin{aligned}
& \frac{1}{\left(1-2 t \cos \theta+t^{2}\right)^{1 / 2}}=\frac{1}{\left(1-t e^{i \theta}\right)^{1 / 2}\left(1-t e^{-i \theta}\right)^{1 / 2}}= \\
& =\left\{1+\frac{t}{2} e^{i \theta}+\frac{1 \cdot 3}{2 \cdot 4} t^{2} e^{2 i \theta}+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} t^{3} e^{3 i \theta}+\ldots+\frac{1 \cdot 3 \ldots(2 n-1)}{2 \cdot 4 \ldots 2 n} t^{n} e^{n i \theta}+\ldots\right\} \\
& \cdot\left\{1+\frac{t}{2} e^{-i \theta}+\frac{1 \cdot 3}{2 \cdot 4} t^{2} e^{-2 i \theta}+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} t^{3} e^{-3 i \theta}+\ldots+\frac{1 \cdot 3 \ldots(2 n-1)}{2 \cdot 4 \ldots 2 n} t^{n} e^{-n i \theta}+\ldots\right\} \\
& =1+t \frac{\left\{e^{i \theta}+e^{-i \theta}\right\}}{2}+t^{2}\left\{\frac{3}{4}\left(\frac{e^{2 i \theta}+e^{-2 i \theta}}{2}\right)+\frac{1}{4}\right\}+\ldots \\
& +2 t^{n}\left[\frac{1 \cdot 3 \ldots(2 n-1)}{2 \cdot 4 \ldots 2 n}\right]\left\{\left(\frac{e^{n i \theta}+e^{-n i \theta}}{2}\right)+\frac{1 \cdot n}{1 \cdot(2 n-1)}\left(\frac{e^{(n-1) i \theta}+e^{-(n-1) i \theta}}{2}\right)+\ldots\right\}
\end{aligned}
$$

Thus, the coefficient of $\mathrm{t}^{\mathrm{n}}$ must be the Legendre polynomial, the first few of which are listed below:

$$
\begin{array}{ll}
\mathrm{P}_{0}=1, & \mathrm{P}_{1}(\cos \theta)=\cos \theta \\
\mathrm{P}_{2}(\cos \theta)=\frac{1}{4}[3 \cos 2 \theta+1], & \mathrm{P}_{3}(\cos \theta)=\frac{1}{8}[5 \cos 3 \theta+3 \cos \theta]
\end{array}
$$

and the Legendre polynomial with cosine arguments is defined by:

$$
\begin{align*}
P_{n}(\cos \theta) & =2 \frac{1 \cdot 3 \cdot 5 \ldots(2 n-1)}{2 \cdot 4 \cdot 6 \ldots 2 n}\left\{\cos n \theta+\frac{1 \cdot n}{1 \cdot(2 n-1)} \cos (n-2) \theta\right. \\
& \left.+\frac{1 \cdot 3 \cdot n(n-1)}{1 \cdot 2 \cdot(2 n-1)(2 n-3)} \cos (n-4) \theta+\ldots\right\} \tag{3.132}
\end{align*}
$$

Expansions of $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$ about $\mathrm{x}= \pm 1$ can be developed from the generating function. The generating function is rewritten in the following form:

$$
\frac{1}{\left(1-2 x t+t^{2}\right)^{1 / 2}}=\frac{1}{(1-t)\left[1+\frac{4 t}{(1-t)^{2}}\left(\frac{1-x}{2}\right)\right]^{1 / 2}}
$$

Expanding the new form by the binomial theorem there results:

$$
=\frac{1}{1-t}+\sum_{m=1}^{\infty}(-1)^{\mathrm{m}} \frac{1 \cdot 3 \cdot 5 \ldots(2 \mathrm{~m}-1)}{2 \cdot 4 \cdot 6 \ldots 2 \mathrm{~m}} \frac{4^{\mathrm{m}} \mathrm{t}^{\mathrm{m}}}{(1-\mathrm{t})^{2 \mathrm{~m}+1}}\left(\frac{1-\mathrm{x}}{2}\right)^{\mathrm{m}}
$$

Expanding each of the terms $(1-t)^{-2 m-1}$ by the binomial theorem and collecting the coefficients of $\mathrm{t}^{\mathrm{n}}$, which must, by definition, be the Legendre polynomials, one obtains the following infinite series expansion about $x=1$ :

$$
\begin{equation*}
P_{n}(x)=1-\frac{(n+1)!}{(1!)^{2}(n-1)!}\left(\frac{1-x}{2}\right)+\frac{(n+2)!}{(2!)^{2}(n-2)!}\left(\frac{1-x}{2}\right)^{2}-\frac{(n+3)!}{(3!)^{2}(n-3)!}\left(\frac{1-x}{2}\right)^{3}+\ldots \tag{3.133}
\end{equation*}
$$

Since $P_{n}(-x)=(-1)^{n} P_{n}(x)$, then an expansion about $x=-1$ can be obtained from (3.133) by substituting x by -x :

$$
\begin{align*}
P_{n}(x)=(-1)^{n} & {\left[1-\frac{(n+1)!}{(1!)^{2}(n-1)!}\left(\frac{1+x}{2}\right)+\frac{(n+2)!}{(2!)^{2}(n-2)!}\left(\frac{1+x}{2}\right)^{2}-\right.} \\
& \left.-\frac{(n+3)!}{(3!)^{2}(n-3)!}\left(\frac{1+x}{2}\right)^{3}+\ldots\right] \tag{3.134}
\end{align*}
$$

### 3.18 Recurrence Formulae for Legendre Polynomials

Recurrence formulae for Legendre polynomials can be developed from the generating function expansion. Differentiating the generating function with respect to $x$, one obtains:

$$
\begin{equation*}
\frac{t}{\left(1-2 x t+t^{2}\right)^{3 / 2}}=\sum_{n=0}^{\infty} t^{n} P_{n}^{\prime}(x) \tag{3.135}
\end{equation*}
$$

Differentiating the generating function with respect to $t$, one obtains:

$$
\begin{equation*}
\frac{x-t}{\left(1-2 x t+t^{2}\right)^{3 / 2}}=\sum_{n=0}^{\infty} n t^{n-1} P_{n}(x) \tag{3.136}
\end{equation*}
$$

Multiplying eq. (3.135) by ( $x-t$ ) and eq. (3.136) by $t$, equating the resulting expressions and picking out the coefficient of $t^{\mathrm{n}}$, a recurrence formula is obtained:

$$
\sum_{n^{\prime}=0}^{\infty}(x-t) \mathfrak{t}^{n} P_{n}^{\prime}(x)=\sum_{n=0}^{\infty} n t^{n} P_{n}(x)
$$

or

$$
\begin{equation*}
x P_{n}^{\prime}-P_{n-1}^{\prime}=n P_{n} \quad n \geq 1 \tag{3.137}
\end{equation*}
$$

with

$$
\mathrm{P}_{0}^{\prime}=0 \quad \mathrm{n}=0
$$

Multiplying eq. (3.136) by $1-2 x t+t^{2}$, another recurrence formula is developed, by picking out the coefficient of $\mathrm{t}^{\mathrm{n}}$, as follows:

$$
\begin{aligned}
& \frac{x-t}{\left(1-2 x t+t^{2}\right)^{1 / 2}}=(x-t) \sum_{n=0}^{\infty} t^{n} P_{n}(x)=\left(1-2 x t+t^{2}\right) \sum_{n=0}^{\infty} n t^{n-1} P_{n}(x) \\
& x P_{n}-P_{n-1}=(n+1) P_{n+1}-2 n x P_{n}+(n-1) P_{n-1}
\end{aligned}
$$

or, rewriting the last equality gives a recurrence formula for the Legendre polynomials:

$$
\begin{equation*}
(\mathrm{n}+1) \mathrm{P}_{\mathrm{n}+1}(\mathrm{x})=(2 \mathrm{n}+1) \times \mathrm{P}_{\mathrm{n}}(\mathrm{x})-\mathrm{n} \mathrm{P}_{\mathrm{n}-1}(\mathrm{x}) \quad \mathrm{n} \geq 1 \tag{3.138}
\end{equation*}
$$

with

$$
P_{1}=x P_{0}
$$

Differentiating eq. (3.138) with respect to x and subtracting ( $2 \mathrm{n}+1$ ) times eq. (3.137) from the resulting expression, one obtains:

$$
\begin{equation*}
P_{n+1}^{\prime}-P_{n-1}^{\prime}=(2 n+1) P_{n} \quad n \geq 1 \tag{3.139}
\end{equation*}
$$

with

$$
P_{1}^{\prime}=P_{0}
$$

Eliminating $P_{n}$ from eqs. (3.138) and (3.139) results in the following recurrence formula:

$$
\begin{equation*}
x\left(P_{n+1}^{\prime}(x)-P_{n-1}^{\prime}(x)\right)=(n+1) P_{n+1}(x)+n P_{n-1}(x) \tag{3.140}
\end{equation*}
$$

Elimination of $P_{n-1}^{\prime}$ from eqs. (3.137) and (3.139), one obtains:

$$
\begin{equation*}
P_{n+1}^{\prime}(x)-x P_{n}^{\prime}(x)=(n+1) P_{n}(x) \tag{3.141}
\end{equation*}
$$

Substituting $n$ by $n-1$ in eq. (3.141), multiplying eq. (3.137) by $x$, and eliminating $x \mathrm{P}_{\mathrm{n}-1}^{\prime}$ from the resulting expression, the following recurrence formula is developed:

$$
\begin{align*}
\left(1-x^{2}\right) P_{n}^{\prime}(x) & =n P_{n-1}(x)-n x P_{n}(x) \\
& =-(n+1)\left[P_{n+1}(x)-x P_{n}(x)\right] \tag{3.142}
\end{align*}
$$

### 3.19 Integral Representation for Legendre Polynomials

Noting that the definite integral:

$$
\begin{equation*}
\int_{0}^{\pi} \frac{d u}{a+b \cos u}=\frac{\pi}{\sqrt{a^{2}-b^{2}}} \tag{3.143}
\end{equation*}
$$

then, by setting:

$$
\begin{align*}
& a=1-x t, \\
& \frac{1}{\left(1-2 x t+t^{2}\right)^{1 / 2}}=\frac{1}{\pi} \int_{0}^{\pi} \frac{d u}{1-x t \pm t \cos u \sqrt{x^{2}-1}}=\sum_{n=0}^{\infty} t^{n} P_{n}(x) \tag{3.144}
\end{align*}
$$

Expanding the integrand of ( $\mathbf{3} \mathbf{1 4 4 )}$ by the binomial theorem:

$$
\begin{aligned}
\frac{1}{1-t\left(x \pm \cos u \sqrt{x^{2}-1}\right)} & =1+t\left[x \pm \cos u \sqrt{x^{2}-1}\right]+t^{2}\left[x \pm \cos u \sqrt{x^{2}-1}\right]^{2}+\ldots \\
& +t^{n}\left[x \pm \cos u \sqrt{x^{2}-1}\right]^{n}+\ldots
\end{aligned}
$$

thus

$$
\begin{equation*}
P_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi}\left[x \pm \cos u \sqrt{x^{2}-1}\right]^{n} d u \tag{3.145}
\end{equation*}
$$

The last integral is known as Laplace's First Integral.
If one substitutes $-\mathrm{n}-1$ for n in the differential equation (3.118), the equation does not change, thus giving rise to the following identity:

$$
\begin{equation*}
P_{n}(x)=P_{-n-1}(x) \tag{3.146}
\end{equation*}
$$

Substituting $-\mathrm{n}-1$ for n in eq. (3.145), another integral representation results, generally known as Laplace's Second Integral, which has the form:

$$
\begin{equation*}
P_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi}\left[x \pm \cos u \sqrt{x^{2}-1}\right]^{-n-1} d u \tag{3.147}
\end{equation*}
$$

Substitution of $x=\cos \theta$ in eq. (3.145) results in the following integral representation for $\mathrm{P}_{\mathrm{n}}(\cos \theta)$ :

$$
P_{n}(\cos \theta)=\frac{1}{\pi} \int_{0}^{\pi}(\cos \theta \pm i \sin \theta \cos u)^{n} d u
$$

Another integral representation can be obtained from the generating function. Setting $t=e^{\mathrm{ju}}$ and $x=\cos \theta$ in the generating function, then:

$$
\frac{1}{\left[1-2 \cos \theta e^{j u}+e^{2 i u}\right]^{1 / 2}}=\sum_{n=0}^{\infty} e^{i n u} P_{n}(\cos \theta)= \begin{cases}=\frac{(\sqrt{2})^{-1}}{e^{i u / 2}(\cos u-\cos \theta)^{1 / 2}} & u<\theta \\ \frac{(\sqrt{2})^{-1}}{e^{i(u-\pi) / 2}(\cos u-\cos \theta)^{1 / 2}} & u>\theta\end{cases}
$$

Equating the real and imaginary parts, one obtains:

$$
2 \sum_{n=0}^{\infty} \cos (n u) P_{n}(\cos \theta)=\sqrt{2} \begin{cases}\frac{\cos (u / 2)}{(\cos u-\cos \theta)^{1 / 2}} & u<\theta  \tag{3.148}\\ \frac{\sin (u / 2)}{(\cos \theta-\cos u)^{1 / 2}} & u>\theta\end{cases}
$$

and

$$
2 \sum_{n=0}^{\infty} \sin (n u) P_{n}(\cos \theta)=\sqrt{2} \begin{cases}\frac{-\sin (u / 2)}{(\cos u-\cos \theta)^{1 / 2}} & u<\theta  \tag{3.149}\\ \frac{\cos (u / 2)}{(\cos \theta-\cos u)^{1 / 2}} & u>\theta\end{cases}
$$

Multiplying eq. (3.148) by $\cos (\mathrm{n} u)$ and eq. (3.149) by $\sin (\mathrm{n} u)$ and integrating over $u$ on $(0, \pi)$, there results two integrals for $P_{n}(\cos \theta)$ :

$$
\begin{equation*}
P_{n}(\cos \theta)=\frac{\sqrt{2}}{\pi}\left\{\int_{0}^{\theta} \frac{\cos (u / 2) \cos (n u)}{(\cos u-\cos \theta)^{1 / 2}} d u+\int_{\theta}^{\pi} \frac{\sin (u / 2) \cos (n u)}{(\cos \theta-\cos u)^{1 / 2}} d u\right\} \tag{3.150}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{n}(\cos \theta)=\frac{\sqrt{2}}{\pi}\left\{-\int_{0}^{\theta} \frac{\sin (u / 2) \sin (n u)}{(\cos u-\cos \theta)^{1 / 2}} d u+\int_{\theta}^{\pi} \frac{\cos (u / 2) \sin (n u)}{(\cos \theta-\cos u)^{1 / 2}} d u\right\} \tag{3.151}
\end{equation*}
$$

The integral representations of (3.150) and (3.151) are due to Dirichlet.
Adding and subtracting eqs. (3.150) and (3.151) one obtains:

$$
\begin{equation*}
P_{n}(\cos \theta)=\frac{1}{\pi \sqrt{2}}\left\{\int_{0}^{\theta} \frac{\cos (n+1 / 2) u}{(\cos u-\cos \theta)^{1 / 2}} d u+\int_{\theta}^{\pi} \frac{\sin (n+1 / 2) u}{(\cos \theta-\cos u)^{1 / 2}} d u\right\} \tag{3.152}
\end{equation*}
$$

and

$$
\begin{equation*}
0=\int_{0}^{\theta} \frac{\cos (n-1 / 2) u}{(\cos u-\cos \theta)^{1 / 2}} d u-\int_{\theta}^{\pi} \frac{\sin (n-1 / 2) u}{(\cos \theta-\cos u)^{1 / 2}} d u \tag{3.153}
\end{equation*}
$$

Replacing $n$ by $n+1$ in the identity (3.153), and substituting the resulting identity in eq. (3.152) one obtains:

$$
\begin{equation*}
P_{n}(\cos \theta)=\frac{\sqrt{2}}{\pi} \int_{0}^{\theta} \frac{\cos (n+1 / 2) u}{(\cos u-\cos \theta)^{1 / 2}} d u=\frac{\sqrt{2}}{\pi} \int_{\theta}^{\pi} \frac{\sin (n+1 / 2) u}{(\cos \theta-\cos u)^{1 / 2}} d u \tag{3.154}
\end{equation*}
$$

The integral representations in eqs. (3.153) and (3.154) are due to Mehler.

### 3.20 Integrals of Legendre Polynomials

One of the most important properties of the Legendre polynomials is the orthogonality property. The first integral to be evaluated is an integral of products of Legendre polynomials.

The integral of products of Legendre polynomials can be evaluated by the use of Rodrigues' formula (3.126):

$$
\int_{-1}^{+1} P_{n} P_{m} d x=\frac{1}{2^{n+m} n!m!} \int_{-1}^{+1} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n} \frac{d^{m}}{d x^{m}}\left(x^{2}-1\right)^{m} d x \quad n \geq m
$$

where n is assumed to be larger than m .
Integrating by parts, one can show that:

$$
\begin{equation*}
\int_{-1}^{+1} P_{n} P_{m} d x=0 \tag{3.155}
\end{equation*}
$$

If $\mathrm{n}=\mathrm{m}$, then the last integral becomes:

$$
\int_{-1}^{+1} P_{n}^{2} d x=\frac{(-1)^{n}(2 n)!}{2^{2 n}(n!)^{2}} \int_{-1}^{+1}\left(x^{2}-1\right)^{n} d x
$$

Integrating the last integral by parts, one obtains:

$$
\begin{equation*}
\int_{-1}^{+1} P_{n}^{2} d x=\frac{2}{2 n+1} \tag{3.156}
\end{equation*}
$$

The orthogonality property can also be proven by integrating the differential equation. The differential equation that $P_{n}$ and $P_{m}$ satisfy for $n \neq m$ can be written in the following form:

$$
\begin{aligned}
& \frac{d}{d x}\left[\left(1-x^{2}\right) P_{n}^{\prime}\right]+n(n+1) P_{n}=0 \\
& \frac{d}{d x}\left[\left(1-x^{2}\right) P_{m}^{\prime}\right]+m(m+1) P_{m}=0
\end{aligned}
$$

Multiplying the first equation by $P_{m}$, the second by $P_{n}$, and subtracting and integrating the resulting equations, one obtains:

$$
\begin{array}{r}
\int_{x_{1}}^{x_{2}}\left\{P_{m} \frac{d}{d x}\left[\left(1-x^{2}\right) P_{n}^{\prime}\right]-P_{n} \frac{d}{d x}\left[\left(1-x^{2}\right) P_{m}^{\prime}\right]\right\} d x  \tag{3.157}\\
+[n(n+1)-m(m+1)] \int_{x_{1}}^{x_{2}} P_{n} P_{m} d x=0
\end{array}
$$

Integrating eq. (3.157) by parts, the following expression results:

$$
\begin{equation*}
[m(m+1)-n(n+1)] \int_{x_{1}}^{x_{2}} P_{n} P_{m} d x=\left.\left(1-x^{2}\right)\left(P_{m} P_{n}^{\prime}-P_{m}^{\prime} P_{n}\right)\right|_{x_{1}} ^{x_{2}} \tag{3.158}
\end{equation*}
$$

If one sets $x_{1}=-1, x_{2}=+1$, then one obtains another proof of eq. (3.155). Substituting eq. (3.142) into eq. (3.158), one obtains:

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}} P_{n} P_{m} d x=\left.\frac{n P_{m} P_{n-1}-m P_{n} P_{m-1}+(m-n) x P_{n} P_{m}}{(m-n)(m+n+1)}\right|_{x_{1}} ^{x_{2}} m \neq n \tag{3.159}
\end{equation*}
$$

Setting $x_{1}=-1$ and $x_{2}=x$ in eq. (3.159) one obtains:

$$
\begin{equation*}
\int_{-1}^{x} P_{n} P_{m} d x=\frac{n P_{m} P_{n-1}-m P_{n} P_{m-1}+(m-n) x P_{n} P_{m}}{(m-n)(m+n+1)} \quad m \neq n \tag{3.160}
\end{equation*}
$$

which can be evaluated at $\mathrm{x}=0$ as follows:

$$
\begin{aligned}
\int_{-1}^{0} P_{n} P_{m} d x & =0 \quad \text { if } n \text { is odd and } m \text { is odd, } n \neq m \\
& =0 \quad \text { if } n \text { is even and } m \text { is even, } n \neq m \\
& =\frac{1}{(m-n)(m+n+1)} \cdot \frac{(-1)^{(n+m+1) / 2} n!m!}{2^{m+n-1}[(m / 2)!((n-1) / 2)!]^{2}} \\
& =\frac{1}{(m-n)(m+n+1)} \cdot \frac{(-1)^{(n+m+1) / 2} n!m!}{2^{m+n-1}[(n / 2)!((m-1) / 2)!]^{2}}
\end{aligned}
$$

$$
\begin{equation*}
\text { if } n \text { is even and } m \text { is odd, } n \neq m \tag{3.161}
\end{equation*}
$$

Setting $x_{1}=x$ and $x_{2}=1$ in eq. (3.159) one obtains:

$$
\begin{equation*}
\int_{x}^{1} P_{n} P_{m} d x=\frac{1}{(m-n)(m+n+1)}\left\{m P_{n} P_{m-1}-n P_{m} P_{n-1}-(m-n) x P_{n} P_{m}\right\} \tag{3.162}
\end{equation*}
$$

which can be evaluated at $\mathrm{x}=0$ by using the results given in eq. (3.161) since:

$$
\begin{array}{rlr}
\int_{0}^{1} P_{n} P_{m} d x & =-\int_{-1}^{0} P_{n} P_{m} d x & n+m=o d d, n \neq m  \tag{3.163}\\
& =0 & n+m=\text { even, } n \neq m
\end{array}
$$

The integral of $x^{m}$ times the Legendre polynomial $P_{n}$ vanishes if the integer $m$ takes values in the range $0 \leq m \leq n-1$. Using Rodrigues' formula (3.126):
$\int_{-1}^{+1} x^{m} P_{n} d x=\frac{1}{2^{n} n!} \int_{-1}^{+1} x^{m} \frac{d^{n}\left(x^{2}-1\right)^{n}}{d x^{n}} d x$
which, on integration by parts m times, one obtains:

$$
\int_{-1}^{+1} x^{m} P_{n} d x=0 \quad m=0,1,2, \ldots, n-1
$$

The integral of products of powers of $x$ and $P_{n}$ can be evaluated by the use of Rodrigues' formula (3.126):
$\int_{0}^{1} x^{m} P_{n} d x=\frac{1}{2^{n} n!} \int_{0}^{1} x^{m} \frac{d^{n}\left(x^{2}-1\right)^{n}}{d x^{n}} d x$
Integration of the integral by parts n times results in the following expression:

$$
\begin{equation*}
\int_{0}^{1} x^{m} P_{n} d x=\frac{m(m-1)(m-2) \ldots(m-n+2)}{(m+n+1)(m+n-1) \ldots(m-n+3)} \quad m \geq n \tag{3.165}
\end{equation*}
$$

The preceding integrals could be transformed to the $\theta$ coordinate since $\mathrm{P}_{\mathrm{n}}(\cos \theta)$ shows up in problems with spherical geometries. Thus, the orthogonality property in eq. (3.155) becomes:

$$
\begin{align*}
\int_{0}^{\pi} P_{n}(\cos \theta) P_{m}(\cos \theta) \sin \theta d \theta & =0 & & n \neq m  \tag{3.166}\\
& =\frac{2}{2 n+1} & & n=m
\end{align*}
$$

If $0 \leq m \leq n-1$, then the integral in (3.164) becomes:

$$
\begin{equation*}
\int_{0}^{\pi} P_{n}(\cos \theta)(\cos \theta)^{m} \sin \theta d \theta=0 \quad m=0,1,2, \ldots, n-1 \tag{3.167}
\end{equation*}
$$

After transformation eq. (3.165) becomes:

$$
\begin{equation*}
\int_{0}^{\pi / 2} P_{n}(\cos \theta) \cos ^{m} \theta \sin \theta d \theta=\frac{m(m-1) \ldots(m-n+2)}{(m+n+1)(m+n-1) \ldots(m-n+3)} \quad m \neq n \tag{3.168}
\end{equation*}
$$

Using the trigonometric identity:

$$
\sin (m \theta) \equiv \sin \theta\left[m \cos ^{m-1} \theta-\frac{m(m-1)(m-2)}{3!} \sin ^{2} \theta \cos ^{m-3} \theta+\ldots .\right]
$$

then one can evaluate the following integral:

$$
\begin{aligned}
\int_{0}^{\pi} P_{n}(\cos \theta) \sin (m \theta) d \theta & =\int_{0}^{\pi} P_{n}(\cos \theta)\left[m \cos ^{m-1} \theta-\frac{m(m-1)(m-2)}{3!} \sin ^{2} \theta \cos ^{m-3} \theta\right. \\
& \left.+\frac{m(m-1)(m-2)(m-3)}{5!} \sin ^{4} \theta \cos ^{m-5} \theta-\ldots\right] \sin \theta d \theta
\end{aligned}
$$

If $m \leq n$, then the highest power of $\cos \theta$ is $n-1$, thus using the integral of (3.167), each term vanishes identically, such that:

$$
\begin{equation*}
\int_{0}^{\pi} P_{\mathrm{n}}(\cos \theta) \sin (m \theta)^{\prime} \mathrm{d} \theta=0 \quad \mathrm{~m}=0,1,2, \ldots, \mathrm{n} \tag{3.169}
\end{equation*}
$$

If $m>n$ and $m+n=$ even integer, then the integrand is an odd function in $(0, \pi)$, and hence, the following integral vanishes:

$$
\begin{equation*}
\int_{0}^{\pi} P_{n}(\cos \theta) \sin (m \theta) d \theta=0 \tag{3.170}
\end{equation*}
$$

$$
\mathrm{m}+\mathrm{n}=\text { even }
$$

If $\mathrm{m}>\mathrm{n}$ and $\mathrm{m}+\mathrm{n}=$ odd integer, then the integral becomes:

$$
\begin{equation*}
\int_{0}^{\pi} P_{n}(\cos \theta) \sin (m \theta) d \theta=2 \frac{(m-n+1)(m-n+3) \ldots(m+n-1)}{(m-n)(m-n+2) \ldots(m+n)} \tag{3.171}
\end{equation*}
$$

Similarly one can show that the integral:

The following integral can be evaluated by the use of the expression for $P_{n}(\cos \theta)$ in terms of $\cos \mathrm{m} \theta$, given in eq. (3.132) as follows:

$$
\begin{align*}
& \int_{0}^{\pi} P_{n}(\cos \theta) \cos (m \theta) \sin \theta d \theta= \\
& =0 \quad m=0,1,2, \ldots, n-1 \\
& =0 \quad m-n=\text { odd integer } \geq 0  \tag{3.172}\\
& =\frac{-2}{(m-1)(m+1)} \quad \mathrm{n}=0, \mathrm{~m}=\text { even integer } \geq 0 \\
& =\frac{-2 m(m-n+2)(m-n+4) \ldots(m+n-2)}{(m-n-1)(m-n+1) \ldots(m+n+1)} \quad m-n=\begin{array}{c}
n \geq 1 \\
(m e v e n t e g e r ~
\end{array} 0
\end{align*}
$$

$$
\begin{array}{rlrl}
\int_{0}^{\pi} P_{n}(\cos \theta) \cos (m \theta) d \theta= & \\
& =0 & & \\
& =0 & & m<n  \tag{3.173}\\
& =\frac{\Gamma(m+k+1 / 2) \Gamma(k+1 / 2)}{\Gamma(k+1) \Gamma(m+k+1)} & & n=m+2 k, k=0,1,2, \ldots
\end{array}
$$

The following integral can be obtained by using the integral in (3.173):

$$
\begin{array}{rlrl}
\int_{0}^{\pi} P_{n}(\cos \theta) \sin m \theta \sin \theta d \theta=\frac{1}{2} \int_{0}^{\pi} P_{n}(\cos \theta)[\cos (m-1) \theta-\cos (m+1) \theta] d \theta \\
& =0 & & m>n+1 \\
& =0 & n-m=0 \text { or an even integer } \\
& =-\frac{m}{4} \frac{\Gamma(m+k-1 / 2) \Gamma(k-1 / 2)}{\Gamma(k+1) \Gamma(m+k+1)} & n-m=2 k-1, k=0,1,2, \ldots
\end{array}
$$

Integrals involving products of derivatives of Legendre polynomials can be evaluated. Starting with the integral:

$$
\begin{align*}
& \int_{-1}^{+1}\left(1-x^{2}\right) P_{n}^{\prime} P_{m}^{\prime} d x=\left.\left(1-x^{2}\right) P_{n}^{\prime} P_{m}^{\prime}\right|_{-1} ^{+1}-\int_{-1}^{+1} P_{m}\left\{\left(1-x^{2}\right) P_{n}^{\prime}\right\}^{\prime} d x \\
& \quad=n(n+1) \int_{-1}^{+1} P_{m} P_{n} d x=0 \\
& n \neq m  \tag{3.175}\\
& \\
& =\frac{2 n(n+1)}{2 n+1}
\end{align*} n=m \quad l .
$$

The preceding integral is an orthogonality relationship for $\mathrm{P}_{\mathrm{n}}^{\prime}$.

### 3.21 Expansions of Functions in Terms of Legendre Polynomials

The first function that can be expanded in finite series of Legendre polynomials is $P_{n}(x)$. Starting with the recurrence formula (3.138) for $n, n-2, n-4, \ldots$, one gets:

$$
\begin{aligned}
& n P_{n}=(2 n-1) \times P_{n}-(n-1) P_{n-2} \\
& (n-2) P_{n-2}=(2 n-5) \times P_{n-3}-(n-3) P_{n-4} \\
& (n-4) P_{n-4}=(2 n-9) \times P_{n-5}-(n-5) P_{n-6}
\end{aligned}
$$

Thus, substituting $P_{n-2}, P_{n-4}$, into the expression for $P_{n}$, one obtains:

$$
\begin{equation*}
P_{n}=x\left[\frac{(2 n-1)}{n} P_{n-1}-\frac{(n-1)}{n(n-2)}(2 n-5) P_{n-3}+\frac{(n-1)(n-3)}{n(n-2)(n-4)}(2 n-9) P_{n-5}-\ldots\right] \tag{3.176}
\end{equation*}
$$

Using the recurrence formula (3.139) for $P_{n}^{\prime}$ :

$$
\begin{aligned}
& P_{n}^{\prime}=P_{n-2}^{\prime}+(2 n-1) P_{n-1} \\
& P_{n-2}^{\prime}=P_{n-4}^{\prime}+(2 n-5) P_{n-3} \\
& P_{n-4}^{\prime}=P_{n-6}^{\prime}+(2 n-9) P_{n-5}
\end{aligned}
$$

and substituting for $P_{n-2}^{\prime}, P_{n-4}^{\prime}, \ldots$, one obtains the following finite series for $P_{n}^{\prime}$ :

$$
\begin{equation*}
P_{n}^{\prime}=(2 n-1) P_{n-1}+(2 n-5) P_{n-3}+(2 n-9) P_{n-5}+\ldots \tag{3.177}
\end{equation*}
$$

A different expansion for $P_{n}^{\prime}$ can be developed from the recurrence formula (3.140):

$$
\begin{aligned}
& x P_{n}^{\prime}=x P_{n-2}^{\prime}+n P_{n}+(n-1) P_{n-2} \\
& x P_{n-2}^{\prime}=x P_{n-4}^{\prime}+(n-2) P_{n-2}+(n-3) P_{n-4} \\
& x P_{n-4}^{\prime}=x P_{n-6}^{\prime}+(n-4) P_{n-4}+(n-5) P_{n-6}
\end{aligned}
$$

Thus, a finite expansion for $x P_{n}^{\prime}$ results:

$$
\begin{equation*}
x P_{n}^{\prime}=n P_{n}+(2 n-3) P_{n-2}+(2 n-7) P_{n-4}+\ldots \tag{3.178}
\end{equation*}
$$

Differentiating eq. (3.177) and substituting for $P_{n-1}^{\prime}, P_{n-2}^{\prime}, \ldots$, from (3.177) one obtains an expansion for $P_{n}^{\prime \prime}$, having the following form:

$$
\begin{align*}
P_{n}^{\prime \prime}= & (2 n-3)(2 n-1 \cdot 1) P_{n-2}+(2 n-7)(4 n-2 \cdot 3) P_{n-4}  \tag{3.179}\\
& +(2 n-11)(6 n-3 \cdot 5) P_{n-6}+\ldots
\end{align*}
$$

Using the recurrence formula given in (3.138):

$$
\begin{aligned}
& (2 n+1) x P_{n}(x)=(n+1) P_{n+1}(x)+n P_{n-1}(x) \\
& (2 n+1) y P_{n}(y)=(n+1) P_{n+1}(y)+n P_{n-1}(y)
\end{aligned}
$$

and multiplying the first equation by $P_{n}(y)$ and the second by $P_{n}(x)$, and subtracting the resulting equalities, one obtains:

$$
\begin{aligned}
(2 n+1)(x-y) P_{n}(x) P_{n}(y)= & (n+1)\left[P_{n}(y) P_{n+1}(x)-P_{n}(x) P_{n+1}(y)\right] \\
& +n\left[P_{n}(y) P_{n-1}(x)-P_{n}(x) P_{n-1}(y)\right]
\end{aligned}
$$

Thus, summing this equation N times, there results:

$$
\begin{align*}
(x-y) & \sum_{n=0}^{N}(2 n+1) P_{n}(x) P_{n}(y)= \\
& =\sum_{n=0}^{N}(n+1)\left[P_{n}(y) P_{n+1}(x)-P_{n}(x) P_{n+1}(y)\right]-n\left[P_{n-1}(y) P_{n}(x)-P_{n-1}(x) P_{n}(y)\right] \\
= & (N+1)\left[P_{N}(y) P_{N+1}(x)-P_{N}(x) P_{N+1}(y)\right] \tag{3.180}
\end{align*}
$$

The preceding summation formula is known as Christoffel's First Summation.
To obtain an expansion in terms of squares of Legendre polynomials, the form given in (3.180) for $\mathrm{x}=\mathrm{y}$ gives a trivial identity. Dividing (3.180) by $\mathrm{x}-\mathrm{y}$ and taking the limit as $y \rightarrow x$, one obtains:

$$
\begin{align*}
\sum_{n=0}^{N}(2 n+1) P_{n}^{2}(x) & =(N+1) \operatorname{Lim}_{y \rightarrow x} \frac{P_{N}(y) P_{N+1}(x)-P_{N}(x) P_{N+1}(y)}{x-y} \\
& =(N+1)\left[P_{N}(x) P_{N+1}^{\prime}(x)-P_{N}^{\prime}(x) P_{N+1}(x)\right] \tag{3.181}
\end{align*}
$$

Since Legendre polynomials $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$ are polynomials of degree n , then it stands to reason that one can obtain a finite sum of a finite number of Legendre polynomials to give $x^{m}$. Expanding $x^{m}$ into an infinite series:

$$
x^{m}=\sum_{k=0}^{\infty} a_{k} P_{k}(x)
$$

then multiplying both sides by $\mathrm{P}_{l}(\mathrm{x})$ and integrating both sides, one obtains:

$$
\begin{equation*}
\mathrm{a}_{l}=\frac{2 l+1}{2} \int_{-1}^{+1} \mathrm{x}^{\mathrm{m}} \mathrm{P}_{l}(\mathrm{x}) \mathrm{dx} \quad l=0,1,2, \ldots \tag{3.182}
\end{equation*}
$$

Examination of the preceding integral shows that the constants $\mathrm{a}_{l}$ for $l \leq \mathrm{m}$ do not vanish while $\mathrm{a}_{l}=0$ for $l>\mathrm{m}$ (see 3.164). If $\mathrm{m}-l$ is an odd integer in (3.182), then the integrand is an odd function of $x$, then:

$$
\mathrm{a}_{l}=0 \quad \text { if } \mathrm{m}-l=\text { odd integer }
$$

If $m-l$ is an even integer, then using (3.165) one obtains:

$$
\begin{align*}
\mathrm{a}_{l} & =\frac{2 l+1}{2} \int_{-1}^{+1} \mathrm{x}^{\mathrm{m}} \mathrm{P}_{l}(\mathrm{x}) \mathrm{dx}=(2 l+1) \int_{0}^{1} \mathrm{x}^{\mathrm{m}} \mathrm{P}_{l}(\mathrm{x}) \mathrm{dx} \\
& =(2 l+1) \cdot \frac{\mathrm{m}(\mathrm{~m}-1)(\mathrm{m}-2) \ldots(\mathrm{m}-l+2)}{(\mathrm{m}+l+1)(\mathrm{m}+l-l) \ldots(\mathrm{m}-l+3)} \tag{3.183}
\end{align*}
$$

From the preceding argument, it is obvious that only the Legendre polynomials $P_{m}$, $P_{m-2}, P_{m-4}, \ldots$, do enter into the expansion of $x^{m}$. Thus:

$$
\begin{align*}
& x^{m}=\frac{m!}{1 \cdot 3 \cdot 5 \ldots(2 m+1)}\left\{(2 m+1) P_{m}+(2 m-3) \frac{(2 m+1)}{2 \cdot 1!} P_{m-2}\right. \\
& \left.\quad+(2 m-7) \frac{(2 m+1)(2 m-1)}{2^{2} \cdot 2!} P_{m-4}+(2 m-11) \frac{(2 m+1)(2 m-1)(2 m-3)}{2^{3} \cdot 3!} P_{m-6}+\ldots\right\} \tag{3.184}
\end{align*}
$$

The first few expansions are listed below:

$$
1=P_{0}, \quad x=P_{1}, \quad x^{2}=\frac{2}{3} P_{2}+\frac{1}{3} P_{0}
$$

$$
\begin{equation*}
x^{3}=\frac{2}{5} P_{3}+\frac{3}{5} P_{1}, \quad x^{4}=\frac{8}{35} P_{4}+\frac{4}{7} P_{2}+\frac{1}{5} P_{0} \tag{3.185}
\end{equation*}
$$

Expansions of functions in terms of $\theta$ instead of $x$ can be formulated from the definition of $\mathrm{P}_{\mathrm{n}}(\cos \theta)$ and from the integrals developed in Section (3.20). One can first start by getting an expansion of $\mathrm{P}_{\mathrm{n}}(\cos \theta)$ in terms of Fourier sine series, in the region of $0<\theta<\pi$, of the following form:

$$
P_{n}(\cos \theta)=\sum_{k=1}^{\infty} a_{k} \sin k \theta
$$

Multiplying the preceding expansion by $\sin \mathrm{m} \theta$ and integrating the resulting expression on $(0, \pi)$, one obtains:

$$
\mathrm{a}_{\mathrm{m}}=\frac{2}{\pi} \int_{0}^{\pi} \mathrm{P}_{\mathrm{n}}(\cos \theta) \sin \mathrm{m} \theta \mathrm{~d} \theta \quad \mathrm{~m}=1,2, \ldots
$$

Examination of the preceding integral and the integrals in (3.169) through (3.171) shows that:

$$
\begin{aligned}
a_{m} & =0 & & m \leq n \\
& =0 & & m-n=\text { even integer } \\
& =\frac{4}{\pi} \frac{(m-n+1)(m-n+3) \ldots(m+n-1)}{(m-n)(m-n+2) \ldots(m+n)} & & m \geq n+1 \text { and } m+n=\text { odd integer }
\end{aligned}
$$

Thus, one obtains an expansion of Legendre polynomial in terms of sine arguments:

$$
\begin{array}{r}
P_{n}(\cos \theta)=\frac{2^{2 n+2}}{\pi} \frac{(n!)^{2}}{(2 n+1)!}\left[\sin (n+1) \theta+\frac{1}{1!} \frac{(n+1)}{2 n+3} \sin (n+3) \theta+\ldots\right] \\
0<\theta<\pi \tag{3.186}
\end{array}
$$

Expansion of $\cos m \theta$ in an infinite series of $\mathrm{P}_{\mathrm{n}}(\cos \theta)$ can be developed from the integrals (3.166) and (3.172). Assuming an expansion for $\cos m \theta$ of the following form:

$$
\cos (m \theta)=\sum_{k=0}^{\infty} a_{k} P_{k}(\cos \theta)
$$

and multiplying both sides of the equality by $\mathrm{P}_{\mathrm{r}}(\cos \theta) \sin \theta$, integrating both sides on $(0, \pi)$ and using eq. (3.166), one obtains an expression for the constants of expansion $\mathrm{a}_{\mathrm{r}}$ as follows:

$$
\mathrm{a}_{\mathrm{r}}=\frac{2 \mathrm{r}+1}{2} \int_{0}^{\pi} \mathrm{P}_{\mathrm{r}}(\cos \theta) \cos \mathrm{m} \theta \sin \theta \mathrm{~d} \theta
$$

Using the integrals developed in (3.172) one obtains:

$$
a_{r}=0 \quad r>m
$$

$$
\begin{aligned}
& =-\frac{1}{(m-1)(m+1)} \quad r=0 \text { and } m=\text { even integer } \\
& =-(2 r+1) m \frac{(m-r+2)(m-r+4) \ldots(m+r-2)}{(m-r-1)(m-r+1) \ldots(m+r+1)} \quad m-r=\text { even integer, } r \geq 1
\end{aligned}
$$

Thus:

$$
\begin{align*}
& \cos (m \theta)= \frac{2^{2 m-1}(m!)^{2}}{(2 m+1)!}\left\{(2 m+1) P_{m}+(2 m-3) \frac{(-1)}{2} \frac{2 m+1}{2 m-2} P_{m-2}+\right. \\
&+(2 m-7) \frac{(-1) \cdot 1}{2 \cdot 4} \frac{(2 m+1)(2 m-1)}{(2 m-2)(2 m-4)} P_{m-4}+ \\
&\left.+(2 m-11) \frac{(-1) \cdot 1 \cdot 3(2 m+1)(2 m-1)(2 m-3)}{2 \cdot 4 \cdot 6(2 m-2)(2 m-4)(2 m-6)} P_{m-6}+\ldots\right\} \\
& m=1,2,3 \ldots \tag{3.187}
\end{align*}
$$

and

$$
1=\mathrm{P}_{0} \quad \mathrm{~m}=0
$$

The first few expansions of $\cos (m \theta)$ in terms of Legendre polynomials are listed below:

$$
\begin{array}{ll}
1=P_{0} & \cos \theta=P_{1} \\
\cos (2 \theta)=\frac{4}{3}\left(P_{2}-\frac{1}{4} P_{0}\right) \\
5 \\
\left(P_{3}-\frac{3}{8} P_{1}\right) & \cos (4 \theta)=\frac{64}{35}\left(P_{4}-\frac{5}{12} P_{2}-\frac{7}{192} P_{0}\right)
\end{array}
$$

The development of an expansion of $\sin (m \theta)$ follows a similar procedure to that of $\cos (\mathrm{m} \theta)$. Expanding $\sin \mathrm{m} \theta$ in an infinite series, one can show that:

$$
\begin{equation*}
\sin m \theta=-\frac{m}{8} \sum_{k=0}^{\infty} \frac{(2 m+4 k-1) \Gamma(m+k-1 / 2) \Gamma(k-1 / 2)}{k!(m+k)!} P_{m+2 k-1}(\cos \theta) \tag{3.188}
\end{equation*}
$$

### 3.22 Legendre Function of the Second Kind $Q_{\mathbf{n}}(x)$

The Legendre functions of the second kind $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ were developed in Section (3.16) in the two regions $|x|<1$ and $|x|>1$. The infinite series expansions for $Q_{n}(x)$ given in eq. (3.123) and eq. (3.124) are limited to the region $|\mathrm{x}|<1$, while the infinite series expansion given in eq. (3.129) is limited to the region $|x|>1$. A more convenient closed form for $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$, valid in the region $|\mathrm{x}|<1$, was given in eq. (3.128). Since the expression for $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ in eq. (3.128) has a logarithmic term in addition to a polynomial of degree ( $n-1$ ), one can replace the summation terms by a series of $P_{k}(x), k=0$ to $n-1$, as can be seen from eq. (3.184). Starting with the expression in eq. (3.128):

$$
Q_{n}(x)=\frac{1}{2} P_{n}(x) \log \frac{1+x}{1-x}-W_{n-1}
$$

and substituting $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ into the differential equation (3.118), one obtains after simplification:

$$
\begin{equation*}
\frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d W_{n-1}}{d x}\right\}+n(n+1) W_{n-1}=2 \frac{d P_{n}}{d x} \tag{3.189}
\end{equation*}
$$

Using the expansion for $\left(d P_{n}\right) /(d x)$ from eq. (3.177), the right side of eq. (3.189) becomes:

$$
2\left[(2 n-1) P_{n-1}+(2 n-5) P_{n-3}+(2 n-9) P_{n-5}+\ldots\right]
$$

Assuming that:

$$
W_{n-1}=\sum_{k=0}^{k \leq(n-1) / 2} a_{k} P_{n-1-2 k}
$$

and substituting $\mathrm{W}_{\mathrm{n}-1}$ into eq. (3.189) and equating the coefficients of $\mathrm{P}_{\mathrm{k}}$, one obtains an expression for $\mathrm{a}_{\mathrm{k}}$ as follows:

$$
a_{k}=\frac{2 n-4 k-1}{(n-k)(2 k+1)} \quad k=0,1,2, \ldots, k \leq(n-1) / 2
$$

Thus, the function $W_{n-1}$ can be expressed in terms of a finite series of Legendre polynomials as:

$$
\begin{equation*}
W_{n-1}=\frac{2 n-1}{1 \cdot n} P_{n-1}+\frac{2 n-5}{3 \cdot(n-1)} P_{n-3}+\frac{2 n-7}{5 \cdot(n-2)} P_{n-5}+\ldots \tag{3.190}
\end{equation*}
$$

A formula, similar to Rodrigues' formula for $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$, can be developed for $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$. Starting with the binomial expansion of ( $\mathrm{x}^{2}-1$ ), one obtains:

$$
\frac{1}{\left(x^{2}-1\right)^{n+1}}=\frac{1}{x^{2 n+2}}+\frac{n+1}{1!} \frac{1}{x^{2 n-4}}+\frac{n+2}{2!} \frac{1}{x^{2 n-6}}+\ldots
$$

Integrating the preceding series $\mathbf{n}+1$ times, the following expression results:

$$
\iint_{x}^{\infty} \int_{\eta \eta}^{\infty} \ldots \int_{\eta}^{\infty} \frac{(d \eta)^{n+1}}{\left(\eta^{2}-1\right)^{n+1}}=\frac{1}{(n+1)(n+2) \ldots(2 n-1)(2 n)(2 n+1)}
$$

$$
\left[x^{-n-1}+\frac{(n+1)(n+2)}{2(2 n+3)} x^{-n-3}+\frac{(n+1)(n+2)(n+3)(n+4)}{2 \cdot 4 \cdot(2 n+3)(2 n+5)} x^{-n-5}+\ldots\right]
$$

Comparison of the preceding infinite series with the series expansion for $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ for $|\mathrm{x}|>1$ in eq. (3.129) results in the following form for $Q_{n}(x)$ :

$$
\begin{aligned}
Q_{n}(x) & =\frac{n!(n+1)(n+2) \ldots(2 n-1)(2 n)(2 n+1)}{(2 n+1)(2 n-1) \ldots 5 \cdot 3 \cdot 1} \iint_{x}^{\infty} \ldots \int_{\eta}^{\infty} \frac{(d \eta)^{n+1}}{\left(\eta^{2}-1\right)^{n+1}} \\
& =2^{n} n!\int_{x \eta}^{\infty} \int_{\eta}^{\infty} . \int_{\eta}^{\infty} \frac{(d \eta)^{n+1}}{\left(\eta^{2}-1\right)^{n+1}}
\end{aligned}
$$

Another expression for $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ that is similar to the one given in (3.191) can be developed from the solution to the following differential equation:

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} u}{d x^{2}}+2(n-1) x \frac{d u}{d x}+2 n u=0 \tag{3.192}
\end{equation*}
$$

one of its solutions being:

$$
\mathrm{u}_{1}=\left(\mathrm{x}^{2}-1\right)^{\mathrm{n}}
$$

The second solution of (3.192) can be obtained from $u_{1}(x)$ by multiplication of $u_{1}(x)$ by an unknown function $v(x)$ as follows:

$$
\mathrm{u}_{2}=\mathrm{v}(\mathrm{x})\left(\mathrm{x}^{2}-1\right)^{\mathrm{n}}
$$

Then, the unknown function v satisfies the following differential equation:

$$
\frac{v^{\prime \prime}}{v^{\prime}}=-\frac{2(n+1) x}{x^{2}-1}
$$

which can be integrated to give:

$$
\mathrm{v}=\int_{\mathrm{x}}^{\infty} \frac{\mathrm{d} \eta}{\left(\eta^{2}-1\right)^{n+1}}
$$

so that the second solution is given by:

$$
u_{2}=\left(x^{2}-1\right)^{n} \int_{x}^{\infty} \frac{d \eta}{\left(\eta^{2}-1\right)^{n+1}}
$$

Differentiating eq. (3.192) n times, then the resulting differential equation becomes:

$$
\left(1-x^{2}\right) \frac{d^{n+2} u}{d x^{n+2}}-2 x \frac{d^{n+1} u}{d x^{n+1}}+n(n+1) \frac{d^{n} u}{d x^{n}}=0
$$

which is the Legendre differential equation on $\left(\mathrm{d}^{\mathrm{n}}\right) /\left(\mathrm{dx}^{\mathrm{n}}\right)$, having the solution $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$ and $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$. Thus, the solutions $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$ and $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ can be written in the following form:

$$
P_{n}(x)=\frac{1}{2^{n} n!} \frac{d^{n} u_{1}}{d x^{n}}=\frac{1}{2^{n} n!} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n}
$$

and

$$
\begin{equation*}
Q_{n}(x)=\frac{(-1)^{n} 2^{n} n!}{(2 n)!} \frac{d^{n} u_{2}}{d x^{n}}=\frac{(-1)^{n} 2^{n} n!}{(2 n)!} \frac{d^{n}}{d x^{n}}\left\{\left(x^{2}-1\right)^{n} \int_{x}^{\infty} \frac{d \eta}{\left(\eta^{2}-1\right)^{n+1}}\right\}|x|>1 \tag{3.193}
\end{equation*}
$$

The constants were adjusted such that $u_{1}^{(n)}$ and $u_{2}^{(n)}$ become $P_{n}$ and $Q_{n}$, respectively.
An integral for $Q_{n}(x)$ valid in $|x|<1$ can be obtained from (3.193), resulting in the following integral:

$$
\begin{equation*}
Q_{n}(x)=\frac{(-1)^{n} 2^{n} n!}{(2 n)!} \frac{d^{n}}{d x^{n}}\left\{\left(1-x^{2}\right)^{n} \int_{0}^{x} \frac{d \eta}{\left(1-\eta^{2}\right)^{n+1}}\right\} \quad|x|<1 \tag{3.194}
\end{equation*}
$$

A generating function representation can be formulated from the following binomial expansion:

$$
\frac{1}{x-t}=\frac{1}{x}+\frac{t}{x^{2}}+\frac{t^{2}}{x^{3}}+\ldots+\frac{t^{n}}{x^{n+1}}+\ldots \quad \quad \text { valid for }\left[\frac{t}{x}\right]<1
$$

Substituting for $t^{\mathrm{n}}$ by a series of Legendre polynomials having the form (see eq. 3.184):

$$
\begin{aligned}
t^{n}=\frac{2^{n}(n!)^{2}}{(2 n+1)!} & \left\{(2 n+1) P_{n}(t)+(2 n-3) \frac{2 n+1}{2} P_{n-2}(t)+\right. \\
& \left.+(2 n-7) \frac{(2 n+1)(2 n-1)}{2 \cdot 4} P_{n-4}(t)+\ldots\right\}
\end{aligned}
$$

Then:

$$
\begin{aligned}
\frac{1}{x-t}= & \frac{P_{0}}{x}+\frac{P_{1}}{x^{2}}+\frac{1}{x^{3}}\left[\frac{2}{3} P_{2}+\frac{1}{3} P_{0}\right]+\frac{1}{x^{4}}\left[\frac{2}{5} P_{3}+\frac{3}{5} P_{1}\right]+\frac{1}{x^{5}}\left[\frac{8}{35} P_{4}+\frac{4}{7} P_{2}+\frac{1}{5} P_{0}\right] \\
& +\ldots+\frac{1}{x^{n+1}}\left\{\frac{2^{n}(n!)^{2}}{(2 n+1)!}\left[(2 n+1) P_{n}+(2 n-3) \frac{(2 n+1)}{2} P_{n-2}+\ldots\right]\right\}+\ldots
\end{aligned}
$$

Collecting the terms that multiply $\mathrm{P}_{0}, \mathrm{P}_{1}, \mathrm{P}_{2}, \ldots, \mathrm{P}_{\mathrm{n}}$, then the coefficient of $\mathrm{P}_{\mathrm{n}}$ becomes:

$$
\frac{(2 n+1) 2^{n}(n!)^{2}}{(2 n+1)!}\left[x^{-n-1}+\frac{(n+1)(n+2)}{2 \cdot(2 n+3)} x^{-n-3}+\ldots\right]=(2 n+1) Q_{n}(x)
$$

Thus:

$$
\begin{equation*}
\frac{1}{x-t}=\sum_{n=0}^{\infty}(2 n+1) P_{n}(t) Q_{n}(x) \quad|x|>1 \tag{3.195}
\end{equation*}
$$

The expansion given in (3.195) leads to an integral representation for $Q_{n}(x)$.
Multiplying both sides by $\mathrm{P}_{\mathrm{m}}(\mathrm{t})$ and integrating on $(-1,1)$ one obtains:

$$
\begin{equation*}
\mathrm{Q}_{\mathrm{n}}(\mathrm{x})=\frac{1}{2} \int_{-1}^{+1} \frac{P_{\mathrm{n}}(\mathrm{t})}{\mathrm{x}-\mathrm{t}} \mathrm{dt} \quad|\mathrm{x}|>1 \tag{3.196}
\end{equation*}
$$

The last integral is known as the Neumann Integral.

### 3.23 Associated Legendre Functions

Associated Legendre functions are solutions to the following differential equation:

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+\left[n(n+1)-\frac{m^{2}}{1-x^{2}}\right] y=0 \tag{3.197}
\end{equation*}
$$

where m and n are both integers.
Substituting:

$$
\mathrm{y}=\left(\mathrm{x}^{2}-1\right)^{\mathrm{m} / 2} \mathrm{u}
$$

in eq. (3.197) results in a new differential equation:

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} u}{d x^{2}}-2(m+1) x \frac{d u}{d x}+(n-m)(n+m+1) u=0 \tag{3.198}
\end{equation*}
$$

Differentiating Legendre's eq. (3.118) m times, one obtains:

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{m+2} y}{d x^{m+2}}-2(m+1) x \frac{d^{m+1} y}{d x^{m+1}}+(n-m)(n+m+1) \frac{d^{m} y}{d x^{m}}=0 \tag{3.199}
\end{equation*}
$$

Equations (3.198) and (3.199) are identical, thus, the solutions of (3.198) are the $\mathrm{m}^{\text {th }}$ derivative of the solutions of (3.118). Thus, the solution of eq. (3.197) becomes:

$$
y=\left(x^{2}-1\right)^{m / 2}\left[C_{1} \frac{d^{m} P_{n}}{d x^{m}}+C_{2} \frac{d^{m} Q_{n}}{d x^{m}}\right]
$$

Define:

$$
\begin{equation*}
P_{n}^{m}=\left(x^{2}-1\right)^{m / 2} \frac{d^{m} P_{n}}{d x^{m}} \quad|x|>1 \tag{3.200}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{Q}_{\mathrm{n}}^{\mathrm{m}}=\left(\mathrm{x}^{2}-1\right)^{\mathrm{m} / 2} \frac{\mathrm{~d}^{m} \mathrm{Q}_{\mathrm{n}}}{\mathrm{dx} \mathrm{x}^{\mathrm{m}}} \quad \quad|\mathrm{x}|>1 \tag{3.201}
\end{equation*}
$$

as the associated Legendre functions of the first and second kind of degree n and order m , respectively.

Define:

$$
\begin{equation*}
\mathrm{T}_{\mathrm{n}}^{\mathrm{m}}=(-1)^{\mathrm{m}}\left(1-\mathrm{x}^{2}\right)^{m / 2} \frac{\mathrm{~d}^{m} P_{\mathrm{n}}}{\mathrm{dx} x^{m}} \quad|x|<1 \tag{3.202}
\end{equation*}
$$

as Ferrer's function of the first kind of degree $n$ and order $m$. It may be convenient to define $P_{n}^{m}$ and $Q_{n}^{m}$ in the region $|x|<1$ as follows:

$$
\begin{array}{ll}
P_{n}^{m}=T_{n}^{m}, & |x|<1 \\
Q_{n}^{m}=(-1)^{m}\left(1-x^{2}\right)^{m / 2} \frac{d^{m} Q_{n}}{d x^{m}} & |x|<1
\end{array}
$$

Using the expression for $\mathrm{P}_{\mathrm{n}}(\mathrm{x})$ given by Rodrigues' formula, then:

$$
\begin{align*}
P_{n}^{m}= & \frac{\left(x^{2}-1\right)^{m / 2}}{2^{n} n!} \frac{d^{m+n}}{d x^{m+n}}\left(x^{2}-1\right)^{n} \quad|x|>1  \tag{3.204}\\
= & \frac{(2 n)!}{2^{n} n!(n-m-1)!}\left(x^{2}-1\right)^{m / 2}\left[x^{n-m}-\frac{(n-m)(n-m-1)}{2(2 n-1)} x^{n-m-2}\right. \\
& \left.+\frac{(n-m)(n-m-1)(n-m-2)(n-m-3)}{2 \cdot 4 \cdot(2 n-1)(2 n-3)} x^{n-m-4}-\ldots\right] \tag{3.205}
\end{align*}
$$

It can be seen from (3.205) that $P_{n}^{m}=0$ if $m \geq n-1$. The terms contained in the brackets of (3.214) represent a finite polynomial of degree $n-m$.

A listing of the first few Associated Legendre functions is given below:

$$
\begin{array}{lll}
P_{1}^{1}=\left(x^{2}-1\right)^{1 / 2} & P_{1}^{2}=0 & P_{1}^{3}=0 \\
P_{2}^{1}=3 x\left(x^{2}-1\right)^{1 / 2} & P_{2}^{2}=3\left(x^{2}-1\right) & P_{2}^{3}=0 \\
P_{3}^{1}=\frac{3}{2}\left(5 x^{2}-1\right)\left(x^{2}-1\right)^{1 / 2} & P_{3}^{2}=15 x\left(x^{2}-1\right) & P_{3}^{3}=15 x\left(x^{2}-1\right)^{3 / 2} \\
P_{4}^{1}=\frac{5}{2}\left(7 x^{3}-3 x\right)\left(x^{2}-1\right)^{1 / 2} & P_{4}^{2}=\frac{15}{2}\left(7 x^{2}-1\right)\left(x^{2}-1\right) & P_{4}^{3}=105 x\left(x^{2}-1\right)^{3 / 2}
\end{array}
$$

If $\mathbf{n}=\mathbf{m}$, then:

$$
P_{n}^{n}=\frac{(2 n)!}{2^{n} n!}\left(x^{2}-1\right)^{n / 2}
$$

Another expression for $P_{n}^{m}$, similar to (3.200), can be developed in the form:

$$
\begin{align*}
& P_{n}^{m}=\frac{1}{2^{n}(n-m)!}\left(\frac{x-1}{x+1}\right)^{m / 2} \frac{d^{n}}{d x^{n}}\left[(x-1)^{n-m}(x+1)^{n+m}\right] \quad|x|>1 \\
& =\frac{(-1)^{m}}{2^{n}(n-m)!}\left(\frac{1-x}{1+x}\right)^{m / 2} \frac{d^{n}}{d x^{n}}\left[(x-1)^{n-m}(x+1)^{n+m}\right] \quad|x|<1 \tag{3.207}
\end{align*}
$$

### 3.24 Generating Function for Associated Legendre Functions

Using the generating function for $\mathrm{P}_{\mathrm{m}}(\mathrm{x})$ given in (3.131)

$$
\frac{1}{\left(1-2 x t+t^{2}\right)^{1 / 2}}=\sum_{n=0}^{\infty} t^{n} P_{n}(x)
$$

and differentiating the equality $m$ times, one obtains:

$$
\frac{1 \cdot 3 \cdot 5 \cdot \ldots(2 m-1) t^{m}}{\left(1-2 x t+t^{2}\right)^{m+1 / 2}}=\sum_{n=m}^{\infty} t^{n} \frac{d^{m} P_{n}}{d x^{m}}
$$

or

$$
\begin{equation*}
\frac{1}{\left(1-2 x t+t^{2}\right)^{m+1 / 2}}=(-1)^{m} \frac{2^{m} m!}{(2 m)!}\left(1-x^{2}\right)^{-m / 2} \sum_{n=m}^{\infty} t^{n-m} P_{n}^{m}(x) \quad|x|<1 \tag{3.208}
\end{equation*}
$$

### 3.25 Recurrence Formulae for $\mathbf{P}_{\mathbf{n}}^{\mathbf{m}}$

Recurrence formulae for $P_{n}^{m}$ and $Q_{n}^{m}$ can be developed from those for $P_{n}$ and $Q_{n}$. Starting with eq. (3.197) and noting the definition for $P_{n}^{m}$ in (3.200), then eq. (3.200) becomes:

$$
\begin{aligned}
& \left(1-x^{2}\right)\left\{\left(x^{2}-1\right)^{-(m+2) / 2} P_{n}^{m+2}\right\}-2(m+1) x\left\{\left(x^{2}-1\right)^{-(m+1) / 2} P_{n}^{m+1}\right\} \\
& \\
& +(n-m)(n+m+1)\left\{\left(x^{2}-1\right)^{-m / 2} P_{n}^{m}\right\}=0
\end{aligned}
$$

or

$$
\begin{equation*}
P_{n}^{m+2}+\frac{2(m+1) x}{\sqrt{x^{2}-1}} P_{n}^{m+1}-(n-m)(n+m+1) P_{n}^{m}=0 \quad|x|>1 \tag{3.209}
\end{equation*}
$$

and

$$
P_{n}^{m+2}-\frac{2(m+1) x}{\sqrt{1-x^{2}}} P_{n}^{m+1}+(n-m)(n+m+1) P_{n}^{m}=0 \quad|x|<1
$$

which relates associated Legendre functions of different orders.
Differentiating the recurrence formula on $P_{n}$, given in (3.138) $m$ times and differentiating (3.139) ( $\mathrm{m}-1$ ) times, results in a recurrence formula relating the Associated Legendre functions of different degrees, which has the form:

$$
\begin{equation*}
(n-m+1) P_{n+1}^{m}-(2 n+1) \times P_{n}^{m}+(n+m) P_{n-1}^{m}=0 \quad \text { for all } x \tag{3.210}
\end{equation*}
$$

Differentiating and then multiplying equation (3.139) by $\left(x^{2}-1\right)^{m / 2}$, one obtains:

$$
\begin{align*}
P_{n+1}^{m}-P_{n-1}^{m} & =(2 n+1)\left(x^{2}-1\right)^{1 / 2} P_{n}^{m-1} & & |x|>1  \tag{3.211}\\
& =-(2 n+1)\left(1-x^{2}\right)^{1 / 2} P_{n}^{m-1} & & |x|<1
\end{align*}
$$

Other recurrence formulae are listed below for completeness:

$$
\begin{gather*}
(2 n+1) \sqrt{1-x^{2}} P_{n}^{m}=(n+m)(n+m-1) P_{n-1}^{m-1}-(n-m+1)(n-m+2) P_{n+1}^{m+1} \\
|x|<1 \tag{3.212}
\end{gather*}
$$

$$
\begin{align*}
& \left(x^{2}-1\right) \frac{d P_{n}^{m}}{d x}=n \times P_{n}^{m}-(n+m) P_{n-1}^{m}  \tag{3.213}\\
& \left(x^{2}-1\right) \frac{d P_{n}^{m}}{d x}=-(n+1) \times P_{n}^{m}+(n-m+1) P_{n+1}^{m} \tag{3.214}
\end{align*}
$$

$$
\begin{array}{ll}
\sqrt{x^{2}-1} P_{n+1}^{m+1}=x(n-m+1) P_{n+1}^{m}-(n+m+1) P_{n}^{m} & |x|>1 \\
(n+m) \sqrt{x^{2}-1} P_{n}^{m-1}=P_{n+1}^{m}-x P_{n}^{m} & |x|>1 \\
(n-m+1) \sqrt{x^{2}-1} P_{n}^{m-1}=x P_{n}^{m}-P_{n-1}^{m} & |x|>1 \tag{3.217}
\end{array}
$$

More recurrence formulae can be found in Prasad, Volume II.

### 3.26 Integrals of Associated Legendre Functions

Integrals of products of associated Legendre functions are presented in this section. Starting with the differential equation that associated Legendre functions of different degrees and the same order $P_{n}^{m}$ and $P_{I}^{m}$ satisfy, and multiplying the first equation by $P_{r}^{m}$, the second equation by $P_{n}^{m}$, subtracting the resulting equations and integrating the resulting equation on $(-1,+1)$, one obtains:

$$
\begin{aligned}
{[r(r+1)} & -n(n+1)] \int_{-1}^{+1} P_{r}^{m} P_{n}^{m} d x= \\
& =\int_{-1}^{+1}\left\{P_{r}^{m} \frac{d}{d x}\left[\left(1-x^{2}\right) \frac{d P_{n}^{m}}{d x}\right]-P_{n}^{m} \frac{d}{d x}\left[\left(1-x^{2}\right) \frac{d P_{r}^{m}}{d x}\right]\right\} d x \\
& =\left(1-x^{2}\right)\left[P_{r}^{m} \frac{d P_{n}^{m}}{d x}-P_{n}^{m} \frac{d P_{r}^{m}}{d x}\right]_{-1}^{+1}=0 \quad n \neq r
\end{aligned}
$$

Starting with the differential equations that associated Legendre of the same degree and different orders $P_{n}^{m}$ and $P_{n}^{k}$ satisfy, and multiplying the first equation by $P_{n}^{k}$, the second equation by $\mathrm{P}_{\mathrm{n}}^{\mathrm{m}}$, subtracting the resulting equations and integrating the resultant equality, one obtains:

$$
\left(m^{2}-k^{2}\right) \int_{-1}^{+1} \frac{P_{n}^{m} P_{n}^{k}}{1-x^{2}} d x=\int_{-1}^{+1}\left\{P_{n}^{k} \frac{d}{d x}\left[\left(1-x^{2}\right) \frac{d P_{n}^{m}}{d x}\right]-P_{n}^{m} \frac{d}{d x}\left[\left(1-x^{2}\right) \frac{d P_{n}^{k}}{d x}\right]\right\} d x=0
$$

$$
m \neq k
$$

The integral of squares of associated Legendre functions can be obtained by using the definition of $P_{n}^{m}$.

$$
\begin{aligned}
\int_{-1}^{+1}\left(P_{n}^{m}\right)^{2} d x & =\frac{(n+m)!}{(n-m)!} \int_{-1}^{+1} P_{n}^{m} P_{n}^{-m} d x \\
& =\frac{(n+m)!}{(n-m)!} \frac{1}{2^{2 n}(n!)^{2}} \int_{-1}^{+1} \frac{d^{n+m}}{d x^{n+m}}\left(x^{2}-1\right)^{n} \frac{d^{n-m}}{d x^{n-m}}\left(x^{2}-1\right)^{n} d x
\end{aligned}
$$

Integrating the last integral by parts $m$ times gives:

$$
=(1)^{m} \frac{(n+m)!}{(n-m)!} \frac{2}{2 n+1}
$$

Summarizing the results of these integrals:

$$
\begin{array}{ll}
\int_{-1}^{+1} P_{r}^{m} P_{n}^{m} d x=0 & r \neq n \\
\int_{-1}^{+1} \frac{P_{n}^{m} P_{n}^{k}}{1-x^{2}} d x=0 & k \neq m \\
\int_{-1}^{+1}\left(P_{n}^{m}\right)^{2} d x=(-1)^{m} \frac{(n+m)!}{(n-m)!} \frac{2}{2 n+1} &
\end{array}
$$

It can be shown that Ferrer's functions give the following integral:

$$
\begin{equation*}
\int_{-1}^{+1}\left(T_{n}^{m}\right)^{2} d x=\frac{(n+m)!}{(n-m)!} \frac{2}{2 n+1} \tag{3.221}
\end{equation*}
$$

### 3.27 Associated Legendre Function of the Second Kind $\mathbf{Q}_{\mathbf{n}}^{\mathbf{m}}$

The Associated Legendre functions of the second kind $Q_{n}^{m}$ can be derived from the definition given in (3.120) as follows:

$$
\begin{align*}
& Q_{n}^{m}=\left(x^{2}-1\right)^{m / 2} \frac{d^{m} Q_{n}}{d x^{m}}=(-1)^{m} \frac{2^{n} n!(n+m)!}{(2 n+1)}\left(x^{2}-1\right)^{m / 2} \\
& \cdot\left\{x^{-n-m-1}+\frac{(n+m+1)(n+m+2)}{2 \cdot(2 n+3)} x^{-n-m-3}\right. \\
& \left.+\frac{(n+m+1)(n+m+2)(n+m+3)(n+m+4)}{2 \cdot 4 \cdot(2 n+3)(2 n+5)} x^{-n-m-5}+\ldots\right\} \quad|x|>1 \tag{3.222}
\end{align*}
$$

Since $Q_{n}(x)$ was defined by an integral on $P_{n}(t)$ given in (3.196), then differentiating (3.196) $m$ times results in an integral definition for $Q_{n}^{m}$ as follows:

$$
\begin{equation*}
Q_{n}^{m}=(-1)^{m} \frac{m!}{2}\left(x^{2}-1\right)^{m / 2} \int_{-1}^{+1} \frac{P_{n}(t)}{(x-t)^{m+1}} d t \quad|x|>1 \tag{3.223}
\end{equation*}
$$

The definition of $Q_{n}^{m}$ in (3.223) can be utilized to advantage when recurrence formulae for $Q_{n}^{m}$ are to be developed. The recurrence formulae developed for $P_{n}^{m}$ in Section 3.25 turn out to be valid for $Q_{n}^{m}$ also.

Using the definition of $P_{n}^{m}$ in (3.223)

$$
Q_{n}^{m}=\frac{(-1)^{m} m!\left(x^{2}-1\right)^{m / 2}}{2^{n+1} n!} \int_{-1}^{+1} \frac{1}{(x-t)^{m+1}} \frac{d^{n}}{d x^{n}}\left(t^{2}-1\right)^{n} d t \quad|x|>1
$$

and integrating the preceding integral by parts n times, results in the following integral:

$$
\begin{equation*}
Q_{n}^{m}=\frac{(-1)^{m+n}(n+m)!}{2^{n+1} n!}\left(x^{2}-1\right)^{m / 2} \int_{-1}^{+1} \frac{\left(t^{2}-1\right)^{n}}{(x-t)^{n+m+1}} d t \tag{3.224}
\end{equation*}
$$

which after many manipulations becomes:

$$
\begin{align*}
& Q_{n}^{m}=(-1)^{m} \frac{2^{3 m-1}(n+m)!(m-1)!}{(n-m)!(2 m-1)!}\left(x^{2}-1\right)^{m / 2}\left(x+\sqrt{x^{2}+1}\right)^{-n-m-1} \\
& \cdot \int_{0}^{1} u^{m-1 / 2}(1-u)^{n-m}\left(1-\frac{u}{x+\sqrt{x^{2}-1}}\right)^{-n-m-1} d u \quad|x|>1 \tag{3.225}
\end{align*}
$$

## PROBLEMS

## Section 3.3

1. Show that the definition for $Y_{n}(x)$, as defined by (3.12), results in the same expression given in eq. (3.11).

## Section 3.4

2. Using the expressions for the Wronskian and the recurrence formulae, prove that:
(a) $J_{p} Y_{p+1}-J_{p+1} Y_{p}=-\frac{2}{\pi x}$
(b) $J_{p} J_{-p}^{\prime \prime}-J_{-p} J_{p}^{\prime \prime}=+\frac{2 \sin p \pi}{\pi x^{2}}$
(c) $\int \frac{d x}{x J_{p}^{2}}=-\frac{\pi}{2 \sin p \pi} \frac{J_{-p}(x)}{J_{p}(x)}$
(d) $\int \frac{d x}{x J_{p} J_{-p}}=-\frac{\pi}{2 \sin p \pi} \log \frac{J_{-p}(x)}{J_{p}(x)}$
(e) $\int \frac{d x}{x J_{p}^{2}}=\frac{\pi}{2} \frac{Y_{p}(x)}{J_{p}(x)}$
(f) $\int \frac{d x}{x J_{p} Y_{p}}=\frac{\pi}{2} \log \frac{Y_{p}(x)}{J_{p}(x)}$
(g) $\int \frac{d x}{x Y_{p}^{2}}=-\frac{\pi}{2} \frac{J_{p}(x)}{Y_{p}(x)}$
(h) Equations (3.103) and (3.104)

## Section 3.6

3. Show that:

$$
\begin{aligned}
j_{n}(x)= & \frac{1}{x}\left[\sin \left(x-\frac{n \pi}{2}\right)^{m \leq n / 2} \sum_{m=0}^{m}(-1)^{m} \frac{(n+2 m)!}{(2 m)!(n-2 m)!(2 x)^{2 m}}\right. \\
& \left.-\cos \left(x-\frac{n \pi}{2}\right)^{m \leq 1 / 2(n-1)} \sum_{m=0}^{(-1)^{m}} \frac{(n+2 m+1)!}{(2 m+1)!(n-2 m-1)!(2 x)^{2 m+1}}\right]
\end{aligned}
$$

(Hint: Use the form given in (3.30).)
4. Show that:

$$
y_{n}(x)=\frac{(-1)^{n+1}}{x}\left[\cos \left(x+\frac{n \pi}{2}\right)^{m \leq n / 2} \sum_{m=0}^{(-1)^{m}} \frac{(n+2 m)!}{(2 m)!(n-2 m)!(2 x)^{2 m}}\right.
$$

$$
\left.-\sin \left(x+\frac{n \pi}{2}\right)^{m \leq 1 / 2(n-1)} \sum_{m=0}^{(-1)^{m}} \frac{(n+2 m+1)!}{(2 m+1)!(n-2 m-1)!(2 x)^{2 n+1}}\right]
$$

(Hint: Use the form given in (3.31).)
5. Obtain the forms given in Problems 3 and 4 by using $\left(e^{ \pm i x}\right) / x$, instead of the sinusoidal functions that appear in eqs. (3.30) and (3.31).
6. Obtain the expression for the Wronskian $W\left(j_{n}, y_{n}\right)$ given in Section (3.5). (Hint: Use the definition of $j_{n}$ and $y_{n}$ in terms of Bessel functions of half orders).

## Section 3.8

7. Obtain the expression for the Wronskians given in (3.49) and (3.50).
8. Obtain the recurrence relationships (3.51) and (3.52) for the Modified Bessel functions.

## Section 3.9

9. Obtain the solution to the following differential equations in the form of Bessel functions:
(a) $\mathrm{x}^{2} \mathrm{y}^{\prime \prime}+\left(\mathrm{k}^{2} \mathrm{x}^{2}-\mathrm{n}^{2}-\mathrm{n}\right) \mathrm{y}=0$
(b) $x^{2} y^{\prime \prime}-x y^{\prime}+\left(k^{2} x^{2}+\frac{8}{9}\right) y=0$
(c) $x^{2} y^{\prime \prime}+x y^{\prime}+4 x^{4} y=0$
(d) $x y^{\prime \prime}-y^{\prime}+4 x^{3} y=0$
(e) $x^{2} y^{\prime \prime}+(5+2 x) x y^{\prime}+\left(9 k^{2} x^{6}+x^{2}+5 x-5\right) y=0$
(f) $x^{2} y^{\prime \prime}+7 x y^{\prime}+\left(36 k^{2} x^{6}-27\right) y=0$
(g) $x^{2} y^{\prime \prime}+\frac{1}{2} x y^{\prime}+\left(k^{2} x^{4}-\frac{7}{144}\right) y=0$
(h) $x^{2} y^{\prime \prime}+5 x y+\left(k^{2} x^{4}-12\right) y=0$
(i) $y^{\prime \prime}-2 y^{\prime}+\left(e^{2 x}-3\right) y=0$
(j) $x^{2} y^{\prime \prime}-2 x^{2} y^{\prime}+2\left(x^{2}-1\right) y=0$
(k) $x^{2} y^{\prime \prime}+(4-x) x y^{\prime}+\left(4 k^{2} x^{4}+\frac{x^{2}}{4}-2 x+\frac{5}{4}\right) y=0$
(l) $x^{2} y^{\prime \prime}-\left(2 x^{2}+x\right) y^{\prime}+x y=0$
(m) $x^{2} y^{\prime \prime}+\left(2 x^{2}-x\right) y^{\prime}+x^{2} y=0$
(n) $x^{2} y^{\prime \prime}+\left(2 x^{2}+x\right) y^{\prime}+\left(5 x^{2}+x-4\right) y=0$
10. Show that the substitution for $g(x)$ in eq. (3.70) by the following expression:
$\mathrm{g}(\mathrm{x})=(\mathrm{f}(\mathrm{x}))^{\mathrm{b}-\mathrm{a}}$
results in the following differential equation.
$\frac{d^{2} u}{d x^{2}}+\left[(1-2 b) \frac{f^{\prime}}{f}-\frac{f^{\prime \prime}}{f^{\prime}}\right] \frac{d u}{d x}-\left[f^{2}-r^{2}+b^{2}-a^{2}\right]\left(\frac{f^{\prime}}{f}\right)^{2} u=0$
whose solution becomes:
$u=(f(x))^{b} Z_{p}(f(x))$
where
$\mathrm{p}^{2}=\mathrm{r}^{2}+\mathrm{a}^{2}$
11. Show that the substitution for $g(x)$ in eq. (3.70) by the following expression:
$g(x)=\sqrt{f / f^{\prime}}$
results in the following differential equation:
$\frac{d^{2} u}{d x^{2}}-2 a \frac{f^{\prime}}{f} \frac{d u}{d x}+\left[\frac{\left(f^{\prime}\right)^{2}}{f^{2}}\left(f^{2}-r^{2}+\frac{1}{4}+a\right)-a \frac{f^{\prime \prime}}{f}-\frac{3}{4} \frac{\left(f^{\prime \prime}\right)^{2}}{\left(f^{\prime}\right)^{2}}+\frac{1}{2} \frac{f^{\prime \prime \prime}}{f^{\prime}}\right] u=0$
whose solution becomes:
$\mathrm{u}=\sqrt{\mathrm{f} / \mathrm{f}^{\prime}} \mathrm{f}^{\mathrm{a}} \mathrm{Z}_{\mathrm{p}}(\mathrm{f})$
with $\mathrm{p}^{2}=\mathrm{r}^{2}+\mathrm{a}^{2}$.

## Section 3.10

12. Show that the Bessel Coefficients $\mathrm{J}_{\mathrm{n}}(x)$ given in eq. (3.75) satisfy Bessel's differential equation (3.1).
13. Obtain the recurrence formulae given in eqs. (3.13) to (3.16) by utilizing the generating function.
14. Show, by induction, that:

$$
\begin{array}{ll}
x^{2 m}=\sum_{n=m}^{\infty} 2^{2 m-1} \frac{(n+m-1)!}{(n-m)!} J_{2 n}(x) & m=1,2,3, \ldots \\
x^{2 m+1}=\sum_{n=m}^{\infty} 2^{2 m+1}(2 n+1) \frac{(n+m)!}{(n-m)!} J_{2 n+1}(x) & m=0,1,2, \ldots
\end{array}
$$

Hint: Follow the procedures used in obtaining the forms in eqs. (3.80) to (3.82).

## Section 3.11

15. Show that the integral representation for $\mathrm{J}_{\mathrm{n}}(x)$ given in eq. (3.97) satisfies Bessel's differential equation.
16. Obtain the recurrence formulae given in eqs. (3.13) to (3.16) by using the integral representation of $\mathrm{J}_{\mathrm{n}}(\mathrm{x})$ given in (3.97).
17. Show that the integral representation for $\mathrm{J}_{\mathrm{n}}(\mathrm{x})$ given in eq. (3.102) satisfies Bessel's differential equation.
18. Obtain the recurrence formulae given in eqs. (3.13) to (3.16) by using the integral representation of $\mathrm{J}_{\mathrm{n}}(\mathrm{x})$ given in (3.102).

## Section 3.12

19. Use the asymptotic behavior of the Bessel functions for small arguments to obtain the limit of the following expressions as $x \rightarrow 0$ :
(a) $\mathrm{x}^{\mathrm{P}} \mathrm{Y}_{\mathrm{p}}(\mathrm{x})$
(b) $\mathrm{x}^{-\mathrm{p}} \mathrm{J}_{\mathrm{p}}(\mathrm{x})$
(c) $\mathrm{xY} \mathrm{Y}_{0}(\mathrm{x})$
(d) $\mathrm{x}^{\mathrm{n}} \mathrm{H}_{\mathrm{n}}^{(2)}(\mathrm{x})$
(e) $\mathrm{x}^{3} \mathrm{~h}_{2}^{(1)}(\mathrm{x})$
(f) $x^{-1 / 2} J_{1 / 2}(x)$

## Section 3.14

20. Prove the equality given in eq. (3.105).
21. Prove the equality given in (3.106).
(Hint: Use the differential equations of $\mathrm{J}_{\mathrm{p}}(\mathrm{x})$ and $\mathrm{J}_{\mathrm{r}}(\mathrm{x})$.)
22. Prove the equality given in (3.110).
(Hint: Use the integrals given in (3.103) and (3.104).)

## Section 3.16

23. Assuming a trial solution for Legendre's equation, having the following form:

$$
y=\sum_{n=0}^{\infty} a_{n} x^{-n+\sigma}
$$

obtain the two solutions of Legendre's equation valid in the region $|x|>1$ (see eq. 3.129).
24. Show that:

$$
P_{n}^{\prime}(1)=\frac{n(n+1)}{2} \quad \text { and } \quad P_{n}^{\prime}(-1)=(-1)^{n-1} \frac{n(n+1)}{2}
$$

25. Obtain the first three $\mathrm{Q}_{\mathrm{n}}(\mathrm{x})$ by utilizing the form given in (3.128).

## Section 3.17

26. Show that:

$$
P_{2 n}(0)=(-1)^{n} \frac{(2 n)!}{2^{2 n}(n!)^{2}} \quad n=0,1,2, \ldots
$$

and

$$
P_{2 n+1}(0)=0 \quad n=0,1,2, \ldots
$$

by the use of the generating function.
27. Prove that the Legendre coefficients of the expansion of the generating function satisfy Legendre's equation.

## Section 3.18

28. Show that:

$$
(2 n+1)\left(1-x^{2}\right) P_{n}^{\prime}=n(n+1)\left(P_{n-1}-P_{n+1}\right)
$$

29. Show that:

$$
\left(1-x^{2}\right)\left(P_{n}^{\prime}\right)^{2}=\frac{d}{d x}\left[\left(1-x^{2}\right) P_{n} P_{n}^{\prime}\right]+n(n+1) P_{n}^{2}
$$

## Section 3.19

30. Prove the first equality in (3.142) by using the integral representation for $P_{n}(x)$ in (3.145).
31. Prove the second equality (3.142) by using the integral representation for $P_{n}(x)$ in (3.147).

## Section 3.20

32. Show that:
$\int_{-1}^{+1}\left(1-x^{2}\right)\left(P_{n}^{\prime}\right)^{2} d x=2 n(n+1) /(2 n+1)$
33. Show that:
$\int_{-1}^{+1} x P_{n} P_{n-1} d x=\frac{2 n}{4 n^{2}-1}$
34. Show that:
$\int_{-1}^{+1} x^{2} P_{n+1} P_{n-1} d x=\frac{2 n(n+1)}{\left(4 n^{2}-1\right)(2 n+3)}$
35. Show that:
$\int_{-1}^{+1}\left(1-x^{2}\right) P_{n}^{\prime} P_{n+1} d x=\frac{-2 n(n+1)}{(2 n+1)(2 n+3)}$

## Section 3.21

36. Prove that:
$\int_{-1}^{+1}\left(1-x^{2}\right) P_{n}^{\prime} P_{n+1} d x=\frac{-2 n(n+1)}{(2 n+1)(2 n+3)}$
37. Prove that:
$P_{2 n+1}^{\prime}=(2 n+1) P_{2 n}+2 n x P_{2 n-1}+(2 n-1) x^{2} P_{2 n-2}+(2 n-2) x^{3} P_{2 n-3}+\ldots$
38. Prove that:
$P_{n+1}^{\prime}+P_{n}^{\prime}=(2 n+1) P_{n}+(2 n-1) P_{n-1}+(2 n-3) P_{n-2}+\ldots$

## Section 3.22

39. Show that:

$$
(n+1)\left[Q_{n} P_{n+1}-Q_{n+1} P_{n}\right]=n\left[Q_{n-1} P_{n}-Q_{n} P_{n-1}\right]
$$

40. Show that:

$$
P_{n+1} Q_{n-1}-P_{n-1} Q_{n+1}=\frac{2 n+1}{n(n+1)} x
$$

41. Show that:

$$
\left(1-x^{2}\right)\left[P_{n+1}^{\prime} Q_{n+1}^{\prime}-P_{n}^{\prime} Q_{n}^{\prime}\right]=(n+1)^{2}\left[P_{n} Q_{n}-P_{n+1} Q_{n+1}\right]
$$

42. Show that:
$x^{-n-1}=\frac{1 \cdot 3 \cdot 5 \cdot \ldots(2 n-1)}{n!}\left[(2 n+1) Q_{n}-(2 n+5) \frac{2 n+1}{2} Q_{n+2}+(2 n+9) \frac{(2 n+1)(2 n+3)}{2 \cdot 4} Q_{n+4}+\ldots\right]$
(Hint: Differentiate (3.195) n times with respect to t and set $\mathrm{t}=0$.)

## 4

## BOUNDARY VALUE PROBLEMS AND EIGENVALUE PROBLEMS

### 4.1 Introduction

Solutions of linear differential equations of order n together with n conditions specified on the dependent variable and its first ( $\mathrm{n}-1$ ) derivatives at an initial point were discussed in Section (1.8) and were referred to as Initial Value Problems. It was shown that the solutions to such problems are unique and valid over the range of all values of the independent variable. If the differential equation as well as the Initial Condition are homogeneous, then it can be shown that the solutions to such problems vanish identically. In this chapter, solutions to linear differential equations of order $n$ with n conditions specified on two end points of a bounded region valid in the closed region between the two end points, will be explored. These points are called Boundary Points, and the conditions on the dependent variable and its derivatives up to the ( $\mathrm{n}-1$ ) ${ }^{\text {th }}$ are called Boundary Conditions (BC). Such problems are referred to as Boundary Value Problems (BVP).

To illustrate the primary difference between the two types of problems, the solution of two simple problems are shown:

## Example 4.1

Obtain the solution to the following initial value problem:
Differential Equation (DE): $\quad y^{\prime \prime}+4 y=f(x)=4 x$
Initial Conditions (IC):

$$
y(\pi / 4)=2
$$

$$
y^{\prime}(\pi / 4)=3
$$

The complete solution to the differential equation becomes:
$y=C_{1} \sin 2 x+C_{2} \cos 2 x+x$
The two arbitrary constants can be evaluated from the specified two initial conditions at the point $x_{0}=\pi / 4$, resulting in:

$$
\mathrm{C}_{1}=2-\pi / 4 \quad \text { and } \quad \mathrm{C}_{2}=-1
$$

and the complete solution to the problem becomes:
$y=(2-\pi / 4) \sin 2 x-\cos 2 x+x \quad$ for all $x$
If the differential equation is homogencous, i.e., if $f(x)=0$, and the initial conditions are non-homogeneous, then the solution becomes:
$y=2 \sin 2 x-\frac{3}{2} \cos 2 x \quad$ for all $x$

If the differential equation and the initial conditions are homogeneous, then the solution vanishes identically, i.e.:

$$
y \equiv 0
$$

## Example 4.2

Obtain the solution to the following boundary value problem:
Differential Equation (DE):

$$
y^{\prime \prime}+4 y=f(x)=4 x \quad 0 \leq x \leq \pi / 4
$$

Boundary Conditions (BC):

$$
\begin{aligned}
& y(0)=2 \\
& y(\pi / 4)=3
\end{aligned}
$$

The complete solution to the differential equation is again:

$$
y=C_{1} \sin 2 x+C_{2} \cos 2 x+x
$$

The two arbitrary constants can be evaluated from the two boundary conditions, one at each of the end points at $x=0$ and $x=\pi / 4$ :

$$
\begin{aligned}
& y(0)=C_{2}=2 \\
& y(\pi / 4)=C_{1} \sin \frac{\pi}{2}+C_{2} \cos \frac{\pi}{2}+\frac{\pi}{4}=3 \quad C_{1}=3-\frac{\pi}{4}
\end{aligned}
$$

Thus, the final solution becomes:

$$
y=(3-\pi / 4) \sin 2 x+2 \cos 2 x+x \quad 0 \leq x \leq \pi / 4
$$

If the differential equation is homogeneous, i.e., if $f(x)=0$, but the boundary conditions are not, then the complete solution satisfying these boundary conditions becomes:

$$
y=3 \sin 2 x+2 \cos 2 x
$$

$$
0 \leq \mathrm{x} \leq \pi / 4
$$

If the differential equation and the boundary conditions are both homogeneous, the solution vanishes identically:

$$
\mathrm{y} \equiv 0
$$

$$
0 \leq x \leq \pi / 4
$$

A special type of a homogeneous boundary value problem that has a non-trivial solution is one whose differential equation has an undetermined parameter. A non-trivial solution exists for such problems if the parameter takes on certain values. Such problems are known as Eigenvalue Problems, whose non-trivial solutions are referred to as Eigenfunctions whenever the undetermined parameter takes on certain values, known as Eigenvalues.

## Example 4.3

Obtain the solution to the following homogeneous boundary value problem:
DE: $\quad y^{\prime \prime}+\lambda y=0$
BC: $\quad y(0)=0$

$$
\mathrm{y}(\pi / 4)=0
$$

The complete solution of the differential equation becomes:

$$
\begin{array}{ll}
y=C_{1} \sin \sqrt{\lambda} x+C_{2} \cos \sqrt{\lambda} x & \lambda \neq 0 \\
y_{0}=C_{3} x+C_{4} & \lambda=0
\end{array}
$$

Satisfying the boundary conditions at the two end points yields:

$$
\mathrm{y}(0)=\mathrm{C}_{2}=0 \quad \text { and } \quad \mathrm{C}_{4}=0
$$

and
$y(\pi / 4)=C_{1} \sin \sqrt{\lambda} \frac{\pi}{4}=0$ and $\quad C_{3}=0 \quad$ or $\quad y_{0} \equiv 0$
The last equation on $\mathrm{C}_{1}$ leads to two possible solutions:
(i) For a non-trivial solution, i.e., $C_{1} \neq 0$, then $\sin \sqrt{\lambda} \pi / 4=0$, which can be satisfied if the undetermined parameter $\lambda$ takes any one of the following infinite discrete number of possible values, i.e.:

$$
\lambda_{1}=16 \cdot 1^{2}, \quad \lambda_{2}=16 \cdot 2^{2}, \quad \lambda_{3}=16 \cdot 3^{2}
$$

...
In other words, $\lambda_{n}=16 n^{2} n=1,2,3, \ldots$ are the Eigenvalues which satisfy the following Characteristic Equation:

$$
\sin \sqrt{\lambda} \frac{\pi}{4}=0
$$

Thus, the solution, which is nontrivial if $\lambda$ takes any one of these special values, has the following form:

$$
y=C_{1} \sin 4 n x \quad n=1,2,3, \ldots
$$

which is non-unique, since the constant $C_{1}$ is undeterminable.
The functions $\phi_{n}=\sin 4 n x$ are known as Eigenfunctions. The value $\lambda=0$ gives a trivial solution, thus it is not an Eigenvalue.
(ii) If $\lambda$ does not take any one of those values, i.e., if:

$$
\lambda \neq 16 \mathrm{n}^{2}
$$

$$
\mathrm{n}=1,2, \ldots
$$

then

$$
\mathrm{C}_{1} \equiv 0
$$

and the solution vanishes identically.

### 4.2 Vibration, Wave Propagation or Whirling of Stretched Strings

Consider a stretched loaded thin string of length L and mass density per unit length $\rho$ in its undeformed state. The string is stretched at its end by a force $T_{0}$, loaded by a distributed force $f(x)$ and is being rotated about its axis by an angular speed $=\omega$, as shown in Fig. 4.1.


Figure 4.1: Stretched String in Undeformed State

Consider an element of length dx of the string in the deformed state, such that its center of gravity is deformed laterally a distance y as shown in Fig. 4.2. The forces at each end of the element are also shown in Fig. 4.2. The equations of equilibrium on the tension T in the x -direction state that:

$$
T_{x+d x} \cos \theta_{x+d x}-T_{x} \cos \theta_{x}=0
$$

If one assumes that the motion is small, such that $\theta \ll 1$, then both $\cos \theta_{x+d x} \approx \cos \theta_{x} \approx 1$, resulting in:

$$
\mathrm{T}_{\mathrm{x}+\mathrm{dx}}=\mathrm{T}_{\mathrm{x}}=\text { constant }=\mathrm{T}_{0}
$$

The equation of equilibrium in the $y$-direction can then be written as follows:

$$
T_{0} \sin \theta_{x+d x}-T_{0} \sin \theta_{x}+\int_{x}^{x+d x} f(\eta) d \eta+\rho \omega^{2} y d x=0
$$



Fig. 4.2: Element of Vibrating, Stretched String in Deformed State

Since:

$$
\begin{aligned}
& \sin \theta_{x}=\frac{d y}{d s} \\
& \sin \theta_{x+d x}=\left(\frac{d y}{d s}\right)_{x+d x}=\frac{d y}{d s}+\frac{d}{d x}\left(\frac{d y}{d s}\right) d x+\frac{d^{2}}{d x^{2}}\left(\frac{d y}{d s}\right) \frac{(d x)^{2}}{2}+\ldots
\end{aligned}
$$

Substituting these into the equilibrium equation, and replacing the integral by its average value at x , and neglecting higher order terms of ( dx ), the linearized equation becomes:

$$
\frac{d}{d x}\left(T_{0} \frac{d y}{d s}\right)+f(x)+\rho \omega^{2} y=0
$$

Since $d y / d x<1$ was assumed in the derivation of the equation of motion, then:

$$
\frac{d y}{d s}=\frac{d y / d x}{\sqrt{1+(d y / d x)^{2}}} \approx \frac{d y}{d x}
$$

and the differential equation of motion becomes:

$$
\begin{equation*}
\frac{d^{2} y}{d^{2}}+\frac{\rho \omega^{2}}{T_{0}} y=-\frac{f(x)}{T_{0}} \tag{4.1a}
\end{equation*}
$$

or, if $\rho$ is constant $=\rho_{0}$, then:

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\frac{\omega^{2}}{c^{2}} y=-\frac{f(x)}{T_{0}} \quad \text { where } \quad c^{2}=T_{0} / \rho_{0} \tag{4.1b}
\end{equation*}
$$

where $c$ is known as the sound speed of waves in the stretched string.
In the case of a vibrating stretched string, then $y=y^{*}(x, t), f=f^{*}(x, t)$, and one substitutes $-\rho\left(\partial^{2} y^{*} / \partial t^{2}\right) d x$ for the centrifugal force such that the wave equation for the string becomes:

$$
\begin{equation*}
\frac{\partial^{2} y^{*}}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y^{*}}{\partial t^{2}}-\frac{\mathrm{f}^{*}(\mathrm{x}, \mathrm{t})}{\mathrm{T}_{0}} \tag{4.2}
\end{equation*}
$$

If one assumes that the applied force field and the displacement are periodic in time, such that:

$$
\begin{aligned}
& y^{*}(x, t)=y(x) \sin \omega t \\
& f^{*}(x, t)=f(x) \sin \omega t
\end{aligned}
$$

where $\omega$ is the circular frequency, then eq. (4.2) becomes the same as (4.1b), which can be rewritten as:

$$
\frac{d^{2} y}{d x^{2}}+k^{2} y=-\frac{f(x)}{T_{0}}
$$

where $\mathrm{k}=\omega / \mathrm{c}$ is the wave number.
The natural (physical) boundary conditions are of three types:
(i) fixed end: $y(0)=0$ or $y(L)=0$
(ii) free end: $y^{\prime}(0)=0$ or $y^{\prime}(\mathrm{L})=0$
(iii) elastically supported end (spring)

left end: $T_{0} \frac{d y(0)}{d x}-\gamma y(0)=0 \quad$ right end: $\quad T_{0} \frac{d y(L)}{d x}+\gamma y(L)=0$ where $\gamma=$ spring constant $=$ force/ unit displacement.

## Example 4.4 Vibration of Fixed Stretched String

Obtain the natural frequencies (or the critical angular speeds) of a fixed-fixed stretched string whose length is L :

$$
\begin{array}{lll}
\text { DE: } & \frac{d^{2} y}{{d x^{2}}^{2}+k^{2} y=0} & 0 \leq x \leq L \\
\text { BC: } & y(0)=0 & \text { and } \\
y(L)=0
\end{array}
$$

The solution of the homogeneous differential equation is given by:

$$
y=C_{1} \sin k x+C_{2} \cos k x
$$

The above solution must satisfy the boundary conditions:

$$
\begin{aligned}
& y(0)=C_{2}=0 \\
& y(L)=C_{1} \sin k L=0
\end{aligned}
$$

For a non-trivial solution:
$\sin \mathrm{kL}=0 \quad$ (Characteristic equation)
which is satisfied if $\mathrm{k}_{\mathrm{n}}$ takes the following values:

$$
\mathrm{k}_{\mathrm{n}}=\frac{\mathrm{n} \pi}{\mathrm{~L}} \quad \mathrm{n}=1,2,3, \ldots
$$

or

$$
\lambda_{\mathrm{n}}=\mathrm{k}_{\mathrm{n}}^{2}=\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}} \quad \mathrm{n}=1,2,3, \ldots \text { (Eigenvalues) }
$$

and the corresponding solution:

$$
\phi_{\mathrm{n}}(\mathrm{x})=\sin \mathrm{k}_{\mathrm{n}} \mathrm{x}=\sin \frac{\mathrm{n} \pi}{\mathrm{~L}} \mathrm{x} \quad \mathrm{n}=1,2,3, \ldots \text { (Eigenfunctions) }
$$

Also for $\mathrm{k}=0$, it can be shown that $\mathrm{y} \equiv 0$.
The natural frequencies (or the critical angular speeds) are given by:

$$
\omega_{\mathrm{n}}=\mathrm{ck}_{\mathrm{n}}=\frac{\mathrm{cn} \pi}{\mathrm{~L}} \quad \mathrm{n}=1,2,3, \ldots
$$

As the angular speed (or forcing frequency) $\omega$ is increased from zero, the deflection stays small until the angular speed (or frequency) reaches $\omega_{n}$, thus:

$$
\begin{array}{ll}
y=0 & 0<\omega<\omega_{1} \\
y=A_{1} \phi_{1}=A_{1} \sin \frac{\pi}{L} x & \omega_{1}=\frac{\pi c}{L} \\
y=0 & \omega_{1}<\omega<\omega_{2} \\
y=A_{2} \phi_{2}=A_{2} \sin \frac{2 \pi}{L} x & \omega_{2}=\frac{2 \pi c}{L}
\end{array}
$$

It should be noted that each eigenfunction satisfies all the boundary conditions and the eigenfunction of order $n$ has one more null than the preceding one, i.e. $(\mathrm{n}-1)^{\text {st }}$ eigenfunction.

### 4.3 Longitudinal Vibration and Wave Propagation in Elastic Bars

Consider a bar of cross section A, Young's modulus E and mass density $\rho$, as shown in Fig. 4.3. Consider an element of the bar of length dx shown in Fig. 4.4.


Fig. 4.3: Elastic Bar


Fig 4.4: Element of a Vibrating Elastic Bar in Longitudinal Motion
Each cross section is assumed to deform by $\mathrm{u}^{*}(\mathrm{x}, \mathrm{t})$ along the axis of the rod as shown in Fig. 4.4. Let $u^{*}(x, t)$ be the deformation at location $x$ and at time $t$, then the deformation at location $x+d x$ and $t$ is:

$$
u_{x+d x}^{*} \cong u_{x}^{*}+\frac{\partial u^{*}}{\partial x} d x
$$

then the elastic strain as defined by:

$$
\text { strain } \varepsilon=\frac{\text { deformation }}{\text { original length }} \cong \frac{\mathrm{u}_{\mathrm{x}}^{*}+\left(\partial \mathrm{u}^{*} / \partial \mathrm{x}\right) \mathrm{dx}-\mathrm{u}_{\mathrm{x}}^{*}}{\mathrm{dx}} \cong \frac{\partial \mathrm{u}^{*}}{\partial \mathrm{x}}
$$

and the corresponding elastic stress using Hooke's law becomes:

$$
\operatorname{stress} \sigma=\mathrm{E} \frac{\partial \mathrm{u} *}{\partial \mathrm{x}}
$$

The total elastic force F on a cross-section can be computed as:

$$
\mathrm{F}=\mathrm{A} \sigma=\mathrm{AE} \frac{\partial \mathrm{u}^{*}}{\partial \mathrm{x}}
$$

The equation of equilibrium of forces on an element satisfies Newton's second law:

$$
\mathrm{F}_{\mathrm{x}+\mathrm{dx}}-\mathrm{F}_{\mathrm{x}}+\mathrm{f} *(\mathrm{x}, \mathrm{t}) \mathrm{dx}=\rho \mathrm{A} \cdot \frac{\partial^{2} \mathrm{u}^{*}}{\partial^{2}} \mathrm{dx}
$$

or

$$
\begin{aligned}
& \left(A E \frac{\partial u^{*}}{\partial x}\right)_{x+d x}-\left(A E \frac{\partial u^{*}}{\partial x}\right)_{x} \\
& \quad=\frac{\partial}{\partial x}\left(A E \frac{\partial u^{*}}{\partial x}\right) d x+\frac{\partial^{2}}{\partial x^{2}}\left(A E \frac{\partial u^{*}}{\partial x}\right) \frac{(d x)^{2}}{2}+\ldots=\rho A \frac{\partial^{2} u^{*}}{\partial t^{2}} d x-f *(x, t) d x
\end{aligned}
$$

where $f^{*}(x, t)$ is the distributed load per unit length. Linearizing the equation, one obtains the wave equation for an elastic bar:

$$
\begin{equation*}
\frac{\partial}{\partial \mathrm{x}}\left(\mathrm{EA} \frac{\partial \mathrm{u} *}{\partial \mathrm{x}}\right)=\rho \mathrm{A} \frac{\partial^{2} \mathrm{u}^{*}}{\partial \mathrm{t}^{2}}-\mathrm{f} * \tag{4.3a}
\end{equation*}
$$

If the material of the bar is homogeneous, then the Young's modulus E is constant, and (4.3a) becomes:

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(A \frac{\partial u^{*}}{\partial x}\right)=\frac{1}{c^{2}} A \frac{\partial^{2} u^{*}}{\partial t^{2}}-\frac{f^{*}}{E} \tag{4.3b}
\end{equation*}
$$

where the sound speed of longitudinal waves in the bar c is:

$$
\mathrm{c}^{2}=\mathrm{E} / \rho
$$

If the cross sectional area is constant (independent of the shape of the area along the length of the bar), then the wave equation (4.3b) simplifies to:

$$
\begin{equation*}
\frac{\partial^{2} u^{*}}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u^{*}}{\partial t^{2}}-\frac{\mathrm{f}^{*}}{A E} \tag{4.4}
\end{equation*}
$$

For a bar that is vibrating with a circular frequency $\omega$, under the influence of a timeharmonic load $\mathrm{f}^{*}$, i.e. $\mathrm{f} *(\mathrm{x}, \mathrm{t})=\mathrm{f}(\mathrm{x}) \sin \omega \mathrm{t}, \mathrm{u} *(\mathrm{x}, \mathrm{t})=\mathrm{u}(\mathrm{x}) \sin \omega \mathrm{t}$, eq. (4.5) becomes:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathrm{u}}{\mathrm{dx}^{2}}+\mathrm{k}^{2} \mathrm{u}=-\frac{\mathrm{f}}{\mathrm{AE}} \quad \mathrm{k}=\frac{\omega}{\mathrm{c}} \tag{4.5}
\end{equation*}
$$

The natural (physical) boundary conditions can be any of the following types:
(i) Fixed end

$$
\mathrm{u}^{*}=0
$$


(ii) Free end $\mathrm{AE} \partial \mathrm{u}^{*} / \partial \mathrm{x}=0$

(iii) Elastically supported by a linear spring:

Left end:

$$
\operatorname{AE} \partial u^{*} / \partial \mathrm{x}-\gamma \mathrm{u}^{*}=0
$$



Right end: $\quad A E \partial u^{*} / \partial x+\gamma u^{*}=0$

where $\gamma$ is the elastic constant of the spring.

## Example 4.5 Longitudinal Vibration of a Bar

Obtain the natural frequencies and the mode shapes of a longitudinally vibrating uniform homogeneous rod of constant cross-section. The rod is fixed at $\mathrm{x}=0$ and elastically supported at $x=L$.

DE: $\quad \frac{d^{2} u}{{d x^{2}}^{2}}+k^{2} u=0 \quad 0 \leq x \leq L$

$$
\mathrm{BC}: \quad u(0)=0 \quad \text { and } \quad \mathrm{AE} \frac{\mathrm{du}}{\mathrm{dx}}+\left.\gamma \mathrm{u}\right|_{\mathrm{x}=\mathrm{L}}=0
$$

The solution to the homogeneous equation is:

$$
\mathbf{u}=\mathrm{C}_{1} \sin k x+C_{2} \cos k x
$$

which is substituted in the two homogeneous boundary conditions:

$$
u(0)=0=C_{2}
$$

and

$$
\mathrm{C}_{1}\left[\mathrm{k} \cos \mathrm{~kL}+\frac{\gamma}{\mathrm{AE}} \sin \mathrm{~kL}\right]=0
$$

For non-trivial solution, the bracketed expression must vanish resulting in the following characteristic equation:

$$
\tan \alpha=-\frac{\mathrm{AE}}{\gamma \mathrm{~L}} \alpha \quad \text { where } \quad \alpha=\mathrm{kL}
$$

The roots of the transcendental equation on $\alpha_{n}$ can only be obtained numerically. An estimate of the location of the roots can be obtained by plotting the two parts of the equation as shown in Fig. 4.5. There is an infinite number of roots $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \ldots$. Note that the roots for large values of $n$ approach:

$$
\underset{n \gg 1}{\alpha_{n}} \rightarrow \frac{2 n+1}{2} \pi
$$

Thus, the resonant frequencies of the finite rod are given by:

$$
\omega_{\mathrm{n}}=\mathrm{ck}_{\mathrm{n}}=\mathrm{c} \frac{\alpha_{\mathrm{n}}}{\mathrm{~L}} \quad \mathrm{n}=1,2,3, \ldots
$$

the eigenvalues are given in terms of the roots $\alpha_{n}$ :

$$
\lambda_{\mathrm{n}}=\mathrm{k}_{\mathrm{n}}^{2}=\frac{\alpha_{\mathrm{n}}^{2}}{\mathrm{~L}^{2}} \quad \mathrm{n}=1,2,3, \ldots
$$

and the corresponding eigenfunctions (mode shapes) are given by:

$$
\phi_{\mathrm{n}}=\sin \mathrm{k}_{\mathrm{n}} \mathrm{x}=\sin \alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}} \quad \mathrm{n}=1,2,3, \ldots
$$

The root $\alpha_{0}=0$ corresponds to a trivial solution, thus, it is not an eigenvalue.


Fig. 4.5
It should be noted that the eigenfunctions $\phi_{n}(x)$ have $n$ nulls, which makes sketching them easier.

### 4.4 Vibration, Wave Propagation and Whirling of Beams

The vibration of beams or the whirling of shafts can be considered as a similar dynamic system to the vibration or whirling of strings. Consider a beam of mass density $\rho$, cross-sectional area A and cross-sectional area moment of inertia $I$, which is acted upon by distributed forces $\mathrm{f}(\mathrm{x})$, and is rotated about its axis by an angular speed $\omega$, as shown in Fig. 4.6. If the beam deforms from its straight line configuration, then one considers an element of the deformed beam, where the shear $V$ and the moment $M$ exerted by the other parts of the beam on the element are shown in Fig. 4.7.


Fig 4.6: Undeformed Beam

The equation of equilibrium of forces in the $y$-direction becomes:

$$
V_{x}+\rho \omega^{2} y A d x+\int_{x}^{x+d x} f(\eta) d \eta-V_{x+d x}=0
$$

Expanding the shear at $\mathrm{x}+\mathrm{dx}$ by a Taylor series about x :

$$
V_{x+d x}=V_{x}+\frac{d V_{x}}{d x} d x+\ldots
$$

then an equilibrium equation results of the form:

$$
\frac{d V_{x}}{d x}=\rho \omega^{2} A y+f(x)
$$



Fig. 4.7: Element of a Deformed Beam in Flexure

Taking the equilibrium of the moment about the left end of the element, one obtains:

$$
V_{x+d x} d x+M_{x}-M_{x+d x}-\int_{x}^{x+d x} f(\eta)(\eta-x) d \eta-\rho \omega^{2} A y \frac{(d x)^{2}}{2}=0
$$

Again, expanding $V_{x+d x}$ and $M_{x+d x}$ by a Taylor's series about $x$ and using the mean value for the integral as $\mathrm{dx} \rightarrow 0$, results in the following relationship between the moment and the shear:

$$
\mathrm{V}_{\mathrm{x}}=\frac{\mathrm{dM} \mathrm{M}_{\mathrm{x}}}{\mathrm{dx}}
$$

Thus, the equation of motion becomes:

$$
\frac{d^{2} M_{x}}{d x^{2}}=\rho \omega^{2} A y+f(x)
$$

The constitutive relations for the beam under the action of moments $M_{x}$ and $M_{x+d x}$ can be developed by considering the element in Fig. 4.8 of length s. The element's two cross sections at its ends undergoes a rotation about the neutral axis, so that the element subtends an angle ( $\mathrm{d} \theta$ ) and has a radius of curvature $R$. The element undergoes rotation (d $\theta$ ) and elongation $\Delta$ at a location z :

$$
\frac{\mathrm{ds}}{\mathrm{R}}=\mathrm{d} \theta=\frac{\Delta}{\mathrm{z}}
$$

Thus, the local strain, defined as the longitudinal deformation at z per unit length is given by:


Fig. 4.8: Element of a Beam Deformed in Flexure

$$
\operatorname{strain} \varepsilon=\frac{\Delta}{\mathrm{ds}}=\frac{\mathrm{z}}{\mathrm{R}}
$$

and the local stress is given by Hooke's Law:

$$
\operatorname{strain} \sigma=\mathrm{E} \varepsilon=\frac{\mathrm{Ez}}{\mathrm{R}}
$$

Integrating the moment of the stress, due to the stress field at z over the cross-sectional area of the beam gives:

$$
\text { Moment } M_{x}=\int_{A} \sigma z d A=\frac{E}{R} \int_{A} z^{2} d A=\frac{E I}{R}
$$

where $I=\int z^{2} d A$ is the moment of inertia of the cross-sectional area $A$. A
Since the radius of curvature is defined by:

$$
\frac{1}{\mathrm{R}}=\frac{\mathrm{d} \theta}{\mathrm{ds}} \approx \frac{\mathrm{~d}^{2} \mathrm{y}}{\mathrm{dx}^{2}}
$$

for small slopes, then the moment is obtained in terms of the second derivative of the displacement y, i.e.:

$$
\mathrm{M}_{\mathrm{x}}=\mathrm{EI} \frac{\mathrm{~d}^{2} \mathrm{y}}{\mathrm{dx}^{2}}
$$

and the equation of motion for the beam becomes:

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}}\left(E I \frac{d^{2} y}{d x^{2}}\right)=\rho \omega^{2} A y+f(x) \tag{4.6}
\end{equation*}
$$

If the functions EI and A are constants, then the equation of motion for the beam eq. (4.6) simplifies to:

$$
\begin{equation*}
\frac{d^{4} y}{d x^{4}}-\beta^{4} y=\frac{f(x)}{E I} \tag{4.7}
\end{equation*}
$$

where the wave number $\beta$ is defined by:

$$
\beta^{4}=\frac{\rho \mathrm{A}}{\mathrm{EI}} \omega^{2}
$$

The wave equation for a time dependent displacement of a vibrating beam $y^{*}(x, t)$ can be obtained by replacing the centrifugal force by the inertial force $\left(-\rho A \frac{\partial^{2} y^{*}}{\partial t^{2}} d x\right)$.
Replacing $\mathrm{d} / \mathrm{dx}$ by $\partial / \partial \mathrm{x}$ such that eq. (4.6) becomes the wave equation for a beam:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left(E I \frac{\partial^{2} y^{*}}{\partial x^{2}}\right)+\rho A \frac{\partial^{2} y^{*}}{\partial t^{2}}=f^{*}(x, t) \tag{4.8}
\end{equation*}
$$

where $y^{*}=y^{*}(x, t)$ and $f^{*}=f^{*}(x, t)$.
If the motion as well as the applied force are time-harmonic, i.e.:

$$
y^{*}=y(x) \sin \omega t
$$

$$
\mathrm{f}^{*}=\mathrm{f}(\mathrm{x}) \sin \omega \mathrm{t}
$$

then the ordinary differential equation governing harmonic vibration of the beam reduces to the same equation for whirling of beams (4.6).

The natural boundary conditions for the beams takes any one of the following nine pairs:
(i) fixed end:

$$
y=0 \quad \frac{d y}{d x}=0
$$


(ii) simply supported:

$$
y=0 \quad \text { EI } \frac{d^{2} y}{d x^{2}}=0
$$


(iii) free end:

$$
\text { EI } \frac{d^{2} y}{d x^{2}}=0 \quad \frac{d}{d x}\left(E I \frac{d^{2} y}{d x^{2}}\right)=0
$$


(iv) free-fixed end:

$$
\frac{d y}{d x}=0 \quad \frac{d}{d x}\left(E I \frac{d^{2} y}{d x^{2}}\right)=0
$$


(v) elastically supported end by transverse elastic spring of stiffness $\gamma$ :


The + and - signs refer to the left and right ends, respectively.
(vi) free-fixed end with a transverse elastic spring of stiffness $\gamma$ :

$$
\frac{d}{d x}\left(E I \frac{d^{2} y}{d x^{2}}\right) \pm \gamma y=0 \quad \frac{d y}{d x}=0
$$



The sign convention as in (v) above.
(vii) free end elastically supported by a helical elastic spring of stiffness $\alpha$ :


The + and - signs refer to the left and right ends respectively.
(viii) hinged and elastically supported by a helical elastic spring of stiffness $\alpha$ :

$$
E I \frac{d^{2} y}{d x^{2}} \mp \alpha \frac{d y}{d x}=0 \quad y=0
$$



The sign convention as in (vii).
(ix) elastically supprted end by transverse and helical springs of stiffnesses $\gamma$ and $\alpha$ :


The sign convention is the same as in (vi) \& (vii).

## Example 4.6 Whirling of a Fixed Shaft

Obtain the critical speeds of a rotating shaft whose length is $L$ and ends are fixed:
DE: $\quad \frac{d^{4} y}{d x^{4}}-\beta^{4} y=0$
BC:
$y(0)=0$
$y^{\prime}(0)=0$
$y(L)=0$
$y^{\prime}(\mathrm{L})=0$

The solution of the ordinary differential equation with constant coefficients takes the form:

$$
y=A \sin \beta x+B \cos \beta x+C \sinh \beta x+D \cosh \beta x
$$

Satisfying the four boundary conditions:

$$
\begin{array}{ll}
y(0)=0 & B+D=0 \\
y^{\prime}(0)=0 & A+C=0 \\
y(L)=0 & A \sin \beta L+B \cos \beta L+C \sinh \beta L+D \cosh \beta L=0 \\
y^{\prime}(L)=0 & A \cos \beta L-B \sin \beta L+C \cosh \beta L+D \sinh \beta L=0
\end{array}
$$



Fig. 4.9
For a non-trivial solution, the determinant of the arbitrary constants A, B, C and D must vanish, i.e.:

$$
\left|\begin{array}{cccc}
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
\sin \beta L & \cos \beta L & \sinh \beta L & \cosh \beta L \\
\cos \beta L & -\sin \beta L & \cosh \beta \mathrm{~L} & \sinh \beta \mathrm{~L}
\end{array}\right|=0
$$

The determinant reduces to the following transcendental equation:

$$
\cosh \mu \cos \mu=1 \quad \text { (Characteristic Equation) } \quad \text { where } \quad \mu=\beta \mathrm{L}
$$

The roots can be obtained numerically by rewriting the equation:

$$
\cos \mu=1 / \cosh \mu
$$

where the two sides of the equality can be sketched as shown in Fig. 4.9.
The roots can be estimated from the sketch above and obtained numerically through the use of numerical methods such as the Newton-Raphson Method. The first four roots of the transcendental equation are listed below:

$$
\begin{array}{ll}
\mu_{0}=0 & \mu_{1}=\beta_{1} L=4.730 \\
\mu_{2}=\beta_{2} L=7.853 & \mu_{3}=\beta_{3} L=10.966
\end{array}
$$

Denoting the roots by $\mu_{n}$, then $\beta_{n}=\mu_{n} / L, n=0,1,2, \ldots$ and the eigenvalues become:

$$
\lambda_{n}=\beta_{n}^{4}=\mu_{n}^{4} / L^{4} \quad n=1,2,3, \ldots
$$

One can obtain the constants in terms of ratios by using any three of the four equations representing the boundary conditions. Thus, the constants B, C, and D can be found in terms of $A$ as follows:

$$
\begin{aligned}
& \frac{B}{A}=-\frac{\sinh \mu_{n}-\sin \mu_{n}}{\cosh \mu_{n}-\cos \mu_{n}}=-\frac{D}{A}=\xi_{n} \\
& \frac{C}{A}=-1
\end{aligned}
$$

which, when substituted in the solution, results in the eigenfunctions:


Fig. 4.10: First Three Eigenfunctions

$$
\phi_{\mathrm{n}}(\mathrm{x})=\sin \mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}-\sinh \mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}+\xi_{\mathrm{n}}\left[\cos \mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}-\cosh \mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right] \quad \mathrm{n}=1,2, \ldots
$$

The root $\mu_{0}=0$ is dropped, since it leads to the trivial solution $\phi_{0}=0$.
The critical speeds $\omega_{n}$ can be evaluated as:

$$
\omega_{\mathrm{n}}=\sqrt{\frac{\mathrm{EI}}{\rho A}} \frac{\mu_{\mathrm{n}}^{2}}{\mathrm{~L}^{2}} \quad \mathrm{n}=1,2,3, \ldots
$$

A plot of the first three eigenfunctions is shown in Fig. 4.10.

### 4.5 Waves in Acoustic Horns

Consider a tube (horn) of cross-sectional area A, filled with a compressible fluid, having a density $\rho^{*}(\mathrm{x}, \mathrm{t})$. Let $\mathrm{v}^{*}(\mathrm{x}, \mathrm{t})$ and $\mathrm{p}^{*}(\mathrm{x}, \mathrm{t})$ represent the particle velocity and the pressure at a cross-section $x$, respectively. Consider an element of the fluid of length $d x$ and a unit cross-section, shown in Fig. 4.11.

Then, the equation of motion for the element becomes:

$$
\mathrm{p}_{\mathrm{x}}^{*}-\mathrm{p}_{\mathrm{x}+\mathrm{dx}}^{*}=\frac{\mathrm{d}}{\mathrm{dt}} \int_{\mathrm{x}}^{\mathrm{x}+\mathrm{dx}} \rho^{*}(\eta, \mathrm{t}) \mathrm{v} *(\eta, \mathrm{t}) \mathrm{d} \eta
$$



Fig. 4.11: Element of an Acoustic Medium in a Horn

Expanding the pressure $\mathrm{p}_{\mathrm{x}+\mathrm{dx}}^{*}$ by Taylor's series about x and obtaining the mean value of the integral as $\mathrm{dx} \rightarrow 0$, one obtains:

$$
-\frac{\partial p^{*}}{\partial x}=\rho^{*} \frac{d v^{*}}{d t}=\rho^{*}\left(\frac{\partial v^{*}}{\partial t}+v^{*} \frac{\partial v^{*}}{\partial x}\right) \approx \rho_{0} \frac{\partial v^{*}}{\partial t}
$$

where

$$
\frac{\partial v^{*}}{\partial \mathrm{t}} \gg \mathrm{v}^{*} \frac{\partial \mathrm{v}^{*}}{\partial \mathrm{x}}
$$

and $\rho_{0}(x)$ is the quasi-static density. This is known as Euler's Equation.
The mass of an element dx inside the tube, as in Fig. 4.11, is conserved, such that:

$$
\frac{d}{d t}\left(A \rho^{*} d x\right)=\rho_{0} A_{x} v_{x}^{*}-\rho_{0} A_{x+d x} v_{x+d x}^{*}
$$

or

$$
\mathrm{A} \frac{\mathrm{~d} \rho^{*}}{\mathrm{dt}} \approx \mathrm{~A} \frac{\partial \rho^{*}}{\partial \mathrm{t}}=-\rho_{0} \frac{\partial}{\partial \mathrm{x}}\left(\mathrm{~A} \mathrm{v}^{*}\right)
$$

The constitutive equation relating the pressure in the fluid to its density is given by:

$$
\mathrm{p}^{*}=\mathrm{p}^{*}\left(\rho^{*}\right)
$$

so that the time rate of change of the pressure is given by:

$$
\frac{d p^{*}}{d t}=\frac{d p^{*}}{d \rho^{*}} \frac{d \rho^{*}}{d t} \approx c^{2} \frac{d \rho^{*}}{d t}
$$

where c is the speed of sound in the acoustic medium

$$
\frac{d p^{*}}{d \rho^{*}} \approx c^{2}
$$

and the pressure is given by:

$$
\mathrm{p}^{*} \approx \rho_{0} \mathrm{c}^{2}+\mathrm{p}_{0}
$$

with $p_{0}$ being the ambient pressure. Thus, the continuity equation becomes:

$$
A \frac{\partial \rho^{*}}{\partial t}=\frac{A}{c^{2}} \frac{\partial p^{*}}{\partial t}=-\rho_{0} \frac{\partial}{\partial x}\left(A v^{*}\right)
$$

Differentiating the last equation with respect to $t$, it becomes:

$$
\frac{A}{c^{2}} \frac{\partial^{2} p^{*}}{\partial t^{2}}=-\rho_{0} \frac{\partial}{\partial x}\left(A \frac{\partial v^{*}}{\partial t}\right)
$$

Multiplying Euler's equation by $A$ and differentiating it with respect to $x$, one obtains:

$$
-\frac{\partial}{\partial x}\left(A \frac{\partial p^{*}}{\partial x}\right)=\rho_{0} \frac{\partial}{\partial x}\left(A \frac{\partial v^{*}}{\partial t}\right)=-\frac{A}{c^{2}} \frac{\partial^{2} p^{*}}{\partial t^{2}}
$$

which, upon rearranging, gives the wave equation for an acoustic horn:

$$
\begin{equation*}
\frac{1}{A} \frac{\partial}{\partial x}\left(\mathrm{~A} \frac{\partial \mathrm{p}^{*}}{\partial \mathrm{x}}\right)=\frac{1}{\mathrm{c}^{2}} \frac{\partial^{2} \mathrm{p}^{*}}{\partial \mathrm{t}^{2}} \tag{4.9}
\end{equation*}
$$

It can be shown that if $v^{*}=-\partial \phi^{*} / \partial \mathrm{x}$, where $\phi^{*}$ is a velocity potential, then:

$$
\mathrm{p}^{*}=\rho_{0} \frac{\partial \phi^{*}}{\partial \mathrm{t}}
$$

such that velocity potential $\phi^{*}$ satisfies the following differential equation:

$$
\begin{equation*}
\frac{1}{\mathrm{~A}} \frac{\partial}{\partial \mathrm{x}}\left(\mathrm{~A} \frac{\partial \phi^{*}}{\partial \mathrm{x}}\right)=\frac{1}{\mathrm{c}^{2}} \frac{\partial^{2} \phi^{*}}{\partial \mathrm{t}^{2}} \tag{4.10}
\end{equation*}
$$

If the motion is harmonic in time, such that:

$$
p^{*}(x, t)=p(x) e^{i \omega t} \quad \text { and } \quad v^{*}(x, t)=v(x) e^{i \omega t}
$$

then the wave equation for an acoustic horn becomes:

$$
\begin{equation*}
\frac{1}{\mathrm{~A}} \frac{\mathrm{~d}}{\mathrm{dx}}\left(\mathrm{~A} \frac{\mathrm{dp}}{\mathrm{dx}}\right)+\mathrm{k}^{2} \mathrm{p}=0 \quad \mathrm{k}=\omega / \mathrm{c} \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
v=-\frac{1}{i \omega \rho} \frac{d p}{d x} \tag{4.12}
\end{equation*}
$$

The natural boundary conditions take one of the two following forms:
(i) open end $\mathrm{p}=0$
(ii) rigid end $\quad v=0 \quad$ or $\quad d p / d x=0$

## Example 4.7 Resonances of an Acoustic Horn of Variable Cross-section

Obtain the natural frequencies of an acoustic horn, having a length L and a crosssectional area varying according to the following law:
$A(x)=A_{0} x / L$
$A_{0}$ being a reference area and the end $x=L$ is rigidly closed.
DE: $\quad \frac{1}{x} \frac{d}{d x}\left(x \frac{d p}{d x}\right)+k^{2} p=0 \quad k=\omega / c$
or

$$
x^{2} p^{\prime \prime}+x p^{\prime}+k^{2} x^{2} p=0
$$

The end $x=L$ has a zero particle velocity:
$\mathrm{BC}: \quad \frac{\mathrm{dp}(\mathrm{L})}{\mathrm{dx}}=0$
The acoustic pressure is bounded in the horn, so that $p(0)$ must be bounded. The solution to the differential equation is given by:

$$
\mathrm{p}(\mathrm{x})=\mathrm{C}_{1} \mathrm{~J}_{0}(\mathrm{kx})+\mathrm{C}_{2} \mathrm{Y}_{0}(\mathrm{kx})
$$

Since $\mathrm{Y}_{0}(\mathrm{kx})$ becomes unbounded at $\mathrm{x}=0$, then one must set $\mathrm{C}_{2} \equiv 0$. The boundary condition at $\mathrm{x}=\mathrm{L}$ is then satisfied:

$$
\mathrm{v}(\mathrm{~L})=0 \equiv \frac{\mathrm{dp}(\mathrm{~L})}{\mathrm{dx}}=\mathrm{C}_{1} \mathrm{k} \frac{\mathrm{dJ}_{0}(\mathrm{~kL})}{\mathrm{dkL}}=-\mathrm{C}_{1} \mathrm{~kJ}(\mathrm{~kL})=0 \quad \text { (Characteristic equation) }
$$



Fig. 4.12: First Three Eigenfunctions
The roots of the characteristic equation (Section 3.15) and the corresponding eigenfunctions become:

$$
\begin{array}{ll}
\mathrm{k}_{0} \mathrm{~L}=0 & \phi_{0}=1 \\
\mathrm{k}_{1} \mathrm{~L}=3.832 & \phi_{1}=\mathrm{J}_{0}(3.832 \mathrm{x} / \mathrm{L}) \\
\mathrm{k}_{2} \mathrm{~L}=7.016 & \phi_{2}=\mathrm{J}_{0}(7.016 \mathrm{x} / \mathrm{L}) \\
\mathrm{k}_{3} \mathrm{~L}=10.17 & \phi_{3}=\mathrm{J}_{0}(10.17 \mathrm{x} / \mathrm{L})
\end{array}
$$

A plot of the first three modes is shown in Figure 4.12.

### 4.6 Stability of Compressed Columns

Consider a column of length L , having a cross-sectional area A, and moment of inertia I, being compressed by a force P as shown in Fig. 4.13.

If the beam is displaced laterally from out of its straight shape, then the moment at any cross-section becomes:

$$
\mathrm{M}_{\mathrm{x}}=-\mathrm{Py}
$$

which, when substituting $M_{x}$ in Section (4.4) gives the following equation governing the stability of a compressed column:

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}}\left(E I \frac{d^{2} y}{d x^{2}}\right)+P \frac{d^{2} y}{d x^{2}}=f(x) \tag{4.13}
\end{equation*}
$$

Equation (4.13) can be integrated twice to give the following differential equation:

$$
\begin{equation*}
\text { EI } \frac{d^{2} y}{d x^{2}}+P y=\iint f(\eta) d \eta d \eta+C_{1}+C_{2} x \tag{4.14}
\end{equation*}
$$



Fig. 4.13. Column Under $P_{\mathrm{o}}$ Load

## Example 4.8 Stability of an Elastic Column

Obtain the critical loads and the corresponding buckling shapes of a compressed column fixed at $x=0$ and elastically supported free-fixed end at $x=L$. The column has a constant cross-section. The equation of the compressed column is:

DE: $\quad \frac{d^{2} y}{d x^{2}}+\frac{P}{E I} y=C_{1}+C_{2} x$
with boundary conditions specified as:

$$
\begin{array}{ll}
\mathrm{BC}: & \mathrm{y}(0)=0 \\
& \mathrm{y}^{\prime}(0)=0 \\
& \frac{\mathrm{~d}^{3} \mathrm{y}}{\mathrm{dx}^{3}}(\mathrm{~L})-\frac{\gamma}{E I} \mathrm{y}(\mathrm{~L})=0 \\
& \mathrm{y}^{\prime}(\mathrm{L})=0
\end{array}
$$

The solution becomes:

$$
\begin{array}{ll}
y=C_{1}+C_{2} x+C_{3} \sin r x+C_{4} \cos r x & \text { where } \\
y(0)=0 & C_{1}+C_{4}=0 \\
y^{\prime}(0)=0 & C_{2}+\mathrm{rC}_{3}=0 \\
y^{\prime}(\mathrm{L})=0 & C_{2}+\mathrm{rC}_{3} \cos r \mathrm{~L}-\mathrm{rC}_{4} \sin \mathrm{rL}=0 \\
\mathrm{y}^{\prime \prime \prime}(\mathrm{L})-\frac{\xi}{\mathrm{L}^{3}} \mathrm{y}(\mathrm{~L})=0 & -\frac{\xi}{\mathrm{L}^{3}} \mathrm{C}_{1}-\frac{\xi}{\mathrm{L}^{3}} \mathrm{C}_{2} \mathrm{~L}+\mathrm{C}_{3}\left(-\mathrm{r}^{3} \cos \mathrm{rL}-\frac{\xi}{\mathrm{L}^{3}} \sin \mathrm{rL}\right) \\
& +C_{4}\left(\mathrm{r}^{3} \sin \mathrm{rL}-\frac{\xi}{\mathrm{L}^{3}} \cos \mathrm{rL}\right)=0
\end{array}
$$

where

$$
\xi=\frac{\gamma \mathrm{L}^{3}}{E I}
$$

For a non-trivial solution, the determinant of the coefficients of $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}$, and $\mathrm{C}_{4}$ must vanish, resulting in the following characteristic equation:

$$
\cos \alpha+\left(\frac{\alpha}{2}-\frac{\alpha^{3}}{2 \xi}\right) \sin \alpha=1 \quad \text { where } \alpha=\mathrm{rL}
$$

The characteristic equation can be simplified further as follows:

$$
\left(\sin \frac{\alpha}{2}\right)\left[\left(\frac{\alpha}{2}-\frac{\alpha^{3}}{2 \xi}\right) \cos \frac{\alpha}{2}-\sin \frac{\alpha}{2}\right]=0
$$

All possible roots are the roots of either one of the following two characteristic equations:
(i) $\sin \frac{\alpha}{2}=0$
where $\quad \alpha_{n}=2 n \pi$
$\mathrm{n}=0,1,2, \ldots$
and
(ii) $\tan \frac{\alpha}{2}=\frac{\alpha}{2}-\frac{\alpha^{3}}{2 \xi}=\frac{\alpha}{2}-\frac{4}{\xi}\left(\frac{\alpha}{2}\right)^{3}$

The roots of the second equation are sketched in Fig. 4.14.


Fig. 4.14
$\alpha_{0}=0, \alpha_{1}$ falls between $\sqrt{\xi}$ and an integer number of $2 \pi$, etc., and
$\operatorname{Lim} \alpha_{n} \rightarrow(2 n-1) \pi \quad n \gg 1$
For example, if $\xi=4$, then the roots are:
$\alpha_{0}=0, \alpha_{1}=4.74, \alpha_{2}=9.52 \approx 3 \pi$
Thus, the roots resulting from the two equations can be arranged in ascending values as follows:
$0,4.74,6.28,9.52,12.50 \ldots$
The eigenfunctions corresponding to these eigenvalues are:
(i) $\phi_{\mathrm{n}}=1-\cos 2 \mathrm{n} \pi \mathrm{x} / \mathrm{L} \quad \mathrm{n}=1,2,3, \ldots$
for $\alpha_{n}$ being the roots of (i)
(ii) $\phi_{n}=1-\cos \left(\alpha_{n} x / L\right)-\cot \left(\alpha_{n} / 2\right)\left(\alpha_{n} x / L-\sin \alpha_{n} x / L\right)$
where $\alpha_{n}$ are the roots of (ii).
Note that if $\alpha_{n} \rightarrow(2 n-1) \pi$ for $n \gg 1$, then:
$\phi_{n} \rightarrow 1-\cos \alpha_{n} x / L$
$n \gg 1$
Also note that $\alpha_{0}=0$ gives a trivial solution in either case.

### 4.7 Ideal Transmission Lines (Telegraph Equation)

Consider a lossless transmission line carrying an electric current, having an inductance per unit length $L$ and a capacitance per unit length $C$. Consider an element of the wire of length $d x$ shown in Fig. 4.15, with I and $V$ representing the current and the voltage, respectively. Thus:

$$
V_{x}-V_{x+d x}=\text { voltage drop }=(L d x) \partial I / \partial t
$$

also
$I_{x}-I_{x+d x}=$ decrease in current $=(C d x) \partial V / \partial t$
Thus, the two equations can be linearized as follows:

$$
\begin{aligned}
& -\frac{\partial V}{\partial x}=L \frac{\partial I}{\partial t} \\
& -\frac{\partial I}{\partial x}=C \frac{\partial V}{\partial t}
\end{aligned}
$$



Fig. 4.15: Element of an Electrical Transmission Line
Both equations combine to give differential equations on V and I as follows:

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x^{2}}=\operatorname{LC} \frac{\partial^{2} V}{\partial^{2}} \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} I}{\partial x^{2}}=\operatorname{LC} \frac{\partial^{2} I}{\partial^{2}} \tag{4.16}
\end{equation*}
$$

If the time dependence of the voltage and current is harmonic as follows:

$$
\begin{aligned}
& V(x, t)=\bar{V}(x) e^{i \omega t} \\
& I(x, t)=\bar{I}(x) e^{i \omega t}
\end{aligned}
$$

then eqs. (4.15) and (4.16) become:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \overline{\mathrm{~V}}}{\mathrm{dx}^{2}}+\frac{\omega^{2}}{\mathrm{c}^{2}} \overline{\mathrm{~V}}=0 \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \overline{\mathrm{I}}}{\mathrm{dx}^{2}}+\frac{\omega^{2}}{\mathrm{c}^{2}} \overline{\mathrm{I}}=0 \tag{4.18}
\end{equation*}
$$

where $L C=1 / \mathrm{c}^{2}$.
The natural boundary conditions for transmission lines can be one of the two following types:
(i) shorted end $\overline{\mathrm{V}}=0$ or $\frac{d \overline{\mathrm{I}}}{\mathrm{dx}}=0$
(ii) open end $\overline{\mathrm{I}}=0$ or $\frac{\mathrm{d} \overline{\mathrm{V}}}{\mathrm{dx}}=0$


Fig. 4.16: Element of a Circular Bar Twisted in Torsion.

### 4.8 Torsional Vibration of Circular Bars

Consider a bar of cross sectional area A, polar area moment of inertia J, mass density $\rho$ and shear modulus $G$. The bar is twisted about its axis by torque $M$ twisting the bar cross section by an angle $\theta^{*}(\mathrm{x}, \mathrm{t})$ at a station x as shown in Fig. 4.16.

Shear strain at $\mathrm{r}=\frac{\mathrm{r} \theta^{*}(\mathrm{x}+\mathrm{dx}, \mathrm{t})-\mathrm{r} \theta^{*}(\mathrm{x}, \mathrm{t})}{\mathrm{dx}}=\mathrm{r} \frac{\partial \theta^{*}}{\partial \mathrm{x}}$
Shear stress at $r=\operatorname{Gr} \frac{\partial \theta^{*}}{\partial \mathrm{x}}$

$$
\text { Torque } \mathrm{M}=\int_{\mathrm{A}}\left(\mathrm{G} \frac{\partial \theta^{*}}{\partial \mathrm{x}}\right) \mathrm{r}^{2} \mathrm{dA}=\mathrm{GJ} \frac{\partial \theta^{*}}{\partial \mathrm{x}}
$$

where the polar moment of inertia $J$ is given by:

$$
\mathrm{J}=\int_{\mathbf{A}} \mathrm{r}^{2} \mathrm{dA}
$$

The equilibrium equation of the twisting element becomes:

$$
M_{x+d x}-M_{x}+f^{*}(x, t) d x=(\rho d x) J \frac{\partial^{2} \theta^{*}}{\partial t^{2}}
$$

Thus:

$$
\begin{equation*}
\frac{\partial M}{\partial x}=\frac{\partial}{\partial x}\left(G J \frac{\partial \theta^{*}}{\partial x}\right)=\rho J \frac{\partial^{2} \theta^{*}}{\partial t^{2}}-\mathrm{f}^{*} \tag{4.19}
\end{equation*}
$$

where $f^{*}(x, t)$ is the distributed external torque. If $G$ is constant, then the torsional wave equation becomes:

$$
\begin{equation*}
\frac{1}{\mathrm{~J}} \frac{\partial}{\partial \mathrm{x}}\left(\mathrm{~J} \frac{\partial \theta^{*}}{\partial \mathrm{x}}\right)=\frac{1}{\mathrm{c}^{2}} \frac{\partial^{2} \theta^{*}}{\partial \mathrm{t}^{2}}-\frac{\mathrm{f}^{*}}{\mathrm{GJ}} \tag{4.20}
\end{equation*}
$$

where c is the shear sound speed in the bar defined by:

$$
c^{2}=G / \rho
$$

If $f^{*}(x, t)=f(x) \sin \omega t$ and $\theta *(x, t)=\theta(x) \sin \omega t$, then eq. (4.20) becomes:

$$
\begin{equation*}
\frac{1}{J} \frac{d}{d x}\left(\mathrm{~J} \frac{\mathrm{~d} \theta}{\mathrm{dx}}\right)+\mathrm{k}^{2} \theta=-\frac{\mathrm{f}}{\mathrm{GJ}} \tag{4.21}
\end{equation*}
$$

If the polar moment of inertia $J$ is constant, then:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \theta}{\mathrm{dx}^{2}}+\mathrm{k}^{2} \theta=-\frac{\mathrm{f}}{\mathrm{GJ}} \tag{4.22}
\end{equation*}
$$

The natural boundary conditions take one of the following forms:
(i) fixed end $\theta=0$

(ii) free end

$$
\mathrm{M}=\mathrm{GJ} \frac{\partial \theta}{\partial \mathrm{x}}=0
$$

"
(iii) elastically supported end by helical spring

$$
\mathrm{GJ} \frac{\partial \theta}{\partial \mathrm{x}} \mp \alpha \theta=0
$$



The + and - signs refer to the BC's at the right and left sides.

### 4.9 Orthogonality and Orthogonal Sets of Functions

The concept of orthogonality of a pair of functions $f_{1}(x)$ and $f_{2}(x)$ can be defined through an integral over a range $[\mathrm{a}, \mathrm{b}]$ :

$$
\left(f_{1}(x), f_{2}(x)\right)=\int_{a}^{b} f_{1}(x) f_{2}(x) d x
$$

If the functions $f_{1}(x)$ and $f_{2}(x)$ are orthogonal, then:

Define the norm of $f(x)$ as:

$$
N(f(x))=\int_{a}^{b}[f(x)]^{2} d x
$$

A set of orthogonal functions $\left\{\mathrm{f}_{\mathrm{i}}(\mathrm{x})\right\} \mathrm{i}=1,2, \ldots$ is one where every pair of functions of the set is orthogonal, i.e. a set $\left\{\mathrm{f}_{\mathrm{m}}(\mathrm{x})\right\}$ is an orthogonal set if:

$$
\begin{array}{rlrl}
\int_{a}^{b} f_{m}(x) f_{n}(x) d x & =0 & m & m n \\
& =N\left(f_{m}(x)\right) & & m=n
\end{array}
$$

If one defines:

$$
g_{n}(x)=\frac{f_{n}(x)}{\sqrt{N\left(f_{n}(x)\right)}}
$$

then the orthogonal set $\left\{g_{n}(x)\right\}$ is called an Orthonormal set, since:

$$
\int_{a}^{b} g_{n}(x) g_{m}(x) d x=\delta_{m n}
$$

$$
\text { where the Kronecker delta } \begin{array}{rlr}
\delta_{\mathrm{m} \mathrm{n}} & =1 & \mathrm{n}=\mathrm{m} \\
& =0 & \mathrm{n} \neq \mathrm{m}
\end{array}
$$

In some cases, a set of functions $\left\{\mathrm{f}_{\mathrm{n}}(\mathrm{x})\right\}$ is orthogonal with respect to a "Weighting Function" w(x) if:

$$
\left(f_{n}, f_{m}\right) \equiv \int_{a}^{b} w(x) f_{n}(x) f_{m}(x) d x=0 \quad m \neq n
$$

where the norm of $\mathrm{f}_{\mathrm{n}}(\mathrm{x})$ is defined as:

$$
N\left(f_{n}(x)\right)=\int_{a}^{b} w(x) f_{n}^{2}(x) d x
$$

A more formal definition of orthogonality, one that can be applied to real as well as complex functions, takes the following form:

$$
\int_{a}^{b} \mathrm{f}_{\mathrm{n}}(\mathrm{z}) \overline{\mathrm{f}}_{\mathrm{m}}(\mathrm{z}) \mathrm{dz}=0 \quad \mathrm{n} \neq \mathrm{m}
$$

where $\bar{f}$ is the complex conjugate function of $f$. The norm is then defined as:

$$
N\left(f_{n}(z)\right)=\int_{a}^{b} f_{n}(z) \bar{f}_{n}(z) d z=\int_{a}^{b}\left|f_{n}(z)\right|^{2} d z
$$

## Example 4.9

(i) The set $\mathrm{g}_{\mathrm{n}}(\mathrm{x})=\frac{\sin \left(\frac{\mathrm{n} \pi}{\mathrm{L}} \mathrm{x}\right)}{\sqrt{\mathrm{L} / 2}} \quad \mathrm{n}=1,2,3, \ldots$ in $0 \leq \mathrm{x} \leq \mathrm{L}$
constitutes an orthonormal set, where:

$$
\frac{2}{L} \int_{0}^{\mathrm{L}} \sin \left(\frac{\mathrm{n} \pi}{\mathrm{~L}} \mathrm{x}\right) \sin \left(\frac{\mathrm{m} \pi}{\mathrm{~L}} \mathrm{x}\right) \mathrm{dx}=\delta_{m n}
$$

(ii) The set $g_{n}(x)=\frac{J_{0}\left(\alpha_{n} x / L\right)}{L_{1}\left(\alpha_{n}\right) / \sqrt{2}} \quad n=1,2,3, \ldots$ in $0 \leq x \leq L$ constitutes an orthonormal set, where $\left\{\mathrm{g}_{\mathrm{n}}(\mathrm{x})\right.$ \} is orthogonal with $\mathrm{w}(\mathrm{x})=\mathrm{x}$ :

$$
\frac{2}{L^{2} J_{1}^{2}\left(\alpha_{n}\right)} \int_{0}^{L} x J_{0}\left(\alpha_{n} x / L\right) J_{0}\left(\alpha_{m} x / L\right) d x=\delta_{m n}
$$

where $\alpha_{n}$ are the roots of $\mathrm{J}_{0}\left(\alpha_{n}\right)=0$.
(iii) The set $\mathrm{g}_{\mathrm{n}}(\mathrm{x})=\frac{\mathrm{e}^{\mathrm{inx}}}{\sqrt{2 \pi}} \quad \mathrm{n}=0,1,2, \ldots$ in $-\pi \leq \mathrm{x} \leq \pi$ constitutes an orthonormal set where:

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i n x} \overline{e^{i m x}} d x=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i n x} e^{-i m x} d x=\delta_{m n}
$$

### 4.10 Generalized Fourier Series

Consider an infinite orthonormal set $\left\{\mathrm{g}_{\mathrm{n}}(\mathrm{x})\right\}$ orthogonal over $[\mathrm{a}, \mathrm{b}]$. Then one can approximate any arbitrary function $F(x)$ defined on $[a, b]$ in terms of a finite series of the functions $\mathrm{g}_{\mathrm{m}}(\mathrm{x})$. Let:

$$
\begin{equation*}
F(x)=c_{1} g_{1}+c_{2} g_{2}+\ldots+c_{N} g_{N}=\sum_{m=1}^{N} c_{m} g_{m}(x) \tag{4.23}
\end{equation*}
$$

then multiplying the equality by $\mathrm{g}_{\mathrm{n}}(\mathrm{x})$, n being any integer number $1 \leq \mathrm{n} \leq \mathrm{N}$, and integrating on $[\mathrm{a}, \mathrm{b}]$, one obtains:

$$
\int_{a}^{b} F(x) g_{n}(x) d x=\sum_{m=1}^{N} c_{m} \int_{a}^{b} g_{m}(x) g_{n}(x) d x=c_{n}
$$

since every term vanishes because of the orthogonality of the set $\left\{g_{n}(x)\right\}$, except for the term $m=n$. Thus the coefficient of the expansion, called the Fourier Coefficient ${ }_{\perp}$ becomes:

$$
c_{m}=\int_{a}^{b} F(x) g_{m}(x) d x
$$

and $\mathrm{F}(\mathrm{x})$ can be represented by a series of orthonormal functions as follows:

$$
\begin{equation*}
F(x) \sim \sum_{m=1}^{N} g_{m}(x)\left(\int_{a}^{b} F(\eta) g_{m}(\eta) d \eta\right) \quad a \leq x \leq b \tag{4.24}
\end{equation*}
$$

The series representation of (4.24) is called the Generalized Fourier Series corresponding to $\mathrm{F}(\mathrm{x})$. The symbol $\sim$, used for the representation instead of an equality, refers to the possibility that the series may not converge to $F(x)$ at some point or points in $[\mathrm{a}, \mathrm{b}]$. If an orthonormal set $\left\{\mathrm{g}_{\mathrm{n}}\right.$ \} extends to an infinite dimensional space, then $\mathbf{N}$ extends to infinity.

The Generalized Fourier Series is the best approximation in the mean to a function $F(x)$. Consider a finite number of an orthonormal set as follows:

$$
\sum_{m=1}^{n} k_{m} g_{m}(x)
$$

then one can show that the best least square approximation to $F(x)$ is that where $\mathrm{c}_{\mathrm{m}}=\mathrm{k}_{\mathrm{m}}$. The square of the error J between the function $\mathrm{F}(\mathrm{x})$ and its representation, defined as:

$$
J=\int_{a}^{b}\left[F(x)-\sum_{m=1}^{n} k_{m} g_{m}(x)\right]^{2} d x \geq 0
$$

must be minimized. The square of the error is expanded as:

$$
J=\int_{a}^{b} F^{2} d x-2 \sum_{m=1}^{n} k_{m} \int_{a}^{b} F(x) g_{m}(x) d x+\int_{a}^{b}\left[\sum_{m=1}^{n} k_{m} g_{m}(x)\right]\left[\sum_{r=1}^{n} k_{r} g_{r}(x)\right] d x
$$

Since the set $\left\{\mathrm{g}_{\mathrm{m}}\right.$ \} is an orthonormal set, then J becomes:

$$
\begin{aligned}
J & =\int_{a}^{b} F^{2} d x-2 \sum_{m=1}^{n} c_{m} k_{m}+\sum_{m=1}^{n} k_{m}^{2} \geq 0 \\
& =\int_{a}^{b} F^{2} d x+\sum_{m=1}^{n}\left[\left(k_{m}-c_{m}\right)^{2}-c_{m}^{2}\right] \geq 0 \\
& =\int_{a}^{b} F^{2} d x-\sum_{m=1}^{n} c_{m}^{2}+\sum_{m=1}^{n}\left(k_{m}-c_{m}\right)^{2} \geq 0
\end{aligned}
$$

To minimize J , which is positive, then one must choose $\mathrm{k}_{\mathrm{m}}=\mathrm{c}_{\mathrm{m}}$. Thus, the series:

$$
\sum_{m=1}^{n} c_{m} g_{m}(x)
$$

is the best approximation in the mean to the function $F(x)$. Since $J \geq 0$, then:

$$
\int_{a}^{b} F^{2} d x \geq \sum_{m=1}^{n} c_{m}^{2}
$$

The above inequality is not restricted to a specific number $n$, thus:

$$
\begin{equation*}
\int_{a}^{b} \mathrm{~F}^{2} \mathrm{dx} \geq \sum_{\mathrm{m}=1}^{\infty} \mathrm{c}_{\mathrm{m}}^{2} \tag{4.25}
\end{equation*}
$$

Since $\int_{a}^{b} F^{2} d x$ is finite, then the Fourier Coefficients $c_{m}$ must constitute a convergent series, i.e.:

$$
\operatorname{Lim}_{m \rightarrow \infty} c_{m}=\left[\int_{a}^{b} F(x) g_{m} d x\right] \rightarrow 0
$$

A necessary and sufficient condition for an orthonormal set $\left\{\mathrm{g}_{\mathrm{n}}(\mathrm{x})\right\}$ to be complete is that:

$$
\int_{a}^{b} F^{2}(x) d x=\sum_{m=1}^{\infty} c_{m}^{2}
$$

The generalized Fourier series representing a function $\mathrm{F}(\mathrm{x})$ is unique. Thus two functions represented by the same generalized Fourier series must be equal, if the set $\left\{\mathrm{g}_{\mathrm{n}}\right\}$ is complete.

If an orthonormal set is complete and continuous, and if the generalized Fourier series corresponding to $\mathrm{F}(\mathrm{x})$ is uniformly convergent in $[\mathrm{a}, \mathrm{b}]$, then the series converges uniformly to $F(x)$ on $[a, b]$, if $F(x)$ is continuous.

Similar expansions to eq. (4.24) can be developed, if the orthonormal set $\left\{\mathrm{g}_{\mathrm{n}}(\mathrm{x})\right\}$ is orthonormal with respect to a weighting function $\mathrm{w}(\mathrm{x})$ as follows:

$$
\mathrm{F}(\mathrm{x})=\sum_{\mathrm{m}=1}^{\infty} \mathrm{c}_{\mathrm{m}} \mathrm{~g}_{\mathrm{m}}(\mathrm{x})
$$

where

$$
c_{m}=\int_{a}^{b} w(x) F(x) g_{m}(x) d x
$$

and

$$
\begin{equation*}
\int_{a}^{b} w(x) g_{m}(x) g_{n}(x) d x=\delta_{m n} \tag{4.26}
\end{equation*}
$$

### 4.11 Adjoint Systems

Consider the linear $\mathrm{n}^{\text {th }}$ order differential operator L :

$$
\begin{equation*}
L y=\left[a_{0}(x) \frac{d^{n}}{d x^{n}}+a_{1}(x) \frac{d^{n-1}}{d x^{n-1}}+\ldots+a_{n-1}(x) \frac{d}{d x}+a_{n}(x)\right] y=0 \quad a \leq x \leq b \tag{4.27}
\end{equation*}
$$

where $a_{0}(x)$ does not vanish in $[a, b]$ and the coefficients $a_{i}, i=0,1,2, \ldots n$ are continuous and differentiable ( $n-1$ ) times, then define the linear $n^{\text {th }}$ order differential operator $K$ :

$$
\begin{align*}
K y= & (-1)^{n} \frac{d^{n}}{d x^{n}}\left[a_{0}(x) y\right]+(-1)^{n-1} \frac{d^{n-1}}{d x^{n-1}}\left[a_{1}(x) y\right]+(-1)^{n-2} \frac{d^{n-2}}{d x^{n-2}}\left[a_{2}(x) y\right] \\
& -\frac{d}{d x}\left[a_{n-1}(x) y\right]+a_{n}(x) y \tag{4.28}
\end{align*}
$$

as the Adjoint operator to the operator L. The differential equation:

$$
\mathrm{Ky}=0
$$

is the adjoint differential equation of (4.27).
The operator L and its adjoint operator K satisfy the following identity:

$$
\begin{equation*}
v L u-u K v=\frac{d}{d x} P(u, v) \tag{4.29}
\end{equation*}
$$

where

$$
\begin{equation*}
P(u, v)=\sum_{m=0}^{n-1} \frac{d^{m} u}{d x^{m}}\left\{\sum_{k=0}^{n-m-1}(-1)^{k} \frac{d^{k}}{d x^{k}}\left(a_{n-m-k-1}(x) v\right)\right\} \tag{4.30}
\end{equation*}
$$

Equation (4.29) is known as Lagrange's Identity.
The determinant $\Delta(x)$ of the coefficients of the bilinear form of $u^{(i)} v^{(i)}$ becomes:

$$
\begin{equation*}
\Delta(\mathrm{x})= \pm\left[\mathrm{a}_{0}(\mathrm{x})\right]^{\mathrm{n}} \tag{4.31}
\end{equation*}
$$

which does not vanish in $\mathrm{a} \leq \mathrm{x} \leq \mathrm{b}$.
Integrating (4.29), one obtains Green's formula having the form:

$$
\begin{equation*}
\int_{a}^{b}(v L u-u K v) d x=\left.P(u, v)\right|_{a} ^{b} \tag{4.32}
\end{equation*}
$$

The determinant of the bilinear form of the right side of (4.32) becomes:

$$
\left|\begin{array}{ll}
\Delta(\mathrm{a}) & 0 \\
0 & \Delta(\mathrm{~b})
\end{array}\right|=\Delta(\mathrm{a}) \Delta(\mathrm{b})=\left[\mathrm{a}_{0}(\mathrm{a}) \mathrm{a}_{0}(\mathrm{~b})\right]^{\mathrm{n}} \neq 0
$$

If the operators $K=L$, then the operator $L$ and $K$ are called Self-Adjoint.
As an example, take the general second order differential equation:

$$
L y=a_{0}(x) y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=0
$$

then the adjoint operator $K$ becomes:

$$
\begin{aligned}
K y & =\left(a_{0} y\right)^{\prime \prime}-\left(a_{1} y\right)^{\prime}+a_{2} y \\
& =a_{0} y^{\prime \prime}+\left(2 a_{0}^{\prime}-a_{1}\right) y^{\prime}+\left(a_{0}^{\prime \prime}-a_{1}^{\prime}+a_{2}\right) y
\end{aligned}
$$

which is not equal to $L y$ in general and hence the operator $L$ is not self-adjoint. If the operator $L$ is self-adjoint, then the following equalities must hold:

$$
a_{1}=2 a_{0}^{\prime}-a_{1} \quad \text { and } \quad a_{2}=a_{0}^{\prime \prime}-a_{1}^{\prime}+a_{2}
$$

which can be satisfied by one relationship, namely:

$$
a_{0}^{\prime}=a_{1}
$$

which is not true in general. However, one can change the second order operator $L$ by a suitable function multiplier so that it becomes self-adjoint, an operation that is valid only for the second order operator. Hence, if one multiplies the operator $L_{1}$ by an undetermined function $\mathrm{z}(\mathrm{x})$, then:

$$
L_{1} y=z L y
$$

so that $L_{1}$ is self-adjoint, then each coefficient is multiplied by $z(x)$. Since the condition for self-adjoincy requires that the differential of the first coefficient of $L$ equals the second, then:

$$
\left(\mathrm{za}_{0}\right)^{\prime}=\mathrm{za}_{1}
$$

which is rewritten as:

$$
\frac{z^{\prime}}{z}=\frac{a_{1}-a_{0}^{\prime}}{a_{0}}
$$

The function z can be obtained readily by integrating the above differentials:

$$
z=\frac{1}{a_{0}(x)} \exp \left[\int \frac{a_{1}(\eta)}{a_{0}(\eta)} d \eta\right]=\frac{p(x)}{a_{0}(x)}
$$

Using the multiplier function $z(x)$, the self-adjoint operator $L_{1}$ can be rewritten as:

$$
\begin{aligned}
L_{1} y & =p(x) y^{\prime \prime}+\frac{a_{1}(x)}{a_{0}(x)} p(x) y^{\prime}+\frac{a_{2}(x)}{a_{0}(x)} p(x) y \\
& =\left[\frac{d}{d x}\left(p \frac{d}{d x}\right)+q\right] y
\end{aligned}
$$

where

$$
p(x)=\exp \left[\int^{x} \frac{a_{1}(\eta)}{a_{0}(\eta)} d \eta\right]
$$

and

$$
\begin{equation*}
q(x)=\frac{a_{2}(x)}{a_{0}(x)} p(x) \tag{4.33}
\end{equation*}
$$

Thus, any second order, linear differential equation can be transformed to a form that is self-adjoint. The method used to change a second order differential operator $L$ to
become self-adjoint cannot be duplicated for higher order equations. In general if the order n is an odd integer, then that operator cannot be self-adjoint, since that requires that $a_{0}(x)=-a_{0}(x)$. It should be noted that if the order $n$ of the differential operator $L$ is an odd integer, then the differential equation is not invariant to coordinate inversion, i.e. the operator is not the same if x is changed to ( -x ). Therefore, if the independent variable x is a spatial coordinate, then the operator L , representing the system's governing equation, would have a change of sign of the coefficient of its highest derivative if $x$ is changed to (-x). This would lead to a solution that is drastically different from that due to an uninverted operator $L$. Thus, a differential operator $L$ which represent a physical system's governing equation on a spatial coordinate $x$ cannot have an odd order $n$.

In general, a physical system governed by a differential operator $L$ on a spatial coordinate is self-adjoint if the system satisfies the law of conservation of energy. Thus, if the governing equations are derived from a Lagrangian function representing the total energy of a system, then, the differential operator $L$ is self-adjoint. A general form of a linear, non-homogeneous ( $2 n)^{\text {th }}$ order differential operator $L$ which is self-adjoint can be written as follows:

$$
\begin{align*}
& L y= \sum_{k=0}^{k=n}(-1)^{k} \frac{d^{k}}{d x^{k}}\left[p_{n-k}(x) \frac{d^{k} y}{d x^{k}}\right] \\
&=(-1)^{n}\left[p_{0} y^{(n)}\right]^{(n)}+(-1)^{n-1}\left[p_{1} y^{(n-1)}\right]^{(n-1)}+\ldots-\left[p_{n-1} y^{\prime}\right]+p_{n} y=f(x) \\
& a \leq x \leq b \tag{4.34}
\end{align*}
$$

### 4.12 Boundary Value Problems

As mentioned earlier, the solution of a system is unique iff n conditions on the function $y$ and its derivatives up to ( $\mathrm{n}-1$ ) are specified at the end points a and b . Thus, a general form of non-homogeneous boundary conditions can be written as follows:

$$
\begin{equation*}
U_{i}(y)=\sum_{k=0}^{n-1}\left[\alpha_{i k} y^{(k)}(a)+\beta_{i k} y^{(k)}(b)\right]=\gamma_{i} \quad i=1,2,3, \ldots, n \tag{4.35}
\end{equation*}
$$

where $\alpha_{i k}, \beta_{i k}$ and $\gamma_{\mathrm{i}}$ are real constants. The boundary conditions in (4.35) must be independent. This means that the determinant:

$$
\operatorname{det}\left[\alpha_{\mathrm{ij}}, \beta_{\mathrm{ij}}\right] \neq 0
$$

The non-homogeneous differential equation (4.27) and the non-homogeneous boundary conditions (4.35) constitute a general form of boundary value problems. A necessary and sufficient condition for the solution of such problems to be unique, is that the equivalent homogeneous system:

$$
\begin{aligned}
& \mathrm{Ly}=0 \\
& \mathrm{U}_{\mathrm{i}}(\mathrm{y})=0 \quad \mathrm{i}=1,2, \ldots, \mathrm{n}
\end{aligned}
$$

has only the trivial solution $y \equiv 0$. Thus, an $(\mathrm{n})^{\text {th }}$ order self-adjoint operator given in eq. (4.27) has $n$ independent solutions $\left\{y_{i}(x)\right\}$. Thus, since the set of $n$ homogeneous
conditions given in eq. (4.35) are independent, then the solution of the differential eq. (4.34) can be written as:

$$
y=y_{p}(x)+\sum_{i=1}^{n} C_{i} y_{i}(x)
$$

where $\mathrm{C}_{\mathrm{i}}$ are arbitrary constants. Since the set of n non-homogeneous boundary conditions in eq. (4.35) are independent, then there exists a non-vanishing unique set of constants [ $\mathrm{C}_{\mathrm{i}}$ ] which satisfies these boundary conditions.

A homogeneous boundary value problem consists of an $\mathrm{n}^{\text {th }}$ differential operator and a set of $n$ linear boundary conditions, i.e.:

$$
\begin{align*}
& \mathrm{Lu}=0  \tag{4.27}\\
& \mathrm{U}_{\mathrm{i}}(\mathrm{u})=0 \quad \mathrm{i}=1,2, \ldots \mathrm{n} \tag{4.35}
\end{align*}
$$

An adjoint system to that defined above is defined by:

$$
\begin{align*}
& \mathrm{Kv}=0  \tag{4.28}\\
& \mathrm{~V}_{\mathrm{i}}(\mathrm{v})=0 \tag{4.36}
\end{align*} \quad \mathrm{i}=1,2, \ldots \mathrm{n} . l
$$

where the homogeneous boundary conditions (4.36) are obtained by substituting the boundary conditions $U_{i}(u)=0$ in (4.35) into:

$$
\begin{equation*}
\left.P(u, v)\right|_{a} ^{b}=0 \tag{4.37}
\end{equation*}
$$

with the bilinear form $\mathrm{P}(\mathrm{u}, \mathrm{v})$ being given in (4.30). If the operator L is a self-adjoint operator, i.e. if $K=L$, then the boundary conditions can be shown to be identical, i.e.:

$$
\begin{equation*}
U_{i}(u)=V_{i}(u) \tag{4.38}
\end{equation*}
$$

## Example 4.10

For the operator:

$$
L y=a_{0}(x) y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y=0 \quad a \leq x \leq b
$$

the adjoint operator is given by:

$$
K y=\left(a_{0} y\right)^{\prime \prime}-\left(a_{1} y\right)^{\prime}+a_{2} y=0
$$

The bilinear form $\mathrm{P}(\mathrm{u}, \mathrm{v})$ is given by:

$$
\left.P(u, v)\right|_{a} ^{b}=u\left[a_{1} v-\left(a_{0} v\right)^{\prime}\right]+\left.u^{\prime}\left[a_{0} v\right]\right|_{a} ^{b}=0
$$

(i) Consider the boundary condition pair on $u$ given by:

$$
u(a)=0 \quad \text { and } \quad u(b)=0
$$

and substitution into (4.37) results in the following:

$$
\left.u^{\prime}\left(a_{0} v\right)\right|_{a} ^{b}=u^{\prime}(b)\left[a_{0}(b) v(b)\right]-u^{\prime}(a)\left[a_{0}(a) v(a)\right]=0
$$

Since $u(b)=0$ then $u^{\prime}(b)$ is an arbitrary constant. Similarly since $u(b)=0$, then $u^{\prime}(a)$ is also arbitrary. For arbitrary constants $u^{\prime}(a)$ and $u^{\prime}(b)$, the relation can be satisfied if:
$\mathrm{v}(\mathrm{a})=0 \quad$ and $\quad \mathrm{v}(\mathrm{b})=0$
(ii) If $u^{\prime}(a)=0 \quad$ and $u(b)=0$
then one obtains the following when substituted into $\mathrm{P}(u, v)=0$ :
$u^{\prime}(b)\left[a_{0}(b) v(b)\right]-u(a)\left[a_{1}(a) v(a)-\left(a_{0}(a) v(a)\right)^{\prime}\right]=0$
Since $u^{\prime}(a)=0$ then $u(a)$ is arbitrary. Similarly, since $u(b)=0$, then $u^{\prime}(b)$ is arbitrary. Thus, the boundary conditions $V_{i}(v)=0$ are:
$a_{1}(a) v(a)-\left[a_{0}(a) v(a)\right]^{\prime}=0$
and
$v(b)=0$

### 4.13 Eigenvalue Problems

An eigenvalue problem is a system that satisfies a differential equation with an unspecified arbitrary constant $\lambda$ and satisfying a homogeneous or non-homogeneous set of boundary conditions.

Consider a general form of a homogeneous eigenvalue problem:

$$
\begin{equation*}
\mathrm{Ly}+\lambda \mathrm{My}=0 \tag{4.39}
\end{equation*}
$$

$$
\mathrm{U}_{\mathrm{i}}(\mathrm{y})=0 \quad \mathrm{i}=1,2, \ldots, \mathrm{n}
$$

where L is given by (4.27) and the boundary conditions by (4.35). The operator M is an $\mathrm{m}^{\text {th }}$ order differential operator where $\mathrm{m}<\mathrm{n}$ and $\lambda$ is an arbitrary constant.

A general form of a self-adjoint homogeneous eigenvalue problem takes the following form:

$$
\begin{array}{ll}
\mathrm{Ly}+\lambda \mathrm{My}=0 & \mathrm{a} \leq \mathrm{x} \leq \mathrm{b} \\
\mathrm{U}_{\mathrm{i}}(\mathrm{y})=0 & \mathrm{i}=1,2, \ldots, 2 \mathrm{n} \tag{4.40}
\end{array}
$$

where $L$ and $M$ are linear self-adjoint operators of order $2 n$ and $2 m$ respectively, where:

$$
\begin{align*}
& L y=\sum_{k=0}^{n}(-1)^{k} \frac{d^{k}}{d x^{k}}\left[p_{n-k} \frac{d^{k} y}{d x^{k}}\right]  \tag{4.41}\\
& M y=\sum_{k=0}^{m}(-1)^{k} \frac{d^{k}}{d x^{k}}\left[q_{m-k} \frac{d^{k} y}{d x^{k}}\right] n>m
\end{align*}
$$

$\lambda$ is an undetermined parameter, and $\mathrm{U}_{\mathrm{i}}(\mathrm{y})=0$ are 2 n homogeneous boundary conditions having the form given in (4.35).

Define a Comparison Function $u(x)$ as an arbitrary function that has $2 n$ continuous derivatives and satisfies the boundary conditions $\mathrm{U}_{\mathrm{i}}(\mathrm{u})=0, \mathrm{i}=1,2, \ldots, 2 \mathrm{n}$. For self-adjoint eigenvalue problems the following integrals vanish:

$$
\int_{\mathbf{a}}^{\mathbf{b}}(u L v-v L u) d x=0
$$

and

$$
\begin{equation*}
\int_{a}^{b}(u M v-v M u) d x=0 \tag{4.42}
\end{equation*}
$$

where $\mathbf{u}$ and v are arbitrary comparison functions.
The expression for $\mathrm{P}(\mathrm{u}, \mathrm{v})$ in (4.30) that corresponds to a differential operator L or M given in (4.40) becomes:

$$
\begin{align*}
\int_{a}^{b}(u L v-v L u) d x=\left.P(v, u)\right|_{a} ^{b}= & \sum_{k=1}^{n} \sum_{r=0}^{k-1}(-1)^{k+r}\left\{u^{(r)}\left[p_{n-k} v^{(k)}\right]^{(k-r-1)}\right. \\
& \left.-v^{(r)}\left[p_{n-k} u^{(k)}\right]^{(k-r-1)}\right\}_{a}^{b}=0 \tag{4.43}
\end{align*}
$$

Similar expression for $P(v, u)$ for the differential operator $M$ can be developed by substituting $m$ and $q_{i}$ in (4.43) for $n$ and $p_{i}$, respectively. It is obvious that the right side of (4.43) must vanish for the system to be self-adjoint.

An Eigenvalue problem is called Positive Definite if, for every non-vanishing comparison function u , the following inequalities hold:
b

and
$\int_{a}^{b} \mathbf{u} \operatorname{Mudx}>0$

## Example 4.11

Examine the following eigenvalue problem for self-adjointness and positivedefiniteness:

$$
\begin{array}{lll}
y^{\prime \prime}+\lambda r(x) y=0 & r(x)>0 & a \leq x \leq b \\
y(a)=0 & y(b)=0 &
\end{array}
$$

For this problem the operators $L$ and $M$, defined as:

$$
\mathrm{L}=\frac{\mathrm{d}^{2}}{\mathrm{dx}} \quad \quad \mathrm{M}=\mathrm{r}(\mathrm{x})
$$

are self-adjoint. Let $u$ and $v$ be comparison functions, such that:

$$
u(a)=v(a)=0 \quad u(b)=v(b)=0
$$

Thus, to establish if the system is self-adjoint, one substitutes into eq. (4.42):

$$
\int_{a}^{b}\left(u v^{\prime \prime}-v u^{\prime \prime}\right) d x=u v^{\prime}-\left.v u^{\prime}\right|_{a} ^{b}-\int_{a}^{b}\left(u^{\prime} v^{\prime}-v^{\prime} u^{\prime}\right) d x=0
$$

and

$$
\int_{\mathbf{a}}^{\mathbf{b}}(u r v-v r u) d x=0
$$

which proves that the eigenvalue problem is self-adjoint. To establish that the problem is also positive definite, substitute $L$ and $M$ into eq. (4.44):
$\int_{a}^{b} u u^{\prime \prime} d x=\left.u u^{\prime}\right|_{a} ^{b}-\int_{a}^{b}\left(u^{\prime}\right)^{2} d x=-\int_{a}^{b}\left(u^{\prime}\right)^{2} d x<0$
$\int_{a}^{b} \mathrm{uru}=\int_{\mathrm{a}}^{\mathrm{b}} \mathrm{ru}^{2} \mathrm{dx}>0 \quad$ since $\mathrm{r}(\mathrm{x})>0$
which indicates that the eigenvalue problem is also positive definite.

### 4.14 Properties of Eigenfunctions of Self-Adjoint Systems

Self-adjoint eigenvalue problems have few properties unique to this system.
(i) Orthogonal eigenfunctions

If the eigenvalue problem is self-adjoint, then the eigenfunctions are orthogonal. Let $\phi_{\mathrm{n}}$ and $\phi_{\mathrm{m}}$ be any two eigenfunctions corresponding to different eigenvalues $\lambda_{\mathrm{n}}$ and $\lambda_{m}$, then each satisfies its respective differential equation, i.e.:

$$
L \phi_{n}+\lambda_{n} M \phi_{n}=0 \quad \text { and } \quad L \phi_{m}+\lambda_{m} M \phi_{m}=0
$$

where $\mathrm{n} \neq \mathrm{m}$ and $\lambda_{\mathrm{n}} \neq \lambda_{\mathrm{m}}$.
Multiplying the first equation by $\phi_{\mathrm{m}}$, the second by $\phi_{\mathrm{n}}$, subtracting the resulting equations and integrating the final expression on [a,b], one obtains:


Since the system of differential operators and boundary conditions is self-adjoint, and since $\lambda_{n} \neq \lambda_{m}$, then the integral:

$$
\begin{array}{rlrl}
\int_{a}^{b} \phi_{m} M \phi_{\mathrm{n}} d x & =0 & & \mathrm{n} \neq \mathrm{m}  \tag{4.45}\\
& =N_{n} & n=m
\end{array}
$$

is a generalized form of an orthogonality integral, with $N_{n}$ being the normalization constant.
(ii) Real eigenfunctions and eigenvalues

If the system is self-adjoint and positive definite, then the eigenfunctions are real and the eigenvalues are real and positive. Assuming that a pair of eigenfunctions and eigenvalues are complex conjugates, i.e. let:

$$
\begin{array}{ll}
\phi_{n}=u_{n}(x)+i v_{n}(x) & \lambda_{n}=\alpha_{n}+i \beta_{n} \\
\phi_{n}^{*}=u_{n}(x)-i v_{n}(x) & \lambda_{n}^{*}=\alpha_{n}-i \beta_{n}
\end{array}
$$

then the orthogonality integral (4.45) results in the following integral:

$$
(\lambda-\lambda *) \int_{\mathrm{a}}^{\mathrm{b}} \phi_{\mathrm{n}} \mathrm{M} \phi_{\mathrm{n}}^{*} \mathrm{dx}=0
$$

Since the eigenvalues are complex, i.e. $\beta_{\mathrm{n}} \neq 0$, then:

$$
\int_{\mathrm{a}}^{\mathrm{b}} \phi_{\mathrm{n}} \mathrm{M} \phi_{\mathrm{n}}^{*} \mathrm{dx}=0
$$

which results in the following real integral:

$$
\int_{a}^{b}\left(u_{n} M u_{n}+v_{n} M v_{n}\right) d x=0
$$

Invoking the definition of a positive definite system, both of these integrals are positive, which indicates that the only complex eigenfunction possible is the null function, i.e., $u_{n}=v_{n}=0$. One can also show that the eigenvalues $\lambda_{n}$ are real and positive. Starting out with the differential equation satisfied by either $\phi_{n}$ or $\phi_{n}^{*}$, i.e.:

$$
L \phi_{n}+\lambda_{n} M \phi_{n}=0
$$

and multiplying this equation by $\phi_{\mathrm{n}}^{*}$ and integrating over $[\mathrm{a}, \mathrm{b}]$, one obtains an expression for $\lambda_{n}$ :

$$
\lambda_{n}=\alpha_{n}+i \beta_{n}=\frac{\int_{a}^{b} \phi_{n}^{*} L \phi_{n} d x}{\int_{a}^{b} \phi_{n}^{*} M \phi_{n} d x}=-\frac{\int_{a}^{b}\left(u_{n} L u_{n}+v_{n} L v_{n}\right) d x}{\int_{a}^{b}\left(u_{n} M u_{n}+v_{n} M v_{n}\right) d x}
$$

Since the system is positive definite and the integrands are real, then these integrals are real, which indicates that $\beta_{\mathrm{n}} \equiv 0$ and $\lambda_{\mathrm{n}}$ is real. Since the system is positive definite, then the eigenvalues $\lambda_{n}$ are also positive. Having established that the eigenvalues of a self-adjoint positive definite system are real and positive one can obtain a formula for $\lambda_{n}$. Starting with the equation satisfied by $\phi_{n}$ :

$$
L \phi_{\mathrm{n}}+\lambda_{\mathrm{n}} \mathrm{M} \phi_{\mathrm{n}}=0
$$

and multiplying the equation by $\phi_{\mathrm{n}}$ and integrating the resulting equation on $[\mathrm{a}, \mathrm{b}]$, one obtains:

$$
\begin{align*}
& \int_{\mathrm{a}}^{\mathrm{b}} \phi_{\mathrm{n}} \mathrm{~L} \phi_{n} \mathrm{dx}  \tag{4.46}\\
& -\frac{\mathrm{a}}{\mathrm{~b}}{ }_{\mathrm{a}} \phi_{\mathrm{n}} \mathrm{M} \phi_{\mathrm{n}} \mathrm{dx}
\end{align*}
$$

## (iii) Rayleigh quotient

The eigenvalues $\lambda_{n}$ obtained from eq. (4.46) require the knowledge of the exact form of the eigenfunction $\phi_{n}(x)$, which of course could have been obtained only if $\lambda_{n}$ is already known. However, one can obtain an approximate upper bound to these eigenvalues if one can estimate the form of the eigenfunction. Define the Rayleigh quotient $R(u)$ as:

$$
\begin{equation*}
R(u)=-\frac{\int_{a}^{b} u L u d x}{\int_{a}^{b} u M u d x} \tag{4.47}
\end{equation*}
$$

where u is a non-vanishing comparison function. It can be shown that for a selfadjoint and positive definite system:

$$
\lambda_{1}=\min \mathrm{R}(\mathrm{u})
$$

where $u$ runs through all possible non-vanishing comparison functions. It can also be shown that if $u$ runs through all possible comparison functions that are orthogonal to the first $r$ eigenfunctions, i.e.:

then

$$
\lambda_{r+1}=\min R(u)
$$

## Example 4.12

Obtain approximate values of the first two eigenvalues of the following system:

$$
\begin{array}{ll}
y^{\prime \prime}+\lambda y=0 & 0 \leq x \leq \pi \\
y(0)=0 & y(\pi)=0
\end{array}
$$

For this system, $\mathrm{L}=\mathrm{d}^{2} / \mathrm{dx}^{2}$ and $\mathrm{M}=1$ and hence the system is self-adjoint and also positive definite. Solving the problem exactly, one can show that it has the following eigenfunctions and eigenvalues:

$$
\phi_{n}(x)=\sin (n x)
$$

and

$$
\lambda_{n}=n^{2} \quad n=1,2,3, \ldots
$$

Using the definition of L and M , one can show that Rayleigh's quotient becomes:

$$
R(u)=-\frac{\int_{a}^{b} u u^{\prime \prime} d x}{\int_{a}^{b} u^{2} d x}=\frac{\int_{a}^{b}\left(u^{\prime}\right)^{2} d x}{\int_{a}^{b} u^{2} d x}
$$

where $\min [R(u)]=\lambda_{1}=1.00$
One can choose the following comparison functions which satisfies $u(0)=u(\pi)=0$ and has no other null between 0 and $\pi$, approximating $\phi_{1}(x)$ :

$$
u_{1}(x)= \begin{cases}x / \pi & 0 \leq x \leq \pi / 2 \\ 1-x / \pi & \pi / 2 \leq x \leq \pi\end{cases}
$$

which is not a proper comparison function, because $u^{\prime}$ is discontinuous. The Rayleigh quotient gives:

$$
\mathrm{R}_{1}(\mathrm{u})=+\frac{\int_{0}^{\pi / 2}(1 / \pi)^{2} d x+\int_{\pi / 2}^{\pi}(-1 / \pi)^{2} d x}{\int_{0}^{\pi / 2}(x / \pi)^{2} d x+\int_{\pi / 2}^{\pi}(1-x / \pi)^{2} d x}=\frac{12}{\pi^{2}}=1.23>1.00
$$

If one was to use a comparison function that is at least once differentiable, again approximating $\phi_{1}(x)$ such as:

$$
\begin{aligned}
& \mathrm{u}_{1}(\mathrm{x})=\mathrm{x}(\pi-\mathrm{x}) \\
& \mathrm{R}_{1}(\mathrm{u})=\frac{\int_{0}^{\pi}(\pi-2 \mathrm{x})^{2} \mathrm{dx}}{\int_{0}^{\pi} \mathrm{x}^{2}(\pi-\mathrm{x})^{2} \mathrm{dx}}=\frac{10}{\pi^{2}}=1.03>1.00
\end{aligned}
$$

which represents an error of 3 percent.
It can be seen that $R(u)>\lambda_{1}=1$, i.e. it is an upper bound to $\lambda_{1}$ and that the closer $u_{1}$ comes to $\sin \mathrm{x}$, the closer the Rayleigh quotient approaches $\lambda_{1}$.

To obtain an approximate value for $\lambda_{2}=4.00$, one can use a comparison function $u_{2}(x)$ that has one more null than $u_{1}(x)$, e.g.:

$$
\begin{aligned}
\mathbf{u}_{2}(\mathrm{x}) & =4 \mathrm{x} / \pi & & 0 \leq \mathrm{x} \leq \pi / 4 \\
& =2-4 \mathrm{x} / \pi & & \pi / 4 \leq \mathrm{x} \leq 3 \pi / 4 \\
& =-4+4 \mathrm{x} / \pi & & 3 \pi / 4 \leq \mathrm{x} \leq \pi
\end{aligned}
$$

whose $u^{\prime}$ is not continuous. Substituting $u_{2}(x)$ into $R(u)$, one obtains:

$$
\mathrm{R}_{2}(\mathrm{u})=4.86>4.00
$$

which has a 21 percent error. Using a comparison function which is at least once differentiable, e.g.:

$$
\begin{aligned}
u_{2}(x) & =x(\pi / 2-x) & & 0 \leq x \leq \pi / 2 \\
& =(x-\pi)(x-\pi / 2) & & \pi / 2 \leq x \leq \pi
\end{aligned}
$$

then the quotient gives:

$$
\mathrm{R}_{2}(\mathrm{u})=4.053>4.00
$$

One should note that the error is down to 1.3 percent for a comparison function which is at least once differentiable.

### 4.15 Sturm-Liouville System

The Sturm-Liouville (S-L) system is a special case of (4.40) limited to a second order eigenvalue problem. Starting with a general, second order operator with an arbitrary parameter:

$$
\begin{equation*}
a_{0}(x) y^{\prime \prime}+a_{1}(x) y^{\prime}+a_{2}(x) y+\lambda a_{3}(x) y=0 \quad a \leq x \leq b \tag{4.48}
\end{equation*}
$$

then one rewrites eq. (4.48) in a self-adjoint form by using a multiplier function to the differential equation in the form:

$$
\mu(x)=\frac{p(x)}{a_{0}(x)}
$$

where

$$
p(x)=\exp \left(\int a_{1}(x) / a_{0}(x) d x\right)
$$

then the differential equation can be rewritten in the form:

$$
\begin{equation*}
\left[p(x) y^{\prime}\right]^{\prime}+q(x) y+\lambda r(x) y=0 \quad a \leq x \leq b \tag{4.49}
\end{equation*}
$$

where

$$
\mathrm{q}(\mathrm{x})=\mathrm{a}_{2}(\mathrm{x}) \mathrm{p}(\mathrm{x}) / \mathrm{a}_{0}(\mathrm{x})
$$

and

$$
r(x)=a_{3}(x) p(x) / a_{0}(x)
$$

The two general boundary conditions that can be imposed on $y(x)$ may take the form:

$$
\begin{aligned}
& \alpha_{1} y(a)+\alpha_{2} y(b)+\alpha_{3} y^{\prime}(a)+\alpha_{4} y^{\prime}(b)=0 \\
& \beta_{1} y(a)+\beta_{2} y(b)+\beta_{3} y^{\prime}(a)+\beta_{4} y^{\prime}(b)=0
\end{aligned}
$$

The differential equation (4.49) is self-adjoint, i.e. the operators:

$$
L=\frac{d}{d x}\left[p \frac{d}{d x}\right]+q \quad \text { and } \quad M=r(x) \text { are self-adjoint. }
$$

In order that the system has orthogonal eigenfunctions and positive eigenvalues, the problem must be self-adjoint and positive definite (see 4.42 to 4.44 ). The problem is self-adjoint, if:

$$
\begin{align*}
& \int_{a}^{b}\left\{u\left[\left(p v^{\prime}\right)^{\prime}+q v\right]-v\left[\left(p u^{\prime}\right)^{\prime}+q u\right]\right\} d x=\left.P(v, u)\right|_{a} ^{b}=\left.p(x)\left[u v^{\prime}-v u^{\prime}\right]\right|_{a} ^{b}=0 \\
& =p(b)\left[u(b) v^{\prime}(b)-u^{\prime}(b) v(b)\right]-p(a)\left[u(a) v^{\prime}(a)-u^{\prime}(a) v(a)\right]=0 \tag{4.50}
\end{align*}
$$

Eliminating in turn $y(a)$ and $y^{\prime}(a)$ from the boundary conditions, one obtains:

$$
\begin{align*}
& \gamma_{13} y(a)+\gamma_{23} y(b)-\gamma_{34} y^{\prime}(b)=0 \\
& \gamma_{13} y^{\prime}(a)+\gamma_{12} y(b)+\gamma_{14} y^{\prime}(b)=0 \tag{4.51a}
\end{align*}
$$

Eliminating in turn $\mathrm{y}(\mathrm{b})$ and $\mathrm{y}^{\prime}(\mathrm{b})$ one obtains:

$$
\begin{align*}
& \gamma_{24} y(b)+\gamma_{14} y(a)+\gamma_{34} y^{\prime}(a)=0 \\
& \gamma_{24} y^{\prime}(b)+\gamma_{12} y(a)-\gamma_{23} y^{\prime}(a)=0 \tag{4.51b}
\end{align*}
$$

where

$$
\gamma_{i j}=\alpha_{i} \beta_{\mathrm{j}}-\alpha_{\mathrm{j}} \beta_{\mathrm{i}}=-\gamma_{\mathrm{ji}} \quad \mathrm{i}, \mathrm{j}=1,2,3,4
$$

If one substitutes for $y(a)$ and $y^{\prime}(a)$ from (4.51) into the self-adjoint condition (4.50), one obtains:

$$
\left[p(b)-p(a) \frac{\gamma_{24}}{\gamma_{13}}\right]\left[u(b) v^{\prime}(b)-u^{\prime}(b) v(b)\right]=0
$$

which can be satisfied if:

$$
\begin{equation*}
\gamma_{24} \mathrm{p}(\mathrm{a})=\gamma_{13} \mathrm{p}(\mathrm{~b}) \tag{4.52}
\end{equation*}
$$

where the identity:
$\gamma_{14} \gamma_{23}+\gamma_{34} \gamma_{12}=\gamma_{13} \gamma_{24}$ was used.
(i) If $\gamma_{13}=0$, then $\gamma_{24}=0$, and (4.51) becomes:

$$
\begin{array}{ll}
y(b)-\frac{\gamma_{34}}{\gamma_{23}} y^{\prime}(b)=0 & y(a)+\frac{\gamma_{34}}{\gamma_{14}} y^{\prime}(a)=0 \\
y(b)+\frac{\gamma_{14}}{\gamma_{12}} y^{\prime}(b)=0 & y(a)-\frac{\gamma_{23}}{\gamma_{12}} y^{\prime}(a)=0
\end{array}
$$

which indicates that:
$\frac{\gamma_{34}}{\gamma_{23}}=-\frac{\gamma_{14}}{\gamma_{12}} \quad$ and $\quad \frac{\gamma_{34}}{\gamma_{14}}=-\frac{\gamma_{23}}{\gamma_{12}}$
Denoting the ratio $\frac{\gamma_{23}}{\gamma_{12}}=\theta_{1}>0$, and $\frac{\gamma_{14}}{\gamma_{12}}=\frac{\gamma_{14}}{\gamma_{23}} \theta_{1}=\theta_{2}>0$, then the boundary conditions become: .
$y(a)-\theta_{1} y^{\prime}(a)=0$
$y(b)+\theta_{2} y^{\prime}(b)=0$
In particular:
if $\theta_{1}$ and $\theta_{2}=0 \quad$ then $y(a)=0$ and $y(b)=0$
if $\theta_{1}$ and $\theta_{2} \rightarrow \infty \quad$ then $\quad y^{\prime}(a)=0$ and $y^{\prime}(b)=0$
if $\theta_{1}=0$ and $\theta_{2} \rightarrow \infty \quad$ then $\quad y(a)=0$ and $y^{\prime}(b)=0$
if $\theta_{1} \rightarrow \infty$ and $\theta_{2}=0 \quad$ then $\quad y^{\prime}(a)=0$ and $y(b)=0$
(ii) If $\gamma_{13} \neq 0$, then the boundary condition (4.5l) can be written as follows:

$$
\begin{array}{ll}
\mathrm{y}(\mathrm{a})=\tau_{1} \mathrm{y}(\mathrm{~b})+\tau_{2} \mathrm{y}^{\prime}(\mathrm{b}) & \tau_{1}=-\frac{\gamma_{23}}{\gamma_{13}} \text { and } \tau_{2}=\frac{\gamma_{34}}{\gamma_{13}} \\
\mathrm{y}^{\prime}(\mathrm{a})=\tau_{3} \mathrm{y}(\mathrm{~b})+\tau_{4} \mathrm{y}^{\prime}(\mathrm{b}) & \tau_{3}=-\frac{\gamma_{12}}{\gamma_{13}} \text { and } \tau_{4}=-\frac{\gamma_{14}}{\gamma_{13}}
\end{array}
$$

such that the condition of self-adjoincy (4.52) becomes:
$\left(\tau_{1} \tau_{4}-\tau_{2} \tau_{3}\right) \mathrm{p}(\mathrm{a})=\mathrm{p}(\mathrm{b})$
In particular, if $\tau_{2}=\tau_{3}=0$ and $\tau_{1}=\tau_{4}=1$, then:
$y(a)=y(b)$
$y^{\prime}(a)=y^{\prime}(b)$
and
$\mathrm{p}(\mathrm{a})=\mathrm{p}(\mathrm{b})$
The boundary conditions in (4.56) are known as Periodic Boundary
Conditions.
(iii) If $\mathbf{p}(\mathbf{x})$ vanishes at an end-point, then there is no need for a boundary condition at that end point, provided that the product:

$$
\operatorname{Lim}_{\text {pyy }} \quad \rightarrow 0
$$

$\mathrm{x} \rightarrow \mathrm{a}$ or $\mathrm{x} \rightarrow \mathrm{b}$
which can be restricted to $y$ being bounded and $\mathrm{py}^{\prime} \rightarrow 0$ at the specific end point(s). Thus the S-L system composed of the differential equation (4.49) and any one of the possible sets of boundary conditions ( 4.53 to 56 ), is a self-adjoint system.

The eigenfunctions $\phi_{\mathrm{n}}$ of the system are thus orthogonal, satisfying the following orthogonality integral, eq. (4.45), i.e.:

$$
\begin{array}{rlrl}
\int_{\mathrm{a}}^{\mathrm{b}} \mathrm{r}(\mathrm{x}) \phi_{\mathrm{n}}(\mathrm{x}) \phi_{\mathrm{m}}(\mathrm{x}) \mathrm{dx} & =0 & & \mathrm{n} \neq \mathrm{m}  \tag{4.57}\\
& =\mathrm{N}_{\mathrm{n}} & \mathrm{n}=\mathrm{m}
\end{array}
$$

In order to insure that the eigenvalues are real and positive, the system must be positive definite (see 4.44). Thus:

$$
\int_{a}^{b} u \operatorname{Ludx}=\int_{a}^{b} \mathrm{u}\left[\left(p u^{\prime}\right)^{\prime}+q u\right] d x=\int_{a}^{b}\left[-p(x)\left(u^{\prime}\right)^{2}+q(x) u^{2}\right] d x<0
$$

and

$$
\int_{a}^{b} u M u d x=\int_{a}^{b} r u^{2} d x>0
$$

Thus, it is sufficient (but not necessary) that the functions $\mathrm{p}, \mathrm{q}$ and r satisfy the following conditions for positive-definiteness:

$$
\mathrm{p}(\mathrm{x})>0
$$

$$
\mathrm{a}<\mathrm{x}<\mathrm{b}
$$

$$
\begin{equation*}
\mathrm{q}(\mathrm{x}) \leq 0 \tag{4.58}
\end{equation*}
$$

and

$$
r(x)>0
$$

to guarantee real and positive eigenvalues.
It can be shown that the set of orthogonal eigenfunctions of the proper S-L system with the conditions imposed on $p, q$ and $r$ constitute a complete orthogonal set and hence may be used in a Generalized Fourier series.

## Example 4.13 Longitudinal vibration of a free bar

Obtain the eigenfunction and the eigenvalues for the longitudinal vibration of a free bar, giving explicitly the orthogonality conditions and the normalization constants.

$$
\begin{array}{ll}
y^{\prime \prime}+\lambda y=0 & 0 \leq x \leq L \\
y^{\prime}(0)=0 & y^{\prime}(L)=0
\end{array}
$$

The system is S-L form already, since it can be readily rewritten as:

$$
\frac{d}{d x}\left(\frac{d y}{d x}\right)+\lambda y=0
$$

where

$$
\mathrm{p}=1 \quad \mathrm{q}=0 \quad \text { and } \quad \mathrm{r}=1
$$

The system is a proper S-L system since the differential equation, boundary conditions as well as the conditions on $p, q$ and $r$ are those of a proper S-L system:

$$
\begin{aligned}
& y=C_{1} \sin (\sqrt{\lambda} x)+C_{2} \cos (\sqrt{\lambda} x) \\
& y^{\prime}(0)=C_{1}=0 \\
& y^{\prime}(L)=-C_{2} \sqrt{\lambda} \sin (\sqrt{\lambda} L)=0
\end{aligned}
$$

Thus, the characteristic equation becomes:

$$
\alpha \sin \alpha=0 \quad \text { where } \quad \alpha=\sqrt{\lambda} L
$$

having roots $\alpha_{n}=n \pi, n=0,1,2, \ldots$ :

$$
\lambda_{\mathrm{n}}=\frac{\alpha_{\mathrm{n}}^{2}}{\mathrm{~L}^{2}} \quad \mathrm{n}=0,1,2, \ldots
$$

The eigenfunction becomes:

$$
\phi_{\mathrm{n}}(\mathrm{x})=\cos \left(\alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \quad \mathrm{n}=0,1,2, \ldots
$$

Note that $\alpha_{0}=0$ is an eigenvalue corresponding to $\phi_{0}=1$. The orthogonality condition becomes (see 4.57):

$$
\int_{0}^{\mathrm{L}} 1 \cdot \cos \left(\alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \cos \left(\alpha_{m} \frac{\mathrm{x}}{\mathrm{~L}}\right) \mathrm{dx}=0 \quad \mathrm{n} \neq \mathrm{m}
$$

and the normalization factor becomes:

$$
\begin{array}{rlrl}
N_{n}=N\left(\cos \left(\alpha_{n} \frac{x}{L}\right)\right)=\int_{0}^{L} 1 \bullet \cos ^{2}\left(\alpha_{n} \frac{x}{L}\right) d x=\int_{0}^{L} \cos ^{2}\left(\frac{n \pi}{L} x\right) d x & =\frac{L}{2} & n \geq 1 \\
& =L & n=0
\end{array}
$$

which can be written as $\mathrm{N}=\mathrm{L} / \varepsilon_{\mathrm{n}}$, where the Neumann constant is $\varepsilon_{\mathrm{n}}=1$ for $\mathrm{n}=0$ and 2 for $\mathrm{n} \geq 1$.

## Example 4.14 Vibration of a Stretched String with Variable Density

A vibrating stretched string is fixed at $\mathrm{x}=0$ and $\mathrm{x}=\mathrm{L}$, whose density $\rho$ varies as:

$$
\rho=\rho_{0} x^{2} / L^{2}
$$

The differential equation governing the motion of the string can be written as:

$$
\frac{d^{2} y}{d x^{2}}+\frac{\rho_{0} x^{2}}{T_{0} L^{2}} \omega^{2} y=0 \quad 0 \leq x \leq L
$$

with the boundary conditions:

$$
y(0)=0 \quad y(L)=0
$$

Let $\frac{\rho_{0}}{T_{0}} \omega^{2}=\lambda$, then the differential equation becomes:

$$
y^{\prime \prime}+\lambda x^{2} y / L^{2}=0
$$

The system is in S-L form, with:

$$
\mathrm{p}(\mathrm{x})=1>0 \quad \mathrm{q}(\mathrm{x})=0 \text { and } \quad \mathrm{r}(\mathrm{x})=\mathrm{x}^{2} / \mathrm{L}^{2}>0
$$

which indicates that it is a proper S-L system.
The solution to the differential equation (see 3.66) can be written in terms of Bessel functions of fractional order:

$$
y=\sqrt{x}\left\{C_{1} J_{1 / 4}\left(\sqrt{\lambda} x^{2} /\left(2 L^{2}\right)\right)+C_{2} J_{-1 / 4}\left(\sqrt{\lambda} x^{2} /\left(2 L^{2}\right)\right)\right\}
$$

Since:

$$
\begin{aligned}
& \operatorname{Lim}_{x \rightarrow 0} \sqrt{x} J_{1 / 4}\left(\frac{\sqrt{\lambda} x^{2}}{2 L^{2}}\right) \approx \operatorname{Lim}_{x \rightarrow 0} \sqrt{x}\left(\frac{\sqrt{\lambda} x^{2}}{2 L^{2}}\right)^{1 / 4}=\operatorname{Lim}_{x \rightarrow 0}\left(\frac{\sqrt{\lambda}}{2 L^{2}}\right)^{1 / 4} x \rightarrow 0 \\
& \operatorname{Lim}_{x \rightarrow 0} \sqrt{x} J_{-1 / 4}\left(\frac{\sqrt{\lambda} x^{2}}{2 L^{2}}\right)^{-1 / 4} \approx \operatorname{Lim}_{x \rightarrow 0} \sqrt{x}\left(\frac{\sqrt{\lambda} x^{2}}{2 L^{2}}\right)^{-1 / 4}=\left(\frac{\sqrt{\lambda}}{2 L^{2}}\right)^{-1 / 4}
\end{aligned}
$$

then both homogeneous solutions are finite at $\mathrm{x}=0$. Satisfying the first boundary conditions yields $\mathrm{C}_{2}=0$ and satisfying the second boundary condition yields:

$$
\mathrm{y}(\mathrm{~L})=0=\mathrm{C}_{1} \sqrt{\mathrm{~L}} \mathrm{~J}_{1 / 4}(\sqrt{\lambda} / 2)=0
$$

which results in the following characteristic equation:

$$
\mathrm{J}_{1 / 4}(\alpha)=0 \quad \text { where } \quad \alpha=\frac{\sqrt{\lambda}}{2}
$$

The number of the roots $\alpha_{n}$ of the preceding transcendental equation are infinite with $\alpha_{0}=0$ being the first root. Thus, the eigenfunctions and the eigenvalues become:

$$
\begin{array}{ll}
\phi_{\mathrm{n}}(\mathrm{x})=\sqrt{\mathrm{x}} \mathrm{~J}_{1 / 4}\left(\alpha_{\mathrm{n}} \mathrm{x}^{2} / \mathrm{L}^{2}\right) & \mathrm{n}=1,2,3, \ldots \\
\lambda_{\mathrm{n}}=4 \alpha_{\mathrm{n}}^{2} / \mathrm{L}^{4} & \mathrm{n}=1,2,3, \ldots
\end{array}
$$

where the $\alpha_{0}=0$ root is not an eigenvalue. The orthogonality integral is defined as:

$$
\int_{0}^{L} x^{2} \phi_{n}(x) \phi_{m}(x) d x / L^{2}=\int_{0}^{L} x^{3} J_{1 / 4}\left(\alpha_{m} \frac{x^{2}}{L^{2}}\right) J_{1 / 4}\left(\alpha_{n} \frac{x^{2}}{L^{2}}\right) d x / L^{2}=0 \quad n \neq m
$$

and the norm is:

$$
\mathrm{N}\left(\phi_{\mathrm{n}}(\mathrm{x})\right)=\int_{0}^{\mathrm{L}} \mathrm{x}^{3} \mathrm{~J}_{1 / 4}^{2}\left(\alpha_{\mathrm{n}} \frac{\mathrm{x}^{2}}{\mathrm{~L}^{2}}\right) \mathrm{dx} / \mathrm{L}^{2}=-\frac{\mathrm{L}^{2}}{4} \mathrm{~J}_{-3 / 4}\left(\alpha_{\mathrm{n}}\right) \mathrm{J}_{5 / 4}\left(\alpha_{\mathrm{n}}\right)
$$

## Example 4.15 Tortional Vibration of a Bar of Variable Cross-section

A circular rod whose polar moment of inertia J varies as:
$\mathrm{J}(\mathrm{x})=\mathrm{I}_{\mathrm{o}} \mathrm{x}$, where $\mathrm{I}_{\mathrm{o}}=$ constant
with the end $L$ fixed and the torsional displacement at $x=0$ is bounded is undergoing
torsional vibration. The system satisfied by the deflection angle $\theta$ becomes:

$$
\frac{\mathrm{d}}{\mathrm{dx}}\left(\mathrm{I}_{0} \mathrm{x} \frac{\mathrm{~d} \theta}{\mathrm{dx}}\right)+\lambda \mathrm{I}_{0} \mathrm{x} \theta=0
$$

where $\lambda=\omega^{2} / \mathrm{c}^{2}$ with the conditions that $\theta(0)$ is bounded and $\theta(\mathrm{L})=0$.
The system is in S-L form where:

$$
\mathrm{p}(\mathrm{x})=\mathrm{x}>00 \quad \mathrm{q}(\mathrm{x})=0, \quad \mathrm{r}(\mathrm{x})=\mathrm{x}>0
$$

Since $p(0)=0$, only one boundary condition at $x=L$ is required, provided that $\theta(0)$ is bounded, and:

$$
\operatorname{Lim}_{x \rightarrow 0} p \theta^{\prime} \rightarrow 0
$$

The solution of the differential equation can be written in terms of Bessel functions:

$$
\theta=C_{1} J_{0}(\sqrt{\lambda} x)+C_{2} Y_{0}(\sqrt{\lambda} x)
$$

Since $\theta(0)$ must be bounded, set $\mathrm{C}_{2}=0$, and:

$$
\theta(L)=C_{1} J_{0}(\sqrt{\lambda} L)=0
$$

which results in the characteristic equation:

$$
\mathrm{J}_{0}(\alpha)=0 \quad \text { where } \quad \alpha=\sqrt{\lambda} \mathrm{L}
$$

where the roots $\alpha_{n}$ are (see Section 3.13):

$$
\alpha_{1}=2.405, \quad \alpha_{2}=5.520, \quad \alpha_{3}=8.654, \ldots
$$

The eigenvalues are defined in terms of the roots $\alpha_{n}$ as:

$$
\lambda_{n}=\alpha_{n}^{2} / L^{2} \quad n=1,2, \ldots
$$

and the corresponding eigenfunctions are expressed as:

$$
\phi_{\mathrm{n}}=\mathrm{J}_{0}\left(\alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \quad \mathrm{n}=1,2,3, \ldots
$$

For the S-L system, the orthogonality integral can be written as:

$$
\int_{0}^{L} x J_{0}\left(\alpha_{n} \frac{x}{L}\right) J_{0}\left(\alpha_{m} \frac{x}{L}\right) d x=0 \quad n \neq m
$$

with the normalization constant defined as:

$$
\begin{aligned}
N\left(J_{0}\left(\alpha_{n} \frac{x}{L}\right)\right)=\int_{0}^{L} x J_{0}^{2}\left(\alpha_{n} \frac{x}{L}\right) d x & =\frac{L^{2}}{\alpha_{n}^{2}} \int_{0}^{\alpha_{n}} z J_{0}^{2}(z) d z \\
& =\frac{L^{2}}{2}\left[J_{0}^{\prime}\left(\alpha_{n}\right)\right]^{2}=\frac{L^{2}}{2} J_{1}^{2}\left(\alpha_{n}\right)
\end{aligned}
$$

since $\mathrm{J}_{0}\left(\alpha_{n}\right)=0$ and the integral in eq. (3.109) was used.

### 4.16 Sturm-Liouville System for Fourth Order Equations

Consider a general fourth order linear differential equation of the type that governs vibration of beams:

$$
a_{0}(x) y^{(i v)}+a_{1}(x) y^{\prime \prime \prime}+a_{2}(x) y^{\prime \prime}+a_{3}(x) y^{\prime}+a_{4}(x) y+\lambda a_{5}(x) y=0
$$

It can be shown that for this equation to be self-adjoint, the following equalities must hold:

$$
\begin{aligned}
& a_{1}=2 a_{0}^{\prime} \\
& a_{2}^{\prime}-a_{3}=a_{0}^{\prime \prime \prime}
\end{aligned}
$$

It can also be shown that there is no single integrating function that can render this equation self-adjoint, as was the case of a second order differential operator. Assuming that these relationships hold and denoting:

$$
s(x)=\exp \frac{1}{2} \int^{x} \frac{a_{1}(\eta)}{a_{0}(\eta)} d \eta
$$

and

$$
p(x)=\int^{\mathrm{x}} \frac{a_{3}(\eta)}{a_{0}(\eta)} s(\eta) d \eta
$$

then the fourth order equation can be written in self-adjoint form as:

$$
\begin{equation*}
L y+\lambda M y=\left[s y^{\prime \prime \prime}\right]^{\prime \prime}+\left[p y^{\prime}\right]^{\prime}+[q+\lambda r] y=0 \tag{4.59}
\end{equation*}
$$

where

$$
\begin{aligned}
& q=\frac{a_{4}(x)}{a_{0}(x)} s(x) \\
& r(x)=\frac{a_{5}(x)}{a_{0}(x)} s(x)
\end{aligned}
$$

For the fourth order S-L system to have orthogonal and real eigenfunctions and positive eigenvalues, the system must be self-adjoint and positive definite (see eqs. 4.42 to 4.44). In the notation of eq. (4.40), the operators L and M are:

$$
L=\frac{d^{2}}{d x^{2}}\left[s(x) \frac{d^{2}}{d x^{2}}\right]+\frac{d}{d x}\left[p(x) \frac{d}{d x}\right]+q(x)
$$

and

$$
M=r(x)
$$

The system is self adjoint, so that $\mathrm{P}(\mathrm{u}, \mathrm{v})$ given by eq. (4.43), is given by:

$$
\begin{equation*}
\left.P(u, v)\right|_{a} ^{b}=u\left(s v^{\prime \prime}\right)^{\prime}-v\left(s u^{\prime \prime}\right)^{\prime}-s\left(u^{\prime} v^{\prime \prime}-u^{\prime \prime} v^{\prime}\right)+p\left(u v^{\prime}-v u^{\prime}\right)_{a}^{b}=0 \tag{4.60}
\end{equation*}
$$

Boundary conditions on $y$, and consequently on the comparison functions $u$ and $v$, can be prescribed such that (4.60) is satisfied identically. The five pairs of boundary conditions are listed below:
(i) $\mathrm{y}=0$
$y^{\prime}=0$
(ii) $\mathrm{y}=0$
$s y^{\prime \prime}=0$
(iii) $y^{\prime}=0$
$\left(s y^{\prime \prime}\right)^{\prime}=0$
(iv) $\left(s y^{\prime \prime}\right)^{\prime} \mp \gamma y=0$
$y^{\prime}=0$
(v) $s y^{\prime \prime} \mp \alpha y^{\prime}=0$
$y=0$
where $+\operatorname{sign}$ for $\mathrm{x}=\mathrm{b}$ and $-\operatorname{sign}$ for $\mathrm{x}=\mathrm{a}$.
If $p(a)$ or $p(b)$ vanishes (singular boundary conditions), then at the end point where $p(x)$ vanishes, the boundedness condition is invoked i.e.:
$\underset{\mathrm{x} \rightarrow \mathrm{a} \text { or } \mathrm{b}}{\operatorname{Lim} \mathrm{pyy}^{\prime} \rightarrow 0}$
(which can be restricted to $y$ being finite and $\mathrm{py}^{\prime} \rightarrow 0$ ), as well as the following pairs of boundary conditions in addition to those given in eq. (4.61), can be specified at the end where $\mathrm{p}=0$ :
(i) $\left(\mathrm{sy} \mathrm{s}^{\prime \prime}\right)^{\prime}=0$

$$
\text { sy" }=0
$$

(ii) $\left(s^{\prime \prime}\right)^{\prime} \mp \gamma y=0 \quad s y^{\prime \prime}=0$
(iii) $s y^{\prime \prime} \mp \alpha y^{\prime}=0$ $\left(s y^{\prime \prime}\right)^{\prime}=0$
(iv) $\left(s y^{\prime \prime}\right)^{\prime} \mp \gamma \mathrm{y}=0$
$s y^{\prime \prime} \mp \alpha y^{\prime}=0$
where $+/-$ refer to the boundaries $\mathrm{x}=\mathrm{b}$ or a , respectively.
If $\mathrm{s}(\mathrm{x})$ vanishes at one end (singular boundary conditions), then, together with the requirement that:
$\operatorname{Lim}_{x \rightarrow \text { a or } b} \operatorname{sy}^{\prime} y^{\prime \prime} \rightarrow 0$
the following boundary conditions can be prescribed at the end where $s(x)$ vanishes:
(i) $\mathrm{y}=0$

$$
\begin{equation*}
y^{\prime}=0 \tag{4.63}
\end{equation*}
$$

(ii) $\left(\mathrm{sy}^{\prime \prime}\right)^{\prime}=0$
$y^{\prime}=0$
(iii) $\left(s y^{\prime \prime}\right)^{\prime} \mp \gamma y=0$
$y^{\prime}=0$
(iv) $\left(\mathrm{sy}^{\prime \prime}\right)^{\prime}=0$

$$
y^{\prime} \mp \alpha y=0
$$

The $+/$ - signs refer to the boundaries $\mathrm{x}=\mathrm{b}$ or a, respectively.
If both $p(x)$ and $s(x)$ vanish at one end (singular boundary conditions) then, together with the requirement that:

$$
\operatorname{Lim}_{x \rightarrow a \text { or } b} \text { pyy }^{\prime} \rightarrow 0 \quad \operatorname{Lim}_{x \rightarrow a \text { or } b}^{\operatorname{Ly} y^{\prime \prime} y^{\prime \prime} \rightarrow 0 \quad \text { and } \quad \operatorname{Lim}_{x \rightarrow a \text { or } b} \text { syy } y^{\prime \prime \prime} \rightarrow 0}
$$

one can prescribe the following condition at the end where both $p(x)$ and $s(x)$ vanish having the form:
(i) $\mathrm{y}=0$
(ii) $\left(s y^{\prime \prime}\right)^{\prime}=0$
(iii) $\left(s y^{\prime \prime}\right)^{\prime} \mp \gamma y=0$

The $+/$ - signs refer to the boundaries $\mathrm{x}=\mathrm{b}$ or a , respectively.
If $p(x), s(x)$ and $s^{\prime}(x)$ vanish at one end point, then there are no boundary conditions at those ends provided that:

$$
\operatorname{Lim}_{\mathrm{x} \rightarrow \mathrm{a} \text { or } \mathrm{b}} \operatorname{syy} y^{\prime \prime \prime} \rightarrow 0
$$

$$
\operatorname{Lim}_{x \rightarrow a \text { or } b} s^{\prime} y y^{\prime \prime} \rightarrow 0
$$

and

$$
\operatorname{Lim}_{x \rightarrow a \text { or } b} s y^{\prime} y^{\prime \prime} \rightarrow 0 \quad \operatorname{Lim}_{x \rightarrow a \text { or } b} p y y^{\prime} \rightarrow 0
$$

If $p(x) \equiv 0$ in $a \leq x \leq b$, (see Section 4.4), then the nine boundary conditions specified in eqs.(4.61) and (4.62) satisfy eq. (4.60), as was shown for beam vibrations.

More complicated boundary conditions of the type: .

$$
\begin{array}{rlr}
\alpha_{i 1} y^{\prime \prime \prime}(a) & +\alpha_{i 2} y^{\prime \prime}(a)+\alpha_{i 3} y^{\prime}(a)+\alpha_{i 4} y(a) & i=1,2,3,4 \\
& +\beta_{i 1} y^{\prime \prime \prime}(b)+\beta_{i 2} y^{\prime \prime}(b)+\beta_{i 3} y^{\prime}(b)+\beta_{i 4} y(b)=0 &
\end{array}
$$

can be postulated, but it would be left to the reader to develop the conditions on $\alpha_{i j}$ and $\beta_{i j}$ under which such boundary conditions satisfy (4.60).

To guarantee positive eigenvalues, the system must be positive definite. Then the following inequalities must hold (see eq. 4.44).

$$
\int_{a}^{b} u\left[\left(s u^{\prime \prime}\right)^{\prime \prime}+\left(p u^{\prime}\right)^{\prime}+q u\right] d x=\int_{a}^{b}\left[q u^{2}-p\left(u^{\prime}\right)^{2}+s\left(u^{\prime \prime}\right)^{2}\right] d x<0
$$

and

$$
\int_{a}^{b} u r u d x=\int_{a}^{b} r u^{2} d x>0
$$

where the boundary conditions specified in eqs. (4.61) - (4.64) were used. Thus, sufficient (but not necessary) conditions on the functions can be imposed to satisfy positive definiteness:

$$
\begin{align*}
& \mathrm{p} \geq 0 \\
& \mathrm{r}>0 \\
& \mathrm{q} \leq 0  \tag{4.65}\\
& \mathrm{~s}<0
\end{align*}
$$

### 4.17 Solution of Non-Homogeneous Eigenvalue Problems

Consider the following non-homogeneous system:

$$
\begin{array}{ll}
L y+\lambda M y=F(x) & a \leq x \leq b \\
U_{i}(y)=\gamma_{i} & i=1,2, \ldots, 2 n \tag{4.66}
\end{array}
$$

where $L$ and $M$ are self-adjoint operators and $U_{i}$ were given in (4.40) and (4.41) and $\lambda$ is given constant.

Due to the linearity of the system in (4.66), one can split the solution into two parts. The first solution satisfies the homogeneous differential equation with nonhomogeneous boundary conditions and the second system satisfies the non-homogeneous equation with homogeneous boundary condition. The sum of the two solutions satisfy the original system of (4.66).

Let $\mathrm{y}=\mathrm{y}_{\mathrm{I}}(\mathrm{x})+\mathrm{y}_{\mathrm{II}}(\mathrm{x})$ such that:

$$
\begin{array}{lll}
\mathrm{Ly}_{I}+\lambda \mathrm{My}_{I}=0 & \mathrm{Ly}_{I I}+\lambda \mathrm{My}_{I I}=\mathrm{F}(\mathrm{x}) &  \tag{4.67}\\
\mathrm{U}_{\mathrm{i}}\left(\mathrm{y}_{\mathrm{I}}\right)=\gamma_{\mathrm{i}} & \mathrm{U}_{\mathrm{i}}\left(\mathrm{y}_{\mathrm{II}}\right)=0 & \mathrm{i}=1,2, \ldots, 2 \mathrm{n}
\end{array}
$$

The solution to $y_{1}(x)$ in (4.67) can be obtained by solving the homogeneous differential equation on $y_{1}$ and substituting the ( 2 n ) independent solutions into the non-homogeneous boundary conditions for $y_{\mathrm{I}}$. It should be noted that if $\gamma_{\mathrm{i}} \equiv 0$, then $\mathrm{y}_{\mathrm{I}} \equiv 0$.

The solution $y_{I I}$ in (4.67) can be developed by utilizing the eigenfunctions of the system. The eigenfunctions $\phi_{\mathrm{n}}(\mathrm{x})$ of the system must be obtained first, satisfying the following homogeneous systems:

$$
\begin{equation*}
L \phi_{\mathrm{m}}+\lambda_{\mathrm{m}} \mathrm{M} \phi_{\mathrm{m}}=0 \tag{4.68}
\end{equation*}
$$

where each eigenfunction satisfies the homogeneous boundary conditions:

$$
\mathrm{U}_{\mathrm{i}}\left(\phi_{\mathrm{m}}\right)=0 \quad \mathrm{~m}=1,2, \ldots \quad \mathrm{i}=1,2, \ldots, 2 \mathrm{n}
$$

The set of eigenfunctions $\left\{\phi_{\mathrm{m}}(\mathrm{x})\right\}$ satisfy the orthogonality integral (4.45). The solution $y_{\mathrm{II}}(\mathrm{x})$ can be expanded in a generalized Fourier series in the eigenfunctions of (4.68) as follows:

$$
\begin{equation*}
y_{\text {II }}=\sum_{n=1}^{\infty} a_{n} \phi_{n}(x) \tag{4.69}
\end{equation*}
$$

Substituting the series in (4.69) into the differential equation on $\mathrm{y}_{\mathrm{II}}$, one obtains:

$$
\begin{equation*}
\sum_{n=1}^{\infty} a_{n} L \phi_{n}+\lambda \sum_{n=1}^{\infty} a_{n} M \phi_{n}=F(x) \tag{4.70}
\end{equation*}
$$

Substituting for $\mathrm{L} \phi_{\mathrm{n}}$ from (4.68) into (4.70), one obtains:

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left[\left(\lambda-\lambda_{n}\right) a_{n} M \phi_{n}\right]=F(x) \tag{4.71}
\end{equation*}
$$

Multiplying both sides of (4.71) by $\phi_{m}(x)$, integrating over [a,b] and invoking the orthogonality relationship (4.45) one obtains:

$$
a_{n}=\frac{b_{n}}{\left(\lambda-\lambda_{n}\right) N_{n}}
$$

where $N_{n}$ is the Norm of the eigenfunctions and:

$$
\begin{equation*}
\mathrm{b}_{\mathrm{n}}=\int^{\mathrm{b}} \mathrm{~F}(\mathrm{x}) \phi_{\mathrm{n}}(\mathrm{x}) \mathrm{dx} \tag{4.72}
\end{equation*}
$$

$$
\mathbf{a}
$$

Thus, the solution to $y_{\text {II }}$ becomes:

$$
\begin{equation*}
y_{I I}(x)=\sum_{n=1}^{\infty} \frac{b_{n}}{\left(\lambda-\lambda_{n}\right) N_{n}} \phi_{n}(x) \tag{4.73}
\end{equation*}
$$

The solution due to the source term $\mathrm{F}(\mathrm{x})$ can be seen to become unbounded whenever $\lambda$ becomes equal to any of the eigenvalues $\lambda_{\mathrm{n}}$. It should be noted that if the system has inherent absorption, then the constant $\lambda$ is complex valued, so that $\lambda \neq \lambda_{n}$, since $\lambda_{n}$ are real and positive. So if the real part of $\lambda$ is equal to $\lambda_{n}$, the solution $y_{\text {II }}$ becomes large but still bounded.

## Example 4.16 Forced Vibration of a Simply Supported Beam



Obtain the steady state deflection of a simply supported beam being vibrated by a distributed load as follows:

$$
f^{*}(x, t)=f(x) \sin (\omega t) \quad 0 \leq x \leq L
$$

where

$$
\mathrm{f}(\mathrm{x})=\left\{\begin{array}{lc}
\mathrm{P}_{0} / 2 \mathrm{a} & \mathrm{~L} / 2-\mathrm{a}<\mathrm{x}<\mathrm{L} / 2+\mathrm{a} \\
0 & \text { everywhere else }
\end{array}\right.
$$

The beam has a length $L$ and has a constant cross-section. It is simply supported at both ends such that:

$$
\begin{array}{ll}
y^{*}(0, t)=0 & y^{* \prime \prime}(0, t)=0 \\
y^{*}(L, t)=0 & y^{* \prime \prime}(L, t)=0
\end{array}
$$

Letting $y^{*}(x, t)=y(x) \sin (\omega t)$, then:

$$
\begin{array}{ll}
-y^{(i v)}+\beta^{4} y=-\frac{f(x)}{E I} & \beta^{4}=\frac{\rho A \omega^{2}}{E I} \\
y(0)=0 & y^{\prime \prime}(0)=0 \\
y(L)=0 & y^{\prime \prime}(L)=0
\end{array}
$$

One must find the eigenfunctions of the system first:

$$
\begin{array}{lll}
-\mathbf{u}^{(\mathrm{iv})}+\lambda \mathbf{u}=0 & \text { where } \quad \lambda=\beta^{4}, & \mathrm{~L}=-\mathrm{d}^{4} / \mathrm{dx}^{4},
\end{array} \quad \mathrm{M}=1
$$

The solution of the fourth order differential equation with constant coefficients is:

$$
u=C_{1} \sin \beta x+C_{2} \cos \beta x+C_{3} \sinh \beta x+C_{4} \cosh \beta x
$$

Satisfying the boundary conditions:

$$
\begin{aligned}
& u(0)=0=C_{2}+C_{4}=0 \\
& u^{\prime \prime}(0)=0=-C_{2}+C_{4}=0
\end{aligned}
$$

which means that $\mathrm{C}_{2}=\mathrm{C}_{4}=0$

$$
\begin{aligned}
& u(L)=0=C_{1} \sin \beta L+C_{3} \sinh \beta L \\
& u^{\prime \prime}(L)=0=-C_{1} \sin \beta L+C_{3} \sinh \beta L
\end{aligned}
$$

which results in $\mathrm{C}_{3}=0$. The characteristic equation becomes:

$$
\sin \alpha=0 \quad \text { where } \quad \alpha=\beta \mathrm{L}
$$

which has roots $\alpha_{n}=n \pi, n=0,1,2, \ldots$. The zero root results in a zero solution, so that $\alpha_{0}=0$ is not an eigenvalue.

The corresponding eigenfunctions become:

$$
\begin{array}{ll}
\phi_{n}(x)=\sin \alpha_{n} \frac{x}{L}=\sin \frac{n \pi}{L} x & n=1,2,3 \\
\lambda_{n}=\beta_{n}^{4}=\frac{\alpha_{n}^{4}}{L^{4}}=\frac{n^{4} \pi^{4}}{L^{4}} & n=1,2,3
\end{array}
$$

The orthogonality condition is given by:

$$
\int_{0}^{L} \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} x\right) d x= \begin{cases}0 & n \neq m \\ L / 2 & n=m\end{cases}
$$

Since the boundary conditions are homogeneous, then $y_{I}=0$ and $y=y_{I I}$. Expanding the function $y(x)$ into an infinite series of the eigenfunctions, then the constant $b_{n}$ is given by:

$$
b_{n}=\int_{L / 2-a}^{L / 2+a}\left(-\frac{P_{0}}{2 a}\right) \sin \left(\frac{n \pi}{L} x\right) d x=-P_{0} \frac{\sin \left(\frac{n \pi}{2}\right) \sin \left(\frac{n \pi}{L} a\right)}{E I(n \pi a / L)}
$$

Thus, the solution becomes:

$$
y(x)=-\frac{2 P_{0}}{E I L} \sum_{n=1}^{\infty} \frac{\sin \left(\frac{n \pi}{2}\right) \sin \left(\frac{n \pi}{L} a\right)}{\left(\beta^{4}-n^{4} \pi^{4} / L^{4}\right)(n \pi a / L)} \sin \left(\frac{n \pi}{L} x\right)
$$

If $\mathrm{a} \rightarrow 0$, the distributed forcing function becomes a concentrated force, $\mathrm{P}_{0}$, then the limit of the solution approaches:

$$
\underset{a \rightarrow 0}{y(x)} \rightarrow-\frac{2 P_{0}}{\operatorname{EI} L} \sum_{n=1}^{\infty} \frac{\sin \left(\frac{n \pi}{2}\right)}{\left(\beta^{4}-\frac{n^{4} \pi^{4}}{L^{4}}\right)} \sin \left(\frac{n \pi}{L} x\right)
$$

For concentrated point sources and forces, one can represent them by Dirac delta functions (appendix D). Thus, one can represent $f(x)$ by:

$$
f(x)=P_{0} \delta(x-L / 2)
$$

The constant $\mathrm{b}_{\mathrm{n}}$ can now be found using the sifting property of Dirac delta functions (D.4):

$$
b_{n}=-P_{0} \int_{0}^{L} \delta(x-L / 2) \sin \left(\frac{n \pi}{L} x\right) d x=-P_{0} \sin \left(\frac{n \pi}{2}\right)
$$

### 4.18 Fourier Sine Series

Consider the following S-L system:

$$
\begin{array}{ll}
y^{\prime \prime}+\lambda y=0 & 0 \leq x \leq L \\
y(0)=0 & y(L)=0
\end{array}
$$

In this case $\mathrm{p}=\mathrm{r}=1$ and $\mathrm{q}=0$. The eigenfunctions and eigenvalues of the system are:

$$
\begin{array}{ll}
\phi_{\mathrm{n}}(\mathrm{x})=\sin \left(\frac{\mathrm{n} \pi}{\mathrm{~L}} \mathrm{x}\right) & \mathrm{n}=1,2,3 \\
\lambda_{\mathrm{n}}=\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}} &
\end{array}
$$

the orthogonality integral becomes:

$$
\int_{0}^{L} \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} x\right) d x=0 \quad n \neq m
$$

and the Norm becomes:


Fig. 4.17

$$
N\left(\sin \left(\frac{n \pi}{L} x\right)\right)=\int_{0}^{L}\left(\sin \left(\frac{n \pi}{L} x\right)\right)^{2} d x=\frac{L}{2} \quad n=1,2,3, \ldots
$$

A function $\mathrm{F}(\mathrm{x})$ can be expanded into an infinite Fourier sine series as follows:

$$
\frac{1}{2}\left[F\left(x^{+}\right)+F\left(x^{-}\right)\right]=\sum_{n=1}^{\infty} a_{n} \sin \left(\frac{n \pi}{L} x\right) \quad 0 \leq x \leq L
$$

where the Fourier coefficients $\mathrm{a}_{\mathrm{n}}$ are given by:

$$
\begin{equation*}
a_{n}=\frac{2}{L} \int_{0}^{L} F(x) \sin \frac{n \pi}{L} x d x \tag{4.74}
\end{equation*}
$$

The function $\mathrm{F}(\mathrm{x})$ is represented by the series at all points in the region $0<\mathrm{x}<\mathrm{L}$. The series represents an odd function in the region $-\mathrm{L}<\mathrm{x}<\mathrm{L}$, since:

$$
\sin \left(-\frac{n \pi}{L} x\right)=-\sin \left(\frac{n \pi}{L} x\right)
$$

Thus, the series also represents $-\mathrm{F}(-\mathrm{x})$ in the region $-\mathrm{L}<\mathrm{x}<0$. The series also represents a periodic function in the open region $-\infty<\mathrm{x}<\infty$ with periodicity $=2 \mathrm{~L}$, since:

$$
\begin{array}{rlr}
\sin \left(\frac{n \pi}{L}(x \mp 2 m L)\right) & =\sin \left(\frac{n \pi}{L} x\right) \cos (2 n m \pi) \mp \cos \left(\frac{n \pi}{L} x\right) \sin (2 n m \pi) \\
& =\sin \left(\frac{n \pi}{L} x\right) \quad \text { for all integers } m
\end{array}
$$

Thus, the Fourier sine series represents a periodic function every 2 L , with the function being odd within each region of periodicity $=2 \mathrm{~L}$ as shown in Fig 4.17.

At the two end points $x=0$ and $x=L$, each term of the series vanishes, even though the function it represents may not vanish at either point. This is due to the fact that since the series represents an odd function in the periodic regions $=2 \mathrm{~L}$, there will be an ordinary
discontinuity at $\mathrm{x}=0, \pm \mathrm{L}, \pm 2 \mathrm{~L}, \ldots$, such that the function averages to zero at the end points (see 4.74), i.e.:

$$
\begin{aligned}
& \frac{1}{2}\left[F\left(0^{+}\right)+F\left(0^{-}\right)\right]=0 \\
& \frac{1}{2}\left[F\left(L^{+}\right)+F\left(\mathrm{~L}^{-}\right)\right]=0
\end{aligned}
$$

## Example 4.17

Expand the following function in a Fourier sine series.

$$
\begin{array}{ll}
f(x)=L-\frac{x}{2} & 0 \leq x \leq L \\
a_{n}=\frac{2}{L} \int_{0}^{L}\left(L-\frac{x}{2}\right) \sin \frac{n \pi}{L} x d x=\frac{2 L}{n \pi}\left[1-\frac{(-1)^{n}}{2}\right] \quad n=1,2,3, \ldots
\end{array}
$$

and

$$
f(x) \sim \frac{2 L}{\pi} \sum_{n=1}^{\infty} \frac{\left[1-\frac{(-1)^{n}}{2}\right]}{n} \sin \left(\frac{n \pi}{L} x\right)
$$

If one sets $L=1$ and $x=1 / 2$ :

$$
\frac{3}{4}=\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{\left[1-\frac{(-1)^{n}}{2}\right]}{n} \sin \left(\frac{n \pi}{2}\right)=\frac{3}{\pi} \sum_{n=1,3,5}^{\infty} \frac{1}{n} \sin \left(\frac{n \pi}{2}\right)
$$

or

$$
\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\ldots
$$

The last series can be used to calculate the series for $\pi$.

### 4.19 Fourier Cosine Series

The Fourier cosine series can be developed in a similar manner to the Fourier sine series.

Consider the following S-L system:

$$
\begin{array}{ll}
y^{\prime \prime}+\lambda y=0 & 0 \leq x \leq L \\
y^{\prime}(0)=0 & y^{\prime}(L)=0
\end{array}
$$

In this case, $\mathrm{p}=\mathrm{r}=1$ and $\mathrm{q}=0$.
The eigenfunctions and eigenvalues of the system become:

$$
\phi_{\mathrm{n}}(\mathrm{x})=\cos \left(\frac{\mathrm{n} \pi}{\mathrm{~L}} \mathrm{x}\right) \quad \mathrm{n}=0,1,2, \ldots
$$

$$
\lambda_{\mathrm{n}}=\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}}
$$

with the orthogonality integral defined by:

$$
\int_{0}^{\mathrm{L}} \cos \left(\frac{\mathrm{n} \pi}{\mathrm{~L}} \mathrm{x}\right) \cos \left(\frac{\mathrm{m} \pi}{\mathrm{~L}} \mathrm{x}\right) \mathrm{dx}=0 \quad \mathrm{n} \neq \mathrm{m}
$$

and the norm given by:

$$
N\left(\cos \left(\frac{n \pi}{L} x\right)\right)=\int_{0}^{L}\left(\cos \left(\frac{n \pi}{L} x\right)\right)^{2} d x=\frac{L}{\varepsilon_{n}}
$$

where $\varepsilon_{\mathrm{n}}$ is Neumann's Factor, $\varepsilon_{0}=1$ and $\varepsilon_{\mathrm{n}}=2, \mathrm{n} \geq 1$.
A function $\mathrm{F}(\mathrm{x})$ can be expanded into an infinite Fourier cosine series as follows:

$$
\frac{1}{2}\left[F\left(x^{+}\right)+F\left(x^{-}\right)\right]=\sum_{n=0}^{\infty} b_{n} \cos \left(\frac{n \pi}{L} x\right)
$$

where the Fourier coefficients $b_{n}$ are given by:

$$
\begin{equation*}
b_{n}=\frac{\varepsilon_{n}}{L} \int_{0}^{L} F(x) \cos \left(\frac{n \pi}{L} x\right) d x \tag{4.75}
\end{equation*}
$$

The function $\mathrm{F}(\mathrm{x})$ is represented by the series at all points in the region $0<\mathrm{x}<\mathrm{L}$. The series represents an even function in the region $-\mathrm{L}<\mathrm{x}<\mathrm{L}$, since:

$$
\cos \left(-\frac{n \pi}{L} x\right)=\cos \left(\frac{n \pi}{L} x\right)
$$

Thus, the series represents $\mathrm{F}(-\mathrm{x})$ in the region $-\mathrm{L}<\mathrm{x}<0$. The series also represents a periodic function in the open region $-\infty<x<\infty$, with a periodicity $=2 \mathrm{~L}$, since:

$$
\begin{aligned}
\cos \left(\frac{n \pi}{L}(x+2 m L)\right) & =\cos \left(\frac{n \pi}{L} x\right) \cos (2 n m \pi) \mp \sin \left(\frac{n \pi}{L} x\right) \sin (2 n m \pi) \\
& =\cos \left(\frac{n \pi}{L} x\right) \quad \text { for all integer values of } m
\end{aligned}
$$

Thus the Fourier cosine series represents a periodic function every 2 L , with the function being even in the periodic regions $=2 \mathrm{~L}$ as shown in Fig. 4.18:


Fig. 4.18
Since the series represents an even function, then the series does represent the function $\mathrm{F}(\mathrm{x})$ at the end points $\mathrm{x}=0$ and $\mathrm{x}=\mathrm{L}$.

## Example 4.18

Expand the following function in a Fourier cosine series:

$$
\begin{array}{ll}
f(x)=L-\frac{x}{2} & 0 \leq x \\
b_{n}=\frac{\varepsilon_{n}}{L} \int_{0}^{L}\left(L-\frac{x}{2}\right) \cos \left(\frac{n \pi}{L} x\right) d x= \begin{cases}\frac{3}{4} L & n=0 \\
\frac{L}{(n \pi)^{2}}\left[1-(-1)^{n}\right] & n \geq 1\end{cases}
\end{array}
$$

Thus

$$
f(x)=\frac{3}{4} L+\frac{2 L}{\pi^{2}} \sum_{n=1,3,5}^{\infty} \frac{1}{n^{2}} \cos \left(\frac{n \pi}{L} x\right)
$$

### 4.20 Complete Fourier Series

Since the Fourier sine and cosine series represent an odd and an even function respectively in the region $-\mathrm{L}<\mathrm{x}<\mathrm{L}$, then it can be shown that an asymmetric function $\mathrm{F}(\mathrm{x})$ can be expanded in both series in the region $-\mathrm{L}<\mathrm{x}<\mathrm{L}$. Let $\mathrm{F}(\mathrm{x})$ be a function defined in $-\mathrm{L} \leq \mathrm{x} \leq \mathrm{L}$, then:

$$
F(x)=\frac{1}{2}[F(x)+F(-x)]+\frac{1}{2}[F(x)-F(-x)] \quad-L \leq x \leq L
$$

Denoting:

$$
F_{1}(x)=\frac{1}{2}[F(x)+F(-x)]
$$

and

$$
F_{2}(x)=\frac{1}{2}[F(x)-F(-x)]
$$

then $F_{1}(x)$ and $F_{2}(x)$ represent even and odd functions, respectively, since:
$\mathrm{F}_{1}(-\mathrm{x})=\mathrm{F}_{1}(\mathrm{x})$
and
$\mathrm{F}_{2}(\mathrm{x})=-\mathrm{F}_{2}(-\mathrm{x})$

Hence, $\mathrm{F}_{1}$ and $\mathrm{F}_{2}$ can be represented by a Fourier cosine and sine series, respectively:

$$
F_{1}(x)=\sum_{n=0}^{\infty} b_{n} \cos \left(\frac{n \pi}{L} x\right) \quad-L<x<L
$$

where

$$
b_{n}=\frac{\varepsilon_{n}}{L} \int_{0}^{L} F_{1}(x) \cos \left(\frac{n \pi}{L} x\right) d x=\frac{\varepsilon_{n}}{2 L} \int_{-L}^{L} F_{1}(x) \cos \left(\frac{n \pi}{L} x\right) d x
$$

and

$$
F_{2}(x)=\sum_{n=1}^{\infty} a_{n} \sin \left(\frac{n \pi}{L} x\right) \quad-L<x<L
$$

where

$$
a_{n}=\frac{2}{L} \int_{0}^{L} F_{2}(x) \sin \left(\frac{n \pi}{L} x\right) d x=\frac{1}{L} \int_{-L}^{L} F_{2}(x) \sin \left(\frac{n \pi}{L} x\right) d x
$$

Thus, one can rewrite the integrals for the Fourier coefficients as:

$$
b_{n}=\frac{\varepsilon_{n}}{2 L} \int_{-L}^{+L}\left[F_{1}(x)+F_{2}(x)\right] \cos \left(\frac{n \pi}{L} x\right) d x=\frac{\varepsilon_{n}}{2 L} \int_{-L}^{L} F(x) \cos \left(\frac{n \pi}{L} x\right) d x
$$

and

$$
a_{n}=\frac{1}{L} \int_{-L}^{L}\left[F_{1}(x)+F_{2}(x)\right] \sin \left(\frac{n \pi}{L} x\right) d x=\frac{1}{L} \int_{-L}^{L} F(x) \sin \left(\frac{n \pi}{L} x\right) d x
$$

In these integrals, use was made of the fact that:

$$
\int_{-L}^{L} F_{1}(x) \sin \left(\frac{n \pi}{L} x\right) d x=0 \quad \text { and } \quad \int_{-L}^{L} F_{2}(x) \cos \left(\frac{n \pi}{L} x\right) d x=0
$$

due to the fact that the integrands are odd functions.
Finally, the function $\mathrm{F}(\mathrm{x})$ can be represented by the complete Fourier series as follows:

$$
\frac{1}{2}\left[F\left(x^{+}\right)+F\left(x^{-}\right)\right] \sim \sum_{n=1}^{\infty} a_{n} \sin \left(\frac{n \pi}{L} x\right)+\sum_{n=0}^{\infty} b_{n} \cos \left(\frac{n \pi}{L} x\right)
$$

where

$$
a_{n}=\frac{1}{L} \int_{-L}^{L} F(x) \sin \left(\frac{n \pi}{L} x\right) d x
$$

and

$$
\begin{equation*}
b_{n}=\frac{\varepsilon_{n}}{2 L} \int_{-L}^{L} F(x) \cos \left(\frac{n \pi}{L} x\right) d x \tag{4.76}
\end{equation*}
$$

Note that the eigenfunctions are completely orthogonal in ( $-\mathrm{L}, \mathrm{L}$ ) since:

$$
\begin{aligned}
& \int_{-L}^{L} \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{n \pi}{L} x\right) d x= \begin{cases}0 & n \neq m \\
L & n=m\end{cases} \\
& \int_{-L}^{L} \cos \left(\frac{n \pi}{L} x\right) \cos \left(\frac{n \pi}{L} x\right) d x= \begin{cases}0 & n \neq m \\
2 L / \varepsilon_{n} & n=m\end{cases}
\end{aligned}
$$

and


One can develop the complete Fourier series representation from the S-L system. Let a S-L system given by:

$$
\begin{array}{ll}
\mathrm{y}^{\prime \prime}+\lambda y=0 & -\mathrm{L} \leq \mathrm{x} \leq+\mathrm{L} \\
\mathrm{y}(-\mathrm{L})=\mathrm{y}(\mathrm{~L}) & \\
\mathrm{y}^{\prime}(-\mathrm{L})=\mathrm{y}^{\prime}(\mathrm{L}) &
\end{array}
$$

The system is a proper S-L system, since the operator is self-adjoint and the boundary conditions are those of the periodic type. The system yields the following set of eigenfunctions and eigenvalues:

$$
\begin{aligned}
& \phi_{n}= \begin{cases}\sin \left(\frac{n \pi}{L} x\right) & n=1,2,3 \ldots \\
\cos \left(\frac{n \pi}{L} x\right) & n=0,1,2, \ldots\end{cases} \\
& \lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}
\end{aligned}
$$

The entire set of eigenfunctions is orthogonal over [-L, L], as given above.
In a more general form, the complete Fourier series, orthogonal over a range [a, b] can be stated as follows:

$$
F(x) \sim \sum_{n=1}^{\infty} a_{n} \sin \left(\frac{2 n \pi(x-a)}{T}\right)+\sum_{n=0}^{\infty} b_{n} \cos \left(\frac{2 n \pi(x-a)}{T}\right) \quad a \leq x \leq b
$$

where $\mathrm{T}=\mathrm{b}-\mathrm{a}$, and the Fourier coefficients are given by:

$$
a_{n}=\frac{2}{T} \int_{a}^{b} F(x) \sin \left(\frac{2 n \pi}{T}(x-a)\right) d x
$$

and

$$
\begin{equation*}
b_{n}=\frac{\varepsilon_{n}}{T} \int_{a}^{b} F(x) \cos \left(\frac{2 n \pi}{T}(x-a)\right) d x \tag{4.77}
\end{equation*}
$$

## Example 4.19

Obtain the expansion of the following function in a complete Fourier series:

$$
\begin{aligned}
& F(x)= \begin{cases}0 & -L \leq x<0 \\
L-\frac{x}{2} & 0<x \leq L\end{cases} \\
& b_{0}=\frac{1}{2 L} \int_{0}^{L}\left(L-\frac{x}{2}\right) d x=\frac{3 L}{8} \\
& b_{n}=\frac{1}{L} \int_{0}^{L} F(x) \cos \left(\frac{n \pi}{L} x\right) d x=\frac{L}{2 n^{2} \pi^{2}}\left[1-(-1)^{n}\right] \quad n \geq 1 \\
& a_{n}=\frac{1}{L} \int_{0}^{L} F(x) \sin \left(\frac{n \pi}{L} x\right) d x=\frac{L}{n \pi}\left[1-\frac{(-1)^{n}}{2}\right] \quad n \geq 1
\end{aligned}
$$

and

$$
F(x) \sim \frac{3 L}{8}+\frac{L}{\pi^{2}} \sum_{n=1,3,5}^{\infty} \frac{1}{n^{2}} \cos \left(\frac{n \pi}{L} x\right)+\frac{L}{\pi} \sum_{n=1}^{\infty} \frac{\left[1-\frac{(-1)^{n}}{2}\right]}{n} \sin \left(\frac{n \pi}{L} x\right)
$$

In general, the fact that the integrals of the type given in (4.74 to 4.77) must converge, requires that $\mathrm{F}(\mathrm{x})$ must satisfy the following conditions over the range $[\mathrm{L},-\mathrm{L}]$ :
(a) piecewise continuous
(b) have a first derivative that is piecewise continuous
(c) have a finite number of maxima and minima
(d) single valued
(e) bounded

The conditions imposed on $F(x)$ listed above are quite relaxed when compared with those imposed on functions to be expanded by Taylor's series.

The following general remarks can be made in regard to expansions of $\mathrm{F}(\mathrm{x})$ in a Fourier sine, cosine, or complete series:
(a) The series converges to $F(x)$ at every point where $F(x)$ is continuous
(b) The series converges to $\left[\mathrm{F}\left(\mathrm{x}^{+}\right)+\mathrm{F}\left(\mathrm{x}^{-}\right)\right] / 2$ at a point of ordinary discontinuity, i.e., wherever $F(x)$ is discontinuous but has finite right and left derivatives.
(c) The series represents a periodic function in the open region $-\infty<\mathrm{x}<\infty$
(d) The series converges uniformly and absolutely in $-\mathrm{L}<\mathrm{x}<\mathrm{L}$ if $\mathrm{F}(\mathrm{x})$ is continuous, $\mathrm{F}^{\prime}(\mathrm{x})$ is piecewise continuous and $\mathrm{F}(\mathrm{L})=\mathrm{F}(-\mathrm{L})$.
(e) The series can be differentiated term by term if $\mathrm{F}(\mathrm{x})$ satisfies the conditions in (d), i.e.:

$$
F^{\prime}(x) \sim \frac{\pi}{L} \sum_{n=1}^{\infty} n\left(a_{n} \cos \frac{n \pi}{L} x-b_{n} \sin \frac{n \pi}{L} x\right)
$$

(f) If $\mathrm{F}(\mathrm{x})$ is piecewise continuous then one may integrate the series term by term any number of times, i.e.:

$$
\int F(x) d x=-\frac{L}{\pi} \sum_{n=1}^{\infty} \frac{a_{n}}{n} \cos \frac{n \pi}{L} x+\frac{L}{\pi} \sum_{n=1}^{\infty} \frac{b_{n}}{n} \sin \frac{n \pi}{L} x+b_{0} x
$$

This series converges faster than the series for $F(x)$.

### 4.21 Fourier-Bessel Series

Consider the following system:

$$
x^{2} y^{\prime \prime}+x y^{\prime}+\left(\alpha^{2} x^{2}-a^{2}\right) y=0 \quad 0 \leq x \leq L
$$

with $y$ satisfying the following conditions:
$y(0)$ is bounded $\quad \gamma_{1} y(L)+\gamma_{2} y^{\prime}(L)=0$
where $\gamma_{1}, \gamma_{2}$ are known constants.
The system is first transformed to S-L system, having the form:

$$
\frac{d}{d x}\left(x \frac{d y}{d x}\right)+\left(\alpha^{2} x-\frac{a^{2}}{x}\right) y=0
$$

where

$$
\mathrm{p}(\mathrm{x})=\mathrm{x} \quad \mathrm{q}(\mathrm{x})=-\mathrm{a}^{2} / \mathrm{x} \quad \mathrm{r}(\mathrm{x})=\mathrm{x} \quad \lambda=\alpha^{2}
$$

The solution to the differential equation becomes:

$$
y=C_{1} J_{a}(\alpha x)+C_{2} Y_{a}(\alpha x)
$$

Since $p(0)=0$, then $y(0)$ must be finite and $p y^{\prime} \rightarrow 0$. This requires that $C_{2}$ must be set to zero to insure that $y(0)$ is bounded. Thus, the remaining solution:

$$
y=C_{1} J_{a}(\alpha x)
$$

satisfies the condition that:

$$
\operatorname{Lim}_{x \rightarrow 0} x J_{a}^{\prime}(\alpha x) \rightarrow 0
$$

The boundary condition at $\mathrm{x}=\mathrm{L}$ takes the following form:

$$
\gamma_{1} \mathrm{~J}_{\mathrm{a}}(\alpha \mathrm{x})+\left.\gamma_{2} \frac{\mathrm{~d}_{\mathrm{a}}(\alpha \mathrm{x})}{\mathrm{dx}}\right|_{\mathrm{x}=\mathrm{L}}=0
$$

resulting in the following characteristic equation:

$$
\begin{equation*}
\gamma_{1} \mathrm{~J}_{\mathrm{a}}(\mu)+\frac{\mu \gamma_{2}}{\mathrm{~L}} \mathrm{~J}_{\mathrm{a}}^{\prime}(\mu)=0 \tag{4.78}
\end{equation*}
$$

where $\mu=\alpha \mathrm{L}$ and $\mathrm{J}_{\mathrm{a}}^{\prime}(\mu)=\mathrm{dJ}_{\mathrm{a}}(\mu) / \mathrm{d} \mu$.
The characteristic equation can be transformed (see 3.14) to the following form:

$$
\begin{equation*}
\left(\gamma_{1}+\frac{\gamma_{2} \mathrm{a}}{\mathrm{~L}}\right) \mathrm{J}_{\mathrm{a}}(\mu)-\frac{\gamma_{2}}{\mathrm{~L}} \mu \mathrm{~J}_{\mathrm{a}+1}(\mu)=0 \tag{4.79}
\end{equation*}
$$

a transcendental equation with an infinite number of roots $\mu_{n}$.
If $a \neq 0$, then the first root is $\mu_{0}=0$ but it is not an eigenvalue, since $\phi_{a}(0)=0$. If $\mathrm{a}=0$, then there is a root $\mu_{0}=0$ only if $\gamma_{1}=0$, otherwise $\mu_{0}=0$ is not a root in general if $\mathrm{a}=0$. The eigenfunctions and eigenvalues become:

$$
\lambda_{\mathrm{n}}=\frac{\mu_{\mathrm{n}}^{2}}{L^{2}}
$$

(a) For $\mathrm{a} \neq 0$

$$
\begin{equation*}
\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{J}_{\mathrm{a}}\left(\mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \quad \mathrm{n}=1,2, \ldots \tag{4.80}
\end{equation*}
$$

(b) For $\mathrm{a}=0$ and $\gamma_{1}=0$

$$
\begin{equation*}
\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{J}_{0}\left(\mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \quad \mathrm{n}=0,1,2, \ldots \tag{4.81}
\end{equation*}
$$

(c) For $\mathrm{a}=0$ and $\gamma_{1} \neq 0$

$$
\begin{equation*}
\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{J}_{0}\left(\mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \quad \mathrm{n}=1,2,3, \ldots \tag{4.82}
\end{equation*}
$$

The norm of the eigenfunctions can be computed from (3.109) as follows:

$$
\begin{equation*}
\mathrm{N}_{\mathrm{n}}=\mathrm{N}\left(\phi_{\mathrm{n}}\right)=\int_{0}^{\mathrm{L}} \mathrm{xJ}_{\mathrm{a}}^{2}\left(\mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \mathrm{dx}=\frac{\mathrm{L}^{2}}{2 \mu_{\mathrm{n}}^{2}}\left\{\left(\mu_{\mathrm{n}}^{2}-\mathrm{a}^{2}\right) \mathrm{J}_{\mathrm{a}}^{2}\left(\mu_{\mathrm{n}}\right)+\mu_{\mathrm{n}}^{2}\left[\mathrm{~J}_{\mathrm{a}}^{\prime}\left(\mu_{\mathrm{n}}\right)\right]^{2}\right\} \tag{4.83}
\end{equation*}
$$

Substituting in turn for $\mathrm{J}_{\mathrm{a}}^{\prime}\left(\mu_{\mathrm{n}}\right)$ and $\mathrm{J}_{\mathrm{a}}\left(\mu_{\mathrm{n}}\right)$ in (4.81) one obtains:

$$
\begin{equation*}
\mathrm{N}_{\mathrm{n}}=\frac{\mathrm{L}^{2}}{2}\left\{\left(\mu_{\mathrm{n}}^{2}-\mathrm{a}^{2}\right) \frac{\gamma_{2}^{2}}{\gamma_{1}^{2} \mathrm{~L}^{2}}+1\right\}\left[\mathrm{J}_{\mathrm{a}}^{\prime}\left(\mu_{\mathrm{n}}\right)\right]^{2} \tag{4.84}
\end{equation*}
$$

or

$$
N_{\mathrm{n}}=\frac{\mathrm{L}^{2}}{2 \mu_{\mathrm{n}}^{2}}\left\{\mu_{\mathrm{n}}^{2}-\mathrm{a}^{2}+\frac{\gamma_{1}^{2} \mathrm{~L}^{2}}{\gamma_{2}^{2}}\right\} \mathrm{J}_{\mathrm{a}}^{2}\left(\mu_{\mathrm{n}}\right)
$$

Thus, if $\gamma_{1}=0$, hence $J_{a}^{\prime}\left(\mu_{n}\right)=0$, then the norm becomes:

$$
\begin{equation*}
N_{n}=\frac{L^{2}}{2 \mu_{n}^{2}}\left(\mu_{n}^{2}-a^{2}\right) J_{a}^{2}\left(\mu_{n}\right) \quad n \geq 1 \tag{4.85}
\end{equation*}
$$

and if $\gamma_{2}=0$, hence $\mathrm{J}_{\mathrm{a}}\left(\mu_{\mathrm{n}}\right)=0$, then the norm becomes:

$$
\begin{equation*}
\mathrm{N}_{\mathrm{n}}=\frac{\mathrm{L}^{2}}{2}\left[\mathrm{~J}_{\mathrm{a}}^{\prime}\left(\mu_{\mathrm{n}}\right)\right]^{2} \quad \mathrm{n} \geq 1 \tag{4.86}
\end{equation*}
$$

Expansion of a function $\mathrm{F}(\mathrm{x})$, defined over the range $0<\mathrm{x}<\mathrm{L}$, into an infinite series of the Fourier-Bessel orthogonal functions $J_{a}\left(\mu_{n} x / L\right)$ can be made as follows:

$$
\mathrm{F}(\mathrm{x})=\sum_{\mathrm{n}=0 \text { or } 1}^{\infty} \mathrm{b}_{\mathrm{n}} \mathrm{~J}_{\mathrm{a}}\left(\mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right)
$$

where

$$
\begin{equation*}
\mathrm{b}_{\mathrm{n}}=\frac{1}{\mathrm{~N}_{\mathrm{n}}} \int_{0}^{\mathrm{L}} \mathrm{xF}(\mathrm{x}) \mathrm{J}_{\mathrm{a}}\left(\mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \mathrm{dx} \tag{4.87}
\end{equation*}
$$

## Example 4.20

Obtain an expansion of the following function:
$\mathrm{F}(\mathrm{x})=1$
$0 \leq x \leq L$
in a Fourier-Bessel series:

$$
\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{J}_{\mathrm{o}}\left(\mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \quad \text { where } \quad \mathrm{J}_{\mathrm{o}}\left(\mu_{\mathrm{n}}\right)=0
$$

The Fourier coefficients are given by:

$$
\mathrm{b}_{\mathrm{n}}=\frac{1}{\mathrm{~N}_{\mathrm{n}}} \int_{0}^{\mathrm{L}} \mathrm{x} \mathrm{~J}_{0}\left(\mu_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{~L}}\right) \mathrm{dx}=\frac{2}{\mu_{\mathrm{n}}} \frac{1}{\mathrm{~J}_{1}\left(\mu_{\mathrm{n}}\right)} \quad \mathrm{n}=1,2,3, \ldots
$$

and $b_{0}=0$, where eqs. (3.14), (3.103) and (4.86) were used.
Thus, the Fourier-Bessel series representation of $F(x)=1$ is:

$$
1=2 \sum_{n=1}^{\infty} \frac{J_{0}\left(\mu_{n} x / L\right)}{\mu_{n} J_{1}\left(\mu_{n}\right)}
$$

### 4.22 Fourier-Legendre Series

Consider the following differential equation:

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+v(v+1) y=0 \quad-1 \leq x \leq+1
$$

where $y(1)$ and $y(-1)$ are bounded.
The equation can be transformed to an S-L system as follows:

$$
\frac{d}{d x}\left[\left(1-x^{2}\right) \frac{d y}{d x}\right]+v(v+1) y=0 \quad v=\text { constant }
$$

where

$$
\begin{array}{llll}
p(x)=1-x^{2} & q(x)=0 & r(x)=1 & \lambda=v(v+1)
\end{array}
$$

The solution of the equation becomes:

$$
y=C_{1} P_{v}(x)+C_{2} Q_{v}(x)
$$

Since $p( \pm 1)=0$, then $y( \pm 1)$ must be bounded and hence one must set $C_{2}=0$ since $Q_{v}( \pm 1)$ is unbounded for all $v$. In addition, $\mathrm{P}_{v}( \pm 1)$ is bounded only if $v$ is an integer $=n$. Thus, the eigenfunctions and eigenvalues of the system are:

$$
\phi_{\mathrm{n}}=\mathrm{P}_{\mathrm{n}}(\mathrm{x}) \quad \lambda_{\mathrm{n}}=\mathrm{n}(\mathrm{n}+1) \quad \mathrm{n}=0,1,2, \ldots
$$

It should be noted that:

$$
\operatorname{Lim}_{x \rightarrow \mp 1} p(x) y^{\prime}=\operatorname{Lim}_{x \rightarrow \mp 1}\left(1-x^{2}\right) P_{n}^{\prime}(x) \rightarrow 0
$$

It should be noted that the eigenfunctions and eigenvalues were obtained without the satisfaction of boundary conditions. For these eigenfunctions, the orthogonality integral becomes:

$$
\int_{-1}^{+1} P_{n}(x) P_{m}(x) d x=0 \quad n \neq m
$$

which was established earlier (see 3.155), and the norm was obtained in (3.156) as follows:

$$
N_{n}=N\left(P_{n}(x)\right)=\int_{-1}^{+1} P_{n}^{2} d x=\frac{2}{2 n+1}
$$

A function $\mathrm{F}(\mathrm{x})$ can be expanded in a Fourier-Legendre series as follows:

$$
\mathrm{F}(\mathrm{x})=\sum_{\mathrm{n}=0}^{\infty} \mathrm{a}_{\mathrm{n}} \mathrm{P}_{\mathrm{n}}(\mathrm{x}) \quad-1 \leq \mathrm{x} \leq 1
$$

where

$$
\begin{equation*}
a_{n}=\frac{2 n+1}{2} \int_{-1}^{+1} F(x) P_{n}(x) d x \tag{4.88}
\end{equation*}
$$

## Example 4.21

Expand the following function by Fourier-Legendre series:

$$
\begin{aligned}
\mathrm{F}(\mathrm{x}) & =0 & & -1 \leq \mathrm{x} \leq 0 \\
& =1 & & 0 \leq \mathrm{x} \leq 1
\end{aligned}
$$

$$
\begin{array}{rlrl}
a_{n} & =\frac{2 n+1}{2} \int_{0}^{1} P_{n}(x) d x=\frac{2 n+1}{2(n+1)} P_{n-1}(0) & & n \geq 1 \\
& =\frac{1}{2} & n=0
\end{array}
$$

where the integral in (3.162) was used,

$$
\begin{aligned}
a_{n} & =\frac{1}{2} & & n=0 \\
& =0 & & n=\text { even }, \geq 2 \\
& =(-1)^{n-1 / 2} \frac{2 n+1}{2^{n}(n+1)} \frac{(n-1)!}{[(n-1 / 2)!]^{2}} & & n=\text { odd }
\end{aligned}
$$

Thus:

$$
a_{0}=\frac{1}{2} \quad a_{1}=\frac{3}{4} \quad a_{2}=0 \quad a_{3}=-\frac{7}{16}, \ldots
$$

and

$$
f(x)=\frac{1}{2}+\frac{3}{4} P_{1}(x)-\frac{7}{16} P_{3}(x)+\ldots
$$

## PROBLEMS

## Section 4.2

1. Obtain the natural frequencies and mode shapes of a vibrating string, elastically supported at both ends, $x=0$ and $x=L$ by springs of stiffness $\gamma=T_{d} L$.
2. Obtain the natural frequencies and mode shapes of a composite string made of two strings of densities $\rho_{1}$ and $\rho_{2}$ and having lengths $=\mathrm{L} / 2$ joined at one end ( $\mathrm{x}=\mathrm{L} / 2$ ) and the terminal end of each string being fixed, i.e. at $x=0$ and $x=L$.

3. Obtain the natural frequencies and mode shapes of string whose density varies as:

$$
\rho=\rho_{0}\left(1+\frac{x}{L}\right)^{2} \quad 0 \leq x \leq L
$$

and whose ends are fixed.
Hint: Let $\mathrm{z}=1+\mathrm{x} / \mathrm{L}$, such that the equation of motion becomes:

$$
\frac{d^{2} y}{d z^{2}}+\lambda z^{2} y=0 \quad 1 \leq z \leq 2
$$

where

$$
\lambda=\frac{\rho_{0} \omega^{2} L^{2}}{T_{0}}
$$

4. A uniform stretched string of mass density $\rho$ and length $L$ has a point mass equal to the total mass of the string attached at $\mathrm{x}=\mathrm{L} / 2$ such that:

$$
\left.2 \mathrm{~T}_{0} \frac{\partial \mathrm{y}}{\partial \mathrm{x}}\right|_{\mathrm{L} / 2}=-\left.\mathrm{m} \frac{\partial^{2} \mathrm{y}}{\partial \mathrm{t}^{2}}\right|_{\mathrm{L} / 2}=+\left.\mathrm{m} \omega^{2} \mathrm{y}\right|_{\mathrm{L} / 2}
$$

Obtain the natural frequencies and mode shapes.

## Section 4.3

5. Obtain the natural frequencies and mode shapes of a uniform rod vibrating in a longitudinal mode, such that:
(a) the rod is free at both ends $x=0$ and $x=L$.
(b) the rod is fixed at both ends $x=0$ and $x=L$.
(c) the rod is fixed at $x=0$ and free at $x=L$.
(d) the rod is free at $x=0$ and supported by linear spring of stiffness $\gamma$ at $x=L$, such that:

$$
\frac{d u(0)}{d x}=0 \quad \frac{d u}{d x}(L)+a u(L)=0 \quad a=\gamma /(A E)>0
$$

(e) the rod is fixed at $x=0$ and has a concentrated mass $M$ at $x=L$, such that:

$$
u(0)=0 \quad \frac{d u}{d x}(L)-\mathrm{ak}^{2} u(L)=0 \quad a=M /(\rho A)>0
$$

(f) the rod is elastically supported at $x=0$ by a spring of constant $\gamma$ and has a concentrated mass M at $\mathrm{x}=\mathrm{L}$ such that:
$\frac{\mathrm{du}}{\mathrm{dx}}(0)-\mathrm{au}(0)=0$
$\frac{d u}{d x}(L)-b k^{2} u(L)=0$
$\mathrm{a}=\gamma /(\mathrm{AE})>0$
$\mathrm{b}=\mathrm{M} /(\mathrm{A} \rho)>0$
6. A uniform rod has a mass $M$ attached to each of its ends. Obtain the natural frequencies and mode shapes of such bar vibrating in a longitudinal mode.


Hint: The boundary condition at $\mathrm{x}=0$ and L becomes:

$$
\begin{aligned}
& \left.A E \frac{\partial u}{\partial x}\right|_{x=0}=+\left.M \frac{\partial^{2} u}{\partial t^{2}}\right|_{x=0}=-\left.M \omega^{2} u\right|_{x=0} \\
& \left.A E \frac{\partial u}{\partial x}\right|_{x=L}=-\left.M \frac{\partial^{2} u}{\partial t^{2}}\right|_{x=L}=+\left.M \omega^{2} u\right|_{x=L}
\end{aligned}
$$

7. Obtain the natural frequencies and mode shapes of a longitudinally vibrating bar whose cross sectional area varies as:

$$
A(x)=A_{0}\left(1+\frac{x}{L}\right) \quad 0 \leq x \leq L
$$

and whose ends are fixed.
Hint: Let $\mathrm{z}=1+\mathrm{x} / \mathrm{L}$ and transform the equation of motion.

## Section 4.4

8. Obtain the natural frequencies (or critical speeds) and the corresponding mode shape of a vibrating (rotating) beam having the following boundary conditions:
(a) simply supported at $\mathrm{x}=0$ and $\mathrm{x}=\mathrm{L}$
(b) fixed at $\mathrm{x}=0$ and free at $\mathrm{x}=\mathrm{L}$
(c) free at $\mathrm{x}=0$ and $\mathrm{x}=\mathrm{L}$
(d) free-fixed at $x=0$ and $x=L$
(e) simply supported at $\mathrm{x}=0$ and fixed at $\mathrm{x}=\mathrm{L}$
(f) simply supported at $x=0$ and free at $x=L$
(g) simply supported at $x=0$ and elastically supported at free end $x=L$ by a linear spring of stiffness $\gamma$
(h) simply supported at $\mathrm{x}=0$ and elastically supported at free end $\mathrm{x}=\mathrm{L}$ by a helical spring of stiffness $\eta$
(i) fixed at $\mathrm{x}=0$ and elastically supported at free end $\mathrm{x}=\mathrm{L}$ by a linear spring of stiffness $\gamma$
(j) fixed at $x=0$ and elastically supported at $x=L$ by a helical spring of stiffness $\eta$
9. Obtain the natural frequencies and mode shapes of a vibrating beam of length $L$ with a mass $M$ attached to its end. The beam is fixed at $x=0$ and free at $x=L$.


Hint: The boundary condition at $\mathrm{x}=\mathrm{L}$ becomes:
$\mathrm{y}^{\prime \prime \prime}+\left.\mathrm{k} \beta^{4} \mathrm{Ly}\right|_{\mathrm{x}=\mathrm{L}}=0$
$y^{\prime \prime}(L)=0 \quad k=\frac{M}{\rho A L}$
10. Obtain the natural frequencies and mode shapes of a vibrating beam of length $L$ with a mass $M$ attached at its center. The beam is simply supported at $x=0$ and $x=L$.


Hint: The conditions at $x=L / 2$ become:

$$
\begin{array}{ll}
\mathrm{y}_{1}(\mathrm{~L} / 2)=\mathrm{y}_{2}(\mathrm{~L} / 2) & \mathrm{y}_{1}^{\prime}(\mathrm{L} / 2)=\mathrm{y}_{2}^{\prime}(\mathrm{L} / 2) \\
\mathrm{y}_{1}^{\prime \prime}(\mathrm{L} / 2)-\mathrm{y}_{2}^{\prime \prime}(\mathrm{L} / 2)=0 & \mathrm{EI}\left(\mathrm{y}_{1}^{\prime \prime \prime}(\mathrm{L} / 2)-\mathrm{y}_{2}^{\prime \prime \prime}(\mathrm{L} / 2)\right)+\mathrm{M} \omega^{2} \mathrm{y}_{2}(\mathrm{~L} / 2)=0
\end{array}
$$

11. Obtain the natural frequencies and mode shapes of a non-uniform beam of length $L$ having the following properties:
$A(x)=A_{0}\left(\frac{x}{L}\right)^{n}$
$I(x)=I_{0}\left(\frac{x}{L}\right)^{n+2}$
$\mathrm{n}=$ positive integer
The beam's motion is bounded at $\mathrm{x}=0$ and fixed at $\mathrm{x}=\mathrm{L}$.
Hint: The equation of motion can be factored as follows:

$$
\begin{aligned}
& \left\{\frac{1}{x^{n}} \frac{d}{d x}\left(x^{n+1} \frac{d}{d x}\right)+\beta^{2} L\right\}\left\{\frac{1}{x^{n}} \frac{d}{d x}\left(x^{n+1} \frac{d}{d x}\right)-\beta^{2} L\right\} y=0 \\
& \beta^{4}=\frac{\rho A_{0}}{E I_{0}} \omega^{2} \quad 0 \leq x \leq L
\end{aligned}
$$

## Section 4.5

12. Obtain the natural frequencies and mode shapes of standing waves in a tapered acoustic horn of length L whose cross-sectional area varies parabolically as follows:
$A(x)=A_{0} x^{2}$
such that the pressure is finite at $x=0$ and at the end $x=L$ is:
(a) open end, or
(b) rigid
13. Obtain the natural frequencies and mode shapes of standing waves in a parabolic acoustic horn, whose cross-sectional area varies as follows:
$\mathrm{A}(\mathrm{x})=\mathrm{A}_{0} \mathrm{x}^{4}$
where the pressure at $x=0$ is finite and the end $x=L$ is open end.
14. Obtain the natural frequencies and mode shapes of standing waves in an exponential horn of length $L$ whose cross-sectional area varies as:
$A(x)=A_{0} e^{2 \mathrm{ax}}$
such that the end $x=0$ is rigid and the end $x=L$ is open end.

## Section 4.6

15. Obtain the critical buckling loads and the corresponding buckling shape of compressed columns, each having length $L$ and a constant cross-section and the following boundary conditions:
(a) fixed at $\mathrm{x}=0$ and $\mathrm{x}=\mathrm{L}$
(b) simply supported at $\mathrm{x}=0$ and $\mathrm{x}=\mathrm{L}$
(c) fixed at $\mathrm{x}=0$ and simply supported at $\mathrm{x}=\mathrm{L}$
(d) simply supported at $x=0$ and elastically supported free end by a linear spring, having a stiffness $\gamma$, at $\mathrm{x}=\mathrm{L}$
(e) simply supported at $\mathrm{x}=0$ and fixed-free at $\mathrm{x}=\mathrm{L}$
(f) simply supported at $x=0$ and simply supported end connected to a helical spring of stiffness $\eta$ at $x=L$
(g) fixed at $\mathrm{x}=0$ and free-fixed at $\mathrm{x}=\mathrm{L}$
(h) fixed at $x=0$ and simply supported end connected to a helical spring of stiffness $\eta$ at $x=L$
16. Obtain the critical buckling loads and the corresponding buckling shape of a compressed tapered column whose moment of inertia varies as follows:
$\mathrm{I}(\mathrm{x})=\mathrm{I}_{0}\left(\frac{\mathrm{x}}{\mathrm{b}}\right)^{2}$
such that
$\frac{d^{2} y}{d x^{2}}+\frac{P^{4}}{{E I_{0}}_{0}} x^{-2} y=0 \quad a \leq x \leq b$
and the boundary conditions become:
$y(a)=0$
$y^{\prime}(b)=0$
17. Obtain the critical buckling loads and the corresponding buckling shape of a column buckling under its own weight, such that the deflection satisfies the following differential equation:
EI $\frac{d^{3} y}{d x^{3}}+q x \frac{d y}{d x}=0$

$$
0 \leq x \leq L
$$

where q represents the weight of the column per unit length. The column is fixed at $\mathrm{x}=0$ and free at $\mathrm{x}=\mathrm{L}$ such that:
$y^{\prime \prime}(0)=0$
$y^{\prime \prime \prime}(0)=0$
$y^{\prime}(L)=0$

Hint: let $y^{\prime}(x)=u(x)$
$u^{\prime}(0)=0 \quad u(L)=0 \quad u^{\prime \prime}(0)=0 \quad$ is satisfied identically.
18. Obtain the critical buckling loads and the corresponding buckling shapes of a compressed column which is elastically supported along its entire length by linear spring of stiffness k per unit length. The equation of stability becomes:

EI $\frac{d^{4} y}{d x^{4}}+$ P $\frac{d^{2} y}{d x^{2}}+k y=0 \quad 0 \leq x \leq L$
where $\mathrm{p}^{2}>4 \mathrm{k}$ EI. The column is simply supported at both ends.

## Section 4.11

19. Show that the differential operators given in eq. (4.34) are self-adjoint.
20. Obtain the conditions that the coefficients of a linear fourth order differential operator must satisfy so that the operator can be transformed to a self-adjoint operator.

## Section 4.15

21. Transform the following differential operators to the self-adjoint Sturm-Liouville form given in eq. (4.49):
(a) $\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+\lambda y=0$
(b) $\left(1-x^{2}\right) y^{\prime \prime}-x y^{\prime}+\lambda y=0$
(c) $\left(1-x^{2}\right)^{2} y^{\prime \prime}+\left[\lambda\left(1-x^{2}\right)+1\right] y=0$
(d) $x y^{\prime \prime}+(a+1-x) y^{\prime}+\lambda y=0$
(e) $y^{\prime \prime}-2 x y^{\prime}+\lambda y=0$
(f) $\left(1-x^{2}\right) y^{\prime \prime}-(2 a+1) x y^{\prime}+\lambda y=0$
(g) $\left(1-x^{2}\right) y^{\prime \prime}-[b-a-(a+b+2) x] y^{\prime}+\lambda y=0$
(h) $x(1-x) y^{\prime \prime}-[c-(a+b+1) x] y^{\prime}+\lambda y=0$
(i) $x^{2} y^{\prime \prime}+x y^{\prime}+\left(\lambda x^{2}-2\right) y=0$
(j) $x^{2} y^{\prime \prime}+x y^{\prime}+\left(\lambda x^{2}-n^{2}\right) y=0$
(k) $(a x+b) y^{\prime \prime}+2 a y^{\prime}+\lambda(a x+b) y=0$
(l) $y^{\prime \prime}+2 a \operatorname{cotan} a x+\lambda y=0$
(m) $x y^{\prime \prime}+\frac{3}{2} y^{\prime}+\lambda y=0$
(n) $y^{\prime \prime}+a y^{\prime}+\lambda y=0$
(o) $y^{\prime \prime}-2 a \tan a x y^{\prime}+\lambda y=0$
(p) $y^{\prime \prime}+2 a \tanh a x y^{\prime}+\lambda y=0$
(q) $y^{\prime \prime}-a \tan a x y^{\prime}+\lambda \cos ^{2} a x y=0$
(r) $y^{\prime \prime}+2 a x y^{\prime}+a^{2} x^{2} y+\lambda y=0$
(s) $y^{\prime \prime}-a^{2} y^{\prime}+\lambda e^{-4 a x} y=0$
(t) $\mathrm{x}^{4 \mathrm{a}} \mathrm{y}^{\prime \prime}-\mathrm{a}(\mathrm{a}-1) \mathrm{x}^{4 \mathrm{a}-2} \mathrm{y}+\lambda \mathrm{y}=0 \quad \mathrm{a}<0$
(u) $x^{4} y^{\prime \prime}+\lambda y=0$
(v) $x y^{\prime \prime}+\lambda y=0$
(w) $x y^{\prime \prime}+4 y^{\prime}+\lambda x y=0$
(x) $y^{\prime \prime}+4 y^{\prime}+(\lambda+4) y=0$
(y) $x^{2} y^{\prime \prime}-2 x y^{\prime}+\frac{9}{4} \lambda x^{3} y=0$
(z) $x^{2} y^{\prime \prime}-x y^{\prime}+(\lambda+1) y=0$
(aa) $x y^{\prime \prime}+2 y^{\prime}+\lambda x y=0$
(bb) $x^{2} y^{\prime \prime}+3 x y^{\prime}+\left[\lambda x^{8}-3\right] y=0$
(c) $x y^{\prime \prime}+3 y^{\prime}+\lambda x^{-1 / 3} y=0$
(dd) $x y^{\prime \prime}+6 y^{\prime}+\lambda x y=0$
(e) $x y^{\prime \prime}+4 y^{\prime}+\lambda x^{3} y=0$
(ff) $x y^{\prime \prime}+2 y^{\prime}+\lambda x^{3} y=0$
(gg) $x^{2} y^{\prime \prime}+\frac{11}{2} x y^{\prime}+\frac{9}{4}\left(\lambda x^{3}-\frac{7}{4}\right) y=0$
(hh) $x y^{\prime \prime}+\frac{9}{7} y^{\prime}+\lambda x^{3} y=0$
22. Obtain the eigenfunctions $\phi_{n}(x)$, eigenvalues $\lambda_{n}$ and write down the orthogonality integral for the following differential systems:

| (a) Problem 21a | $0 \leq x \leq 1$ | $y(0)=0$ | $y(1)$ finite |
| :--- | :--- | :--- | :--- |
| (b) Problem 21a | $0 \leq x \leq 1$ | $y^{\prime}(0)=0$ | $y(1)$ finite |
| (c) Problem 21b | $-1 \leq x \leq 1$ |  | $y( \pm 1)$ finite |

(d) Problem 21c $-1 \leq x \leq 1$
(e) Problem 21 k
(f) Problem 211
(g) Problem 21m
(h) Problem 21n
$0 \leq x \leq L$
$y(0)=y(L)=0$
(i) Problem 210
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y(0)=y(L)=0$
(j) Problem 21p
$0 \leq x \leq L$
$y(0)=y(L)=0$
(k) Problem 21r
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y(0)=y(L)=0$
(l) Problem 21s
$0 \leq \mathrm{x} \leq \mathrm{L}$
$\mathrm{y}(0)=\mathrm{y}(\mathrm{L})=0$
(m) Problem 21t
$0 \leq x \leq L$
$y(L)=0$
$y(1)=y(2)=0$
(o) Problem 21v
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y(0)=y(L)=0$
(p) Problem 21w
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y^{\prime}(\mathrm{L})=0$
$y(0)$ finite
(q) Problem 21x
$0 \leq x \leq 1$
$y(0)=0$
$y(1)=0$
(r) Problem 21y
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y(0)=0$
$y(L)=0$
(s) Problem 21z
$1 \leq \mathrm{x} \leq \mathrm{e}$
$y(1)=0$
$y(e)=0$
(t) Problem 21aa
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y(L)=0$
$y(0)$ finite
(u) Problem 21bb
$0 \leq x \leq L$
$y(L)=0$
$y(0)$ finite
(v) Problem 21cc
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y(L)=0$
$y(0)$ finite
(w) Problem 21dd
$0 \leq x \leq L$
$y(L)=0$
$y(0)$ finite
(x) Problem 21ee
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y(L)=0$
$y(0)$ finite
(y) Problem 21ff
$0 \leq \mathrm{x} \leq \mathrm{L}$
$y(L)=0$
$y(0)$ finite
(z) Problem 2lgg $0 \leq x \leq L$
$y(L)=0$
$y(0)$ finite
(a) Problem 21hh
$0 \leq x \leq L$
$y(L)=0$
$y(0)$ finite

## Section 4.17

23. Obtain the solution to the following systems:
(a) $y^{\prime \prime}+\lambda y=f(x)$
$y(L)=0$
$y(0)=0$
(b) $y^{\prime \prime}+\frac{1}{x} y^{\prime}+\lambda y=1$
$y(L)=0$
$y(0)$ finite
(c) $\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+\lambda y=f(x)$
$y( \pm 1)$ finite
(d) $y^{\prime \prime}-2 y^{\prime}+(1+\beta) y=e^{x}$
$y(0)=3 \quad y(1)=0$
$0 \leq x \leq 1 \quad \beta$ is a fixed constant
(e) $x y^{\prime \prime}+\left(\frac{3}{2}-x\right) y^{\prime}+\left(\frac{x}{4}-\frac{3}{4}+\lambda\right) y=x^{-1 / 2} e^{x / 2} \quad y(0)$ finite (bounded)

$$
0 \leq x \leq 1 \quad y(1)=0
$$

(f) $x y^{\prime \prime}+(3-2 x) y^{\prime}+\left(\alpha^{2} x^{3}+x-3\right) y=x e^{x}$
$y(0)$ finite
$0 \leq x \leq 1$
$y(1)=0$
(g) $x y^{\prime \prime}+2 y^{\prime}+k^{2} x y=1$
$y(1)=0$
$y(0)$ finite
(h) $x y^{\prime \prime}+(3-2 x) y^{\prime}+\left(\lambda x+\left(x^{2}-3 x\right)\right) y=\frac{e^{x}}{x}$
$y(0)$ finite (bounded)
$0 \leq x \leq 1$
$y(1)=0$
(i) $x^{2} y^{\prime \prime}+[3-6 x] x y^{\prime}+\left[9 x^{2}-9 x-15+\lambda x^{4}\right] y=x^{2} e^{3 x}$
$0 \leq x \leq 1$
$y(1)=0$
$y(0)$ finite (bounded)
(j) $x^{2} y^{\prime \prime}+2(1-2 x) x y^{\prime}+\left(\lambda x^{4}+4 x^{2}-4 x-\frac{3}{4}\right) y=x^{5 / 2} e^{2 x}$

$$
0 \leq x \leq 1 \quad y(1)=0 \quad y(0) \text { finite (bounded) }
$$

(k) $x^{2} y^{\prime \prime}+\left(\frac{5}{2}-2 x\right) x y^{\prime}+\left(\lambda x^{4}+x^{2}-\frac{5}{2} x-\frac{7}{16}\right) y=e^{x} x^{9 / 4}$

$$
0 \leq x \leq 1 \quad y(1)=0 \quad y(0) \text { finite (bounded) }
$$

(l) $x^{2} y^{\prime \prime}+2(1+x) x y^{\prime}+\left(\lambda x^{4}+x^{2}+2 x\right) y=e^{-x} x^{3}$

$$
0 \leq x \leq L \quad y(L)=0 \quad y(0) \text { finite (bounded) }
$$

(m) $x y^{\prime \prime}+(4-2 x) y^{\prime}+\left(\lambda x^{5}+x-4\right) y=x^{2} e^{x}$

$$
0<x<1 \quad y(1)=0 \quad y(0) \text { finite }
$$

(n) $x y^{\prime \prime}+(5-2 x) y^{\prime}+\left(\lambda x^{7}+x-5\right) y=x^{3} e^{x}$

$$
0 \leq x \leq 1 \quad y(1)=0 \quad y(0) \text { finite }
$$

## Section 4.18, 4.19

24. Expand the following functions in a Fourier sine series over the specified range:
(a) $f(x)=x^{2}$

$$
0<x<\pi
$$

(b) $f(x)=1$

$$
0<x<\pi / 2
$$

$$
=0 \quad \pi / 2<\mathrm{x}<\pi
$$

(c) $f(x)=x$ $0<x<\pi$
(d) $f(x)=x-x^{2}$

$$
0<x<1
$$

(e) $f(x)=e^{x}$ $0<x<\pi$
(f) $f(x)=\sin x$ $0<x<\pi$
25. Expand the functions of Problem 24 in Fourier cosine series.

## Section 4.20

26. Expand the following by a complete Fourier series in the specified range:
(a) $f(x)=\sin x$
$0 \leq x \leq \pi$

$$
=0
$$

$$
\pi \leq x \leq 2 \pi
$$

(b) $f(x)=\cos a x$
$-\pi<x<\pi$

$$
\mathrm{a}=\text { non-integer }
$$

(c) $f(x)=x-x^{2}$
$-1<x<1$
(d) $f(x)=\sin a x$

$$
-\pi<x<\pi
$$

$$
\mathrm{a}=\text { non-integer }
$$

(e) $f(x)=1$
$-\mathrm{L}<\mathrm{x}<\mathrm{L} / 2$
$=0$
$\mathrm{L} / 2<\mathrm{x}<\mathrm{L}$

## Section 4.21

27. Expand the function:

$$
\begin{aligned}
\mathrm{f}(\mathrm{x}) & =1 & & 0<\mathrm{x}<1 \\
& =0 & & 1<\mathrm{x}<2
\end{aligned}
$$

in a series of $\mathrm{J}_{0}\left(\mu_{\mathrm{n}} \mathrm{x}\right)$ where $\mu_{\mathrm{n}}$ are roots of $\mathrm{J}_{0}\left(2 \mu_{\mathrm{n}}\right)=0$
28. Expand the function:
$\mathrm{f}(\mathrm{x})=\mathrm{x}^{2}$

$$
0<x<1
$$

in a series of $\mathrm{J}_{2}\left(\mu_{n} x\right)$ where $\mu_{n}$ are the root of:

$$
\mathrm{J}_{2}\left(\mu_{\mathrm{n}}\right)=0
$$

29. Expand the function:
$f(x)=1$

$$
0<\mathrm{x}<\mathrm{L}
$$

in a series of $J_{2}\left(\mu_{n} x\right)$, where $\mu_{n}$ are the roots of:

$$
\mu_{\mathrm{n}} \mathrm{LJ}\left(\mu_{\mathrm{n}} \mathrm{~L}\right)-\mathrm{aJ}_{0}\left(\mu_{\mathrm{n}} \mathrm{~L}\right)=0
$$

## Section 4.22

30. Expand the function:

$$
\begin{aligned}
f(x) & =0 & & -1<x<0 \\
& =1 & & 0<x<1
\end{aligned}
$$

in the series of Legendre Polynomials.
31. Expand the function:
$f(x)=0$

$$
-1<x<0
$$

$$
=x
$$

$$
0<x<1
$$

in a series of Legendre Polynomials.

## 5

## FUNCTIONS OF A COMPLEX VARIABLE

### 5.1 Complex Numbers

A complex number z can be defined as an ordered pair of real numbers x and y :

$$
\mathrm{z}=(\mathrm{x}, \mathrm{y})
$$

The complex number $(1,0)$ is a real number $=1$. The complex number $(0,1)=\mathrm{i}$, is an imaginary number. The components of $z$ are: the real part $\operatorname{Re}(z)=x$ and the imaginary part $\operatorname{Im}(\mathrm{z})=\mathrm{y}$. Thus, the number z can be expressed conveniently as follows:

$$
z=x+i y
$$

The number $\mathrm{z}=0$ iff $\mathrm{x}=0$ and $\mathrm{y}=0$. New operational rules and laws must be specified for the new number system. Let the complex numbers $a, b, c$ be defined by their components $\left(a_{1}, a_{2}\right),\left(b_{1}, b_{2}\right)$ and $\left(c_{1}, c_{2}\right)$, respectively.
Equality: $a=b$ iff $a_{1}=a_{2}$ and $b_{1}=b_{2}$
Thus it can be written in complex notation as follows:

$$
a=a_{1}+i a_{2}=b=b_{1}+i b_{2} \quad \text { iff } \quad a_{1}=b_{1} \text { and } a_{2}=b_{2}
$$

Addition: $\mathrm{c}=\mathrm{a}+\mathrm{b}=\left(\mathrm{a}_{1}+\mathrm{b}_{1}, \mathrm{a}_{2}+\mathrm{b}_{2}\right)$

$$
c=c_{1}+i c_{2}=\left(a_{1}+i a_{2}\right)+\left(b_{1}+i b_{2}\right)=\left(a_{1}+b_{1}\right)+i\left(a_{2}+b_{2}\right)
$$

Subtraction: $\quad \mathrm{c}=\mathrm{a}-\mathrm{b}=\left(\mathrm{a}_{1}-\mathrm{b}_{1}, \mathrm{a}_{2}-\mathrm{b}_{2}\right)$
$\mathrm{c}=\mathrm{c}_{1}+\mathrm{ic}_{2}=\left(\mathrm{a}_{1}+\mathrm{ia}_{2}\right)-\left(\mathrm{b}_{1}+\mathrm{ib}_{2}\right)=\left(\mathrm{a}_{1}-\mathrm{b}_{1}\right)+\mathrm{i}\left(\mathrm{a}_{2}-\mathrm{b}_{2}\right)$
Multiplication: $\quad c=a b=\left(a_{1} b_{1}-a_{2} b_{2}, a_{1} b_{2}+a_{2} b_{1}\right)$

$$
\mathrm{c}=\mathrm{c}_{1}+\mathrm{ic}_{2}=\left(\mathrm{a}_{1}+\mathrm{ia}_{2}\right)\left(\mathrm{b}_{1}+\mathrm{ib}_{2}\right)
$$

If one defines $i^{2}=-1$, then:
$\mathrm{c}=\left(\mathrm{a}_{1} \mathrm{~b}_{1}-\mathrm{a}_{2} \mathrm{~b}_{2}\right)+\mathrm{i}\left(\mathrm{a}_{1} \mathrm{~b}_{2}+\mathrm{a}_{2} \mathrm{~b}_{1}\right)$
Division: if $a \neq 0$
$\frac{1}{\mathrm{a}}=\frac{1}{\mathrm{a}_{1}+\mathrm{ia}_{2}}$
Multiplying the numerator and denominator by ( $\mathrm{a}_{1}-\mathrm{ia}_{2}$ ):
$\frac{1}{a}=\frac{a_{1}-i a_{2}}{a_{1}^{2}+a_{2}^{2}}$

Furthermore, a division of two complex numbers gives:

$$
c=\frac{b}{a}=\frac{a_{1} b_{1}+a_{2} b_{2}}{a_{1}^{2}+a_{2}^{2}}+i \frac{a_{1} b_{2}-a_{2} b_{1}}{a_{1}^{2}+a_{2}^{2}}
$$

The preceding operations satisfy the following laws:

1. Associative Law: $(a+b)+c=a+(b+c)$

$$
(a b) c=a(b c)
$$

2. Commutative Law: $a+b=b+a$

$$
\mathrm{ab}=\mathrm{ba}
$$

3. Distributive Law: $(a+b) c=a c+b c$
4. For every $\mathrm{a}, \mathrm{a}+0=\mathrm{a}$
5. For every $a$, there exists $-a$, such that $a+(-a)=0$
6. For every $\mathrm{a}, \mathrm{a} \cdot 1=\mathrm{a}$
7. For every $a$, there exists $a^{-1}$ such that $a \cdot a^{-1}=1, a \neq 0$

### 5.1.1 Complex Conjugate

Define Complex Conjugate " $\overline{\mathrm{a}}$ " of " a " as follows:
$a=a_{1}+i a_{2}$ $\overline{\mathrm{a}}=\mathrm{a}_{1}-\mathrm{i} \mathrm{a}_{2}$

Thus:

$$
\overline{\mathrm{a}+\mathrm{b}}=\overline{\mathrm{a}}+\overline{\mathrm{b}} \quad \overline{\mathrm{ab}}=\overline{\mathrm{a}} \overline{\mathrm{~b}} \quad \overline{\left(\frac{\mathrm{a}}{\mathrm{~b}}\right)}=\overline{\bar{a}} \overline{\overline{\mathrm{~b}}}
$$

If $\mathrm{a}=\overline{\mathrm{a}}$, then a is a real number.

### 5.1.2 Polar Representation

Define the Absolute Value (Modulus) |a| of "a" as follows:

$$
|a|=\sqrt{a_{1}^{2}+a_{2}^{2}} \geq 0 \quad \text { a real positive number }
$$

Since complex numbers are ordered pairs of real numbers, a geometric (vector) representation of such numbers (Argand Diagram) can be constructed as shown in Fig. 5.1, where:

$$
\begin{gathered}
x_{0}=r \cos \theta \\
y_{0}=r \sin \theta \\
z_{0}=r(\cos \theta+i \sin \theta)=r e^{i \theta}
\end{gathered}
$$

In this system, the radius $r$ is:

$$
\mathrm{r}=\sqrt{\mathrm{x}_{0}^{2}+\mathrm{y}_{0}^{2}}=\left|\mathrm{z}_{0}\right|
$$

## Imaginary Axis



Fig. 5.1. Vector Representation of the Complex Plane

$$
\tan \theta=\frac{y_{0}}{x_{0}}, \quad 0 \leq \theta \leq 2 \pi \quad \text { or } \quad-\pi \leq \theta \leq \pi
$$

and the angle $\theta$ is called the Argument of $\boldsymbol{z}_{0}$.
The complex number $z_{0}$ does not change value if $\theta$ is increased or decreased by an integer number of $2 \pi$, i.e.:

$$
z_{0}=r e^{i \theta}=r e^{i(\theta \pm 2 n \pi)} \quad n=1,2,3
$$

Thus, in the polar form, let $a=r_{1} e^{i \theta_{1}}, b=r_{2} e^{i \theta_{2}}$ then their product is:

$$
a b=r_{1} r_{2} e^{i\left(\theta_{1}+\theta_{2}\right)}=r_{1} r_{2}\left[\cos \left(\theta_{1}+\theta_{2}\right)+i \sin \left(\theta_{1}+\theta_{2}\right)\right]
$$

and their quotient is given by:

$$
\frac{a}{b}=\frac{r_{1}}{r_{2}} e^{i\left(\theta_{1}-\theta_{2}\right)}=\frac{r_{1}}{r_{2}}\left[\cos \left(\theta_{1}-\theta_{2}\right)+i \sin \left(\theta_{1}-\theta_{2}\right)\right]
$$

In polar representation the expression $\left|z-z_{o}\right|=c$ represents a circle centered at $z_{o}$ and whose radius is " c ".

### 5.1.3 Absolute Value

The absolute value of $z_{0}$ represents the distance of point $z_{0}$ from the origin. The absolute value of the difference between two complex numbers, is:

$$
|a-b|=\sqrt{\left(a_{1}-b_{1}\right)^{2}+\left(a_{2}-b_{2}\right)^{2}}
$$

and represents the distance between $a$ and $b$.
The absolute value of the products and quotients become:

$$
|a b c|=|a||b| c \mid
$$

$$
\left|\frac{a}{b}\right|=\frac{|a|}{|b|}
$$

## Imaginary Axis



Fig. 5.2: Geometric Argument for Inequalities

The following inequalities can be obtained from geometric arguments as shown in Fig. 5.2.

$$
\begin{array}{ll}
|a+b| \leq|a|+|b| & |a-b| \leq|a|+|b| \\
|a-b| \geq|a|-|b| & |a+b| \geq|a|-|b|
\end{array}
$$

### 5.1.4 Powers and Roots of a Complex Number

The $\mathrm{n}^{\text {th }}$ power of a complex number with n being integer becomes:

$$
a^{n}=\left(r e^{i \theta}\right)^{n}=r^{n} e^{i n \theta}
$$

The $\mathrm{n}^{\text {th }}$ root of a complex number:

$$
a^{1 / n}=[r \exp i(\theta+2 m \pi)]^{1 / n}=r^{1 / n} \exp \left(i \frac{\theta+2 m \pi}{n}\right)
$$

$$
\mathrm{m}=0,1,2, \ldots
$$

There are n different roots of (a) as follows:

$$
\begin{array}{ll}
\left(a^{1 / n}\right)_{1}=r^{1 / n} \exp \left(i \frac{\theta}{n}\right) & m=0 \\
\left(a^{1 / n}\right)_{2}=r^{1 / n} \exp \left(i \frac{\theta+2 \pi}{n}\right) & m=1 \\
\left(a^{1 / n}\right)_{n-1}=r^{1 / n} \exp \left(i \frac{\theta+2 n \pi-4 \pi}{n}\right) & m=n-2 \\
\left(a^{1 / n}\right)_{n}=r^{1 / n} \exp \left(i \frac{\theta+2 n \pi-2 \pi}{n}\right) & m=n-1 \\
\left(a^{1 / n}\right)_{n+1}=r^{1 / n} \exp \left(i \frac{\theta+2 n \pi}{n}\right)=r^{1 / n} \exp \left(i \frac{\theta}{n}\right)=\left(a^{1 / n}\right)_{1} & m=n
\end{array}
$$



Fig. 5.3

Succeeding roots repeat the first n roots. Hence, $\mathrm{a}^{1 / \mathrm{n}}$ has n distinct roots. In polar form, the $n$ roots fall on a circle whose radius is $r^{1 / n}$ and whose arguments are equally spaced by $2 \pi / n$.

### 5.2 Analytic Functions

One must develop the calculus of complex variables in a treatment that parallels the calculus of real variables. Thus, one must define a neighborhood of a point, regions, functions, limits, continuity, derivatives and integrals. In each case, the corresponding treatment of real variables will be presented to give a clearer picture of the ideas being presented.

### 5.2.1 Neighborhood of a Point

In real variables, the neighborhood of a point $x=a$ represents all the points inside the segment of the real axis $a-\varepsilon<x<a+\varepsilon$, with $\varepsilon>0$, as shown in the shaded section in Fig. 5.3a. This can be written in more compact form as $|x-a|<\varepsilon$.

In complex variables, all the points inside a circle of radius $\varepsilon$ centered at $z=a$, but not including points on the circle, make up the neighborhood of $z=$ a, i.e.:

$$
|z-a|<\varepsilon
$$

This is shown as the shaded area in Figure 5.3b.

### 5.2.2 Region

A closed region in real variables contains all interior as well as boundary points, e.g., the closed region:

$$
|x-1| \leq 1
$$

contains all points $0 \leq x \leq 2$, see Fig. 5.4a. The closed region in the complex plane contains all interior points as well as the boundary points, e.g., the closed region:


Fig. 5.4

$$
1 \leq|z-1-i| \leq 2
$$

represents all the interior points contained inside the annular circular ring defined by an inner and outer radii of 1 and 2 , respectively, as well as all the points on the outer and inner circles, as shown in Fig. 5.4(b).

An Open Region is one that includes all the interior points, but does not include the boundary points, e.g., the following regions are open:

$$
|x-1|<1 \quad \text { or } \quad 0<x<2
$$

as well as:

$$
1<|z-1-i|<2
$$

A region is called a semi-closed region if it includes all the interior points as well as points on part of the boundary, e.g.:

$$
1<|z-1-i| \leq 2
$$

A simply connected region $R$ is one where every closed contour within it encloses only points belonging to $R$. A region that is not simply connected is called multiply-connected. Thus, the region inside a circle is simply connected, the region outside a circle is multiply-connected. The order of the multiply-connectiveness of a region can be defined by the number of independent closed contours that cannot be collapsed to zero plus one. Thus, the region inside an annular region (e.g. the region between two concentric circles) is doubly connected.

### 5.2.3 Functions of a Complex Variable

A function of a real variable $y=f(x)$ maps each point $x$ in the region of definition of x on the real x -axis onto one or more corresponding point(s) in another region of definition of $y$ on the real $y$-axis. A single-valued function is one where each point $x$ maps into one point $y$. For example, the function:

$$
y=f(x)=\frac{1}{x^{3}}
$$

$$
0<|x| \leq 1
$$



Fig. 5.5: Mapping of the Function $w=z^{2}$
maps every x in the region $0<|\mathrm{x}| \leq 1$ on to a point y in the region $|\mathrm{y}| \geq 1$.
The region of definition of $x$ is called the Domain of the function $f(x)$, the set of values of $y=f(x), x \in D$, is called the Range of $f(x)$, e.g., in the example above:

The Domain is $0<|x| \leq 1$
The Range is $|y| \geq 1$
A function of a complex variable $w=f(z)$ maps each point $z$ in the domain of $f(z)$ onto one or more points $w$ in the range of $w$. A single-valued function maps one point $z$ onto one point $w$. For example, the function:

$$
w=\frac{1}{z^{3}} \quad 0<|z| \leq 1
$$

maps all the points inside and on a circle of radius $=1$, but not the point $\mathrm{z}=0$, onto the region outside and on the circle of radius $=1$, see Fig. 5.5.

The function $\mathrm{w}=\mathrm{f}(\mathrm{z})$ of a complex variable is also a complex variable, which can be written as follows:

$$
\begin{equation*}
w=f(z)=u(x, y)+i v(x, y) \tag{5.1}
\end{equation*}
$$

where $u$ and $v$ are real functions of $x$ and $y$. For example:

$$
\mathrm{w}=\mathrm{z}^{2}=(\mathrm{x}+\mathrm{iy})^{2}=\mathrm{x}^{2}-\mathrm{y}^{2}+\mathrm{i}(2 \mathrm{xy})
$$

where

$$
u(x, y)=x^{2}-y^{2} \quad \text { and } \quad v(x, y)=2 x y
$$

### 5.2.4 Limits

If the function $f(z)$ is defined in the neighborhood of a point $z_{0}$, except possibly at the point itself, then the limit of the function as $z$ approaches $z_{0}$ is a number $A$, i.e.:

$$
\begin{equation*}
\operatorname{Lim}_{z \rightarrow z_{0}} f(z)=A \tag{5.2}
\end{equation*}
$$

This means that if there exists a positive small number $\varepsilon$ such that:

$$
\left|z-z_{0}\right|<\varepsilon \quad \text { then } \quad|w-A|<\delta \text { for a small positive number } \delta
$$

The limit of the function is unique.
Let $A$ and $B$ be the limits of $f(z)$ and $g(z)$ respectively as $z \rightarrow z_{0}$, then:

$$
\operatorname{Lim}_{\mathrm{z} \rightarrow \mathrm{z}_{0}}[\mathrm{f}(\mathrm{z})+\mathrm{g}(\mathrm{z})]=\mathrm{A}+\mathrm{B}
$$

$$
\operatorname{Lim}_{z \rightarrow z_{0}}[f(z) g(z)]=A B
$$

$$
\operatorname{Lim}_{\mathrm{z} \rightarrow \mathrm{z} 0} \frac{\mathrm{f}(\mathrm{z})}{\mathrm{g}(\mathrm{z})}=\frac{\mathrm{A}}{\mathrm{~B}} \quad \text { provided that } \underset{:}{B} \neq 0
$$

Since the limit is unique, then the limit of a function as $z$ approaches $z_{0}$ by any path $C$ must be unique. If a function possesses more than one limit as $\mathrm{z} \rightarrow \mathrm{z}_{0}$, when the limiting process is performed along different paths, then the function has no limit as $\mathrm{z} \rightarrow \mathrm{z}_{0}$.

## Example 5.1

Find the limit of the following function as $\mathrm{z} \rightarrow 0$ :

$$
f_{1}(z)=\frac{x y^{2}}{x^{2}+y^{4}}
$$

Let $y=m x$ be the path $C$ along which a limit of the function $f_{1}(z)$ as $z \rightarrow 0$ is to be obtained:

$$
\operatorname{Lim}_{z \rightarrow 0} f_{1}(z)=\operatorname{Lim}_{x \rightarrow 0} \frac{m^{2} x^{3}}{x^{2}+m^{2} x^{4}} \rightarrow 0
$$

independent of the value of $m$. This is not conclusive because, on the curve $x=m y^{2}$, the limit of $f(z)$ as $z \rightarrow 0$ on $C$ is $m /\left(m^{2}+1\right)$, which depends on $m$ for its limit. Thus, if $f_{1}(z)$ has many limits, then $f_{1}(z)$ has no limit as $z \rightarrow 0$.

### 5.2.5 Continuity

A function is continuous at a point $z=z_{0}$, if $f\left(z_{0}\right)$ exists, and $\operatorname{Lim}_{z \rightarrow z_{0}} f(z)$ exists, and

and $v(x, y)$ are continuous functions at $z=z_{0}$.


Fig. 5.6: Two Paths for Differentiation of $f(z)$

### 5.2.6 Derivatives

Let $z$ be a point in the neighborhood of a point $z_{0}$, then one defines $\Delta z$ as:
$\Delta \mathrm{z}=\mathrm{z}-\mathrm{z}_{0} \quad$ a complex number
The derivative of a function $f(z)$ is defined as follows:

$$
\begin{equation*}
f^{\prime}\left(z_{0}\right)=\left.\frac{d f(z)}{d z}\right|_{z=z_{0}}=\operatorname{Lim}_{\Delta z \rightarrow 0} \frac{f\left(z_{0}+\Delta z\right)-f\left(z_{0}\right)}{\Delta z}=\operatorname{Lim}_{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}} \tag{5.3}
\end{equation*}
$$

Thus, the derivative is defined only if the limit exists, which indicates that the derivative must be unique. If a function possesses more than one derivative at a point $\mathrm{z}=$ $\mathrm{z}_{0}$ depending on the path along which a limit was taken, then it has no derivative at the point $z=z_{0}$.

## Example 5.2

(i) $f(z)=z^{2}$

$$
f^{\prime}(a)=\operatorname{Lim}_{\Delta z \rightarrow 0} \frac{(a+\Delta z)^{2}-a^{2}}{\Delta z}=\operatorname{Lim}_{\Delta z \rightarrow 0}(2 a+\Delta z)=2 a
$$

(ii) The function $\mathrm{f}(\mathrm{z})=R \mathrm{z}=\mathrm{x}$ has no derivative at $\mathrm{z}=\mathrm{z}_{0}$, since one can show that it possesses more than one derivative. If one takes the limit along path parallel to the y -axis at ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) (see Fig. 5.6, path $\mathrm{C}_{1}$ ):

$$
f^{\prime}\left(z_{0}\right)=\operatorname{Lim}_{\Delta z \rightarrow 0} \frac{\Delta f}{\Delta z}=\operatorname{Lim}_{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}}=\operatorname{Lim}_{y \rightarrow y_{0}} \frac{x_{0}-x_{0}}{i\left(y-y_{0}\right)}=0
$$

If one takes the path parallel to the x -axis (see Fig. 5.6, path $\mathrm{C}_{2}$ ):

$$
f^{\prime}\left(z_{0}\right)=\operatorname{Lim}_{z \rightarrow z_{0}} \frac{\Delta f}{\Delta z}=\operatorname{Lim}_{x \rightarrow x_{0}} \frac{x-x_{0}}{x-x_{0}}=1
$$

Thus $f(z)$ has no derivative at any point $z_{0}$.
The following properties of differentiation holds:

$$
\begin{array}{ll}
\frac{d}{d z} c=0 & c=\text { constant } \\
\frac{d}{d z} z=1 & \\
\frac{d}{d z} z^{n}=n z^{n-1} & n=\text { integer } \\
\frac{d}{d z}(c f)=c \frac{d f}{d z} & c=\text { constant } \\
\frac{d}{d z}\left(f_{1}+f_{2}\right)=f_{1}^{\prime}+f_{2}^{\prime} & \\
\frac{d}{d z}\left(f_{1} f_{2}\right)=f_{1} f_{2}^{\prime}+f_{2} f_{1}^{\prime} & \\
\frac{d}{d z}\left(\frac{f_{1}}{f_{2}}\right)=\frac{f_{1}^{\prime} f_{2}-f_{1} f_{2}^{\prime}}{f_{2}^{2}} & f_{2} \neq 0 \\
\frac{d}{d z} f(g(z))=\frac{d f}{d g} \frac{d g}{d z} & \tag{5.4}
\end{array}
$$

### 5.2.7 Cauchy-Reimann Conditions

If $f(z)$ has a derivative at $z_{0}$ and if $\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial v}{\partial x}$, and $\frac{\partial v}{\partial y}$ are continuous at $z_{0}$, then it can be shown that:
$\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y} \quad$ and $\quad \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}$
or in polar coordinates:
$\frac{\partial u}{\partial r}=\frac{1}{r} \frac{\partial v}{\partial \theta} \quad$ and $\quad \frac{1}{r} \frac{\partial u}{\partial \theta}=-\frac{\partial v}{\partial r}$
These are known as the Cauchy-Reimann conditions.
The derivative computed along path $\mathrm{C}_{1}$ (see Fig. 5.6):

$$
\begin{aligned}
& f^{\prime}\left(z_{0}\right)=\operatorname{Lim}_{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}} \\
& \text { on } \mathrm{C}_{1} \\
& =\operatorname{Lim}_{\substack{y \rightarrow y_{0} \\
\operatorname{onC}_{1}}} \frac{\left[u\left(x_{0}, y\right)+i v\left(x_{0}, y\right)\right]-\left[u\left(x_{0}, y_{0}\right)+i v\left(x_{0}, y_{0}\right)\right]}{\left(x_{0}+i y\right)-\left(x_{0}+i y_{0}\right)} \\
& \begin{array}{l}
=\operatorname{Lim}_{y \rightarrow y_{0}} \frac{u\left(x_{0}, y\right)-u\left(x_{0}, y_{0}\right)}{i\left(y-y_{0}\right)}+\underset{\substack{y \rightarrow y_{0} \\
\text { on }_{1}}}{\operatorname{Lim}_{0}} \frac{v\left(x_{0}, y\right)-v\left(x_{0}, y_{0}\right)}{y-y_{0}} \\
\text { on }_{1}
\end{array} \\
& =-\mathrm{i} \frac{\partial \mathrm{u}}{\partial \mathrm{y}}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)+\frac{\partial \mathrm{v}}{\partial \mathrm{y}}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)
\end{aligned}
$$

The derivative computed along path $\mathrm{C}_{2}$ becomes:

$$
\begin{aligned}
& f^{\prime}\left(z_{0}\right)=\operatorname{Lim}_{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}} \\
& \text { on } \mathrm{C}_{2} \\
& \begin{array}{l}
=\operatorname{Lim}_{x \rightarrow x_{0}} \frac{\left[u\left(x, y_{0}\right)+i v\left(x, y_{0}\right)\right]-\left[u\left(x_{0}, y_{0}\right)+i v\left(x_{0}, y_{0}\right)\right]}{\left(x+i y_{0}\right)-\left(x_{0}+i y_{0}\right)} \\
\text { on } C_{2}
\end{array} \\
& =\operatorname{Lim}_{\substack{x \rightarrow x_{0} \\
\text { on }_{2}}} \frac{u\left(x, y_{0}\right)-u\left(x_{0}, y_{0}\right)}{x-x_{0}}+i \underset{\substack{x \rightarrow x_{0}}}{\operatorname{Lim}_{\text {on }_{2}}} \frac{v\left(x, y_{0}\right)-v\left(x_{0}, y_{0}\right)}{x-x_{0}} \\
& =\frac{\partial \mathrm{u}}{\partial \mathrm{x}}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)+\mathrm{i} \frac{\partial \mathrm{v}}{\partial \mathrm{x}}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)
\end{aligned}
$$

Thus, equating the two expressions for $f^{\prime}(z)$, one obtains the Cauchy-Riemann conditions given in eq. (5.5). The Cauchy-Riemann conditions can also be written in the polar form given in (5.5). The derivative can thus be evaluated by:

$$
\begin{equation*}
f^{\prime}(z)=\frac{\partial u}{\partial x}+i \frac{\partial v}{\partial x}=\frac{\partial v}{\partial y}-i \frac{\partial u}{\partial y} \tag{5.6}
\end{equation*}
$$

## Example 5.3

(i) The function:

$$
\begin{aligned}
& f(z)=z^{2}=\left(x^{2}-y^{2}\right)+i(2 x y) \\
& u(x, y)=x^{2}-y^{2} \quad v(x, y)=2 x y
\end{aligned}
$$

has a derivative:

$$
f^{\prime}(z)=2 x+i 2 y=2(x+i y)=2 z
$$

The partial derivation of $u$ and $v$ are continuous:
$\frac{\partial u}{\partial x}=2 x$
$\frac{\partial u}{\partial y}=-2 y$
$\frac{\partial v}{\partial x}=2 y$
$\frac{\partial v}{\partial y}=2 x$

Note that the partial derivatives satisfy the Cauchy-Riemann conditions.
(ii) The function:

$$
\mathrm{f}(\mathrm{z})=\operatorname{Re}(\mathrm{z})=\mathrm{x}
$$

has no derivative:

$$
\begin{array}{lll}
u=x & \frac{\partial u}{\partial x}=1 & \frac{\partial u}{\partial y}=0 \\
v=0 & \frac{\partial v}{\partial x}=0 & \frac{\partial v}{\partial y}=0
\end{array}
$$

The partial derivatives do not satisfy the Cauchy-Riemann conditions (5.5).
If $u$ and $v$ are single valued functions, whose partial derivatives of the first order are continuous and if the partial derivatives satisfy the Cauchy-Riemann conditions (5.5), then $f^{\prime}(z)$ exists. This is a necessary and sufficient condition for existence of continuous derivative $f^{\prime}(z)$.

If one differentiates eq. (5.5) partially once with respect to $x$ and once with respect to $y$, one cans show that:

$$
\begin{align*}
& \nabla^{2} u=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 \\
& \nabla^{2} v=\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}=0 \tag{5.7}
\end{align*}
$$

These equations are known as Laplace's equations. Functions that satisfy (5.7) are called Harmonic Functions.

The Cauchy-Riemann conditions can be used to obtain one of the two components of a complex function $w=f(z)$ to within an additive complex constant if the other component is known. Thus, if v is known, then the total derivative becomes:

$$
d u=\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y=\frac{\partial v}{\partial y} d x-\frac{\partial v}{\partial x} d y
$$

## Example 5.4

If $v=x y$, then one can obtain $u(x, y)$ as follows:

$$
\begin{array}{lll}
\frac{\partial v}{\partial y}=x=\frac{\partial u}{\partial x} & \text { then } & u=\frac{x^{2}}{2}+g(y) \\
\frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}=-y=g^{\prime}(y) & \text { then } & g(y)=-\frac{y^{2}}{2}+c
\end{array}
$$

Thus, the real part $u(x, y)$ is given by:

$$
u=\frac{1}{2}\left(x^{2}-y^{2}\right)+c
$$

so that the function $\mathrm{f}(\mathrm{z})$ is:
$f(z)=\frac{1}{2}\left(x^{2}-y^{2}\right)+c+i x y=\frac{1}{2} z^{2}+c$

### 5.2.8 Analytic Functions

A function $f(z)$ is analytic at a point $z_{0}$ if its derivative $f^{\prime}(z)$ exists and is continuous at $z_{0}$ and at every point in the neighborhood of $z_{0}$. An entire function is one that is analytic at every point in the entire complex $z$ plane. If the function is analytic everywhere in the neighborhood of a point $z_{0}$ but not $a z=z_{0}$, then $z=z_{0}$ is called an isolated singularity of $f(z)$.

## Example 5.5

(i) The function:

$$
f(z)=z^{n} \quad n=0,1,2, \ldots
$$

is an analytic function since $f^{\prime}(z)=n z^{n-1}$ exists and is continuous everywhere. It is also an entire function.
(ii) The function:
$\mathrm{f}(\mathrm{z})=\frac{1}{(\mathrm{z}-1)^{2}}$
is analytic everywhere, except at $z_{0}=1$, since $f^{\prime}(z)=-2 /(z-1)^{3}$ does not exist at $z_{0}=1$. The point $z_{0}=1$ is an isolated singularity of the function $f(z)$.

### 5.2.9 Multi-Valued Functions, Branch Cuts and Branch Points

Some complex functions can be multivalued in the complex z-plane and hence, are not analytic over some region. In order to make these functions single-valued, one can define the range of points $z$ in the $z$-plane in a way that the function is single-valued for those points. For example, the function $z^{1 / 2}$ is multivalued since:

$$
w=z^{1 / 2}=\left[r e^{i(\theta \pm 2 n \pi)}\right]^{1 / 2}=r^{1 / 2} e^{i(\theta \pm 2 n \pi) / 2} \quad r \geq 0,0<\theta<2 \pi
$$

Therefore, for $\mathrm{n}=0$ :

$$
z^{1 / 2}=r^{1 / 2} e^{i \theta / 2}
$$

and for $\mathrm{n}=1$ :

$$
z^{1 / 2}=r^{1 / 2} e^{i(\theta+2 \pi) / 2}
$$


(b)

Fig. 5.7: Branch Cuts and Riemann Sheets

For $n=2,3, \ldots$, the value of $w$ is equal to those for $n=0$ and $n=1$. Thus, there are two distinct values of the function $w=z^{1 / 2}$ for every point $z$ in the $z$-plane. Instead of letting $w$ have two values on the $z$-plane, one can create two planes where $w$ is singlevalued in each. This can be done by defining in one plane:

$$
z^{1 / 2}=r^{1 / 2} e^{i \theta / 2} \quad r \geq 0,0<\theta<2 \pi
$$

and in a second plane:

$$
z^{1 / 2}=r^{1 / 2} e^{i \theta / 2} \quad r \geq 0,2 \pi<\theta<4 \pi
$$

Thus, the function w is single valued in each plane. It should be noted that $\theta$ is limited to one range in each plane. This can be achieved by making a cut of the $0 / 2 \pi$ ray from the origin $\mathrm{r}=0$ to $\infty$ in such a way that $\theta$ cannot exceed $2 \pi$ or be less than zero in the first plane. The same cut from the origin $r=0$ to $\infty$ is made in the other plane at $2 \pi / 4 \pi$ ray so that $\theta$ cannot exceed $4 \pi$ or be less than $2 \pi$, see Fig. 5.7(a). Each of these planes is called a Riemann Sheet. The cut is called a Branch cut. The origin point where the .


Fig. 5.8: Examples of Branch Cuts (a) Non-linear, (b) Multiple, and (c) Co-linear Branch Cuts
cut starts at $\mathrm{r}=0$ is called the Branch Point. Since the function $w$ is continuous at $\theta=2 \pi$ in both sheets and is continuous at $\theta=0$ and $4 \pi$, one can envision joining these two Riemann sheets at the $2 \pi$ and at $0 / 4 \pi$ rays.

For the function $w=(z-1-i)^{1 / 2}$, one must first express it in cylindrical coordinates in order to calculate the function. Let the origin of the z-plane be at $(0,0)$, such that:

$$
z=r e^{i \theta}
$$

Let the origin of the coordinate system for the function w be $(1,1)$, such that:

$$
\mathrm{z}-1-\mathrm{i}=\rho \mathrm{e}^{\mathrm{i} \phi} \quad \rho>0
$$

To make the function $w$ single-valued, one needs to cut the plane from the branch point at ( $1+\mathrm{i}$ ) with $\rho=0$ to $\infty$ at $\phi=0 / 2 \pi$ and $\phi=2 \pi / 4 \pi$, see Fig. 5.7 (b). This results in two Riemann sheets defined by:

$$
\begin{array}{ll}
\mathrm{w}=(\mathrm{z}-1-\mathrm{i})^{1 / 2}=\rho^{1 / 2} \mathrm{e}^{\mathrm{i} \phi / 2} & 0<\phi<2 \pi: \text { Top Sheet } \\
& 2 \pi<\phi<4 \pi: \text { Bottom Sheet }
\end{array}
$$

one can see that $\rho$ and $\phi$ are related to $r$ and $\theta$.
The branch cut does not have to be aligned with the positive x -axis. For the above function, one can define a branch cut along a ray, $\alpha$, such that the function is defined by:

$$
\begin{gathered}
\mathrm{w}=(\mathrm{z}-1-\mathrm{i})^{1 / 2}=\rho^{1 / 2} \mathrm{e}^{\mathrm{i} \phi / 2} \quad \alpha<\phi<\alpha \pm 2 \pi \text { : Top Sheet } \\
\alpha \pm 2 \pi<\phi<\alpha \pm 4 \pi \text { : Bottom Sheet }
\end{gathered}
$$

so that the choice of $\alpha=\pi / 2$ results in a vertically aligned branch cut. The choice of $\pm 2 \pi$ depends on $\alpha$, in such a way so that the top sheet should include $\phi=0$ in its range. Branch cuts do not even have to be straight lines, but could be curved, as long as they start from the branch point and end at $\mathrm{z} \rightarrow \infty$, see Fig. 5.8(a) for examples.

Sometimes, a function may have two or more components that are multi-valued. For example, the function $w=\left(z^{2}-1\right)^{1 / 2}$ can be written as $w=(z-1)^{1 / 2}(z+1)^{1 / 2}$ which contains two multivalued functions $\mathrm{w}_{1}=(\mathrm{z}-1)^{1 / 2}$ and $\mathrm{w}_{2}=(\mathrm{z}+1)^{1 / 2}$. Both functions require branch cuts to make them single valued.

Let:

$$
\begin{aligned}
\mathrm{w}_{1}=(\mathrm{z}-1)^{1 / 2}=\rho_{1}^{1 / 2} \mathrm{e}^{\mathrm{i} \phi_{1} / 2} & \alpha_{1}<\phi_{1}<\alpha_{1} \pm 2 \pi \\
\alpha_{1} \pm 2 \pi & <\phi_{1}<\alpha_{1} \pm 4 \pi
\end{aligned}
$$

and

$$
\begin{array}{r}
\mathrm{w}_{2}=(\mathrm{z}+1)^{1 / 2}=\rho_{2}^{1 / 2} \mathrm{e}^{\mathrm{i} \phi_{2} / 2}<\phi_{2}<\alpha_{2} \pm 2 \pi \\
\alpha_{2} \pm 2 \pi<\phi_{2}<\alpha_{2} \pm 4 \pi
\end{array}
$$

with branch points for $w_{1}$ and $w_{2}$ at $\mathrm{z}=-1$ and +1 , respectively. Again the choice of $\pm 2 \pi$ is made in order to insure that $\phi=0$ is included in the range of the top sheet. Thus:

$$
w=w_{1} w_{2}=\left(\rho_{1} \rho_{2}\right)^{1 / 2} e^{i\left(\phi_{1}+\phi_{2}\right) / 2}
$$

where $\phi_{1}$ and $\phi_{2}$ could take any of the angles given above, i.e. four possible Riemann sheets. Thus, one can choose, see Fig. 5.8(b):

$$
\begin{array}{ll}
0<\phi_{1}<2 \pi,-\pi / 2<\phi_{2}<3 \pi / 2 & : \text { Sheet } 1 \\
0<\phi_{1}<2 \pi, 3 \pi / 2<\phi_{2}<7 \pi / 2 & : \text { Sheet } 2 \\
2 \pi<\phi_{1}<4 \pi,-\pi / 2<\phi_{2}<3 \pi / 2 & : \text { Sheet } 3 \\
2 \pi<\phi_{1}<4 \pi, 3 \pi / 2<\phi_{2}<7 \pi / 2 & : \text { Sheet } 4
\end{array}
$$

It should be noted that $\rho_{1}, \phi_{1}, \rho_{2}$ and $\phi_{2}$ are related to $\mathrm{r}, \theta$.
In many instances, it may be advantageous to make the branch cuts colinear. In those cases, the function may become single valued along the portion that is common to those branch cuts. For example, the choice of $\alpha_{1}=\alpha_{2}=0$ or $\alpha_{1}=\alpha_{2}=-\pi$ for both branch cuts may work better than in Fig. 5.8b (see Fig. 5.8(c)). For a point slightly above the two branch cuts, $\phi_{1}=\phi_{2} \cong 0$ so that:

$$
w=w_{1} w_{2}=\left(\rho_{1} \rho_{2}\right)^{1 / 2}
$$

For a point slightly below the two branch cuts, $\phi_{1}=\phi_{2} \cong 2 \pi$ so that:

$$
\mathrm{w}=\mathrm{w}_{1} \mathrm{w}_{2}=\left(\rho_{1} \rho_{2}\right)^{1 / 2} \mathrm{e}^{\mathrm{i}(2 \pi+2 \pi) / 2}=\left(\rho_{1} \rho_{2}\right)^{1 / 2}
$$

Thus the function $w$ is continuous across both branch cuts over the segment from $z=1$ to $\infty$. Similarly, one can show the same for the other pair of branch cuts in Fig. 5.8(c).

### 5.3 Elementary Functions

### 5.3.1 Polynomials

An $n^{\text {th }}$ degree polynomial can be defined as follows:

$$
\begin{equation*}
f(z)=\sum_{k=0}^{k=n} a_{k} z^{k} \quad a_{k} \text { complex number } \tag{5.8}
\end{equation*}
$$

A polynomial function is an entire function. The derivative can be obtained as follows:

$$
\mathrm{f}^{\prime}(\mathrm{z})=\sum_{\mathrm{k}=1}^{\mathrm{k}=\mathrm{n}} \mathrm{ka}_{\mathrm{k}} \mathrm{z}^{\mathrm{k}-1}
$$

The polynomial function has n complex zeroes.

### 5.3.2 Exponential Function

Define the exponential function:

$$
\begin{equation*}
e^{z}=e^{x}(\cos y+i \sin y) \tag{5.9}
\end{equation*}
$$

The exponential function is an entire function, since $u$ and $v$ :

$$
u=e^{x} \cos y \quad v=e^{x} \sin y
$$

together with their first partial derivatives are continuous everywhere and:

$$
\frac{\mathrm{d}}{\mathrm{dz}}\left(\mathrm{e}^{\mathrm{z}}\right)=\mathrm{e}^{\mathrm{z}}
$$

exists everywhere. One can write $\mathrm{e}^{z}$ in a polar form as follows:

$$
e^{2}=\rho(\cos \phi+i \sin \phi)
$$

where:

$$
\rho=\mathrm{e}^{\mathrm{x}} \quad \text { and } \quad \phi=\mathrm{y}
$$

The exponential function has no zeros, since $\left|e^{z}\right|>0$. The complex exponential function follows the same rules of calculus as the real exponential functions. Thus:

$$
\begin{align*}
& \mathrm{e}^{\mathrm{z}_{1}} \mathrm{e}^{z_{2}}=\mathrm{e}^{z_{1}+z_{2}} \\
& \frac{1}{\mathrm{e}^{z}}=\mathrm{e}^{-\mathrm{z}} \\
& \left(\mathrm{e}^{\mathrm{z}}\right)^{\mathrm{n}}=\mathrm{e}^{\mathrm{nz}}  \tag{5.10}\\
& \mathrm{e}^{\bar{z}}=\overline{\left(\mathrm{e}^{\mathrm{z}}\right)} \\
& \mathrm{e}^{\mathrm{z}}=\mathrm{e}^{z+2 \pi i} \quad \\
& \\
& \\
& \text { periodicity }=2 \pi i
\end{align*}
$$

The periodicity of the complex exponential function in $2 i \pi$ is a property of the complex function only.

### 5.3.3 Circular Functions

From the definition of an exponential function, one can define the complex circular functions as:

$$
\begin{align*}
& \sin z=\frac{e^{i z}-e^{-i z}}{2 i}=-i \sinh (i z)  \tag{5.11}\\
& \cos z=\frac{e^{i z}+e^{-i z}}{2}=\cosh (i z)
\end{align*}
$$

The functions $\sin \mathrm{z}$ and $\cos \mathrm{z}$ are entire functions. From the definition in (5.11), one can obtain the real and imaginary components:

$$
\begin{aligned}
& \cos z=\cos x \cosh y-i \sin x \sinh y \\
& \sin z=\sin x \cosh y+i \cos x \sinh y \\
& \mid \sin z^{2}=\sin ^{2} x+\sinh ^{2} y \\
& \mid \cos z^{2}=\cos ^{2} x+\sinh ^{2} y
\end{aligned}
$$

It should be noted that the magnitude of the complex functions $\cos z$ and $\sin z$ can be unbounded in contrast to their real counterparts, $\cos \mathrm{x}$ and $\sin \mathrm{x}$.

Define:

$$
\begin{array}{ll}
\tan z=\frac{\sin z}{\cos z} & \sec z=\frac{1}{\cos z} \\
\cot z=\frac{\cos z}{\sin z}=\frac{1}{\tan z} & \operatorname{cosec} z=\frac{1}{\sin z}
\end{array}
$$

The functions $\tan \mathrm{z}$ and $\sec \mathrm{z}$ are analytic everywhere except at points where $\cos \mathrm{z}=0$. The functions $\cot z$ and $\operatorname{cosec} z$ are analytic everywhere except at points where $\sin z=0$. The circular functions in (5.11) and (5.12) are periodic in $2 \pi$, i.e. $f(z+2 \pi)=f(z)$.
Furthermore, it can also be shown that:

```
\(\cos (z+\pi)=-\cos z\)
\(\sin (z+\pi)=-\sin z\)
\(\tan (z+\pi)=\tan z\)
```

The derivative formulae for the circular function are listed below:

$$
\begin{array}{ll}
\frac{\mathrm{d}}{\mathrm{dz}}(\sin \mathrm{z})=\cos \mathrm{z} & \frac{\mathrm{~d}}{\mathrm{dz}}(\cot \mathrm{z})=-\operatorname{cosec}^{2} \mathrm{z} \\
\frac{\mathrm{~d}}{\mathrm{dz}}(\cos \mathrm{z})=-\sin \mathrm{z} & \frac{\mathrm{~d}}{\mathrm{dz}}(\sec \mathrm{z})=\sec \mathrm{z} \tan \mathrm{z} \\
\frac{\mathrm{~d}}{\mathrm{dz}}(\tan \mathrm{z})=\sec ^{2} \mathrm{z} & \frac{\mathrm{~d}}{\mathrm{dz}}(\operatorname{cosec} \mathrm{z})=-\operatorname{cosec} \mathrm{z} \operatorname{cotan} \mathrm{z}
\end{array}
$$

The trigonometric identities have the same form for complex variables as in real variables, a few of which are listed below:

$$
\begin{align*}
& \sin ^{2} z+\cos ^{2} z=1 \\
& \sin \left(z_{1} \pm z_{2}\right)=\sin z_{1} \cos z_{2} \pm \cos z_{1} \sin z_{2} \\
& \cos \left(z_{1} \pm z_{2}\right)=\cos z_{1} \cos z_{2} \mp \sin z_{1} \sin z_{2} \\
& \cos 2 z=2 \cos ^{2} z-1=\cos ^{2} z-\sin ^{2} z \\
& \sin 2 z=2 \sin z \cos z \tag{5.14}
\end{align*}
$$

The only zeros of $\cos \mathrm{z}$ and $\sin \mathrm{z}$ are the real zeros, i.e.:

$$
\begin{array}{lll}
\cos z_{0}=0 & z_{0}=\left( \pm \frac{2 n+1}{2} \pi, 0\right) & n=0,1,2, \ldots \\
\sin z_{0}=0 & z_{0}=( \pm n \pi, 0) & n=0,1,2, \ldots
\end{array}
$$

The function $\tan \mathrm{z}(\cot \mathrm{z})$ has zeros corresponding to the zeros of $\sin \mathrm{z}(\cos \mathrm{z})$.

### 5.3.4 Hyperbolic Functions

Define the complex hyperbolic functions in the same way as real hyperbolic functions, i.e.:

$$
\begin{array}{ll}
\sinh z=\frac{e^{z}-e^{-z}}{2} & \operatorname{coth} z=\frac{1}{\tanh z} \\
\cosh z=\frac{e^{z}+e^{-z}}{2} & \operatorname{sech} z=\frac{1}{\cosh z} \\
\tanh z=\frac{\sinh z}{\cosh z} & \operatorname{cosech} z=\frac{1}{\sinh z} \tag{5.15}
\end{array}
$$

The functions $\sinh z$ and $\cosh z$ are entire functions. The function $\tanh z(\operatorname{coth} z)$ is analytic everywhere except at the zeros of $\cosh z(\sinh z)$. The components of the hyperbolic functions u and v can be obtained from the definitions (5.15).
$\sinh z=\sinh x \cos y+i \cosh x \sin y$
$\cosh z=\cosh x \cos y+i \sinh x \sin y$
$\mid \sinh z^{p}=\sinh ^{2} x+\sin ^{2} y=\cosh ^{2} x-\cos ^{2} y$
$\mid \cosh z^{2}=\sinh ^{2} x+\cos ^{2} y=\cosh ^{2} x-\sin ^{2} y$
Unlike real hyperbolic functions, complex hyperbolic functions are periodic in $2 i \pi$ and have infinite number of zeroes. The zeros of $\cosh z$ and $\sinh z$ are:

$$
\begin{array}{lll}
\sinh z_{0}=0 & z_{0}=(0, \pm n \pi) & n=0,1,2, \ldots \\
\cosh z_{0}=0 & z_{0}=\left(0, \pm \frac{2 n+1}{2} \pi\right) & n=0,1,2, \ldots
\end{array}
$$

The derivative formulae for the hyperbolic functions are listed below:

$$
\begin{array}{ll}
\frac{d}{d z}(\sinh z)=\cosh z & \frac{d}{d z}(\operatorname{coth} z)=-\operatorname{cosech}^{2} z \\
\frac{d}{d z}(\cosh z)=\sinh z & \frac{d}{d z}(\operatorname{sech} z)=-\operatorname{sech} z \tanh z  \tag{5.16}\\
\frac{d}{d z}(\tanh z)=\operatorname{sech}^{2} z & \frac{d}{d z}(\operatorname{cosech} z)=-\operatorname{cosech} z \operatorname{coth} z
\end{array}
$$

A few identities for complex hyperbolic functions are listed below:
$\cosh ^{2} \mathrm{z}-\sinh ^{2} \mathrm{z}=1$
$\sinh \left(\mathrm{z}_{1} \pm \mathrm{z}_{2}\right)=\sinh \mathrm{z}_{1} \cosh \mathrm{z}_{2} \pm \operatorname{\operatorname {cosh}} \mathrm{z}_{1} \sinh \mathrm{z}_{2}$
$\cosh \left(\mathrm{z}_{1} \pm \mathrm{z}_{2}\right)=\cosh \mathrm{z}_{1} \cosh \mathrm{z}_{2} \pm \sinh \mathrm{z}_{1} \sinh \mathrm{z}_{2}$
$\sinh (2 z)=2 \sinh z \cosh z$
$\cosh (2 x)=\cosh ^{2} z+\sinh ^{2} z=2 \cosh ^{2} z-1$

### 5.3.5 Logarithmic Function

Define the logarithmic function $\log \mathrm{z}$ as follows:

$$
\log \mathrm{z}=\log \mathrm{r}+\mathrm{i} \theta \quad \text { for } \mathrm{r}>0
$$

where $z=r e^{i \theta}$. Since $z$ is a periodic in $2 \pi$, i.e.:

$$
\mathrm{z}(\mathrm{r}, \theta)=\mathrm{z}(\mathrm{r}, \theta \pm 2 \mathrm{n} \pi) \quad \mathrm{n}=1,2, \ldots
$$

then the function $\log \mathrm{z}$ is a multivalued function. To make the function single-valued, make a branch cut along a ray $\theta=\alpha$, starting from the branch point at $z_{0}=0$. Thus, define:

$$
\begin{equation*}
\log \mathrm{z}=\log \mathrm{r}+\mathrm{i} \theta \quad \alpha+2 \mathrm{n} \pi<\theta<\alpha+(2 \mathrm{n}+2) \pi \quad \mathrm{n}=0, \pm 1, \pm 2, \ldots \tag{5.18}
\end{equation*}
$$

where $-\pi \leq \alpha \leq 0$ then there is an infinite number of Riemann sheets. The Riemann sheet with $\mathbf{n}=0$ is called the Principal Riemann sheet of $\log \mathrm{z}$, i.e.:
$\log \mathrm{z}=\log \mathrm{r}+\mathrm{i} \theta$
$r>0$
$\alpha<\theta<\alpha \pm 2 \pi$
where the choice of $\pm 2 \pi$ is made in order to include the angle $\theta=0$ in the Principal Riemann sheet. The function $\log z$ as defined by (5.19) is thus single-valued. The function $\log z$ is not continuous along the rays defined by $\theta=\alpha$ and $\theta=\alpha \pm 2 \pi$, because the function jumps by a value equal to $2 \pi \mathrm{i}$ when $\theta$ crosses these rays. Since the function is not single-valued on $\theta=\alpha$ and $\theta=\alpha \pm 2 \pi$, the logarithmic function has no derivative on the branch cut defined by the ray $\theta=\alpha$, as well as at the branch point $\mathrm{z}_{0}=0$. Hence, all the points on the ray $\theta=\alpha$ are non-isolated singular points.

A few other formulae for the complex function are listed below:

$$
\begin{aligned}
& \frac{d}{d z}(\log z)=\frac{1}{z} \quad z \neq 0 \quad r>0 \quad \alpha<\theta<\alpha \pm 2 \pi \\
& e^{\log z}=e^{\log r+i \theta}=e^{\log r} e^{i \theta}=r e^{i \theta}=z \\
& \log e^{z}=\log \left(e^{x}\right)\left[e^{i(y \pm 2 n \pi)}\right]=x+i y \pm 2 \operatorname{in} \pi=z \pm 2 i n \pi \\
& \log z_{1} z_{2}=\log z_{1}+\log z_{2} \\
& \log \frac{z_{1}}{z_{2}}=\log z_{1}-\log z_{2} \\
& \log z^{m}=m \log z
\end{aligned}
$$

### 5.3.6 Complex Exponents

Define the function $z^{\mathrm{a}}$, where a is a real or complex constant as:

$$
\begin{equation*}
z^{a}=e^{a \log z}=e^{a[\log r+i(\theta \pm 2 n \pi)]} \quad \alpha<\theta \leq \alpha \pm 2 \pi \tag{5.20a}
\end{equation*}
$$

The inverse function can also be defined as follows:

$$
z^{-a}=\frac{1}{z^{a}}
$$

The function $z^{a}$ is a multi-valued function when the constant "a" is not an integer, unless one specifies a particular branch.

To achieve this, one can follow the same method of making the function singlevalued on each of many Riemann sheets.

Defining:

$$
z^{a}=e^{a \log z}=e^{a[\log r+i \theta]} \quad \alpha \pm 2 n \pi<\theta \leq \alpha \pm 2(n+1) \pi
$$

where $, \mathrm{n}=0,1,2, \ldots$, then the function $\mathrm{z}^{\mathrm{a}}$ is single-valued in each Riemann sheet, numbered $\mathrm{n}=0$ (principal), $\mathrm{n}=1,2, \ldots$.

For example, let $\mathrm{a}=1 / 3$ and let $\alpha=0$, then:
$z^{1 / 3}=r^{1 / 3} e^{i \theta / 3} \quad$ where $2 n \pi<\theta \leq 2(n+1) \pi$

Therefore, for $n=0,0<\theta<2 \pi$, for $n=1,2 \pi<\theta<4 \pi$, and for $n=2,4 \pi<\theta<6 \pi$.
For $n=4$, the value of $z^{1 / 3}$ is the same as defined by $n=0$. Thus, there are only three Riemann sheets $\mathrm{n}=0,1$ and 2 .

The derivative of $\mathrm{z}^{\mathrm{a}}$ can be evaluated as follows:

$$
\frac{d}{d z} z^{a}=\frac{d}{d z} e^{a \log z}=\frac{a}{z} e^{a \log z}=a z^{a-1}
$$

The exponential function with a base " a ", where " a " is a complex constant, can be defined as follows:

$$
\begin{align*}
& a^{z}=e^{z \log a} \\
& \frac{d}{d z} a^{z}=\frac{d}{d z} e^{z \log a}=(\log a) e^{z \log a}=a^{z} \log a \tag{5.21}
\end{align*}
$$

### 5.3.7 Inverse Circular and Hyperbolic Functions

Define the inverse function $\arcsin \mathrm{z}$ :

$$
w=\arcsin z \quad \text { or } \quad z=\sin w=\frac{e^{i w}-e^{-j w}}{2 i}
$$

$$
\left(e^{i w}\right)^{2}-2 i z\left(e^{i w}\right)-1=0
$$

or

$$
\mathrm{e}^{\mathrm{iw}}=\mathrm{iz}+\sqrt{1-\mathrm{z}^{2}}
$$

where $\sqrt{1-\mathrm{z}^{2}}$ is a multi-valued function. Thus:

$$
\mathrm{w}=\arcsin \mathrm{z}=-\mathrm{i} \log \left[\mathrm{iz}+\sqrt{1-\mathrm{z}^{2}}\right]=-\mathrm{i} \operatorname{arcsinh}(\mathrm{iz})
$$

Similarly:

$$
\begin{align*}
& w=\arccos z=-i \log \left[z+\sqrt{z^{2}-1}\right]=-i \operatorname{arccosh}(i z) \\
& \arctan z=\frac{i}{2} \log \frac{1-i z}{1+i z}=\frac{i}{2} \log \frac{i+z}{i-z}=-i \operatorname{arctanh}(i z) \tag{5.22}
\end{align*}
$$

Since the definitions involve multivalued functions, all the inverse functions are also multivalued functions.

The inverse hyperbolic functions can be defined as follows:

$$
\begin{align*}
& \operatorname{arcsinh} z=\log \left[z+\sqrt{z^{2}+1}\right]=-i \arcsin (i z) \\
& \operatorname{arccosh} z=\log \left[z+\sqrt{z^{2}-1}\right]=i \arccos (i z) \tag{5.23}
\end{align*}
$$

$\operatorname{arctanh} \mathrm{z}=\frac{1}{2} \log \frac{1+\mathrm{z}}{1-\mathrm{z}}=-\mathrm{i} \arctan (\mathrm{iz})$

### 5.4 Integration in the Complex Plane

Integration of real functions is a process of a limiting summation. Thus, integration in the Reimann sense can be defined as:

$$
\int_{a}^{b} f(x) d x=\operatorname{Lim}_{N \rightarrow \infty} \sum_{j=1}^{N} f\left(x_{j}\right)\left(\Delta x_{j}\right)
$$

where $\Delta x_{j}=x_{j}-x_{j-1}$ and $x_{0}=a$ and $x_{N}=b, N$ being the number of segments.
Integration of a real function $f(x, y)$ along a path $C$ defined by the following equation:

$$
y=g(x) \quad \text { on } C
$$

can be performed as follows:

$$
\int_{C} f(x, y) d s=\int_{x_{a}}^{x_{b}} f[x, g(x)] \sqrt{\left(g^{\prime}\right)^{2}+1} d x
$$

One can perform the preceding integration by a parametric substitution, i.e. if one lets $x=\xi(t)$ and hence $y=g(x)=g(\xi(t))=\eta(t)$, where $t_{a} \leq t \leq t_{b}$ correspond to the limits a and $b$, then the integral is transformed to:

$$
\int_{C} f(x, y) d s=\int_{t}^{t_{b}} f[\xi(t), \eta(t)] \sqrt{\left(\xi^{\prime}\right)^{2}+\left(\eta^{\prime}\right)^{2}} d t
$$

Integration of a real function $f(x, y)$ on two variables (area integrals) can be performed as follows:

$$
\int_{A} f(x, y) d x d y=\operatorname{Lim}_{N, M \rightarrow \infty} \sum_{i=1}^{N} \sum_{j=1}^{M} f\left(x_{i}, y_{j}\right)\left(\Delta x_{i}\right)\left(\Delta y_{j}\right)
$$

where $\Delta x_{i}=x_{i}-x_{i-1}$ and $\Delta y_{j}=y_{j}-y_{j-1}$.

### 5.4.1 Green's Theorem

A theorem that transforms an area integral to a line integral can be stated as follows: If two functions, $f(x, y)$ and $g(x, y)$, together with their first partial derivatives are continuous in a region R , and on the curve C that encloses R , then (see Fig. 5.9).

$$
\begin{equation*}
\int_{R}\left(\frac{\partial f}{\partial x}-\frac{\partial g}{\partial y}\right) d x d y=\int_{C}[g(x, y) d x+f(x, y) d y] \tag{5.24}
\end{equation*}
$$

where the closed contour integration on C is taken in the Positive (counter-clockwise) sense.

Similarly, one can define an integration in the complex plane on a path C (Fig. 5.10) by:

Imaginary Axis


Fig. 5.9: Green's Theorem

$$
\int_{\substack{z_{1} \\ \text { on } C}}^{z_{2}} f(z) d z=\operatorname{Lim}_{N \rightarrow \infty} \sum_{j=1}^{N} f\left(z_{j}\right)\left(\Delta z_{j}\right)
$$

where the increments $\Delta \mathrm{z}_{\mathrm{j}}=\mathrm{z}_{\mathrm{j}}-\mathrm{z}_{\mathrm{j}-1}$ are taken on C .
Since the complex function is written in terms of $u$ and $v$, i.e.:

$$
f(z)=u(x, y)+i v(x, y)
$$

and defining $z_{\mathrm{j}}$ as:

$$
z_{j}=x_{j}+i y_{j}
$$

then the function $\mathrm{f}\left(\mathrm{z}_{\mathrm{j}}\right)$ is given by:

$$
f\left(z_{j}\right)=u\left(x_{j}, y_{j}\right)+i v\left(x_{j}, y_{j}\right)
$$

Imaginary Axis


Fig. 5.10: Complex Integration of a Path C
with

$$
\Delta z_{j}=\Delta x_{j}+i \Delta y_{j}
$$

The integral can now be defined as a limit of a sum:

$$
\begin{align*}
& \int_{z_{1}}^{z_{2}} f(z) d z=\operatorname{Lim}_{N \rightarrow \infty} \sum_{j=1}^{N}\left[u\left(x_{j}, y_{j}\right)+i v\left(x_{j}, y_{j}\right)\right]\left[\Delta x_{j}+i \Delta y_{j}\right]_{x_{j}, y_{j} \text { on } C} \\
& =\operatorname{Lim}_{N \rightarrow \infty} \sum_{j=1}^{N} u\left(x_{j}, y_{j}\right) \Delta x_{j}-v\left(x_{j}, y_{j}\right) \Delta y_{j}+i \operatorname{Lim}_{N \rightarrow \infty} \sum_{j=1}^{N} u\left(x_{j}, y_{j}\right) \Delta y_{j}+v\left(x_{j}, y_{j}\right) \Delta x_{j} \\
& =\int_{x_{1}, y_{1}}^{x_{2}, y_{2}}[u(x, y) d x-v(x, y) d y]+i \int_{x_{1}, y_{1}}^{x_{2}, y_{2}}[u(x, y) d y+v(x, y) d x] \tag{5.25}
\end{align*}
$$

The integration of a complex function on path C as defined in (5.25) has the following properties:
(i) $\int_{\text {anc }}^{b} f(z) d z=-\int_{b}^{a} f(z) d z$
(ii) $\int_{\text {a }}^{b} \mathrm{cf}(\mathrm{z}) \mathrm{dz}=\mathrm{c} \int_{\mathrm{a} C}^{\mathrm{b}} \mathrm{f}(\mathrm{z}) \mathrm{dz} \quad \mathrm{on} \mathrm{C}=$ constant


(v) $\left|\int_{\text {on }}^{\int} \int_{a}^{b} f(z) d z\right| \leq M L$
where $M$ is the maximum value of $|f(z)|$ on $C$ in the range $[a, b]$ and:


## Example 5.6

Obtain the integral in the clockwise direction of $f(z)=1 /(z-a)$ on a path that is a semi-circle centered at $z=a$ and having a radius $=2$ units.


To perform the integration, one can use parametric representation:

$$
\begin{array}{ll}
z-a=2 e^{i \theta} & d z=2 i e^{i \theta} d \theta \\
z_{1}=a+2 e^{+i \pi}=a-2 & z_{2}=a+2 \\
z_{2} & \\
\int_{Z_{1}} f(z) d z=\int_{\pi}^{0} \frac{1}{2 e^{i \theta}} 2 i e^{i \theta} d \theta=-\pi i &
\end{array}
$$

If one integrates over a complete circle of radius $=2$ in counter-clockwise direction, then:

$$
\oint \frac{\mathrm{dz}}{\mathrm{z}-\mathrm{a}}=\int_{-\pi}^{\pi}(\mathrm{i} d \theta)=2 \pi \mathrm{i}
$$

where the integral symbol $\oint$ indicates a closed path in the positive (counter clockwise) sense. Note that the integral over a closed path, where the upper and lower limit are the same, is not zero.

### 5.5 Cauchy's Integral Theorem

If a function is analytic inside a simply connected region R and on the closed contour C containing R , then:

## Imaginary Axis



Fig. 5.11

$$
\begin{equation*}
\oint_{C} f(z) d z=0 \tag{5.27}
\end{equation*}
$$

Using the form given in Green's Theorem in eqs. (5.25) and (5.24) one can tranform the closed path integral to an area integral:

$$
\begin{aligned}
\int_{C} f(z) d z & =\int_{C}(u d x-v d y)+i \int_{C}(u d y+v d x) \\
& =\int_{R}\left(-\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) d x d y+i \int_{R}\left(\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}\right) d x d \dot{y}=0
\end{aligned}
$$

The integrands vanish by the use of the Cauchy-Riemann condition in eq. (5.5). As a consequence of Cauchy's Integral Theorem (5.27), one can show that the integral of an analytic function in a simply connected region is independent of the path taken (see Fig. 5.11). The integral over a closed path $C$ can be divided over two segments $C_{1}$ and $C_{2}$ :

$$
\begin{aligned}
& \oint \mathrm{f}(\mathrm{z}) \mathrm{dz}=\int_{\mathrm{z}_{1}}^{\mathrm{z}_{2}} \mathrm{f}(\mathrm{z}) \mathrm{d} \mathrm{~d}+\int_{\mathrm{z}_{2}}^{\mathrm{z}_{1}} \mathrm{f}(\mathrm{z}) \mathrm{dz}=0 \\
& \mathrm{C}_{2}{\text { on } \mathrm{C}_{1}}^{\mathrm{on}_{2}} \text { on }
\end{aligned}
$$

Using the integral relationship in eq. (5.26):

$$
\begin{equation*}
\int_{\mathrm{z}_{1}}^{\mathrm{z}_{2}} \mathrm{f}(\mathrm{z}) \mathrm{dz}=-\int_{\mathrm{z}_{2}}^{\mathrm{z}_{1}} \mathrm{f}(\mathrm{z}) \mathrm{dz}=\int_{\mathrm{o}_{1}}^{\mathrm{on}_{2}} \mathrm{f}(\mathrm{z}) \mathrm{dz} \tag{5.28}
\end{equation*}
$$

Thus, the integral of an analytic function is independent of the path taken within a simply connected region. As a consequence of (5.28), the indefinite integral of an analytic function $f(z)$ :

## Imaginary Axis



Fig. 5.12: Integration on Closed Path $C_{0}$ of a Doubly Connected Region

$$
F(z)=\int_{z_{0}}^{z} f(\xi) d \xi
$$

independent of C in R , is also an analytic function. Furthermore, it can be shown that:

$$
\begin{equation*}
\frac{\mathrm{dF}(\mathrm{z})}{\mathrm{dz}}=\mathrm{f}(\mathrm{z}) \tag{5.29}
\end{equation*}
$$

The Cauchy Integral theorem can be extended to multiply-connected regions. Consider a complex function $f(z)$ which is analytic in a doubly connected region between the closed paths $C_{0}$ and $C_{1}$ as in Fig. 5.12. One can connect the inner and outer paths by line segments, (af) and (dc), such that two simply-connected regions are created. Invoking Cauchy's Integral, eq (5.27), on the two closed paths, one finds that:

$$
\oint_{\substack{ \\
\mathrm{C}=\text { abcghea }}}^{\mathrm{f}(\mathrm{z}) \mathrm{dz} \quad \text { and } \quad \begin{array}{c}
\oint \mathrm{f}(\mathrm{z}) \mathrm{dz}=0 \\
\mathrm{C}=\text { aefgcd } \mathrm{a}
\end{array}=0}
$$

Adding the two contour integrals and canceling out the line integrals on (ae) and (gc), one obtains:

$$
\begin{equation*}
\underset{\mathrm{C}_{0}}{\oint} \mathrm{f}(\mathrm{z}) \mathrm{dz}=\underset{\mathrm{C}_{1}}{\oint} \mathrm{f}(\mathrm{z}) \mathrm{dz} \tag{5.30}
\end{equation*}
$$

where $\mathrm{C}_{0}$ and $\mathrm{C}_{1}$ represent contours outside and inside the region R .
If the region is N -tuply connected, see Fig. 5.13, then one can show that:

$$
\begin{equation*}
\oint_{C_{0}} f(z) d z=\sum_{j=1}^{N-1} \oint_{C_{j}} f(z) d z \tag{5.31}
\end{equation*}
$$

Imaginary Axis


Fig. 5.13: Integration on Closed Path $C_{0}$ in a Multiply-Connected Region

## Example 5.7

Obtain the integral of $f(z)=1 /(z-a)$ on a circle centered at $z=a$ and having a radius of 4 units. Since the integral on a circle of radius $=2$ was obtained in Example 5.6, then:

$$
\begin{aligned}
& \oint_{C_{0}} \frac{d z}{z-a}=\oint_{C_{1}} \frac{d z}{z-a}=2 \pi i \\
& \text { on } \rho=4 \quad \text { on } \rho=2
\end{aligned}
$$

### 5.6 Cauchy's Integral Formula

Let the function $f(z)$ be analytic within a region $R$ and on the closed contour $C$ containing $R$. If $z_{0}$ is any point in $R$, then:

$$
\begin{equation*}
\mathrm{f}\left(\mathrm{z}_{\mathrm{o}}\right)=\frac{1}{2 \pi \mathrm{i}} \oint_{\mathrm{C}} \frac{\mathrm{f}(\mathrm{z})}{\mathrm{z}-\mathrm{z}_{\mathrm{o}}} \mathrm{dz} \tag{5.32}
\end{equation*}
$$

## Proof:

Since the function $f(z)$ is analytic everywhere in $R$, then $f(z) /\left(z-z_{0}\right)$ is analytic everywhere in $R$ except at the point $\mathrm{z}=\mathrm{z}_{\mathrm{o}}$. Thus, one can surround the point $\mathrm{z}_{0}$ by a closed contour $C_{1}$, such as a circle of radius $\varepsilon$, so that the function $f(z) /\left(z-z_{0}\right)$ is analytic everywhere in the region between C and $\mathrm{C}_{\mathrm{I}}$ (see Fig. 5.14). Invoking Cauchy's integral theorem in eq. (5.30):
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Fig. 5.14: Complex Integration over a Closed Circular Path

$$
\begin{aligned}
\oint_{C} \frac{f(z)}{z-z_{0}} d z & =\oint_{C_{1}} \frac{f(z)}{z-z_{0}} d z=\oint_{C_{1}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}} d z+f\left(z_{o}\right) \oint_{C_{1}} \frac{d z}{z-z_{o}} \\
& =\oint_{C_{1}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}} d z+2 \pi i f\left(z_{o}\right)
\end{aligned}
$$

by the use of results in Example 5.6.
The remainder integral must be evaluated as $\varepsilon \rightarrow 0$, using the results of (5.26):

$$
\left.\operatorname{Lim}_{\varepsilon \rightarrow 0}\left|\oint_{C_{1}} \frac{\mathrm{f}(\mathrm{z})-\mathrm{f}\left(\mathrm{z}_{o}\right)}{\mathrm{z}-\mathrm{z}_{\mathrm{o}}} \mathrm{dz}\right| \leq \operatorname{Lim}_{\substack{\varepsilon \rightarrow 0 \\ o n \mathrm{C}_{1}}}\left(\frac{\mid \mathrm{f}(\mathrm{z})-\mathrm{f}\left(\mathrm{z}_{\mathrm{o}}\right)}{\varepsilon}\right) 2 \pi \varepsilon=\operatorname{Lim}_{\substack{\varepsilon \rightarrow 0 \\ o n C_{1}}} 2 \pi \mathrm{f}(\mathrm{z})-\mathrm{f}\left(\mathrm{z}_{\mathrm{o}}\right) \right\rvert\, \rightarrow 0
$$

since $f(z)$ is continuous and analytic everywhere inside $R$. Cauchy's integral formula can be used to obtain integral representation of a derivative of an analytic function. Using the definition of $f^{\prime}\left(z_{o}\right)$ in eq. (5.3), and the representation of $f\left(z_{0}\right)$ in eq. (5.32):

$$
\begin{aligned}
f^{\prime}\left(z_{o}\right) & =\operatorname{Lim}_{\Delta z \rightarrow 0}\left(\frac{f\left(z_{o}+\Delta z\right)-f\left(z_{o}\right)}{\Delta z}\right) \\
& =\frac{1}{2 \pi i} \operatorname{Lim}_{\Delta z \rightarrow 0} \frac{1}{\Delta z} \oint_{C}\left[\frac{f(z)}{z-\left(z_{o}+\Delta z\right)}-\frac{f(z)}{z-z_{o}}\right] d z \\
& =\frac{1}{2 \pi i} \operatorname{Lim}_{\Delta z \rightarrow 0} \oint_{C} \frac{f(z)}{\left(z-z_{o}\right)\left(z-z_{o}-\Delta z\right)} d z \rightarrow \frac{1}{2 \pi i} \oint_{C} \frac{f(z)}{\left(z-z_{o}\right)^{2}} d z
\end{aligned}
$$

Similarly, it can be shown that the $\mathrm{n}^{\text {th }}$ derivative of $\mathrm{f}(\mathrm{z})$ can be represented by the integral:

$$
\begin{equation*}
f^{(n)}\left(z_{o}\right)=\frac{n!}{2 \pi i} \oint_{C} \frac{f(z)}{\left(z-z_{o}\right)^{n+1}} d z \tag{5.33}
\end{equation*}
$$

## Example 5.8

(i) Integrate the following function:

$$
f(z)=\frac{1}{z^{2}+1}
$$

on a closed contour defined by $|z-i|=1$ in the counter-clockwise (positive) sense.


Since:

$$
\frac{1}{z^{2}+1}=\frac{1}{(z+i)(z-i)}
$$

let:

$$
g(z)=\frac{1}{z+i}
$$

then by Cauchy's Integral Formula:

$$
g\left(z_{o}\right)=\frac{1}{2 \pi i} \oint_{C} \frac{g(z)}{z-z_{o}} d z
$$

where $g(z)$ is analytic everywhere within $R$ and on $C$.
Thus:

$$
\oint_{C} \frac{1}{z^{2}+1} d z=\oint_{C} \frac{g(z)}{z-i} d z=2 \pi i g(i)=\left.2 \pi i \frac{1}{z+i}\right|_{z=i}=\pi
$$

(ii) Integrate the following function:

$$
\mathrm{f}(\mathrm{z})=\frac{1}{\left(\mathrm{z}^{2}+1\right)^{2}}
$$

on the closed contour described in (i).
Let $g(z)=(z+i)^{-2}$ which is analytic in $R$ and on $C$, then using eq. (5.33):

$$
\oint_{C} \frac{1}{\left(z^{2}+1\right)^{2}} d z=\oint_{C} \frac{g(z)}{(z-i)^{2}} d z=\frac{2 \pi i}{1!} g^{\prime}(i)=\left.2 \pi i \frac{-2}{(z+i)^{3}}\right|_{z=i}=\frac{\pi}{2}
$$

## Morera's Theorem

If a function $f(z)$ is continuous in a simply-connected region $R$ and if:

$$
\underset{\mathrm{C}}{\oint_{\mathrm{C}} \mathrm{f}(\mathrm{z}) \mathrm{dz}=0}
$$

for all possible closed contours $C$ inside $R$, then $f(z)$ is an analytic function in $R$.

### 5.7 Infinite Series

Define the sum Z of an infinite series of complex numbers as:

$$
\begin{equation*}
Z=\sum_{n=1}^{\infty} z_{n}=\operatorname{Lim}_{N \rightarrow \infty} \sum_{n=1}^{N} z_{n} \tag{5.34}
\end{equation*}
$$

The series in eq. (5.34) converges if the remainder $\mathrm{R}_{\mathrm{N}}$ goes to zero as $\mathrm{N} \rightarrow \infty$ i.e.:

$$
\operatorname{Lim}_{N \rightarrow \infty} R_{N}=\operatorname{Lim}_{N \rightarrow \infty}\left|Z-\sum_{n=1}^{N} z_{n}\right| \rightarrow 0
$$

If the series in eq. (5.34) converges, then the two series $\sum_{n=1}^{\infty} x_{n}$ and $\sum_{n=1}^{\infty} y_{n}$ also
converge. An infinite series is Absolutely Convergent if the series, $\sum_{n=1}^{\infty}\left|z_{n}\right|$ converges. If a series is absolutely convergent, then the series also converges.

A series of functions of a complex variable is defined as:

$$
F(z)=\sum_{j=1}^{\infty} f_{j}(z)
$$

where each function $f_{j}(z)$ is defined throughout a region $R$. The series is said to converge to $F\left(z_{0}\right)$ if:

$$
F\left(z_{o}\right)=\sum_{j=1}^{\infty} f_{j}\left(z_{o}\right)
$$

The region where the series converges is called the Region of Convergence. Finally, define a Power Series about $\mathrm{z}=\mathrm{z}_{\mathrm{o}}$ as follows:

$$
f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{o}\right)^{n}
$$

The radius of convergence $\rho$ is defined as:

$$
\rho=\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n}}{a_{n+1}}\right|
$$

such that the power series converges if $\left|z-z_{0}\right|<\rho$, and diverges if $\left|z-z_{0}\right|>\rho$.
If a power series about $z_{0}$ converges for $\mathrm{z}=\mathrm{z}_{1}$, then it converges absolutely for


Fig. 5.15: Closed Path for Taylor's Series
$\mathrm{z}=\mathrm{z}_{2}$ where:

$$
\left|z_{1}-z_{0}\right|<\left|z_{2}-z_{0}\right|
$$

### 5.8 Taylor's Expansion Theorem

If $\mathrm{f}(\mathrm{z})$ is an analytic function at $\mathrm{z}_{0}$, then there is a power series that converges inside a circle $\mathrm{C}_{2}$ centered at $\mathrm{z}_{0}$ and represents the function $\mathrm{f}(\mathrm{z})$ inside $\mathrm{C}_{1}$, i.e.:

$$
f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{o}\right)^{n}
$$

where:

$$
\begin{equation*}
a_{n}=\frac{f^{(n)}\left(z_{0}\right)}{n!} \tag{5.35}
\end{equation*}
$$

## Proof:

Consider a point $z_{0}$ where the function $f(z)$ is analytic (see Fig. 5.15). Let points $z$ and $\zeta$ be interior to a circle $C_{2}, \zeta$ being a point on a circle $C_{1}$ centered at $z_{0}$ whose radius $=r_{0}$ . Consider the term:

$$
\frac{1}{\zeta-z}=\frac{1}{\left(\zeta-z_{0}\right)-\left(z-z_{0}\right)}=\frac{1}{\left(\zeta-z_{0}\right)\left[1-\frac{z-z_{0}}{\zeta-z_{0}}\right]}
$$

$$
\frac{1}{\zeta-z}=\frac{1}{\left(\zeta-z_{0}\right)-\left(z-z_{0}\right)}=\frac{1}{\left(\zeta-z_{0}\right)\left[1-\frac{z-z_{0}}{\zeta-z_{0}}\right]}
$$

Using the following identity, which can be obtained by direct division:

$$
\frac{1}{1-u}=1+u+u^{2}+\ldots+\frac{u^{n}}{1-n} \quad \text { for } \quad|u| \neq 0
$$

then:

$$
\frac{1}{\zeta-z}=\frac{1}{\zeta-z_{0}}+\frac{z-z_{0}}{\left(\zeta-z_{0}\right)^{2}}+\frac{\left(z-z_{0}\right)^{2}}{\left(\zeta-z_{0}\right)^{3}}+\ldots+\frac{\left(z-z_{0}\right)^{n-1}}{\left(\zeta-z_{0}\right)^{n}}+\frac{\left(z-z_{0}\right)^{n}}{(\zeta-z)\left(\zeta-z_{0}\right)^{n}}
$$

since:

$$
\left|\left(z-z_{0}\right) /\left(\zeta-z_{0}\right)\right|<1
$$

Multiplying both sides of the preceding identity by $\mathrm{f}(\zeta) / 2 \pi \mathrm{id} \zeta$ and integrating on the closed contour $\mathrm{C}_{1}$, one obtains:

$$
\begin{aligned}
\frac{1}{2 \pi i} \oint_{C_{1}} \frac{f(\zeta)}{\zeta-z} d \zeta & =\frac{1}{2 \pi i} \oint_{C_{1}} \frac{f(\zeta)}{\zeta-z_{0}} d \zeta+\frac{\left(z-z_{0}\right)}{2 \pi i} \oint_{C_{1}} \frac{f(\zeta)}{\left(\zeta-z_{0}\right)^{2}} d \zeta+\ldots \\
& +\frac{\left(z-z_{0}\right)^{n-1}}{2 \pi i} \oint_{C_{1}} \frac{f(\zeta)}{\left(\zeta-z_{0}\right)^{n}} d \zeta+\frac{\left(z-z_{0}\right)^{n}}{2 \pi i} \oint_{C_{1}} \frac{f(\zeta)}{(\zeta-z)\left(\zeta-z_{0}\right)^{n}} d \zeta
\end{aligned}
$$

Using Cauchy's integral formula eq. (5.33), one can show that:

$$
f(z)=f\left(z_{0}\right)+\frac{\left(z-z_{0}\right)}{1!} f^{\prime}\left(z_{0}\right)+\frac{\left(z-z_{0}\right)^{2}}{2!} f^{\prime \prime}\left(z_{0}\right)+\ldots+\frac{\left(z-z_{0}\right)^{n-1}}{(n-1)!} f^{(n-1)}\left(z_{o}\right)+R_{n}
$$

where:

$$
R_{n}=\frac{\left(z-z_{0}\right)^{n}}{2 \pi i} \oint_{C_{1}} \frac{f(\zeta)}{(\zeta-z)\left(\zeta-z_{0}\right)^{n}} d \zeta
$$

Taking the absolute value of $\mathrm{R}_{\mathrm{n}}$, then:

$$
\left|R_{n}\right| \leq \frac{r^{n}}{2 \pi} \frac{2 \pi M r_{0}}{\left(r_{0}-r\right) r_{o}^{n}}=\frac{r_{0}}{r_{0}-r} M\left(\frac{r}{r_{0}}\right)^{n}
$$

The remainder $\mathrm{R}_{\mathrm{n}}$ vanishes as n increases:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|R_{n}\right| \rightarrow 0 \quad \text { since } \quad r / r_{0}<1
$$

Finally, the Taylor series representation is given by:

$$
f(z)=\sum_{n=0}^{\infty} \frac{f^{(n)}\left(z_{o}\right)}{n!}\left(z-z_{o}\right)^{n}
$$

The Taylor's series representation has the following properties:

1. The series represents an analytic function inside its circle of convergence.
2. The series is uniformly convergent inside its circle of convergence.
3. The series may be differentiated or integrated term by term.
4. There is only one Taylor series that represents an analytic function $f(z)$ about a point $\mathrm{z}_{\mathrm{o}}$.
5. Since the function is analytic at $\mathrm{z}_{0}$, then the circle of convergence has a radius $\rho$ that extends from the center at $z_{0}$ to the nearest singularity.

## Example 5.9

(i) Expand the function $\mathrm{e}^{\mathrm{Z}}$ in a Taylor's series about $\mathrm{z}_{\mathrm{o}}=0$. Since:

$$
f^{(n)}\left(z_{o}\right)=\left.e^{z}\right|_{z=0}=1
$$

then the Taylor series about $z_{0}=0$ is given by:

$$
e^{z}=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}
$$

The radius of convergence, $\rho$, is $\infty$, since:

$$
\rho=\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n}}{a_{n+1}}\right|=\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{(n+1)!}{n!}\right| \rightarrow \infty
$$

(ii) Obtain the Taylor's series expansion of the following function about $\mathrm{z}_{\mathrm{o}}=0$ :

$$
f(z)=\frac{1}{z^{2}-4}
$$

Using the series expansion for $(1-u)^{-1}$, with $u=z^{2} / 4$ :

$$
f(z)=-\frac{1}{4} \frac{1}{1-\left(\frac{z}{2}\right)^{2}}=-\frac{1}{4} \sum_{n=0}^{\infty}\left(\frac{z}{2}\right)^{2 n}
$$

which is convergent in the region $|z|<2$. It should be noted that the radius of convergence is the distance from $z_{o}=0$ to the closest singularities at $z= \pm 2$, i.e. $\rho=2$.
(iii) Obtain the Taylor's series expansion of the function in (ii) about $\mathrm{z}_{\mathrm{o}}=1$ and about $z_{0}=-1$.

To find the series about $\mathrm{z}_{\mathrm{o}}=1$, let $\zeta=\mathrm{z}-1$, then the function $\mathrm{f}(\mathrm{z})$ transforms to $\hat{\mathbf{f}}(\zeta)$ :

$$
\hat{\mathbf{f}}(\zeta)=\frac{1}{(\zeta+3)(\zeta-1)}=\frac{1}{4}\left[\frac{1}{\zeta-1}-\frac{1}{\zeta+3}\right]
$$

Expanding $\mathrm{f}(\mathrm{z})$ about $\mathrm{z}_{0}=1$ is equivalent to expanding $\hat{\mathrm{f}}(\zeta)$ about $\zeta=0$. The Taylor series for the functions are as follows:

$$
\frac{1}{\zeta+3}=\frac{1}{3} \sum_{n=0}^{\infty}(-1)^{n} \frac{\zeta^{n}}{3^{n}} \quad \text { convergent in }|\zeta|<3
$$

Thus, the two series have a common region of convergence $|\zeta|<1$ :

$$
\hat{\mathbf{f}}(\zeta)=-\frac{1}{4}\left[\sum_{\mathrm{n}=0}^{\infty}\left(\zeta^{\mathrm{n}}+\frac{(-1)^{\mathrm{n}}}{3^{n+1}} \zeta^{n}\right)\right] \quad \text { convergent in }|\zeta|<1
$$

and the Taylor series representation of $f(z)$ about $z_{0}=1$ becomes:

$$
f(z)=-\frac{1}{4} \sum_{n=0}^{\infty}\left[1+\frac{(-1)^{n}}{3^{n+1}}\right](z-1)^{n} \quad \text { convergent in }|z-1|<1
$$

It should be noted that the radius of convergence represents the distance between $\mathrm{z}_{0}=1$ and the closest singularity at $\mathrm{z}=2$.

To find the Taylor series representation of $\mathrm{f}(\mathrm{z})$ about $\mathrm{z}_{\mathrm{o}}=-1$, let $\zeta=\mathrm{z}+1$, then the function transforms to $\hat{\mathbf{f}}(\zeta)$ :

$$
\hat{\mathrm{f}}(\zeta)=\frac{1}{(\zeta+1)(\zeta-3)}=\frac{1}{4}\left[\frac{1}{\zeta-3}-\frac{1}{\zeta+1}\right]
$$

Expanding $\mathrm{f}(\mathrm{z})$ about $\mathrm{z}_{0}=-1$ is equivalent to expanding $\hat{\mathrm{f}}(\zeta)$ about $\zeta=0$. The Taylor series for the functions are as follows:

$$
\begin{array}{ll}
\frac{1}{\zeta-3}=\frac{1}{3} \sum_{n=0}^{\infty} \frac{\zeta^{n}}{3^{n}} & \text { convergent in }|\zeta|<3 \\
\frac{1}{\zeta+1}=\sum_{n=0}^{\infty}(-1)^{n} \zeta^{n} & \text { convergent in }|\zeta|<1
\end{array}
$$

Thus the two series, when added, converge in the common region $|\zeta|<1$ :

$$
\hat{\mathrm{f}}(\zeta)=-\frac{1}{4} \sum_{\mathrm{n}=0}^{\infty}\left[\frac{1}{3^{\mathrm{n}+1}}+(-1)^{\mathrm{n}}\right] \zeta^{\mathrm{n}} \quad \text { convergent in }|\zeta|<1
$$

and the Taylor series representation of $f(z)$ about $z_{0}=-1$ is:

$$
f(z)=-\frac{1}{4} \sum_{n=0}^{\infty}\left[\frac{1}{3^{n+1}}+(-1)^{n}\right](z+1)^{n} \quad \text { convergent in }|z+1|<1
$$

Again, note that the radius of convergence represents the distance between $\mathrm{z}_{\mathrm{o}}=-1$, and the closest singularity at $\mathrm{z}=-2$.


Fig. 5.16: Path for Identity Theorem
(iv) Expand the function $1 / \mathrm{z}$ by a Taylor's series about $\mathrm{z}_{\mathrm{O}}=-1$.

$$
f^{(n)}\left(z_{o}\right)=\left.\frac{(-1)^{n}}{z^{n+1}} n!\right|_{z_{o}=-1}=-(n!)
$$

Thus:

$$
\frac{1}{z}=\sum_{n=0}^{\infty} \frac{-(n!)}{n!}(z+1)^{n}=-\sum_{n=0}^{\infty}(z+1)^{n}
$$

The region of convergence becomes $|z+1|<1$ since the closest singularity to $z_{0}=-1$ is $z=0$, which is one unit away from $z_{0}=-1$.

## Identity Theorem

As a consequence of Taylor's expansion theorem, one can show that if $f(z)$ and $g(z)$ are two analytic functions inside a circle $C$, centered at $z_{0}$ and if $f(z)=g(z)$ along a segment passing through $z_{0}$, then $f(z)=g(z)$ everywhere inside $C$. This can be shown by expanding both functions in a Taylor's series about $z_{0}$ as follows (see Fig. 5.16):

$$
f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{0}\right)^{n} \quad \text { where } \quad a_{n}=\frac{f^{(n)}\left(z_{0}\right)}{n!}
$$

and

$$
g(z)=\sum_{n=0}^{\infty} b_{n}\left(z-z_{o}\right)^{n} \quad \text { where } \quad b_{n}=\frac{g^{(n)}\left(z_{0}\right)}{n!}
$$

At $\mathrm{z}=\mathrm{z}_{\mathrm{o}}, \mathrm{f}\left(\mathrm{z}_{\mathrm{o}}\right)=\mathrm{g}\left(\mathrm{z}_{\mathrm{o}}\right)$, thus $\mathrm{a}_{\mathrm{o}}=\mathrm{b}_{\mathrm{o}}$. The derivatives of $\mathrm{f}(\mathrm{z})$ and $\mathrm{g}(\mathrm{z})$ at $\mathrm{z}_{\mathrm{O}}$ can be taken as a limiting process along $\mathrm{C}_{1}$. Thus:

$$
\mathrm{f}^{\prime}\left(\mathrm{z}_{\mathrm{o}}\right)=\mathrm{g}^{\prime}\left(\mathrm{z}_{\mathrm{o}}\right) \text { on } \mathrm{C}_{1}
$$

which means that $a_{1}=b_{1}$, etc. Thus, one can show that $a_{n}=b_{n}, n=0,1,2, \ldots$ and $f(z)=g(z)$ everywhere in C.

The identity theorem can be used to extend Taylor series representations in real variables to those in complex variables. If a real function is analytic in a segment on the real axis, then one can show that the extension to the complex plane of the equivalent complex function is analytic inside a certain region. Thus, all the Taylor series expansions of functions on the real axis can be extended to the complex plane.

## Example 5.10

(i) The function:

$$
e^{x}=\sum_{n=0}^{\infty} \frac{x^{n}}{n!}
$$

is analytic everywhere on the real axis. One can extend the function into the complex plane where $e^{z}$ is equal to $e^{x}$ on the entire $x$-axis. Since the function $e^{z}$ and $e^{x}$ are equal on the entire x -axis, then they must be equal in the entire z -plane. Hence, the Taylor series representation of the complex function $\mathrm{e}^{\mathrm{z}}$ :

$$
e^{z}=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}
$$

is analytic in the entire complex plane.
(ii) The function:

$$
\frac{1}{1-x}=\sum_{n=0}^{\infty} x^{n}
$$

is analytic on the segment of the real axis, $|\mathrm{x}|<1$, then the extended function $(1-\mathrm{z})^{-1}$ has an expansion $\sum_{n=0}^{\infty} z^{n}$ which is analytic in the region $|z|<1$.

### 5.9 Laurent's Series

If a function is analytic on two concentric circles $C_{1}$ and $C_{2}$ centered at $z_{0}$ and in the interior region between them, then there is an infinite series expansion with positive and negative powers of $z-z_{0}$ about $z=z_{0}$ (see Fig. 5.17), representing this function in this region called the Laurent's series. Thus, the Laurent's series can be written as:


Fig. 5.17: Closed Paths for Laurent's Series

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{0}\right)^{n}+\sum_{n=1}^{\infty} \frac{b_{n}}{\left(z-z_{0}\right)^{n}} \tag{5.36}
\end{equation*}
$$

where the coefficients $a_{n}$ and $b_{n}$ are given by:

$$
a_{n}=\frac{1}{2 \pi i} \oint_{C_{2}} \frac{f(\zeta)}{\left(\zeta-z_{0}\right)^{n+1}} d \zeta \quad n=0,1,2, \ldots
$$

and

$$
\mathrm{b}_{\mathrm{n}}=\frac{1}{2 \pi \mathrm{i}} \oint_{\mathrm{C}_{1}} \mathrm{f}(\zeta)\left(\zeta-\mathrm{z}_{\mathrm{o}}\right)^{\mathrm{n}-1} \mathrm{~d} \zeta \quad \mathrm{n}=1,2,3, \ldots
$$

The Laurent's Series can also be written in more compact form as:

$$
f(z)=\sum_{n=-\infty}^{\infty} c_{n}\left(z-z_{0}\right)^{n}
$$

where:

$$
c_{n}=\frac{1}{2 \pi i} \oint_{C_{2}} \frac{f(\zeta)}{\left(\zeta-z_{o}\right)^{n+1}} d \zeta \quad n=0, \pm 1, \pm 2, \ldots
$$

where $C$ is a circular contour inside the region between $C_{1}$ and $C_{2}$ and is centered at $z_{0}$.

## Proof:

Consider a cut (ab) between the two circles $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ as shown on Fig. 5.17. Then let the closed contour for use in the Cauchy integral formula be (ba da bc b). Thus, writing out the integral over the closed contour becomes:

$$
\begin{aligned}
2 \pi i \mathrm{f}(\mathrm{z}) & =\oint_{\mathrm{C}_{2}} \frac{\mathrm{f}(\zeta)}{\zeta-\mathrm{z}} \mathrm{~d} \zeta+\int_{\mathrm{a}}^{\mathrm{b}} \frac{\mathrm{f}(\zeta)}{\zeta-\mathrm{z}} \mathrm{~d} \zeta-\oint_{\mathrm{C}_{1}} \frac{\mathrm{f}(\zeta)}{\zeta-\mathrm{z}} \mathrm{~d} \zeta+\int_{\mathrm{b}}^{\mathrm{a}} \frac{\mathrm{f}(\zeta)}{\zeta-\mathrm{z}} \mathrm{~d} \zeta \\
& =\oint_{\mathrm{C}_{2}} \frac{\mathrm{f}(\zeta)}{\zeta-\mathrm{z}} \mathrm{~d} \zeta-\oint_{\mathrm{C}_{1}} \frac{\mathrm{f}(\zeta)}{\zeta-z} \mathrm{~d} \zeta
\end{aligned}
$$

The expansion on the contour $\mathrm{C}_{2}$ follows that of a Taylor's series, i.e. for $\zeta$ on $\mathrm{C}_{2}$ :

$$
\begin{aligned}
\frac{1}{\zeta-z} & =\frac{1}{\left(\zeta-z_{0}\right)-\left(z-z_{0}\right)}=\frac{1}{\left(\zeta-z_{0}\right)\left[1-\frac{z-z_{0}}{\zeta-z_{0}}\right]} \\
& =\frac{1}{\zeta-z_{0}}+\frac{z-z_{0}}{\left(\zeta-z_{0}\right)^{2}}+\ldots+\frac{\left(z-z_{0}\right)^{n-1}}{\left(\zeta-z_{0}\right)^{n}}+\frac{\left(z-z_{0}\right)^{n}}{(\zeta-z)\left(\zeta-z_{0}\right)^{n}}
\end{aligned}
$$

where the division was performed on $1 /(1-u)$ with:

$$
\left.|u \vDash| \frac{z-z_{0}}{\zeta-z_{o}} \right\rvert\,<1 \text { for } \zeta \text { on } C_{2}
$$

The expansion on the contour $\mathrm{C}_{1}$ can be made as follows:

$$
\begin{aligned}
\frac{1}{\zeta-z} & =\frac{1}{\left(\zeta-z_{0}\right)-\left(z-z_{0}\right)}=-\frac{1}{z-z_{0}} \frac{1}{\left[1-\frac{\zeta-z_{0}}{z-z_{0}}\right]} \\
& =-\frac{1}{z-z_{0}}-\frac{\zeta-z_{0}}{\left(z-z_{0}\right)^{2}}-\frac{\left(\zeta-z_{0}\right)^{2}}{\left(z-z_{0}\right)^{3}}-\ldots-\frac{\left(\zeta-z_{0}\right)^{n-1}}{\left(z-z_{0}\right)^{n}}-\frac{\left(\zeta-z_{0}\right)^{n}}{\left(z-z_{0}\right)^{n}(z-\zeta)}
\end{aligned}
$$

where the division was performed on $1 /(1-u)$ with

$$
I u \vDash\left|\frac{\zeta-z_{0}}{z-z_{0}}\right|<1 \text { for } \zeta \text { on } C_{1}
$$

Thus, substituting these terms in the expansion for $f(z)$ :

$$
\begin{aligned}
2 \pi i f(z)= & \oint_{C_{2}} \frac{f(\zeta)}{\zeta-z_{0}} d \zeta+\left(z-z_{0}\right) \oint_{C_{2}} \frac{f(\zeta)}{\left(\zeta-z_{0}\right)^{2}} d \zeta+\ldots+\left(z-z_{0}\right)^{n-1} \oint_{C_{2}} \frac{f(\zeta)}{\left(\zeta-z_{0}\right)^{n}} d \zeta \\
& +{ }_{1} R_{n}+\frac{1}{\left(z-z_{0}\right)} \oint_{C_{1}} f(\zeta) d \zeta+\frac{1}{\left(z-z_{0}\right)^{2}} \oint_{C_{1}} f(\zeta)\left(\zeta-z_{0}\right) d \zeta \\
& +\frac{1}{\left(z-z_{0}\right)^{3}} \oint_{C_{1}} f(\zeta)\left(\zeta-z_{0}\right)^{2} d \zeta+ \\
& \ldots+\frac{1}{\left(z-z_{o}\right)^{n}} \oint_{C_{1}} f(\zeta)\left(\zeta-z_{0}\right)^{n-1} d \zeta+{ }_{2} R_{n}
\end{aligned}
$$

Where the remainder $R_{n}$ can be shown to vanish as $n \rightarrow \infty$ :

$$
\left.\left.\operatorname{Lim}_{n \rightarrow \infty}\right|_{1} R_{n}\left|=\operatorname{Lim}_{n \rightarrow \infty}\right|\left(z-z_{0}\right)^{n} \oint_{C_{2}} \frac{f(\zeta)}{\left(\zeta-z_{0}\right)^{n+1}(\zeta-z)} d \zeta \right\rvert\, \rightarrow 0
$$

and

$$
\left.\left.\operatorname{Lim}_{n \rightarrow \infty}\right|_{2} R_{n}\left|=\operatorname{Lim}_{n \rightarrow \infty}\right| \frac{1}{\left(z-z_{0}\right)^{n}} \oint_{C_{1}} \frac{f(\zeta)\left(\zeta-z_{0}\right)^{n}}{(z-\zeta)} d \zeta \right\rvert\, \rightarrow 0
$$

## Example 5.11

(i) Obtain the Laurent's series of the following function about $\mathrm{z}_{\mathrm{o}}=0$ :
$\mathrm{f}(\mathrm{z})=\frac{1+\mathrm{z}}{\mathrm{z}^{3}}$
The function $f(z)$ is analytic everywhere except at $\mathrm{z}=0$.
The function $\mathrm{f}(\mathrm{z})$ can be rewritten as:

$$
f(z)=\frac{1}{z^{2}}+\frac{1}{z^{3}}
$$

In this case, it is already in Laurent's series form where $a_{n}=0, b_{1}=0, b_{2}=1$, $b_{3}=1$, and $b_{n}=0$ for $n \geq 4$.
(ii) Obtain Laurent's series for the following function about $\mathrm{z}_{\mathrm{o}}=0$ valid in the region $|z|>1$ :

$$
f(z)=\frac{1}{1-z}
$$

Since the region is defined by $|z|>1$, then $1 /|z|<1$, thus, letting $\zeta=1 / z$, then:

$$
f(z)=f\left(\zeta^{-1}\right)=\frac{1}{1-\frac{1}{\zeta}}=\frac{\zeta}{\zeta-1}=-\zeta \sum_{n=0}^{\infty} \zeta^{n}=-\sum_{n=0}^{\infty} \zeta^{n+1}
$$

which is convergent for $|\zeta|<1$. Thus:

$$
f(z)=-\sum_{n=0}^{\infty} z^{-n-1}
$$

which is convergent in the region $|z|>1$.
(iii) Obtain the Laurent's series for the following function about $\mathrm{z}_{0}=0$, valid in the region $|z|>2$ :

$$
f(z)=\frac{1}{z^{2}-4}
$$

The function has two singularities at $z= \pm 2$. Since the function is analytic inside the circle $|z|=2$, a Taylor's series can be obtained (see Example 5.9). For the region outside $|z|=2$, one needs a Laurent's series representation. Factoring out $z^{2}$ from $f(z)$ :

$$
f(z)=\frac{1}{z^{2}\left(1-4 / z^{2}\right)}
$$

then one can use the division of $1 /(1-u)$ where $u=4 / z^{2}$ :

$$
f(z)=\frac{1}{z^{2}} \sum_{n=0}^{\infty}\left(4 / z^{2}\right)^{n}
$$

convergent over the region, $|2 / z|<1$. This can be rewritten as:

$$
\mathrm{f}(\mathrm{z})=\frac{1}{4} \sum_{\mathrm{n}=0}^{\infty}(\mathrm{z} / 2)^{-2(\mathrm{n}+1)}
$$

convergent over the region, $|z|>2$.
(iv) Obtain the Laurent's series for the function in (iii) about $\mathrm{z}_{\mathrm{o}}=2$ valid in the regions:
(a) $0<|z-2|<4$
(b) $|z-2|>4$

To obtain the series expansion, transfer the origin of the expansion to $z_{o}=2$, i.e., let $\eta=z-2$ such that the function $f(z)$ transforms to $\hat{f}(\eta)$ :

$$
\hat{f}(\eta)=\frac{1}{\eta(\eta+4)}
$$

which has two singularities at $\eta=0$ and $\eta=-4$. Thus, two Laurent's series corresponding to $\hat{f}(\eta)$ are required, one for $0<|\eta|<4$ and one for $|\eta|>4$ as shown in Fig. 5.18.
(a) In the region $R_{1}$, where $0<|\eta|<4$, one can expand $1 /(\eta+4)$ as follows:

$$
\frac{1}{(\eta+4)}=\frac{1}{4(1+\eta / 4)}=\frac{1}{4} \sum_{n=0}^{\infty} \frac{(-\eta)^{n}}{4^{n}}
$$

convergent in $|\eta / 4|<1$. Thus, the Laurent's series representation for $\hat{f}(\eta)$ becomes:

$$
\hat{\mathrm{f}}(\eta)=\frac{1}{16} \sum_{\mathrm{n}=0}^{\infty}(-1)^{\mathrm{n}} \frac{(\eta)^{\mathrm{n}-1}}{4^{\mathrm{n}-1}}
$$

convergent in $0<|\eta|<4$, since $\eta^{-1}$ is not analytic at $\eta=0$.
Thus, the Laurent's series about $z_{0}=2$ becomes:


Fig. 5.18: Laurent's Series Expansions in Two Regions

$$
f(z)=\frac{1}{16} \sum_{n=0}^{\infty}(-1)^{n} \frac{(z-2)^{n-1}}{4^{n-1}}
$$

convergent in $0<|z-2|<4$.
(b) In the region $R_{2}$, where $\eta \mid>4$, or $4 / \eta \mid<1$, one may factor out $\eta$ from the function, such that:

$$
\hat{\mathrm{f}}(\eta)=\frac{1}{\eta^{2}(1+4 / \eta)}=\frac{1}{\eta^{2}} \sum_{\mathrm{n}=0}^{\infty} \frac{(-4)^{\mathrm{n}}}{\eta^{\mathrm{n}}}
$$

convergent in $4 / \eta \mid<1$. Thus, the Laurent's series representation about $\eta=0$ is:

$$
\hat{f}(\eta)=\frac{1}{16} \sum_{n=0}^{\infty}(-1)^{n} \frac{4^{n+2}}{\eta^{n+2}}
$$

convergent in $|\eta|>4$, or, about the point $z_{0}=2$ is represented by:

$$
f(z)=\frac{1}{16} \sum_{n=0}^{\infty}(-1)^{n} \frac{4^{n+2}}{(z-2)^{n+2}}
$$

convergent in $|\mathrm{z}-2|>4$.
(v) Obtain the Laurent's series of the following function about $\mathrm{z}_{\mathrm{o}}^{\prime}=0$ :

$$
f(z)=\frac{1}{(z-1)(z+2)}
$$

valid in the entire complex plane: i.e. $|z|<1 ; 1<|z|<2$, and $|z|>2$.

The function $f(z)$ can be factored out in terms of its two components:
$\mathrm{f}(\mathrm{z})=\frac{1}{(\mathrm{z}-1)(\mathrm{z}+2)}=\frac{1}{3}\left[\frac{1}{\mathrm{z}-1}-\frac{1}{\mathrm{z}+2}\right]$
(a) In the region $|z|<1$, the function is analytic thus:

$$
\begin{array}{ll}
\frac{1}{(z-1)}=-\sum_{n=0}^{\infty} z^{n} & \text { convergent in }|z|<1 \\
\frac{1}{(z+2)}=\frac{1}{2} \sum_{n=0}^{\infty} \frac{(-z)^{n}}{2^{n}} & \text { convergent in }|z|<2
\end{array}
$$

and, the sum of the two expansions becomes:
$f(z)=-\frac{1}{3} \sum_{n=0}^{\infty}\left[1+\frac{(-1)^{n}}{2^{n+1}}\right] z^{n} \quad$ convergent in $|z|<1$
(b) Expansion of $\mathrm{f}(\mathrm{z})$ in the region $1<|z|<2$ :

Since $1 /(z+2)$ is analytic inside $|z|=2$, then a Taylor's series is needed, while $1 /(z-1)$ is not analytic inside $|z|=2$, which requires a Laurent's series:

$$
\begin{array}{ll}
\frac{1}{(z-1)}=\sum_{n=0}^{\infty} z^{-n-1} & \text { convergent in }|z|>1 \\
\frac{1}{(z+2)}=\frac{1}{2} \sum_{n=0}^{\infty} \frac{(-z)^{n}}{2^{n}} & \text { convergent in }|z|<2
\end{array}
$$

Thus, the addition of the two series converge in the common region of convergence:

$$
f(z)=\frac{1}{3} \sum_{n=0}^{\infty}\left[z^{-n-1}+\frac{(-z)^{n}}{2^{n+1}}\right] \quad \text { convergent in } 1<|z|<2
$$

(c) Expansion of $f(z)$ in the region $|z|>2$ :

The function $1 /(z+2)$ and $1 /(z-1)$ are not analytic inside and on $|z|=2$, thus a Laurent's series is necessary for both:

$$
\begin{array}{ll}
\frac{1}{(z-1)}=\sum_{n=0}^{\infty} z^{-n-1} & \text { convergent in }|z|>1 \\
\frac{1}{(z+2)}=\sum_{n=0}^{\infty}(-1)^{n} 2^{n} z^{-n-1} \quad \text { convergent in }|z|>2
\end{array}
$$

Thus, the series resulting from the addition of the two series converges in the common region $|z|>2$ becomes:
$f(z)=\frac{1}{3} \sum_{n=0}^{\infty}\left[1-(-2)^{n}\right] z^{-n-1} \quad$ convergent in $|z|>2$

### 5.10 Classification of Singularities

An Isolated singularity of a function $f(z)$ was previously defined as a point $z_{0}$ where $f\left(z_{0}\right)$ is not analytic and where $f(z)$ is analytic at all the neighborhood points of $z_{0}$. If $f(z)$ has an isolated singularity at $z_{0}$, then $f\left(z_{0}\right)$ can be represented by a Laurent's series about $\mathrm{z}_{0}$, convergent in the ring $0<\left|z-z_{0}\right|<a$ where the real constant (a) signifies the distance from $z_{0}$ to the nearest isolated singularity.

The part of Laurent's series that has negative powers of $\left(z-z_{0}\right)$ is called the Principal Part of the series:

$$
\sum_{n=1}^{\infty} \frac{b_{n}}{\left(z-z_{0}\right)^{n}}
$$

If the principal part has a finite number of terms, then $z=z_{0}$ is called a Pole of $f(z)$. If the lowest power of $\left(z-z_{0}\right)$ in the principal part is $m$, then $z=z_{0}$ is called a Pole of Order m, i.e., the principal part looks like:

$$
\sum_{n=1}^{m} \frac{b_{n}}{\left(z-z_{0}\right)^{n}}
$$

If $\mathrm{m}=1, \mathrm{z}_{0}$ is known as a Simple Pole. If the principal part contains all negative powers of $\left(z-z_{0}\right)$, then $z=z_{0}$ is called an Essential Singularity. If the function $f(z)$ is not defined at $z=z_{0}$, but its Laurent's series representation about $z_{0}$ has no principal part, then $z=z_{0}$ is called a Removable Singularity.

## Example 5.12

(i) The function:

$$
f(z)=\frac{1}{z^{2}-4}
$$

has two isolated singularities $\mathrm{z}_{0}= \pm 2$. Both singularities are simple poles (see Example 5.11 -iv-a).
(ii) The function:

$$
f(z)=\frac{1+z}{z^{3}}=\frac{1}{z^{2}}+\frac{1}{z^{3}}
$$

has an isolated singularity at $\mathrm{z}=0$. The singularity is a pole of order 3 .
(iii) The function:

$$
f(z)=\sin (1 / z)=\frac{1}{z}-\frac{1}{3!} z^{-3}+\frac{1}{5!} z^{-5}-\ldots
$$

has an essential singularity at $\mathrm{z}=0$.
(iv) The function:

$$
f(z)=\frac{\sin (z)}{z}
$$

has a removable singularity at $\mathrm{z}=0$, since its Laurent's series representation about $\mathrm{z}=0$ has the form:

$$
f(z)=\sum_{n=0}^{\infty}(-1)^{n} \frac{z^{2 n}}{(2 n+1)!}
$$

with no principal part.
The points $\mathrm{z}_{0}=\infty$ in the complex plane would represent points on a circle whose radius is unbounded. One can classify the behavior of a function at infinity by first performing the following mapping:

$$
\zeta=\frac{1}{\mathrm{z}}
$$

such that the points at infinity map into the origin at $\zeta=0$.

## Example 5.13

(i) The function:

$$
f(z)=\frac{1}{z^{2}-4}
$$

is transformed by $z=1 / \zeta$ such that:

$$
f(z)=f\left(\zeta^{-1}\right)=\frac{1}{\frac{1}{\zeta^{2}}-4}=\frac{\zeta^{2}}{1-4 \zeta^{2}}=\frac{1}{4} \sum_{n=0}^{\infty}\left(4 \zeta^{2}\right)^{n+1}
$$

which is analytic at $\zeta=0$. Thus $\mathrm{f}(\mathrm{z})$ is analytic at infinity.
(ii) The function:

$$
f(z)=z+z^{2}
$$

transforms to $\hat{\mathrm{f}}(\zeta)=\zeta^{-2}+\zeta^{-1}$ where $\zeta=0$ is a pole of order two. Thus, $\mathrm{f}(\mathrm{z})$ has a pole of order two at infinity.

## Imaginary Axis



Fig. 5.19: Residue Theorem for a Multiply Connected Region
(iii) The function:

$$
f(z)=e^{z}=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}
$$

transforms to:

$$
f\left(\zeta^{-1}\right)=\sum_{n=0}^{\infty} \frac{1}{n!\zeta^{n}}
$$

where $\zeta=0$ is an essential singularity. Thus $\mathrm{e}^{\mathrm{z}}$ has an essential singularity at infinity.

### 5.11 Residues and Residue Theorem

Define the Residue of a function $f(z)$ at one of its isolated singularities $z_{0}$ as the coefficient $b_{1}$ of the term $\left(z-z_{0}\right)^{-1}$ in the Laurent's series representation of $f(z)$ about $z_{0}$, where the coefficient is defined by a closed contour integral:

$$
\begin{equation*}
\mathrm{b}_{1}=\frac{1}{2 \pi \mathrm{i}} \oint_{\mathrm{C}} \mathrm{f}(\zeta) \mathrm{d} \zeta \tag{5.37}
\end{equation*}
$$

and C is closed contour containing only the singularity $\mathrm{z}_{\mathrm{o}}$. The representation in eq. (5.37) can be used to obtain the integral of functions on a closed contour.

## Example 5.14

(i) Obtain the value of the following integral:

$$
\oint_{C} \frac{3}{z} d z
$$

where $C$ is a closed contour containing $z=0$. Since the function $f(z)=3 / z$ is already in Laurent's series form, where $b_{1}=3$, then:

$$
\oint_{C} \frac{3}{\zeta} d \zeta=3(2 \pi i)=6 \pi i
$$

(ii) Obtain the value of the following integral:

$$
\oint_{C} \frac{d z}{z^{2}-4}
$$

where C is a closed contour containing $\mathrm{z}_{0}=2$ only. Since the Laurent's series of the function about $z_{0}=2$ was obtained in Example $5.11-\mathrm{iv}$, where $b_{1}=1 / 4$, then the integral can be solved:

$$
\oint_{\mathrm{C}} \frac{\mathrm{dz}}{\mathrm{z}^{2}-4}=2 \pi \mathrm{i} \frac{1}{4}=\frac{\pi}{2} \mathrm{i}
$$

### 5.11.1 Residue Theorem

If $f(z)$ is analytic within and on a closed contour $C$ except for a finite number of isolated singularities entirely inside C , then:

$$
\oint_{C} f(z) d z=2 \pi i\left(r_{1}+r_{2}+\ldots+r_{n}\right)
$$

where $r_{j}=$ Residue of $f(z)$ at the $j^{\text {th }}$ singularity.

## Proof:

Enclose each singularity $z_{j}$ with a closed contour $C_{j}$, such that $f(z)$ is analytic inside C and outside the regions enclosed by all the other paths as shown by the shaded area in Fig. 5.19. Then, using Cauchy's integral theorem, one obtains:

$$
\oint_{C} f(z) d z=\sum_{j=1}^{n} \oint_{C_{j}} f(z) d z
$$

Since each contour $\mathrm{C}_{\mathrm{j}}$ encloses only one pole $\mathrm{z}_{\mathrm{j}}$, then each closed contour integral can be evaluated by the residue at the pole $\mathrm{z}_{\mathrm{j}}$ located within $\mathrm{C}_{\mathrm{j}}$ :

$$
\begin{aligned}
& \oint_{C_{j}} \mathrm{f}(\mathrm{z}) \mathrm{dz}=2 \pi \mathrm{ir}_{\mathrm{j}} \\
& \mathrm{C}_{\mathrm{j}}
\end{aligned}
$$

then the integral over a closed path containing $n$ poles is given by:

$$
\oint_{C} f(z) d z=2 \pi i \sum_{j=1}^{n} r_{j}
$$

## Example 5.15

Obtain the value of the following integral:

$$
\oint_{C} \frac{d z}{(z-2)(z-4)}
$$

where C is a circle of radius $=3$ centered at $\mathrm{z}_{0}$, where $\mathrm{z}_{0}$ is: (i) -2 , (ii) 0 , (iii) 3 and (iv) 6.

The function $f(z)$ has simple poles at $z=2$ and 4 . The residue of $f(z)$ at $z=2$ is $-1 / 2$ and at $z=4$ is $1 / 2$.
(i) Since there are no singularities inside this closed contour, then:

$$
\oint_{C} f(z) d z=0
$$

(ii) The contour contains the simple pole at $\mathrm{z}=2$, thus:

$$
\oint_{\mathrm{C}} \mathrm{f}(\mathrm{z}) \mathrm{dz}=2 \pi \mathrm{i}\left(-\frac{1}{2}\right)=-\pi \mathrm{i}
$$

(iii) The contour contains both poles, hence the integrals give:

$$
\oint_{C} \mathrm{f}(\mathrm{z}) \mathrm{dz}=2 \pi \mathrm{i}\left(-\frac{1}{2}+\frac{1}{2}\right)=0
$$

(iv) The contour contains only the $\mathrm{z}=4$ simple pole, hence its value is:

$$
\oint_{\mathrm{C}} \mathrm{f}(\mathrm{z}) \mathrm{d} \mathrm{z}=2 \pi \mathrm{i}\left(\frac{1}{2}\right)=\pi \mathrm{i}
$$

To facilitate the computation of the residue of a function, various methods can be developed so that one need not obtain a Laurent's series expansion about each pole in order to extract the value of coefficient $b_{1}$.

If $f(z)$ has a pole of order $m$ at $z_{0}$, then one can find a function $g(z)$ such that:

$$
g(z)=\left(z-z_{o}\right)^{m} f(z)
$$

where $g\left(z_{0}\right) \neq 0$ and is analytic at $z_{0}$. Thus, the function $g(z)$ can be expanded in a Taylor's series at $\mathrm{z}_{0}$ as follows:

$$
g(z)=\sum_{n=0}^{\infty} g^{(n)}\left(z_{0}\right) \frac{\left(z-z_{0}\right)^{n}}{n!}
$$

Then, the Laurent's series for $f(z)$ becomes:

$$
f(z)=\frac{g(z)}{\left(z-z_{0}\right)^{m}}=\sum_{n=0}^{\infty} g^{(n)}\left(z_{o}\right) \frac{\left(z-z_{0}\right)^{n-m}}{n!}
$$

From this expansion, the coefficient $b_{1}$ can be evaluated in terms of the ( $\left.m-1\right)^{\text {ar }}$ derivative of g :

$$
\begin{equation*}
\mathrm{b}_{1}=\frac{\mathrm{g}^{(\mathrm{m}-1)}\left(\mathrm{z}_{\mathrm{o}}\right)}{(\mathrm{m}-1)!} \tag{5.39}
\end{equation*}
$$

If $f(z)$ is a quotient of two functions $p(z)$ and $q(z)$ :

$$
f(z)=\frac{p(z)}{q(z)}
$$

where the functions $p(z)$ and $q(z)$ are analytic at $z_{0}$ and $p\left(z_{0}\right) \neq 0$, then one can find the residue of $f(z)$ at $z_{0}$ if $q\left(z_{0}\right)=0$. Since the functions $p(z)$ and $q(z)$ are analytic at $z_{0}$, then one can find their Taylor series representations about $z_{0}$ as follows:

$$
p(z)=\sum_{n=0}^{\infty} p^{(n)}\left(z_{o}\right) \frac{\left(z-z_{o}\right)^{n}}{n!}
$$

and

$$
q(z)=\sum_{n=0}^{\infty} q^{(n)}\left(z_{0}\right) \frac{\left(z-z_{0}\right)^{n}}{n!}
$$

Various cases can be treated, depending on the form the Taylor series for $p(z)$ and $q(z)$ take where $\mathrm{p}\left(\mathrm{z}_{0}\right) \neq 0$ :
(i) If $\mathrm{q}\left(\mathrm{z}_{0}\right)=0$ and $\mathrm{q}^{\prime}\left(\mathrm{z}_{0}\right) \neq 0$, then $\mathrm{f}(\mathrm{z})$ has a simple pole at $\mathrm{z}_{0}$, and:

$$
g(z)=\left(z-z_{0}\right) f(z)=\frac{p\left(z_{0}\right)+p^{\prime}\left(z_{0}\right)\left(z-z_{0}\right)+\ldots}{q^{\prime}\left(z_{0}\right)+q^{\prime \prime}\left(z_{0}\right)\left(z-z_{0}\right) / 2+\ldots}
$$

Thus, the residue for a simple pole can be obtained by direct division of the two series, resulting in:

$$
\begin{equation*}
b_{1}=g\left(z_{o}\right)=\frac{p\left(z_{o}\right)}{q^{\prime}\left(z_{o}\right)} \tag{5.40}
\end{equation*}
$$

(ii) If $\left.\mathrm{q}_{\mathrm{o}}\right)=0$ and $\mathrm{q}^{\prime}\left(\mathrm{z}_{0}\right)=0$ and $\mathrm{q}^{\prime \prime}\left(\mathrm{z}_{0}\right) \neq 0$, then $\mathrm{f}(\mathrm{z})$ has a pole of order 2 , where:

$$
g(z)=\left(z-z_{0}\right)^{2} f(z)=\frac{p\left(z_{0}\right)+p^{\prime}\left(z_{0}\right)\left(z-z_{0}\right)+\ldots}{q^{\prime \prime}\left(z_{0}\right) / 2+q^{\prime \prime \prime}\left(z_{0}\right)\left(z-z_{0}\right) / 6+\ldots}
$$

Dividing the two infinite series to include terms up to $\left(z-z_{0}\right)$ and differentiating the resulting series results in:

$$
\begin{equation*}
b_{1}=\frac{g^{\prime}\left(z_{o}\right)}{1!}=\frac{2 p^{\prime}\left(z_{o}\right)}{q^{\prime \prime}\left(z_{o}\right)}-\frac{2}{3} \frac{p\left(z_{o}\right) q^{\prime \prime \prime}\left(z_{o}\right)}{\left[q^{\prime \prime}\left(z_{o}\right)\right]^{2}} \tag{5.41}
\end{equation*}
$$

(iii) If $q\left(z_{0}\right)=0, q^{\prime}\left(z_{0}\right)=0, \ldots, q^{(m-1)}\left(z_{0}\right)=0$, and $q^{(m)}\left(z_{0}\right) \neq 0$, then $f(z)$ has a pole of order $m$ such that:

$$
g(z)=\left(z-z_{0}\right)^{m} f(z)=\frac{p\left(z_{0}\right)+p^{\prime}\left(z_{0}\right)\left(z-z_{0}\right)+\ldots}{q^{(m)}\left(z_{0}\right) / m!+q^{(m+1)}\left(z_{0}\right)\left(z-z_{0}\right) /(m+1)!+\ldots}
$$

then, in order to evaluate $b_{1}$, one must divide the two infinite series and retain terms up to $\left(\mathrm{z}-\mathrm{z}_{0}\right)^{\mathrm{m}-1}$ in the resulting series. Differentiating the series (m-1) times and setting $\mathrm{z}=\mathrm{z}_{0}$ one obtains the value of $b_{1}$ :

$$
\begin{equation*}
b_{1}=\frac{g^{(m-1)}\left(z_{0}\right)}{(m-1)!} \tag{5.42}
\end{equation*}
$$

## Example 5.16

Obtain the residues of each of the following functions at all its isolated singularities:
(i) $f(z)=\frac{z^{2}}{(z+1)(z-2)}$

At $\mathrm{z}_{\mathrm{o}}=-1$, there is a simple pole, where the residue is as follows:
$r(-1)=g(-1)=\left.(z+1) f(z)\right|_{z=-1}=\frac{(-1)^{2}}{(-1-2)}=-\frac{1}{3}$
At $z_{0}=2$, there is a simple pole, where the residue is as follows:
$\mathrm{r}(2)=\mathrm{g}(2)=\left.(\mathrm{z}-2) \mathrm{f}(\mathrm{z})\right|_{\mathrm{z}=2}=\frac{(2)^{2}}{(2+1)}=\frac{4}{3}$
(ii) $f(z)=\frac{e^{z}}{z^{3}}$
$z_{0}=0$ is a pole of order 3. Therefore, $g(z)$ is defined as:

$$
g(z)=z^{3} f(z)=e^{z}
$$

and the residue is as follows:

$$
r(0)=\frac{g^{\prime \prime}(0)}{2!}=\frac{1}{2} e^{0}=\frac{1}{2}
$$

(iii) $f(z)=\frac{z+1}{\sin z}$

This function has an infinite number of simple poles, $z_{n}=n \pi, n=0, \pm 1, \pm 2, \ldots$. Let $\mathrm{p}(\mathrm{z})=\mathrm{z}+1$ and $\mathrm{q}(\mathrm{z})=\sin \mathrm{z}$.

Thus, using the formula (5.40):

$$
r(n \pi)=\left.\frac{z+1}{\sin ^{\prime} z}\right|_{n \pi}=\frac{n \pi+1}{\cos (n \pi)}=(-1)^{n}(n \pi+1)
$$

### 5.12 Integrals of Periodic Functions

The residue theorem can be used to evaluate integrals of the following type:

$$
\begin{equation*}
I=\int_{0}^{2 \pi} F(\sin \theta, \cos \theta) d \theta \tag{5.43}
\end{equation*}
$$

where $\mathrm{F}(\sin \theta, \cos \theta)$ is a rational function of $\sin \theta$ and $\cos \theta$, and is bounded on the path of integration.

Using the parametric transformation:

$$
z=e^{i \theta}
$$

which transforms the integral to one on a unit circle centered at the origin, and using the definition of $\sin \theta$ and $\cos \theta$, one gets:

$$
\sin \theta=\frac{1}{2 i}\left[z-\frac{1}{z}\right] \quad \cos \theta=\frac{1}{2}\left[z+\frac{1}{z}\right]
$$

and the differential can be written in terms of $z$ :

$$
\begin{equation*}
d \theta=-i \frac{d z}{z} \tag{5.44}
\end{equation*}
$$

The integral in eq. (5.43) can be transformed to the following integral:

$$
\mathrm{I}=\oint_{\mathrm{C}} \mathrm{f}(\mathrm{z}) \mathrm{dz}
$$

where $f(z)$ is a rational function of $z$, which is finite on the path $C$, and $C$ is the unit circle centered at the origin. Let $f(z)$ have $N$ poles inside the unit circle. The integral on the unit circle can be evaluated by the residue theorem, i.e.:

$$
\begin{equation*}
I=\oint_{C} f(z) d z=2 \pi i \sum_{j=1}^{N} r_{j} \tag{5.45}
\end{equation*}
$$

where $r_{j}$ 's are the residues at all the isolated singularities of $f(z)$ inside the unit circle $|z|=1$.

## Example 5.17

Evaluate the following integral:

$$
\int_{0}^{2 \pi} \frac{2 \mathrm{~d} \theta}{2+\cos \theta}
$$

Using the transformation in eq. (5.44), the integral becomes:

$$
\oint_{C} \frac{4}{i\left(z^{2}+4 z+1\right)} d z=\oint_{C} \frac{4}{i\left(z-z_{1}\right)\left(z-z_{2}\right)} d z
$$

where $\mathrm{z}_{1}=-2+\sqrt{3}$, and $\mathrm{z}_{2}=-2-\sqrt{3}$. Therefore, the function $\mathrm{f}(\mathrm{z})$ has simple poles at $\mathrm{z}_{1}$ and $z_{2}$. Since $\left|z_{1}\right|<1$ and $\left|z_{2}\right|>1$, only the simple pole at $z_{1}$ will be considered for computing the residue of poles inside the unit circle $|\mathrm{z}|=1$ :

$$
\mathrm{r}\left(\mathrm{z}_{1}\right)=\mathrm{g}(-2+\sqrt{3})=\left.\left(\mathrm{z}-\mathrm{z}_{1}\right) \mathrm{f}\left(\mathrm{z}_{1}\right)\right|_{\mathrm{z}=\mathrm{z}_{1}}=\frac{4}{\mathrm{i}\left(\mathrm{z}-\mathrm{z}_{2}\right)}=\frac{2}{\mathrm{i} \sqrt{3}}
$$

Therefore:

$$
\int_{0}^{2 \pi} \frac{2 d \theta}{2+\cos \theta}=2 \pi i\left(\frac{2}{i \sqrt{3}}\right)=\frac{4 \pi}{\sqrt{3}}
$$

### 5.13 Improper Real Integrals

The residue theorem can be used to evaluate improper real integrals of the type

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) d x \tag{5.46}
\end{equation*}
$$

where $f(x)$ has no singularities on the real axis. The improper integral can be defined as:

$$
\int_{-\infty}^{\infty} f(x) d x=\operatorname{Lim}_{A \rightarrow \infty} \int_{-A}^{a} f(x) d x+\operatorname{Lim}_{B \rightarrow \infty} \int_{a}^{B} f(x) d x
$$

where the limits $\mathrm{A} \rightarrow \infty$ and $\mathrm{B} \rightarrow \infty$ of the two integrals are to be taken independently. If either or both limits do not exist, but the limit of the sum exists if $\mathrm{A}=\mathrm{B} \rightarrow \infty$, then the value of such an integral is called Cauchy's Principal Value, defined as:

$$
\text { P.V. } \int_{-\infty}^{\infty} f(x) d x=\operatorname{Lim}_{A \rightarrow \infty} \int_{-A}^{A} f(x) d x
$$

If $f(z)$ has a finite number of poles, $n$, and if, for $|z| \gg 1$ there exists an $M$ and $p>1$ such that:

$$
|\mathrm{f}(\mathrm{z})|<\mathrm{M}|\mathrm{z}|^{-\mathrm{p}} \quad \mathrm{p}>1 \quad|\mathrm{z}| \gg 1
$$

then:

$$
\begin{equation*}
\text { P.V. } \int_{-\infty}^{\infty} f(x) d x=2 \pi i \sum_{j=1}^{n} r_{j} \tag{5.47}
\end{equation*}
$$

where the $r_{j}$ are the residues of $f(z)$ at all the poles of $f(z)$ in the upper half-plane. Let $C_{R}$ be a semi-circle in the upper half plane with its radius $R$ sufficiently large to enclose all the poles of $\mathrm{f}(\mathrm{z})$ in the upper half plane (see Fig. 5.20).

Thus, using the Residue Theorem, the integral over the closed path is:


Fig. 5.20: Closed Path for Improper Integrals

$$
\oint_{C} f(z) d z=\int_{-R}^{R} f(x) d x+\int_{C_{R}} f(z) d z=2 \pi i \sum_{j=1}^{n} r_{j}
$$

The integral on the semi-circular path $\mathrm{C}_{\mathrm{R}}$ can be shown to vanish as $\mathrm{R} \rightarrow \infty$. On this path, let:

$$
\mathrm{z}=\mathrm{Re}^{\mathrm{i} \theta}
$$

then the integral over the large circle can be evaluated as:

$$
\left|\int_{C_{R}} f(z) d z\right|=\left|\int_{0}^{2 \pi} f\left(\operatorname{Re}^{i \theta}\right) i \operatorname{Re}^{i \theta} d \theta\right| \leq \pi R\left|f\left(R^{i \theta}\right)\right|_{\max } \leq \frac{\pi M}{R^{p-1}}
$$

Thus, since $\mathrm{p}>1$, the integral over $\mathrm{C}_{\mathrm{R}}$ vanishes:

$$
\operatorname{Lim}_{R \rightarrow \infty}\left|\int_{C_{R}} f(z) d z\right| \rightarrow 0
$$

## Example 5.18

Evaluate the following integral:

$$
\int_{0}^{\infty} \frac{x^{2}}{x^{4}+x^{2}+1} d x
$$

If the function $f(z)$ is defined as:

$$
f(z)=\frac{z^{2}}{z^{4}+z^{2}+1}
$$

then:

$$
|f(z)| \rightarrow \frac{1}{\left|z^{2}\right|} \quad \text { when } \quad|z| \gg 1
$$

hence $p=2$ and the integral over $C_{R}$ vanishes. The function $f(z)$ has four simple poles:

$$
\mathrm{z}_{1}=\frac{1+\mathrm{i} \sqrt{3}}{2} \quad \mathrm{z}_{2}=\frac{-1+\mathrm{i} \sqrt{3}}{2} \quad \mathrm{z}_{3}=\frac{1-\mathrm{i} \sqrt{3}}{2} \quad \mathrm{z}_{4}=\frac{-1-\mathrm{i} \sqrt{3}}{2}
$$

where the first two lie in the upper half plane. The residue of $f(z)$ at the poles $z_{1}$ and $z_{2}$ becomes:

$$
\begin{aligned}
& r\left(z_{1}=\frac{1+i \sqrt{3}}{2}\right)=\operatorname{Lim}_{z \rightarrow z_{1}}\left(z-z_{1}\right) f(z)=\frac{1+i \sqrt{3}}{4 i \sqrt{3}} \\
& r\left(z_{2}=\frac{-1+i \sqrt{3}}{2}\right)=\operatorname{Lim}_{z \rightarrow z_{2}}\left(z-z_{2}\right) f(z)=\frac{1-i \sqrt{3}}{4 i \sqrt{3}}
\end{aligned}
$$

Thus, using the results of eq. (5.47), the integral can be evaluated:

$$
\int_{0}^{\infty} \frac{\mathrm{x}^{2}}{\mathrm{x}^{4}+\mathrm{x}^{2}+1} \mathrm{dx}=\frac{1}{2} \int_{-\infty}^{\infty} \frac{\mathrm{x}^{2}}{\mathrm{x}^{4}+\mathrm{x}^{2}+1} \mathrm{dx}=\frac{1}{2} 2 \pi \mathrm{i}\left[\frac{1+\mathrm{i} \sqrt{3}}{4 \mathrm{i} \sqrt{3}}+\frac{1-\mathrm{i} \sqrt{3}}{4 \mathrm{i} \sqrt{3}}\right]=\frac{\pi}{2 \sqrt{3}}
$$

### 5.14 Improper Real Integrals Involving Circular Functions

The residue theorem can also be used to evaluate integrals having the following form:

$$
\begin{array}{lll}
\int_{-\infty}^{\infty} f(x) \cos (a x) d x & \text { for } & a>0 \\
\int_{-\infty}^{\infty} f(x) \sin (a x) d x & \text { for } & a>0
\end{array}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) e^{i a x} d x \quad \text { for } \quad a>0 \tag{5.48}
\end{equation*}
$$

where $f(x)$ has no singularities on the real axis and a is positive. Let $f(z)$ be an analytic function in the upper half plane except for isolated singularities, such that:

$$
|f(z)|<M|z|^{-p} \quad \text { where } \quad \mathrm{p}>0 \quad \text { for } \quad|z| \gg 1
$$

Since the first two integrals of eq. (5.48) are the real and imaginary parts of the integral of eq. (5.48), one needs to treat only the third integral.

Performing the integration on $\mathrm{f}(\mathrm{z}) \mathrm{e}^{\mathrm{iaz}}$ on the closed contours shown in Fig. 5.20, then:


Fig. 5.21: Approximation for Jordan's Lemma

$$
\oint_{C} f(z) e^{i a z} d z=\int_{-R}^{R} f(x) e^{i a x} d x+\int_{C_{R}} f(z) e^{i a z} d z
$$

One must now show that the integral vanishes as $\mathrm{R} \rightarrow \infty$. This proof is known as Jordan's Lemma:

$$
\operatorname{Lim}_{R \rightarrow \infty}\left|\int_{C_{R}} f(z) e^{i a z} d z\right| \rightarrow 0
$$

Let $\mathrm{z}=\mathrm{Re}^{\mathrm{i} \theta}$ on $\mathrm{C}_{\mathrm{R}}$, then the integral becomes:

$$
\int_{0}^{\pi} f\left(\operatorname{Re}^{i \theta}\right) e^{i a R e^{i \theta}} e^{i \theta} i R d \theta=i R \int_{0}^{\pi} f\left(\operatorname{Re} e^{i \theta}\right) e^{i a R[\cos \theta+i \sin \theta]} e^{i \theta} d \theta
$$

Thus, the absolute value of the integral on $\mathrm{C}_{\mathrm{R}}$ becomes:

$$
\left|\int_{C_{R}} f(z) e^{i a z} d z\right|=R\left|\int_{0}^{\pi} f\left(R e^{i \theta}\right) e^{i[a R \cos \theta+\theta]} e^{-a R \sin \theta} d \theta\right| \leq \frac{R M}{R^{p}}\left|\int_{0}^{\pi} e^{-a R \sin \theta} d \theta\right|
$$

The last integral can be evaluated as follows:

$$
\int_{0}^{\pi} \mathrm{e}^{-\mathrm{aR} \sin \theta} \mathrm{~d} \theta=2 \int_{0}^{\pi / 2} \mathrm{e}^{-\mathrm{aR} \sin \theta} \mathrm{~d} \theta \leq 2 \int_{0}^{\pi / 2} \mathrm{e}^{-2 \mathrm{aR} \theta / \pi} \mathrm{d} \theta=\frac{\pi}{\mathrm{aR}}\left(1-\mathrm{e}^{-\mathrm{aR}}\right)
$$

where the following inequality was used (see Fig. 5.21):

$$
\sin \theta \geq \frac{2 \theta}{\pi} \quad \text { for } \quad 0 \leq \theta \leq \pi / 2
$$

Thus:

$$
\left|\int_{C_{R}} f(z) e^{i a z} d z\right| \leq \frac{M}{R^{p}} \frac{\pi}{a}\left(1-e^{-a R}\right)
$$

which vanishes as $R \rightarrow \infty$, since $a>0$ and $p>0$. It should be noted that the integral becomes unbounded if $\mathrm{a}<0$, or equivalently, if $\mathrm{a}>0$ and the circular path is taken in the lower half plane. Thus:

$$
\begin{align*}
& \text { P.V. } \int_{-\infty}^{\infty} f(x) e^{i a x} d x=2 \pi i \sum_{j=1}^{N} r_{j} \\
& \text { P.V. } \int_{-\infty}^{\infty} f(x) \cos (a x) d x=\operatorname{Re}\left[2 \pi i \sum_{j=1}^{N} r_{j}\right]=-2 \pi \operatorname{Im}\left[\sum_{j=1}^{N} r_{j}\right] \\
& \text { P.V. } \int_{-\infty}^{\infty} f(x) \sin (a x) d x=\operatorname{Im}\left[2 \pi i \sum_{j=1}^{N} r_{j}\right]=2 \pi \operatorname{Re}\left[\sum_{j=1}^{N} r_{j}\right] \tag{5.49}
\end{align*}
$$

where the $r_{j}$ 's represent the residues of the $N$ poles of $\left\{f(z) e^{i a x}\right\}$ in the upper half plane.

## Example 5.19

Evaluate the following integral:

$$
I=\int_{0}^{\infty} \frac{\cos x}{x^{4}+1} d x
$$

Since $f(z)=\left(z^{4}+1\right)^{-1}$, then $|f(z)| \leq R^{-p}$ on $C_{R}$ for $R \gg 1$, where $p=4$ and $a=1$.
The function $f(z)$ has four simple poles:

$$
z_{1}=\frac{1+i}{\sqrt{2}} \quad z_{2}=\frac{-1+i}{\sqrt{2}} \quad z_{3}=\frac{-1-i}{\sqrt{2}} \quad z_{4}=\frac{1-i}{\sqrt{2}}
$$

where the first two lie in the upper half plane, note that $\mathrm{z}_{1}^{4}=\mathrm{z}_{2}^{4}=-1$. Thus, the integral can be obtained by eq. (5.49):

$$
\mathrm{I}=\frac{1}{2} \int_{-\infty}^{\infty} \frac{\cos \mathrm{x}}{\mathrm{x}^{4}+1} \mathrm{dx}=-\pi I m\left[\mathrm{r}_{1}+\mathrm{r}_{2}\right]
$$

where the residue, $\mathrm{z}_{1}$ is calculated from $\mathrm{p} / \mathrm{q}^{\prime}$ for simple poles:

$$
r\left(z_{1}\right)=\frac{e^{i z_{1}}}{4 z_{1}^{3}}=\frac{z_{1} e^{i z_{1}}}{4 z_{1}^{4}}=-\frac{z_{1} e^{i z_{1}}}{4}=-\frac{1+i}{4 \sqrt{2}} e^{(i-1) / \sqrt{2}}
$$

and similarly for the second pole $z_{2}$ :

$$
r\left(z_{2}\right)=-\frac{z_{2} e^{i z_{2}}}{4}=\frac{1-i}{4 \sqrt{2}} e^{-(i+1) / \sqrt{2}}
$$

Thus, the integral I can be solved:

$$
\mathrm{I}=\frac{\pi \mathrm{m}}{2} \mathrm{e}^{-\mathrm{m}}[\cos \mathrm{~m}+\sin \mathrm{m}] \quad \mathrm{m}=1 / \sqrt{2} .
$$

### 5.15 Improper Real Integrals of Functions Having Singularities on the Real Axis

Functions that have singularities on the real axis can be integrated by deforming the contour of integration. The following real integral:

$$
\int_{a}^{b} f(x) d x
$$

where $f(x)$ has a singularity on the real axis at $x=c, a<c<b$ is defined as follows:

$$
\int_{a}^{b} f(x) d x=\operatorname{Lim}_{\varepsilon \rightarrow 0}\left[\int_{a}^{c-\varepsilon} f(x) d x\right]+\operatorname{Lim}_{\delta \rightarrow 0}\left[\int_{c+\delta}^{b} f(x) d x\right]
$$

The integral on $[a, b]$ exists iff the two partial integrals exist independently. If either or both limits as $\varepsilon \rightarrow 0$ and $\delta \rightarrow 0$ do not exist but the limit of the sum of the two integrals exists if $\varepsilon=\delta$, that is if the following integral:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0}\left[\int_{a}^{c-\varepsilon} f(x) d x+\int_{c+\varepsilon}^{b} f(x) d x\right]
$$

exists, then the value of the integral thus obtained is called the Cauchy Principal Value of the integral, denoted as:

$$
\text { P.V. } \int^{b} f(x) d x
$$

a

## Example 5.20

(i) Evaluate the following integral:

$$
\int_{-1}^{2} x^{-1 / 3} d x
$$

Note the function $\mathrm{f}(\mathrm{x})=\mathrm{x}^{-1 / 3}$ is singular at $\mathrm{x}=0$. Therefore:

$$
\begin{aligned}
\int_{-1}^{2} x^{-1 / 3} d x & =\operatorname{Lim}_{\varepsilon \rightarrow 0}\left[\int_{-1}^{0-\varepsilon} x^{-1 / 3} d x\right]+\operatorname{Lim}_{\delta \rightarrow 0}\left[\int_{0+\delta}^{2} x^{-1 / 3} d x\right] \\
& =\frac{3}{2} \operatorname{Lim}_{\varepsilon \rightarrow 0}\left[(-\varepsilon)^{2 / 3}-(-1)^{2 / 3}\right]+\frac{3}{2} \operatorname{Lim}_{\delta \rightarrow 0}\left[(2)^{2 / 3}-(\delta)^{2 / 3}\right]=\frac{3}{2}\left[4^{1 / 3}-1\right]
\end{aligned}
$$

(ii) Evaluate the following integral:

$$
\int_{-1}^{2} x^{-3} d x
$$

The function $f(x)=x^{-3}$ is singular at $x=0$.

$$
\begin{aligned}
\int_{-1}^{2} x^{-3} d x & =\operatorname{Lim}_{\varepsilon \rightarrow 0}\left[\int_{-1}^{0-\varepsilon} x^{-3} d x\right]+\operatorname{Lim}_{\delta \rightarrow 0}\left[\int_{0+\delta}^{2} x^{-3} d x\right] \\
& =\frac{1}{2} \operatorname{Lim}_{\varepsilon \rightarrow 0}\left[1-\frac{1}{\varepsilon^{2}}\right]+\frac{1}{2} \operatorname{Lim}_{\delta \rightarrow 0}\left[\frac{1}{\delta^{2}}-\frac{1}{4}\right]
\end{aligned}
$$

Neither integral exists for $\varepsilon$ and $\delta$ to vanish independently. If one takes the P.V. of the integral:

$$
\text { P.V. } \int_{-1}^{2} x^{-3} d x=\operatorname{Lim}_{\varepsilon \rightarrow 0}\left[\int_{-1}^{0-\varepsilon} x^{-3} d x+\int_{0+\varepsilon}^{2} x^{-3} d x\right]=\frac{3}{8}
$$

Improper integrals of function on the real axis

$$
\int_{-\infty}^{\infty} f(x) d x
$$

where $f(x)$ has simple poles on the real axis can be evaluated by the use of the residue theorem in the Cauchy Principal Value sense.

Let $x_{1}, x_{2}, \ldots x_{n}$ be the simple poles of $f(z)$ on the real axis, and let $z_{1}, z_{2}, \ldots, z_{m}$ be the poles of $f(z)$ in the upper-half plane. Let $C_{R}$ be the semi-circular path with a radius R , sufficiently large to include all the poles of $\mathrm{f}(\mathrm{z})$ on the real axis and in the upper-half plane. The contour on the real axis is indented such that the contour includes a semicircle of small radius $=\varepsilon$ around each simple pole $x_{j}$ as shown in Fig. 5.22.

Thus, one can obtain the principal value of the integral as follows:

$$
\left\{\int_{-R}^{x_{1}-\varepsilon}+\int_{C_{1}}+\int_{x_{1}+\varepsilon}^{x_{2}-\varepsilon}+\int_{C_{2}}+\ldots+\int_{x_{n}+\varepsilon}^{R}+\int_{C_{R}}\right\} f(z) d z=\oint f(z) d z=2 \pi i \sum_{j=1}^{m} r_{j}
$$



Fig. 5.22: Closed Path for Improper Integrals with Real and Complex Poles
where the contours $\mathrm{C}_{\mathrm{j}}$ are half-circle paths in the clockwise direction and $\mathrm{r}_{\mathrm{j}}$ 's are the residues of $f(z)$ at the poles of $f(z)$ in the upper half plane at $z_{j}$. The limit as $R \rightarrow \infty$ and $\varepsilon \rightarrow 0$ must be taken to evaluate the integrals in Cauchy Principal Value form on $\mathrm{C}_{\mathrm{R}}$ and on $\mathrm{C}_{\mathrm{j}}$ for $\mathrm{j}=1,2, \ldots, \mathrm{n}$.

If the function $f(z)$ decays for $|z| \rightarrow \infty$ as follows:

$$
|\mathrm{f}(\mathrm{z})|<\mathrm{M}|\mathrm{z}|^{-\mathrm{p}} \quad \text { where } \quad \mathrm{p}>1 \quad \text { for } \quad|\mathrm{z}| \gg 1
$$

then, it was shown earlier that:

$$
\operatorname{Lim}_{R \rightarrow \infty}\left[\int_{C_{R}} f(z) d z\right] \rightarrow 0
$$

Since the function $f(z)$ has simple poles on the real axis, then in the neighborhood of each real simple pole $\mathrm{x}_{\mathrm{j}}$, it has one term with a negative power as follows:

$$
f(z)=\frac{r_{j}^{*}}{z-x_{j}}+g(z)
$$

where $g(z)=$ the part of $f(z)$ that is analytic at $x_{j}$, and $r_{j}^{*}$ are the residues of $f(z)$ at $x_{j}$.
Thus, the integral over a small semi-circular path about $\mathrm{x}_{\mathrm{j}}$ becomes in the limit as the radius $\varepsilon \rightarrow 0$ :

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0} \int_{C_{j}} f(z) d z=\operatorname{Lim}_{\varepsilon \rightarrow 0}\left[r_{j}^{*} \int_{C_{j}} \frac{d z}{z-x_{j}}+\int_{C_{j}} g(z) d z\right]=-\pi i r_{j}^{*}
$$

where the results of Example 5.6 were used.
Thus, the principal value of the integral is given by:

$$
\begin{equation*}
\text { P.V. } \int_{-\infty}^{\infty} f(x) d x=2 \pi i \sum_{j=1}^{m} r_{j}+\pi i \sum_{j=1}^{n} r_{j}^{*} \tag{5.50}
\end{equation*}
$$

## Example 5.21

Evaluate the following integral:

$$
\int_{-\infty}^{\infty} \frac{\sin x}{x\left(x^{2}+a^{2}\right)} d x=\operatorname{Im}\left[\int_{-\infty}^{\infty} \frac{e^{i x}}{x\left(x^{2}+a^{2}\right)} d x\right] \quad \text { for } a>0
$$

The function $\frac{e^{i z}}{z\left(z^{2}+a^{2}\right)}$ has three simple poles:

$$
\mathrm{x}_{1}=0, \quad \mathrm{z}_{1}=\mathrm{ia}, \quad \mathrm{z}_{2}=-\mathrm{ia}
$$

To evaluate the integral, one needs to evaluate the residues of the appropriate poles:

$$
\begin{aligned}
& r_{1}\left(z_{1}\right)=\left.\frac{\left(z-z_{1}\right) e^{i z}}{z\left(z^{2}+a^{2}\right)}\right|_{z=z_{1}=i a}=-\frac{1}{2 a^{2} e^{a}} \\
& r_{1}^{*}\left(x_{1}\right)=\left.\frac{z e^{i z}}{z\left(z^{2}+a^{2}\right)}\right|_{z=x_{1}=0}=\frac{1}{a^{2}}
\end{aligned}
$$

Thus:

$$
\text { P.V. } \int_{-\infty}^{\infty} \frac{\sin \mathrm{x}}{\mathrm{x}\left(\mathrm{x}^{2}+\mathrm{a}^{2}\right)} \mathrm{dx}=\operatorname{Im}\left[2 \pi \mathrm{i}\left\{\frac{-1}{2 \mathrm{a}^{2} \mathrm{e}^{\mathrm{a}}}\right\}+\pi \mathrm{i}\left\{\frac{1}{\mathrm{a}^{2}}\right\}\right]=\frac{\pi}{\mathrm{a}^{2}}\left[1-\mathrm{e}^{-\mathrm{a}}\right]
$$

### 5.16 Theorems on Limiting Contours

In section 5.13 to 5.15 integrals on semi-circular contours in the upper half-plane with unbounded radii were shown to vanish if the integral behaved in a prescribed manner on the contour. In this section, theorems dealing with contours that are not exclusively in the upper half-plane are explored.

### 5.16.1 Generalized Jordan's Lemma

Consider the following contour integral (see Fig. 5.23):

$$
\int_{C_{R}} e^{a z} f(z) d z
$$

where $\mathrm{a}=\mathrm{b} \mathrm{e}^{\mathrm{ic}}, \mathrm{b}>0, \mathrm{c}$ real and $\mathrm{C}_{\mathrm{R}}$ is an arc of circle described by $\mathrm{z}=\operatorname{Re}^{\mathrm{i} \theta}$, whose radius is $R$, and whose angle $\theta$ falls in the range:


Fig. 5.23: Path for Generalized Jordan's Lemma

$$
\frac{\pi}{2}-c \leq \theta \leq \frac{3 \pi}{2}-c
$$

Let $|f(z)| \leq M|z|^{-p}$, as $|z| \gg 1$, where $p>0$. Then one can show that:

$$
\begin{equation*}
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} e^{a z} f(z) d z \rightarrow 0 \tag{5.51}
\end{equation*}
$$

The absolute value of the integral on $\mathrm{C}_{\mathrm{R}}$ becomes:

$$
\left|\int_{\frac{\pi}{2}-c}^{\frac{3 \pi}{2}-c} e^{a \operatorname{Re} e^{i \theta}} f\left(\operatorname{Re}^{i \theta}\right) i \operatorname{Re}^{i \theta} d \theta\right|
$$

as has been shown in Section 5.14. Thus, the integral over any segment of the half circle $C_{R}$ vanishes as $R \rightarrow \infty$. Four special cases of eq. (5.51) can be discussed, due to their importance to integral transforms, see Fig. 5.24:
(i) If $c=\pi / 2$, eq. (5.51) takes the form:

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} e^{i b z} f(z) d z \rightarrow 0
$$

where $C_{R}$ is an arc in the first and/or the second quadrants.
(ii) If $\mathrm{c}=-\pi / 2$, eq. (5.51) takes the form:

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} e^{-i b z} f(z) d z \rightarrow 0
$$

where $\mathrm{C}_{\mathrm{R}}$ is an arc in the third and/or the fourth quadrants.
(iii) If $\mathrm{c}=0$, eq. (5.51) takes the form:

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} e^{b z} f(z) d z \rightarrow 0
$$

where $C_{R}$ is an are in the second and/or the third quadrants.
(iv) If $\mathrm{c}=\pi$, eq. (5.51) takes the form:

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} e^{-b z} f(z) d z \rightarrow 0
$$

where $\mathrm{C}_{\mathrm{R}}$ is an arc in the fourth and/or the first quadrants.
The form given in (iii) is known as Jordan's Lemma. The form given in (5.51) is the Generalized Jordan's Lemma.

### 5.16.2 Small Circle Theorem

Consider the following contour:

$$
\int_{C_{\varepsilon}} \mathrm{f}(\mathrm{z}) \mathrm{dz}
$$

where $C_{\varepsilon}$ is a circular arc of radius $=\varepsilon$, centered at $z=a$ (Fig. 5.24). If the function $f(z)$ behaves as:
$\operatorname{Lim}_{\varepsilon \rightarrow 0}|f(z)| \leq \frac{M}{\varepsilon^{p}} \quad$ for $\quad p<1$
or if:
$\operatorname{Lim} \varepsilon f\left(a+\varepsilon e^{i \theta}\right) \rightarrow 0$
$\varepsilon \rightarrow 0$

## Imaginary Axis



Fig. 5.24: Closed Path for Small Circles
then:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0} \int_{C_{\varepsilon}} f(z) d z \rightarrow 0
$$

Let $\mathrm{z}=\mathrm{a}+\varepsilon \mathrm{e}^{\mathrm{i} \theta}$, then:

$$
\begin{aligned}
\left|\int_{C_{\varepsilon}} f(z) d z\right| & =\left|\int_{c}^{c+\alpha} f\left(a+\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta\right| \\
& \leq \frac{M}{\varepsilon^{p-1}}\left|\int_{c}^{c+\alpha} d \theta\right|=M \alpha \varepsilon^{1-p}
\end{aligned}
$$

Thus:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0}\left|\int_{C_{\varepsilon}} f(z) d z\right| \rightarrow 0 \quad \text { if } \quad p<1
$$

### 5.16.3 Small Circle Integral

If $f(z)$ has a simple pole at $z=a$, then:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0} \int_{C_{\varepsilon}} f(z) d z=\alpha \operatorname{ir}(a)
$$

where $C_{\varepsilon}$ is a circular arc of length $\alpha \varepsilon$, centered at $z=a$, radius $=\varepsilon$, ( Fig . 5.24), $r(a)$ is the residue of $\mathrm{f}(\mathrm{z})$ at $\mathrm{z}=\mathrm{a}$, and the integration is performed in the counterclockwise sense.

Since $f(z)$ has a simple pole at $\mathrm{z}=\mathrm{a}$, then it can be expressed as a Laurent's series about $\mathrm{z}=\mathrm{a}$ :

$$
f(z)=\frac{r(a)}{z-a}+g(z)
$$

where $g(z)$ is analytic (hence bounded) at $z=a$. Thus:

$$
\int_{\mathrm{C}_{\varepsilon}} \mathrm{f}(\mathrm{z}) \mathrm{dz}=\mathrm{r}(\mathrm{a}) \int_{\mathrm{C}_{\varepsilon}} \frac{\mathrm{dz}}{\mathrm{z}-\mathrm{a}}+\int_{\mathrm{C}_{\varepsilon}} \mathrm{g}(\mathrm{z}) \mathrm{dz}=\alpha \operatorname{ir}(\mathrm{a})+\int_{\mathrm{C}_{\varepsilon}} \mathrm{g}(\mathrm{z}) \mathrm{dz}
$$

where the results of Example 5.6 were used. Also:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0}\left|\int_{C_{\varepsilon}} g(z) d z\right|=\operatorname{Lim}_{\varepsilon \rightarrow 0}\left|\int_{c}^{c+\alpha} g\left(a+\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta\right| \leq \operatorname{Lim}_{\varepsilon \rightarrow 0}(M \alpha \varepsilon) \rightarrow 0
$$

then the integral over the small circle becomes:

$$
\begin{equation*}
\operatorname{Lim}_{\varepsilon \rightarrow 0}\left|\int_{\mathbf{C}_{\boldsymbol{E}}} \mathrm{f}(\mathrm{z}) \mathrm{dz}\right|=\alpha \operatorname{ir}(\mathrm{a}) \tag{5.52}
\end{equation*}
$$

### 5.17 Evaluation of Real Improper Integrals by Non-Circular Contours

The residue theorem was used in Section 5.13 to 5.15 to evaluate improper integrals by closing the straight integration path with semi-circular paths. In this section, more convenient and efficient non-circular contours are used to evaluate improper integrals.

If a periodic function has an infinite number of poles in the complex plane, then to use the Residue Theorem and a circular contour, one must resort to summing an infinite number of residues at the poles in the entire half-plane. However, a more prudent choice of a non-circular contour may yield the desired evaluation of the improper integral by enclosing few poles.

## Example 5.22

Evaluate the following integral:

$$
\mathrm{I}=\int_{-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{ax}}}{1+\mathrm{e}^{\mathrm{x}}} \mathrm{dx} \quad 0<\mathrm{a}<1
$$

The function:
$\mathrm{f}(\mathrm{z})=\frac{\mathrm{e}^{\mathrm{az}}}{1+\mathrm{e}^{\mathrm{z}}}$
has an infinite number of simple poles at $\mathrm{z}=(2 \mathrm{n}+1) \pi \mathrm{i}, \mathrm{n}=0,1,2, \ldots$ in the upper half-plane. Choose the contour shown in Fig. 5.25 described by the points - R, R,


Fig. 5.25: Closed Path for Periodic Integrals
$\mathrm{R}+2 \pi \mathrm{i},-\mathrm{R}+2 \pi \mathrm{i}$, which encloses only one pole. The choice of the contour $\mathrm{C}_{2}$ was made because of the periodicity of $\mathrm{e}^{\mathrm{z}}=\mathrm{e}^{\mathrm{z}+2 \pi \mathrm{i}}$.

Thus, the contour of integration results in:

$$
\int_{-R}^{R} f(z) d x+\int_{C_{1}} f(z) d z+\int_{C_{2}} f(z) d z+\int_{C_{3}} f(z) d z=2 \pi i r(\pi i)
$$

The integral on $\mathrm{C}_{1}$ is given by $\mathrm{z}=\mathrm{R}+\mathrm{iy}$

$$
\left|\int_{C_{1}} \frac{e^{a z}}{1+e^{z}} d z\right|=\left|\int_{0}^{2 \pi} \frac{e^{a(R+i y)}}{1+e^{R+i y}} i d y\right| \leq 2 \pi \mathrm{e}^{R(a-1)}
$$

and consequently:

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{1}} f(z) d z \rightarrow 0 \quad \text { since } \quad 0<a<1
$$

Similarly, the integral over $\mathrm{C}_{3}$ also vanishes.
The integral on $\mathrm{C}_{2}$ can be evaluated by letting $\mathrm{z}=\mathrm{x}+2 \pi \mathrm{i}$ :

$$
\int_{C_{2}} \frac{e^{a z}}{1+e^{z}} d z=\int_{-R}^{R} \frac{e^{a(x+2 \pi i)}}{1+e^{x+2 \pi i}} d x=-e^{2 \pi i a} \int_{-R}^{R} \frac{e^{a x}}{1+e^{x}} d x=-e^{2 \pi i a} I
$$

The residue of $f(z)$ at $\pi i$ becomes:

$$
\mathrm{r}(\pi \mathrm{i})=\left.\frac{\mathrm{e}^{\mathrm{az}}}{\mathrm{e}^{\mathrm{z}}}\right|_{\mathrm{z}=\pi \mathrm{i}}=-\mathrm{e}^{\mathrm{a} \pi \mathrm{i}}
$$



Fig. 5.26: Closed Path for Periodic Integrals

Thus, as $\mathrm{R} \rightarrow \infty$ :

$$
\begin{aligned}
& \mathrm{I}-\mathrm{e}^{2 \pi \mathrm{ia}} \mathrm{I}=2 \pi \mathrm{i}\left(-\mathrm{e}^{\pi \mathrm{ia}}\right) \\
& \mathrm{I}=\frac{2 \pi \mathrm{i}\left(\mathrm{e}^{\pi \mathrm{ia}}\right)}{\mathrm{e}^{2 \pi \mathrm{ia}}-1}=\frac{\pi}{\sin (\mathrm{a} \pi)}
\end{aligned}
$$

The evaluation of improper integrals of the form:

$$
\int_{0}^{\infty} f(x) d x
$$

where $f(x)$ is not an even function, cannot be evaluated by extending the straight path to $[-\infty, \infty]$. Thus, one must choose another contour that would duplicate the original integral, but with a multiplicative constant.

## Example 5.23

Evaluate the following integral:

$$
\mathrm{I}=\int_{0}^{\infty} \frac{\mathrm{dx}}{\mathrm{x}^{3}+1}
$$

Since the integral path cannot be extended to $(-\infty)$, then it is expedient to choose the contour as shown in Fig. 5.26. The path $C_{1}$, where $\theta=2 \pi / 3$, was chosen because along that path, $z^{3}=\left(\rho \mathrm{e}^{2 \pi i / 3}\right)^{3}=\rho^{3}$ and is real, so that the function in the denominator does not change.

The function $f(z)=1 /\left(z^{3}+1\right)$ has three simple poles:

$$
z_{1}=\frac{1+i \sqrt{3}}{2}, \quad z_{2}=-1, \quad \text { and } \quad z_{3}=\frac{1-i \sqrt{3}}{2}
$$

where only the $z_{1}$ pole falls within the closed path. The integral over the closed path becomes:

$$
\int_{0}^{R} f(x) d x+\int_{C_{R}} f(z) d z+\int_{C_{1}} f(z) d z=2 \pi i r\left(z_{1}\right)
$$

where the residue $r\left(z_{1}\right)$ is:

$$
r\left(z_{1}\right)=\left.\frac{1}{3 z^{2}}\right|_{z=z_{1}}=\left.\frac{z}{3 z^{3}}\right|_{z=z_{1}}=-\frac{z_{1}}{3}=-\frac{1}{6}(1+i \sqrt{3})=-\frac{1}{3} e^{i \pi / 3}
$$

Since the limit of $|f(z)|$ goes to $1 / R^{3}$ as $R \rightarrow \infty$ on $C_{R}$, then, by use of results of Section 5.16 , with $\mathrm{p}=3$ :

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} f(z) d z \rightarrow 0
$$

The path $C_{1}$ is described by $z=\rho e^{2 \pi i / 3}$, the integral across the path becomes:

$$
\int_{C_{1}} f(z) d z=\int_{R}^{0} \frac{e^{2 \pi i / 3}}{\left(\rho e^{2 \pi i / 3}\right)^{3}+1} d \rho=-e^{2 \pi i / 3} \int_{0}^{R} \frac{d \rho}{\rho^{3}+1}=-e^{2 \pi i / 3} I
$$

Thus, as $\mathrm{R} \rightarrow \infty$ :

$$
\begin{aligned}
& I-e^{2 \pi i / 3} I=-\frac{2 \pi i}{3} e^{\pi i / 3} \\
& I=\frac{2 \pi i}{3} \frac{e^{\pi i / 3}}{e^{2 \pi i / 3}-1}=\frac{\pi}{3} \frac{1}{\sin (\pi / 3)}=\frac{2 \pi}{3 \sqrt{3}}
\end{aligned}
$$

### 5.18 Integrals of Even Functions Involving $\log \mathbf{x}$

Improper integrals involving $\log x$ can be evaluated by indenting the contour along the real axis. The following integral can be evaluated:

$$
\int_{0}^{\infty} f(x) \log x d x
$$

where $f(x)$ is an even function and has no singularities on the real axis and, as $|z| \rightarrow \infty$, $|f(z)| \leq M|z|-p$, where $p>1$.

Since the function $\log z$ is not single-valued, a branch cut is made, starting from the branch point at $\mathrm{z}=0$ along the negative y -axis. Define the branch cut:

$$
z=\rho \mathrm{e}^{\mathrm{i} \theta}, \quad \rho>0, \quad-\frac{\pi}{2}<\theta<\frac{3 \pi}{2}
$$

where the choice was made to include the $\theta=0$ in the range. Because of the branch point, the contour on the real axis must be indented around $x=0$ as shown in Fig. 5.27. Let


Fig. 5.27: Closed Path for Logarithmic Integrals
the poles of $f(z)$ in the upper-half plane be $z_{1}, z_{2}, \ldots, z_{m}$. Let $C_{R}$ be a semi-circular contour, radius $=\mathrm{R}$ and $\mathrm{C}_{0}$ be semi-circular contour radius $=\varepsilon$ in the counter clockwise sense. Thus, the integral over the closed path becomes:

$$
\oint f(z) \log z d z=\left\{\int_{L_{1}}-\int_{C_{0}}+\int_{L_{2}}+\int_{C_{R}}\right\} f(z) \log z d z=2 \pi i \sum_{j=1}^{m} r_{j}\left(z_{j}\right)
$$

where $r_{j}$ 's are the residues of $[f(z) \log z]$ at the poles of $f(z)$ in the upper-half plane. The integral on $\mathrm{C}_{0}$ in the clockwise direction can be evaluated where $\mathrm{z}=\varepsilon \mathrm{e}^{\mathrm{i} \theta}$ :

$$
\left|\int_{C_{0}} \mathrm{f}(\mathrm{z}) \log \mathrm{zdz}\right|=\left|\int_{0}^{\pi} \mathrm{f}\left(\varepsilon \mathrm{e}^{\mathrm{i} \theta}\right)(\log \varepsilon+\mathrm{i} \theta) \mathrm{i} \varepsilon \mathrm{e}^{\mathrm{i} \theta} \mathrm{~d} \theta\right| \leq\left[\pi \varepsilon|\log \varepsilon|+\frac{\varepsilon \pi^{2}}{2}\right]\left|\mathrm{f}\left(\varepsilon \mathrm{e}^{\mathrm{i} \theta}\right)\right|_{\mathrm{C}_{0}}
$$

Thus, since the limit of $f(z)$ is finite as $z$ goes to zero, then:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0} \int_{C_{0}} f(z) \log z d z \rightarrow 0
$$

The integral on $C_{R}$ can be evaluated, where $z=R e^{i \theta}$ :

$$
\left|\int_{C_{R}} f(z) \log z d z\right|=\left|\int_{0}^{\pi} f\left(R e^{i \theta}\right)(\log R+i \theta) i R e^{i \theta} d \theta\right| \leq R \frac{M}{R^{p}}\left[\pi \log R+\frac{\pi^{2}}{2}\right]
$$

which vanishes when $R \rightarrow \infty$, so that:

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} f(z) \log z d z \rightarrow 0 \quad \text { since } \quad p>1
$$

The integral on $\mathrm{L}_{1}$ can be evaluated as follows:

$$
\begin{aligned}
& z=\rho e^{i \pi}=-\rho \quad d z=-d \rho \\
& \log z=\log \rho+i \pi \\
& \int_{L_{1}} f(z) \log z d z=-\int_{R}^{\varepsilon} f(-\rho)[\log \rho+i \pi] d \rho
\end{aligned}
$$

The integral on $L_{2}$ can be evaluated in a similar manner:

$$
\begin{array}{ll}
z=\rho & d z=d \rho \\
\log z=\log \rho \\
\int_{2} f(z) \log z d z=\int_{\varepsilon}^{R} f(\rho) \log \rho d \rho
\end{array}
$$

The total integral, after substituting $f(-\rho)=f(\rho)$, becomes:

$$
2 \int_{\varepsilon}^{R} f(\rho) \log \rho d \rho+i \pi \int_{\varepsilon}^{R} f(\rho) d \rho=2 \pi i \sum_{j=1}^{m} r_{j}
$$

Taking the limits $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$ one obtains upon substituting $x$ for $\rho$ :

$$
\begin{equation*}
\int_{0}^{\infty} f(x) \log x d x=-\frac{i \pi}{2} \int_{0}^{\infty} f(x) d x+\pi i \sum_{j=1}^{m} r_{j} \tag{5.53}
\end{equation*}
$$

If the function $f(x)$ is real then the integral of $f(x) \log x$ must result in a real value. The integral on the right side is also real, hence this term constitutes a purely imaginary number. For a real answer, the imaginary number resulting from the integral term must cancel out the imaginary part of the residue contribution. Thus, one can then simplify finding the final answer by choosing the real part of the residue contributions on the right side of equation (5.53), i.e.:

$$
\int_{0}^{\infty} f(x) \log x d x=\operatorname{Re}\left[\pi i \sum_{j=1}^{m} r_{j}\right]=-\pi I m\left[\sum_{j=1}^{m} r_{j}\right]
$$

## Example 5.24

Evaluate the following integral:

$$
\int_{0}^{\infty} \frac{\log x}{x^{2}+4} d x
$$

The function $f(z)=1 /\left(z^{2}+4\right)$ has two simple poles at:

$$
\mathrm{z}_{1}=2 \mathrm{i}=2 \mathrm{e}^{\mathrm{i} \pi / 2}, \quad \mathrm{z}_{2}=-2 \mathrm{i}
$$

The residue at $z_{1}$ is:

$$
r(2 i)=\left.\frac{\log z}{2 z}\right|_{z=2 i}=\frac{\log (2 i)}{4 i}=\frac{1}{4 i}\left(\log 2+i \frac{\pi}{2}\right)=\frac{\pi}{8}-i \frac{\log 2}{4}
$$

also $f(x)$ is real and:

$$
|f(R)| \leq \frac{1}{R^{p}} \quad \text { with } p=2, \quad \text { for } R \gg 1
$$

Thus:

$$
\int_{0}^{\infty} \frac{\log \mathrm{x}}{\mathrm{x}^{2}+4} \mathrm{dx}=-\frac{\mathrm{i} \pi}{2} \int_{0}^{\infty} \frac{\mathrm{dx}}{\mathrm{x}^{2}+4}+\mathrm{i} \pi\left[\frac{\pi}{8}-\mathrm{i} \frac{\log 2}{4}\right]
$$

since:

$$
\int_{0}^{\infty} \frac{d x}{x^{2}+4}=\frac{\pi}{4}
$$

then:

$$
\int_{0}^{\infty} \frac{\log \mathrm{x}}{\mathrm{x}^{2}+4} \mathrm{dx}=-\frac{\mathrm{i} \pi}{2}\left[\frac{\pi}{4}\right]+\mathrm{i} \pi\left[\frac{\pi}{8}-\mathrm{i} \frac{\log 2}{4}\right]=\frac{\pi}{4} \log 2
$$

It is thus shown that the imaginary parts of the answer cancel out since $f(x)$ is a real function. Or, one could use the shortcut, to give:

$$
\int_{0}^{\infty} \frac{\log \mathrm{x}}{\mathrm{x}^{2}+4} \mathrm{dx}=-\pi \operatorname{Im}\left[\frac{\pi}{8}-\mathrm{i} \frac{\log 2}{4}\right]=\frac{\pi}{4} \log 2
$$

If the function $f(x)$ has $n$ simple poles on the real axis, then one indents the contour over the real axis by a small semi-circle of radius $\varepsilon$, so that the path integral becomes:

$$
\left\{\int_{-R}^{-\varepsilon}+\sum_{j=1}^{n} \int_{C_{j}}+\int_{C_{o}}+\int_{\varepsilon}^{R}+\int_{C_{R}}\right\} f(z) \log z d z=2 \pi i \sum_{j=1}^{m} r_{j}\left(z_{j}\right)
$$

where the function has $m$ poles at $z_{j}$ in the upper half plane as well as $n$ simple poles at $x_{j}$ on the real axis, and $\mathrm{C}_{\mathrm{j}}$ are the semicircular paths around $\mathrm{x}_{\mathrm{j}}$ in the clockwise direction.
Each semi-circular path contributes - $\mathrm{i} \pi \mathrm{r}_{\mathrm{j}}^{*}\left(\mathrm{X}_{\mathrm{j}}\right)$ so that the integral becomes:

$$
\begin{equation*}
\int_{0}^{\infty} f(x) \log x d x=-\frac{i \pi}{2} \int_{0}^{\infty} f(x) d x+\pi i \sum_{j=1}^{m} r_{j}\left(z_{j}\right)+\frac{\pi i}{2} \sum_{j=1}^{n} r_{j}^{*}\left(x_{j}\right) \tag{5.54}
\end{equation*}
$$

Once again if $f(x)$ is real then the integral of $f(x) \log x$ must be real and equation (5.54) can be rewritten:

$$
\int_{0}^{\infty} f(x) \log x d x=-\pi \operatorname{Im}\left[\sum_{j=1}^{m} r_{j}\left(z_{j}\right)+\frac{1}{2} \sum_{j=1}^{n} r_{j}^{*}\left(x_{j}\right)\right]
$$

## Example 5.25

Evaluate the following integral:

$$
\int_{0}^{\infty} \frac{\log x}{x^{2}-4} d x
$$

The function has two simple poles at $x= \pm 2$ and no other poles in the complex plane. Since the branch cut is defined for $-\pi / 2<\theta<3 \pi / 2$, then these are described by:

$$
\mathrm{x}_{1}=-2=2 \mathrm{e}^{\mathrm{i} \pi}, \quad \mathrm{x}_{2}=2 \mathrm{e}^{\mathrm{i} 0}
$$

The residues at $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$ are:

$$
\begin{aligned}
& r^{*}\left(2 e^{i \pi}\right)=\left.\frac{\log z}{z-2}\right|_{\mathrm{z}=-2}=-\frac{1}{4}(\log 2+\mathrm{i} \pi)=-\mathrm{i} \frac{\pi}{4}-\frac{\log 2}{4} \\
& \mathrm{r}^{*}\left(2 e^{0}\right)=\left.\frac{\log \mathrm{z}}{\mathrm{z}+2}\right|_{\mathrm{z}=2}=\frac{1}{4}(\log 2)
\end{aligned}
$$

Since $f(x)$ is real the integral has the following solution:

$$
\int_{0}^{\infty} f(x) \log x d x=-\frac{\pi}{2} \operatorname{Im}\left[\sum_{j=1}^{m} r_{j}^{*}\left(x_{j}\right)\right]=-\frac{\pi}{2} \operatorname{Im}\left[-i \frac{\pi}{4}-\frac{\log 2}{4}+\frac{\log 2}{4}\right]=\frac{\pi^{2}}{8}
$$

Integrals involving $(\log x)^{n}$ can be obtained from integrals involving $(\log x)^{\mathbf{k}}, \mathrm{k}=0$, $1,2, \ldots, n-1$. The following integral can be evaluated:

$$
\int_{0}^{\infty} f(x)(\log x)^{n} d x
$$

where $\mathrm{n}=$ positive integer, $\mathrm{f}(\mathrm{x})$ is an even function and has no singularities on the real axis and:

$$
|f(\mathrm{z})| \leq \frac{\mathrm{M}}{|\mathrm{z}|^{\mathrm{p}}} \quad \mathrm{p}>1, \quad \text { for } \quad|\mathrm{z}| \gg 1
$$

Using the same contour shown in Fig. 5.27, then one can show that:

$$
\left\{\int_{L_{1}}-\int_{C_{0}}+\int_{L_{2}}+\int_{C_{R}}\right\} f(z)(\log z)^{n} d z=2 \pi i \sum_{j=1}^{m} r_{j}\left(z_{j}\right)
$$

where the $r_{j}$ 's are the residues of $\left\{f(z)(\log z)^{n}\right\}$ at the poles of $f(z)$ in the upper half plane.
The integral on $\mathrm{C}_{0}$ can be evaluated, where $\mathrm{z}=\varepsilon \mathrm{e}^{\mathrm{i} \theta}$ :

$$
\begin{aligned}
\left|\int_{C_{o}} f(z)(\log z)^{n} d z\right| & =\left|\int_{0}^{\pi} f\left(\varepsilon \mathrm{e}^{i \theta}\right)(\log \varepsilon+i \theta)^{\mathrm{n}} i \varepsilon \mathrm{e}^{\mathrm{i} \theta} \mathrm{~d} \theta\right| \\
& \leq\left.\mathrm{f}\left(\varepsilon \mathrm{e}^{\mathrm{i} \theta}\right)\right|_{C_{o}} \varepsilon \sum_{\mathrm{k}=0}^{\mathrm{n}} \frac{\pi^{\mathrm{n}-\mathrm{k}+1} \mathrm{n}!}{(\mathrm{n}-\mathrm{k}+1)!\mathrm{k!}}|\log \varepsilon|^{\mathrm{k}}
\end{aligned}
$$

Since the limit as $z \rightarrow 0$ of $f(z)$ is finite and the limit as $\varepsilon \rightarrow 0$ of $\varepsilon(\log \varepsilon)^{k} \rightarrow 0$, then the integral on the small circle vanishes, i.e.:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0} \int_{C_{0}} f(z)(\log z)^{n} d z \rightarrow 0
$$

The integral on $C_{R}$ can also be shown to vanish when $R \rightarrow \infty$. Let $z=R e^{i \theta}$ on $C_{R}$ :

$$
\begin{aligned}
\left|\int_{C_{R}} f(z)(\log z)^{n} d z\right| & =\left|\int_{0}^{\pi} f\left(R e^{i \theta}\right)(\log R+i \theta)^{n} i R e^{i \theta} d \theta\right| \\
& \leq \frac{M}{R^{p-1}} \sum_{k=0}^{n} \frac{\pi^{n-k+1} n!}{(n-k+1)!k!}(\log R)^{k}
\end{aligned}
$$

Since:

$$
\operatorname{Lim}_{\mathrm{R} \rightarrow \infty} \frac{|\log \mathrm{R}|^{\mathrm{k}}}{\mathrm{R}^{\mathrm{p}-1}} \rightarrow 0 \quad \text { for } \quad \mathrm{p}>1
$$

then the integral on $\mathrm{C}_{\mathrm{R}}$ vanishes:

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} f(z)(\log z)^{n} d z \rightarrow 0
$$

Following the same integration evaluation on $L_{1}$ and $L_{2}$ one obtains:

$$
\int_{L_{1}} f(z)(\log z)^{n} d z=\int_{\varepsilon}^{\mathrm{R}} \mathrm{f}(-\mathrm{x})(\log \mathrm{x}+\mathrm{i} \pi)^{\mathrm{n}} \mathrm{dx}=\int_{\varepsilon}^{\mathrm{R}} \mathrm{f}(\mathrm{x}) \sum_{\mathrm{k}=0}^{\mathrm{n}} \frac{(\mathrm{i} \pi)^{\mathrm{n}-\mathrm{k}} \mathrm{n}!}{(\mathrm{n}-\mathrm{k})!\mathrm{k!}}(\log x)^{\mathrm{k}} \mathrm{dx}
$$

and

$$
\int_{L_{2}} f(z)(\log z)^{n} d z=\int_{\varepsilon}^{R} f(x)(\log x)^{n} d x
$$

Thus, the total contour integral results in the following relationship:

$$
\begin{equation*}
\int_{0}^{\infty} f(x)(\log x)^{n} d x=\pi i \sum_{j=1}^{m} r_{j}-\frac{1}{2} \sum_{k=0}^{n-1} \frac{(i \pi)^{n-k} n!}{(n-k)!k!} \int_{0}^{\infty} f(x)(\log x)^{k} d x \tag{5.55}
\end{equation*}
$$

Thus the integral in (5.54) can be obtained as a linear combination of integrals involving $(\log x)^{k}$, with $k=0,1,2, \ldots, n-1$.

## Example 5.26

Evaluate the following integral:

$$
\int_{0}^{\infty} \frac{(\log x)^{2}}{x^{2}+4} d x
$$

$f(x)$ has two simple poles at $+2 i$ and $-2 i$. Using the results of Example (5.24), and eq. (5.55):

$$
\int_{0}^{\infty} \frac{(\log x)^{2}}{x^{2}+4} d x=i \pi r(2 i)-\frac{1}{2}\left\{(i \pi)^{2} \int_{0}^{\infty} f(x) d x+2 i \pi \int_{0}^{\infty} f(x) \log x d x\right\}
$$

The residue can be derived as:

$$
r(2 i)=\left.\frac{(\log z)^{2}}{2 z}\right|_{2 i}=\frac{(\log 2+i \pi / 2)^{2}}{4 i}=-\frac{i}{4}\left((\log 2)^{2}-\frac{\pi^{2}}{4}\right)+\frac{\pi}{4} \log 2
$$

Using the results of Example 5.21 and eq. (5.55):

$$
\int_{0}^{\infty} \frac{\log x}{x^{2}+4} \mathrm{dx}=\frac{\pi}{4} \log 2 \quad \text { and } \quad \int_{0}^{\infty} \frac{1}{\mathrm{x}^{2}+4} \mathrm{dx}=\frac{\pi}{4}
$$

so that:

$$
\begin{aligned}
\int_{0}^{\infty} \frac{(\log x)^{2}}{x^{2}+4} d x & =i \pi\left\{-\frac{i}{4}\left((\log 2)^{2}-\frac{\pi^{2}}{4}\right)+\frac{\pi}{4} \log 2\right\}-\frac{1}{2}\left\{(i \pi)^{2}\left[\frac{\pi}{4}\right]+2 i \pi\left[\frac{\pi}{4} \log 2\right]\right\} \\
& =\frac{\pi}{4}\left[(\log 2)^{2}+\frac{\pi^{2}}{4}\right]
\end{aligned}
$$

Or, since $f(x)$ is real, the integral of $f(x)$ must be real, therefore only the real part of the right side needs to be computed, i.e.:

$$
\begin{aligned}
\int_{0}^{\infty} \frac{(\log \mathrm{x})^{2}}{\mathrm{x}^{2}+4} \mathrm{dx} & =-\pi \operatorname{lm}[\mathrm{r}(2 \mathrm{i})]+\frac{\pi^{2}}{2} \int_{0}^{\infty} \frac{1}{\mathrm{x}^{2}+4} \mathrm{dx}=\frac{\pi}{4}\left((\log 2)^{2}-\frac{\pi^{2}}{4}\right)+\frac{\pi^{2}}{2}\left(\frac{\pi}{4}\right) \\
& =\frac{\pi}{4}\left[(\log 2)^{2}+\frac{\pi^{2}}{4}\right]
\end{aligned}
$$



Fig. 5.28: Closed Path for Integrals with $x^{a}$

### 5.19 Integrals of Functions Involving $\mathbf{x}^{\text {a }}$

Integrals involving $x^{\text {a }}$, which is a multi-valued function, can be evaluated by using the residue theorem. Consider the following integral:

$$
\int_{0}^{\infty} f(x) x^{a} d x
$$

where $f(x)$ has no singularities on the positive real axis, and a is a non-integer real constant. To evaluate the integral in (5.56), the integrand is made single-valued by extending a branch cut along the positive real axis, as is shown in Fig. 5.28, such that the principal branch is defined in the range $0<\theta<2 \pi$. Let the poles of $f(z)$ be $z_{1}, z_{2}, \ldots$ $\mathrm{z}_{\mathrm{m}}$ in the complex plane and:

$$
|f(R)| \leq \frac{M}{R^{p}} \quad \text { with } p>a+1, \text { for } R \gg 1
$$

The contour on $C_{1}$ is closed by adding a circle of radius $=R$, a line contour on $C_{2}$ and a circle of radius $=\varepsilon$, as shown in Fig. 5.28. The contour is closed as shown in such a way that it does not cross the branch cut and hence, the path integration stays in the principal Riemann sheet. Thus:

$$
\left\{\int_{L_{1}}+\int_{C_{R}}+\int_{L_{2}}+\int_{C_{o}}\right\} f(z) z^{a} d z=2 \pi i \sum_{j=1}^{m} r_{j}\left(z_{j}\right)
$$

where $r_{j}$ 's are the residues of $\left\{f(z) z^{a}\right\}$ at the poles of $f(z)$ in the entire complex plane.
The integral on $\mathrm{C}_{0}$ can be evaluated, where $\mathrm{z}=\varepsilon \mathrm{e}^{\mathrm{i} \theta}$ :

$$
\left|\int_{C_{o}} f(z) z^{a} d z\right|=\left|\int_{0}^{2 \pi} f\left(\varepsilon e^{i \theta}\right) \varepsilon^{a} e^{i \theta \theta} i \varepsilon e^{i \theta} d \theta\right| \leq 2 \pi\left|f\left(\varepsilon e^{i \theta}\right)\right|_{C_{0}} \varepsilon^{a+1}
$$

Thus, since the limit of $f(z)$ as $z$ goes to zero is finite, and $a>-1$, then:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0} \int_{C_{o}} f(z) z^{a} d z \rightarrow 0
$$

The contour on $\mathrm{C}_{\mathrm{R}}$ can be evaluated, where $\mathrm{z}=\mathrm{z}=\mathrm{Re} \mathrm{e}^{\mathrm{i} \theta}$ :

$$
\left|\int_{C_{R}} f(z) z^{a} d z\right|=\left|\int_{0}^{2 \pi} f\left(R e^{i \theta}\right) R^{a} e^{a i \theta} i R e^{i \theta} d \theta\right| \leq \frac{2 \pi M}{R^{p-a}-1}
$$

Thus:

$$
\operatorname{Lim}_{R \rightarrow \infty} \int_{C_{R}} f(z) z^{a} d z \rightarrow 0 \quad \text { since } \quad p>a+1
$$

Since the function $z^{a}=\rho^{a}$ on $L_{1}$ and $z^{a}=\left(\rho e^{2 i \pi}\right)^{a}=\rho^{a} e^{2 i \pi a}$ on $L_{2}$, then the line integrals on $L_{1}$ and $L_{2}$ become:

$$
\int_{L_{1}} f(z) z^{a} d z=\int_{\varepsilon}^{R} f(x) x^{a} d x
$$

and

$$
\int_{L_{2}} f(z) z^{a} d z=\int_{R}^{\varepsilon} f\left(\rho e^{2 \pi i}\right) \rho^{a} e^{2 \pi i a} d \rho=-e^{2 \pi i a} \int_{\varepsilon}^{R} f(x) x^{a} d x
$$

Thus, summing the two integrals results in:

$$
\begin{equation*}
\int_{0}^{\infty} f(x) x^{a} d x=\frac{2 \pi i}{1-e^{2 \pi a i}} \sum_{j=1}^{m} r_{j}=-\frac{\pi}{\sin (a \pi)} e^{-a \pi i} \sum_{j=1}^{m} r_{j} \tag{5.57}
\end{equation*}
$$



Fig. 5.29: Closed Path for Integrals with $x^{a}$ and Real Poles

## Example 5.27

Evaluate the following integral:

$$
\int_{0}^{\infty} \frac{x^{1 / 2}}{x^{2}+1} d x
$$

Let $f(z)=1 /\left(z^{2}+1\right)$, which has two simple poles:

$$
\mathrm{z}_{1}=\mathrm{i}=\mathrm{e}^{\mathrm{i} \pi / 2} \quad \mathrm{z}_{2}=-\mathrm{i}=\mathrm{e}^{3 \mathrm{i} \pi / 2}
$$

where the argument was chosen appropriate to the branch cut. The residues become:

$$
r_{1}(i)=\left.\frac{z^{1 / 2}}{2 z}\right|_{i}=\frac{1}{2 i} e^{i \pi / 4} \quad r_{2}(i)=\left.\frac{z^{1 / 2}}{2 z}\right|_{-i}=-\frac{1}{2 i} e^{3 i \pi / 4}
$$

Since a>-1 and:

$$
|f(z)| \sim \frac{1}{R^{p}} \quad \text { as }|z| \gg 1 \quad \text { where } p=2>1 / 2+1
$$

then the integrals on $\mathrm{C}_{\mathrm{R}}$ and $\mathrm{C}_{0}$ vanish as $\mathrm{R} \rightarrow \infty$ and $\varepsilon \rightarrow 0$ respectively. Thus:

$$
\int_{0}^{\infty} \frac{\mathrm{x}^{1 / 2}}{\mathrm{x}^{2}+1} \mathrm{dx}=\frac{2 \pi \mathrm{i}}{1-\mathrm{e}^{\pi \mathrm{i}}}\left[\frac{1}{2 \mathrm{i}}\left(\mathrm{e}^{\mathrm{i} \pi / 4}-\mathrm{e}^{3 i \pi / 4}\right)\right]=\pi \cos (\pi / 4)
$$

If $f(x)$ has simple poles at $x_{j}$ on the positive real axis then one can indent the contour on the positive real axis at each simple pole $\mathrm{x}_{\mathrm{j}}, \mathrm{j}=1,2, \ldots \mathrm{n}$, as shown on Fig. 5.29. One can treat one indented contour integration on $C_{j}$ and $C_{j}^{\prime}$. Since $x_{j}$ is a simple pole of $f(x)$, then its Laurent's series about $x_{j}$ is:

$$
f(z)=\frac{r_{j}}{z-x_{j}}+\sum_{k=0}^{\infty} a_{k}\left(z-x_{j}\right)^{k}
$$

where $r_{j}$ is the residue of $f(z)$ at the simple pole $x_{j}$. Because the pole falls on a branch cut, then its location must be appropriate to the argument defined by the branch cut. Thus, for the pole above the branch cut, its location is $\mathrm{x}_{\mathrm{j}}$. For the pole below the branch cut, its location is given by $\mathrm{x}_{\mathrm{j}} \mathrm{e}^{2 i \pi}$.

On the contours $C_{j}^{\prime}$, let $\mathrm{z}-\mathrm{x}_{\mathrm{j}}=\varepsilon \mathrm{e}^{\mathrm{i} \theta}$ :

$$
\int_{C_{j}^{\prime}} f(z) z^{a} d z=\int_{\pi}^{0}\left[\frac{r_{j}}{\varepsilon e^{i \theta}}+\sum_{k=0}^{\infty} a_{k}\left(\varepsilon e^{i \theta}\right)\right]\left(x_{j}+\varepsilon e^{i \theta}\right)^{a} i \varepsilon e^{i \theta} d \theta
$$

and

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0} \int_{C_{j}^{\prime}} f(z) z^{a} d z=-i \pi\left(x_{j}\right)^{a} r_{j}
$$

The contour on $\mathrm{C}_{\mathrm{j}}$ can be treated in the same manner. Let $\mathrm{z}-\mathrm{x}_{\mathrm{j}} \mathrm{e}^{2 \pi \mathrm{i}}=\varepsilon \mathrm{e}^{\mathrm{i} \theta}$ then:

$$
\operatorname{Lim}_{\varepsilon \rightarrow 0} \int_{C_{j}} f(z) z^{a} d z=-i \pi\left(x_{j}\right)^{a} e^{2 \pi a i} r_{j}
$$

Thus, the sum of the integrals on $\mathrm{C}_{\mathrm{j}}$ and $\mathrm{C}_{\mathrm{j}}^{\prime}$ becomes:

$$
\left\{\int_{C_{j}^{\prime}}+\int_{C_{j}}\right\} f(z) z^{a} d z=-i \pi r_{j}^{*}\left(x_{j}\right)\left(l+e^{2 \pi a i}\right)
$$

where the $r_{j}^{*}$ 's are the residues of $\left\{f(z) z^{a}\right\}$ at the poles $x_{j}$ on $L_{1}$. Thus:

$$
\begin{align*}
\int_{0}^{\infty} f(x) x^{a} d x & =\frac{2 \pi i}{1-e^{2 \pi a i}} \sum_{j=1}^{m} r_{j}+\frac{\pi i\left(1+e^{2 \pi a i}\right)}{1-e^{2 \pi a i}} \sum_{j=1}^{n} r_{j}^{*} \\
& =\frac{-\pi}{\sin (a \pi)} e^{-a \pi i} \sum_{j=1}^{m} r_{j}+\pi \operatorname{cotan}(\pi a) \sum_{j=1}^{n} r_{j}^{*} \tag{5.58}
\end{align*}
$$

### 5.20 Integrals of Odd or Asymmetric Functions

In order to perform integrations of real functions, either the integrand is even or the integral is defined initially over the entire x -axis. Otherwise, one cannot extend the semiinfinite integral to the entire $x$-axis. To use the residue theorem for odd or asymmetric functions, one can use the logarithmic function to allow for the evaluation of such integrals. Consider a function $f(x)$, a real function without poles on the positive real axis and with $n$ poles in the complex plane behaving as:

$$
|f(z)| \sim \frac{1}{|z|^{p}} \quad \text { as }|z| \gg 1 \quad \text { where } \mathrm{p}>1
$$

then one can evaluate the following integral:

$$
\int_{0}^{\infty} f(x) d x
$$

by considering first the following integral:

$$
\int_{0}^{\infty} f(x) \log x d x
$$

Using the contour in Fig. 5.28, one can write the closed path integral:

$$
\oint f(z) \log z d z=\left\{\int_{L_{1}}+\int_{C_{R}}+\int_{L_{2}}+\int_{C_{\varepsilon}}\right\} f(z) \log z d z=2 \pi i \sum_{j=1}^{n} r_{j}\left(z_{j}\right)
$$

where $r_{j}$ is the residue of $[f(z) \log z]$ at the poles $z_{j}$ of $f(z)$.
The integrals on $L_{1}$ and $L_{2}$ become:
Path $\mathrm{L}_{1}$

$$
\mathrm{z}=\rho \quad \mathrm{dz}=\mathrm{d} \rho \quad \log \mathrm{z}=\log \rho
$$

Path $L_{2}$

$$
\mathrm{z}=\rho \mathrm{e}^{2 \mathrm{i} \pi}=\rho \quad \mathrm{dz}=\mathrm{d} \rho \quad \log \mathrm{z}=\log \rho+2 \mathrm{i} \pi
$$

The integrals over $C_{R}$ and $C_{\varepsilon}$ vanish as $R \rightarrow \infty$ and $\varepsilon \rightarrow 0$, respectively. Thus, the integrals are combined to give:

$$
\int_{0}^{\infty} \mathrm{f}(\rho) \log \rho \mathrm{d} \rho+\int_{\infty}^{0} \mathrm{f}(\rho)[\log \rho+2 \mathrm{i} \pi] \mathrm{d} \rho=2 \pi \mathrm{i} \sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{r}_{\mathrm{j}}
$$

so that the integrals with $f(x) \log x$ cancel, leaving an integral on $f(x)$ only:

$$
\begin{equation*}
\int_{0}^{\infty} f(x) d x=-\sum_{j=1}^{n} r_{j} \tag{5.59}
\end{equation*}
$$

## Example 5.28

Obtain the value of the following integral:

$$
\int_{0}^{\infty} \frac{d x}{x^{5}+1}
$$

Following the method of evaluating asymmetric integrals, and using the prescribed branch cut, one only needs to find the residues of all the poles of the integrand. The integrand has five poles:

$$
z_{1}=e^{i \pi / 5}, \quad z_{2}=e^{i 3 \pi / 5}, \quad z_{3}=e^{i \pi}, \quad z_{4}=e^{7 i \pi / 5}, \quad z_{5}=e^{9 i \pi / 5}
$$

The choice of the argument for the simple poles are made to fall between zero and $2 \pi$, as defined by the branch cut. The residues are defined as follows:

$$
r\left(z_{j}\right)=\left.\frac{\log z}{5 z^{4}}\right|_{z_{j}}=\left.\frac{z \log z}{5 z^{5}}\right|_{z_{j}}=-\frac{1}{5} z_{j} \log z_{j}
$$

Therefore, the integral equals:

$$
\begin{aligned}
\int_{0}^{\infty} \frac{d x}{x^{5}+1} & =\frac{i \pi}{25}\left\{e^{i \pi / 5}+3 e^{3 i \pi / 5}+5 e^{i \pi}+7 \mathrm{e}^{7 i \pi / 5}+9 \mathrm{e}^{9 i \pi / 5}\right\} \\
& =\frac{8 \pi}{25} \sin (\pi / 5)(1+\cos (\pi / 5))
\end{aligned}
$$

### 5.21 Integrals of Odd or Asymmetric Functions Involving $\log x$

In Section 5.18, integrals of even functions involving $\log x$ were discussed. Let $f(x)$ be an odd or asymmetric function with no poles on the positive real axis and $n$ poles in the entire complex plane and:

$$
|f(R)| \leq \frac{1}{R^{p}} \quad \text { where } p>1 \quad R \gg 1
$$

To evaluate the integral

$$
\int_{0}^{\infty} f(x) \log x d x
$$

one again must start with the following integral:

$$
\int_{0}^{\infty} f(x)(\log x)^{2} d x
$$

evaluated over the contour in Fig. 5.28. Thus, the closed contour integral gives:

$$
\oint f(\mathrm{z})(\log \mathrm{z})^{2} \mathrm{dz}=\left\{\int_{\mathrm{L}_{1}}+\int_{\mathrm{C}_{\mathrm{R}}}+\int_{\mathrm{L}_{2}}+\int_{\mathrm{C}_{\varepsilon}}\right\} f(\mathrm{z})(\log \mathrm{z})^{2} \mathrm{dz}=2 \pi \mathrm{i} \sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{r}_{\mathrm{j}}\left(\mathrm{z}_{\mathrm{j}}\right)
$$

where $r_{j}$ are the residues of $\left[f(z)(\log z)^{2}\right]$ at the poles of $f(z)$ in the entire complex plane.
On the path $\mathrm{L}_{1}$ :

$$
z=\rho \quad d z=d \rho \quad \log z=\log \rho
$$

and on the path $L_{2}$ :

$$
\mathrm{z}=\rho \mathrm{e}^{2 \mathrm{i} \pi}=\rho \quad \mathrm{dz}=\mathrm{d} \rho \quad \log \mathrm{z}=\log \rho+2 \mathrm{i} \pi
$$

The integrals over $C_{R}$ and $C_{\varepsilon}$ vanish as $R \rightarrow \infty$ and $\varepsilon \rightarrow 0$, respectively. Thus:

$$
\begin{aligned}
& \int_{0}^{\infty} f(\rho)(\log \rho)^{2} d \rho-\int_{0}^{\infty} f(\rho)[\log \rho+2 i \pi]^{2} d \rho \\
& \quad=-4 \pi i \int_{0}^{\infty} f(\rho) \log \rho d \rho+4 \pi^{2} \int_{0}^{\infty} f(\rho) d \rho=2 \pi i \sum_{j=1}^{n} r_{j}\left(z_{j}\right)
\end{aligned}
$$

Rearranging these terms yields:

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{f}(\mathrm{x}) \log \mathrm{xdx}=-\mathrm{i} \pi \int_{0}^{\infty} \mathrm{f}(\mathrm{x}) \mathrm{dx}-\frac{1}{2} \sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{r}_{\mathrm{j}}\left(\mathrm{z}_{\mathrm{j}}\right) \tag{5.60}
\end{equation*}
$$

If $f(x)$ is not real then the integral of $f(x)$ must be evaluated to find the value of the integral of $f(x) \log x$. However, if $f(x)$ is real, then the integral of $f(x)$ must be real as well and hence the imaginary parts of the right hand side must cancel out, then eq. (5.60) can be simplified by taking the real part:

$$
\int_{0}^{\infty} f(x) \log x d x=-\frac{1}{2} \operatorname{Re}\left[\sum_{j=1}^{n} r_{j}\left(z_{j}\right)\right]
$$

## Example 5.29

Evaluate the following integral

$$
\int_{0}^{\infty} \frac{\log x}{x^{3}+1} d x
$$

Following the method of evaluating asymmetric function involving $\log \mathrm{x}$ above, one needs to find all the poles in the entire complex plane. The function has three simple poles:

$$
z_{1}=e^{i \pi / 3}, \quad z_{2}=e^{i \pi}, \quad z_{3}=e^{5 i \pi / 3}
$$

The choice of the argument for the simple poles are made to fall between zero and $2 \pi$, as defined by the branch cut. The residues of $f(z)(\log z)^{2}$ are defined as follows:

$$
r\left(z_{j}\right)=\left.\frac{(\log z)^{2}}{3 z^{2}}\right|_{z_{j}}=\left.\frac{z(\log z)^{2}}{3 z^{3}}\right|_{z_{j}}=-\frac{1}{3} z_{j}\left(\log z_{j}\right)^{2}
$$

The sum of the residues is:

$$
\sum_{j=1}^{3} r_{j}\left(z_{j}\right)=\frac{1}{3}\left(e^{i \pi / 3}\left(\frac{\pi^{2}}{9}\right)+e^{i \pi}\left(\pi^{2}\right)+e^{5 i \pi / 3}\left(25 \frac{\pi^{2}}{9}\right)\right)=\frac{4 \pi^{2}}{27}(1-3 \sqrt{3 i})
$$

and the integral of $f(x)$ is:

$$
\int_{0}^{\infty} \frac{d x}{x^{3}+1}=\frac{2 \pi}{3 \sqrt{3}}
$$

Thus, the integral becomes:

$$
\int_{0}^{\infty} \frac{\log x}{x^{3}+1} d x=-i \pi\left(\frac{2 \pi}{3 \sqrt{3}}\right)-\frac{1}{2}\left(\frac{4 \pi^{2}}{27}-i \frac{4 \pi^{2}}{3 \sqrt{3}}\right)=-\frac{2 \pi^{2}}{27}
$$

However, since the integrand is real, then the integral can also be evaluated as:

$$
\int_{0}^{\infty} \frac{\log x}{x^{3}+1} \mathrm{dx}=-\frac{1}{2} \operatorname{Re}\left\{\frac{4 \pi^{2}}{27}(1-3 \sqrt{3} \mathrm{i})\right\}=-\frac{2 \pi^{2}}{27}
$$

### 5.22 Inverse Laplace Transforms

More complicated contour integrations around branch points are discussed in the following examples of inverse Laplace transforms:

## Example 5.30

Obtain the inverse Laplace transforms of the following function:

$$
f(z)=\frac{\sqrt{z}}{z-a^{2}} \quad a>0
$$

The inverse Laplace transform is defined as:

$$
\mathrm{f}(\mathrm{t})=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \mathrm{f}(\mathrm{z}) \mathrm{e}^{\mathrm{zt}} \mathrm{dz} \quad \mathrm{t}>0
$$

where $\gamma$ is chosen to the right of all the poles and singularities of $\mathrm{f}(\mathrm{z})$, as is shown in Fig. 5.30. Since $\sqrt{\mathrm{z}}$ is a multi-valued function, then a branch cut is made along the negative real axis starting with the branch point $z=0$. Note that the choice of the branch cut must be made so that it falls entirely to the left of the line $x=\gamma$. Hence it could be taken along the negative x -axis (the choice for this example) or along the positive or negative y -axis.


Fig. 5.30: Closed Path for Inverse Laplace Transform

The branch cut is thus defined:
$z=\rho \mathrm{e}^{\mathrm{i} \phi}$
$\rho>0$
$-2 n \pi-\pi<\phi<-2 n \pi+\pi$
$\mathrm{n}=0,1$

The angular range is chosen so that the $\phi=0$ is included in the top Riemann sheet. The top Riemann sheet is defined by $\mathrm{n}=0$ so that:

$$
\sqrt{\mathrm{z}}=\rho^{1 / 2} \mathrm{e}^{\mathrm{i} \phi / 2} \quad \rho>0 \quad-\pi<\phi<\pi \quad \mathrm{n}=0
$$

and the bottom Riemann sheet is defined by:

$$
\sqrt{\mathrm{z}}=\rho^{1 / 2} \mathrm{e}^{\mathrm{i} \phi / 2} \quad \rho>0 \quad-3 \pi<\phi<-\pi \quad \mathrm{n}=1
$$

The two sheets are joined at $\phi=-\pi$ as well as the $\pi$ and $-3 \pi$ rays. This means that as $\phi$ increases without limit, the $\sqrt{\mathrm{z}}$ is located in either the top or bottom Riemann sheet.

The original line path along $\gamma-\mathrm{iR}$ to $\gamma+\mathrm{iR}$ must be closed in the top Riemann sheet to allow the evaluation of the inverse transform by the use of the residue theorem. To close the contour in the top Riemann sheet, one needs to connect $\gamma \pm i R$ with straight line segments $\mathrm{L}_{3}$ and $\mathrm{L}_{4}$. These are then to be connected to a semi-circle of radius R to satisfy the Jordan's Lemma (Section 5.16). However, a continuous semi-circle on the third and fourth quadrants would cross the branch cut. Crossing the branch cut would
result in the circular path in the second quadrant being continued in the third in the bottom Reimann sheet where the function $\sqrt{z}$ would have a different value.
Furthermore, one has to continue the path to close it eventually with $\mathrm{L}_{4}$ in the top Reimann sheet. To avoid these problems, one should avoid the crossing of a branch cut, so that the entire closed path remains in the top Reimann sheet. This can be accomplished by rerouting the path around the branch cut. Thus, continuing the path $\mathrm{C}_{\mathrm{R}}$ in the third quadrant with a straight line path $\mathrm{L}_{1}$. To continue to connect by a straight line $L_{2}$, one needs to connect $L_{1}$ and $L_{2}$ by a small circle $C_{0}$. The final quarter circular path $C_{R}^{\prime}$ closes the path with $\mathrm{L}_{4}$. The equation of the closed path then becomes:

$$
\oint f(z) e^{z t} d z=\left\{\int_{\gamma-i R}^{\gamma+i R}+\int_{L_{3}}+\int_{C_{R}}+\int_{L_{1}}+\int_{C_{0}}+\int_{L_{2}}+\int_{C_{R}^{\prime}}+\int_{L_{4}}\right\} f(z) e^{z t} d z=2 \pi i r\left(a^{2}\right)
$$

The residue at $z=a^{2}$ becomes:

$$
r\left(a^{2}\right)=a e^{a^{2} t}
$$

The integrals on $C_{R}$ and $C_{R}^{\prime}$ vanish, since using Section 5.16.1:

$$
|f(R)| \sim \frac{1}{R^{p}} \quad \text { as }|R| \gg 1 \quad \text { where } p=1 / 2>0
$$

The integral on $\mathrm{C}_{0}$ vanishes, since using Section 5.16.2:

$$
|f(\varepsilon)| \sim \frac{1}{\varepsilon^{p}} \quad \text { as }|\varepsilon| \rightarrow 0 \quad \text { where } p=-1 / 2<1
$$

The two line integrals $L_{3}$ and $L_{4}$ can be evaluated as follows:
Let $\mathrm{z}=\mathrm{x} \pm \mathrm{iR}$, then:

$$
\left|\int_{\gamma \pm i R}^{ \pm i R} \frac{\sqrt{z}}{z-a^{2}} e^{z t} d z\right|=\left|\int_{\gamma}^{0} \frac{\sqrt{x \pm i R}}{x \pm i R-a^{2}} e^{x t} e^{ \pm i R t} d z\right| \leq \frac{1}{\sqrt{R}} \gamma e^{\gamma t}
$$

Thus:

$$
\operatorname{Lim}_{\mathrm{R} \rightarrow \infty} \int_{\gamma \pm i \mathrm{i}}^{ \pm i \mathrm{R}} \frac{\sqrt{z}}{\mathrm{z}-\mathrm{a}^{2}} \mathrm{e}^{\mathrm{zt}} d z \rightarrow 0
$$

The line integral on $L_{1}$ can be evaluated, where $z=\rho e^{i \pi}$, as follows:

$$
\int_{R}^{\varepsilon} \frac{\sqrt{\rho} e^{i \pi / 2}}{\rho e^{i \pi}-\mathrm{a}^{2}} e^{\rho \mathrm{te}} \mathrm{e}^{\mathrm{i} \pi} \mathrm{i}^{\mathrm{i} \pi} \mathrm{~d} \rho=-\mathrm{i} \int_{\varepsilon}^{\mathrm{R}} \frac{\sqrt{\rho}}{\rho+\mathrm{a}^{2}} \mathrm{e}^{-\rho t} \mathrm{~d} \rho
$$

The line integral on $L_{2}$ can be evaluated, where $z=\rho e^{-i \pi}$, as follows:

Thus:

$$
\int_{\gamma-i R}^{\gamma+i R} \frac{\sqrt{z}}{z-a^{2}} e^{z t} d z-2 i \int_{\varepsilon}^{R} \frac{\sqrt{\rho}}{\rho+a^{2}} e^{-\rho t} d \rho=2 \pi i a e^{a^{2} t}
$$

Therefore $f(t)$ becomes:

$$
f(t)=a e^{a^{2} t}+\frac{1}{\pi} \int_{0}^{\infty} \frac{\sqrt{\rho} e^{-\rho t}}{\rho+a^{2}} d \rho
$$

Letting $\mathrm{u}^{2}=\rho \mathrm{t}$, the integral transforms to:

$$
\begin{aligned}
f(t) & =a e^{a^{2} t}+\frac{2}{\pi \sqrt{t}} \int_{0}^{\infty} \frac{u^{2} e^{-u^{2}}}{u^{2}+a^{2} t} d u=a e^{a^{2} t}+\frac{2}{\pi \sqrt{t}}\left\{\int_{0}^{\infty} e^{-u^{2}} d u-a^{2} t \int_{0}^{\infty} \frac{e^{-u^{2}}}{u^{2}+a^{2} t} d u\right\} \\
& =a e^{a^{2} t}+\frac{1}{\sqrt{\pi t}}-\frac{2 a^{2} \sqrt{t}}{\pi} \int_{0}^{\infty} \frac{e^{-u^{2}}}{u^{2}+a^{2} t} d u
\end{aligned}
$$

which can be written in the form of an error function (see eq. 5.22, App. B):

$$
f(t)=\frac{1}{\sqrt{\pi t}}+e^{a^{2} t} \operatorname{erf}(a \sqrt{t})
$$

## Example 5.31

Obtain the inverse Laplace Transform for the following function:

$$
f(z)=\frac{1}{\sqrt{z^{2}-a^{2}}}
$$

The function $f(z)$ has two singularities which happen to be branch points. The integral:

$$
\int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \frac{\mathrm{e}^{\mathrm{zt}}}{\sqrt{\mathrm{z}^{2}-\mathrm{a}^{2}}} \mathrm{dz}
$$

can be evaluated by closing the contour of integration and using the residue theorem. Two branch cuts must be made at the branch points $z=a$ and $-a$ to make the function $\sqrt{\mathrm{z}^{2}-\mathrm{a}^{2}}$ single-valued.

One has the freedom to make each of the functions $\sqrt{z-a}$ and $\sqrt{z+a}$ single-valued by a branch cut from $\mathrm{z}=\mathrm{a}$ and $\mathrm{z}=-\mathrm{a}$, respectively, in a straight line in any direction in such a way that both must fall entirely to the left of the line $x=\gamma$. As was mentioned earlier in section (5.2.9), it is sometimes advantageous to run branch cuts for a function linearly so that they overlap, as this may result in the function becoming single-valued over the overlapping segment. Thus, the cuts are chosen to extend from $z=a$ and $z=-a$ to $-\infty$ on the real axis, as shown in Fig. 5.31(a). The two branch cuts for the top Riemann sheet of each function can be described as follows:

(a)

(b)

Fig. 5.31: (a) Branch Cuts and (b) Integration Contour for Example 5.31

$$
\begin{array}{lll}
z-a=r_{1} e^{i \phi_{1}}, & -\pi<\phi_{1}<\pi, & r_{1}>0 \\
z+a=r_{2} e^{i \phi_{2}}, & -\pi<\phi_{2}<\pi, & r_{2}>0
\end{array}
$$

The single-valued function $z$ is described by:

$$
z=r \mathrm{e}^{\mathrm{i} \theta}, \quad \mathrm{r}>0
$$

The closure of the original path from $\gamma-\mathrm{iR}$ to $\gamma+\mathrm{i} \mathrm{R}$ in the top Reimann sheet would require first the joining of two straight line segments $\gamma \pm i R$ to $\pm i R$, see Figure 5.31 (b). Two quarter circular paths, $\mathrm{C}_{\mathrm{R}}$ and $\mathrm{C}_{\mathrm{R}}^{\prime}$ are required to avoid crossing both branch cuts.
To continue the path closure in the top Reimann sheet, one has to encircle both branch cuts. This takes the form of two straight line path above and below the branch cuts from $C_{R}$ and $C_{R}^{\prime}$ to the branch point at $z=a$. Since the straight line paths cross a singular (branch) point at $\mathrm{z}=-\mathrm{a}$, then one must avoid that point by encircling it by two small semi-circular paths $C_{1}$ and $C_{1}^{\prime}$. Similarly, the joining of the straight line paths at the branch point $\mathrm{z}=$ a requires the joining of the two by a small circle $\mathrm{C}_{2}$. The line segments between $\mathrm{z}=-\mathrm{a}$ and $\mathrm{z}=\mathrm{a}$ is split into two parts, namely, $\mathrm{L}_{2}$ and $\mathrm{L}_{3}$ and $\mathrm{L}_{2}^{\prime}$ and $\mathrm{L}_{3}^{\prime}$. This is done purely to simplify the integrations along these two parts of each line segment, as $z$ on $L_{3}$ becomes $-z$ along $L_{2}$. The equation of the closed path becomes:

$$
\begin{aligned}
& \oint f(z) e^{z t} d z=\left\{\begin{array}{c}
\gamma+i R \\
\int_{\gamma-i R}^{i R}+\int_{\gamma+i R}^{i R}+\int_{C_{R}}+\int_{-R}^{-a-\varepsilon}+\int_{C_{1}}+\int_{-a-\varepsilon}^{0}{ }^{-2} L_{1} \\
\text { onL }
\end{array}\right\} f(z) e^{z t} d z \\
& +\left\{\begin{array}{l}
\int_{0}^{\mathrm{a}-\varepsilon}+\int_{\mathrm{C}_{2}}+\int_{\substack{a-\varepsilon}}^{0}+\int_{0}^{-\mathrm{a}+\varepsilon}+\int_{\mathrm{C}_{1}^{\prime}}+\int_{\substack{-\mathrm{a}-\varepsilon \\
\text { onL } L_{3}^{\prime}}}^{-\mathrm{R}}+\int_{\mathrm{C}_{\mathrm{R}}^{\prime}}
\end{array}\right\} f(z) \mathrm{e}^{\mathrm{zt} \mathrm{dz}=0}
\end{aligned}
$$

The integrals on $C_{R}$ and $C_{R}^{\prime}$ vanish as $R \rightarrow \infty$, since (Section 5.16.1):

$$
|f(R)| \sim \frac{1}{R^{p}} \quad \text { as } R \gg 1 \quad \text { where } p=1>0
$$

The integrals on $[\gamma \pm i R$ to $\pm i R]$ vanish since:

$$
\left|\int_{\gamma} \frac{e^{(x \pm i R) t}}{\sqrt{(x \pm i R)^{2}-a^{2}}} d x\right| \leq \frac{\gamma}{R} e^{\gamma t} \rightarrow 0 \text { as } R \rightarrow \infty
$$

The integrals on $\mathrm{C}_{1}, \mathrm{C}_{2}$ and $\mathrm{C}_{1}^{\prime}$ vanish, since (Section 5.16.2):

$$
\operatorname{Lim}_{z \rightarrow \pm a} \frac{z \mp a}{\sqrt{z^{2}-a^{2}}} \rightarrow 0
$$

To facilitate accounting of the integrand of these multi-valued functions, one can evaluate the integrand term-by-term in tabular form. Thus, the remaining integrals can be evaluated in tabular form (see accompanying table):
Table for Example 5.31

| Line |  | Z | Z | dz | $\mathrm{e}^{\mathrm{Zt}}$ | Z+a |  | $\sqrt{z+a}$ | Z-a |  | $\sqrt{z-a}$ | $\sqrt{\mathrm{z}^{2}-\mathrm{a}^{2}}$ | Limits |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | r | $\theta$ |  |  |  | $\mathrm{r}_{2}$ | $\phi_{2}$ |  | $\mathrm{r}_{1}$ | $\phi_{1}$ |  |  |  |
| $\mathrm{L}_{1}$ | r | $\pi$ | -r | -dr | $\mathrm{e}^{-r t}$ | r-a | $\pi$ | $\sqrt{r-a} e^{i \pi / 2}$ | r+a | $\pi$ | $\sqrt{r+a} e^{i \pi / 2}$ | $-\sqrt{r^{2}-\mathrm{a}^{2}}$ | $(\infty, \mathrm{a})$ |
| Lí | r | $-\pi$ | -r | -dr | $\mathrm{e}^{-\mathrm{rt}}$ | r-a | $-\pi$ | $\sqrt{\mathrm{r}-\mathrm{a}} \mathrm{e}^{-\mathrm{i} \pi / 2}$ | r+a | $-\pi$ | $\sqrt{r+a} e^{-i \pi / 2}$ | $-\sqrt{\mathrm{r}^{2}-\mathrm{a}^{2}}$ | ( $\mathrm{a}, \infty$ ) |
| $\mathrm{L}_{2}$ | r | $\pi$ | -r | -dr | $\mathrm{e}^{-r t}$ | a-r | 0 | $\sqrt{a-r}$ | r+a | $\pi$ | $\sqrt{r+a} e^{i \pi / 2}$ | $\mathrm{i} \sqrt{\mathrm{a}^{2}-\mathrm{r}^{2}}$ | (a, 0) |
| $\mathrm{L}_{2}^{\prime}$ | r | $-\pi$ | -r | -dr | $\mathrm{e}^{-\mathrm{rt}}$ | a-r | 0 | $\sqrt{a-r}$ | r+a | $-\pi$ | $\sqrt{r+a} \mathrm{e}^{-\mathrm{i} \pi / 2}$ | $-\mathrm{i} \sqrt{\mathrm{a}^{2}-\mathrm{r}^{2}}$ | (0, a) |
| $L_{3}$ | r | 0 | r | dr | $\mathrm{e}^{\text {rt }}$ | a+r | 0 | $\sqrt{a+r}$ | a-r | $\pi$ | $\sqrt{a-r} \mathrm{e}^{\mathrm{i} \pi / 2}$ | $\mathrm{i} \sqrt{\mathrm{a}^{2}-\mathrm{r}^{2}}$ | (0, a) |
| L ${ }_{3}$ | r | 0 | r | dr | $\mathrm{e}^{\text {rt }}$ | $a+r$ | 0 | $\sqrt{a+r}$ | a-r | $-\pi$ | $\sqrt{a-r} e^{-i \pi / 2}$ | $-\mathrm{i} \sqrt{a^{2}-r^{2}}$ | ( $\mathrm{a}, 0$ ) |

The sum of branch cut integrals $\mathrm{L}_{1}+\mathrm{L}_{1}^{\prime}$ vanishes. This reinforces the stipulation that running overlapping branch cuts may make the function single-valued over the overlapping section. The sum of the integrals over the branch cut integrals $L_{2}+L_{2}^{\prime}$, and $\mathrm{L}_{3}+\mathrm{L}_{3}^{\prime}$ become:

$$
\int_{L_{2}+L_{2}^{\prime}}=-2 i \int_{0}^{a} \frac{e^{r t} d r}{\sqrt{a^{2}-r^{2}}} \quad \int_{L_{3}+L_{3}^{\prime}}=-2 i \int_{0}^{a} \frac{e^{-r t} d r}{\sqrt{a^{2}-r^{2}}}
$$

The final result for the inverse Laplace transform:

$$
\begin{aligned}
f(t) & =\frac{1}{2 \mathrm{i} \pi} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \frac{\mathrm{e}^{\mathrm{zt}} \mathrm{dz}}{\sqrt{\mathrm{z}^{2}-\mathrm{a}^{2}}}=\frac{-1}{2 \mathrm{i} \pi} \int_{L_{2}}+L_{2}^{\prime}+L_{3}+\mathrm{L}_{3}^{\prime} \\
& =\frac{1}{\pi}\left\{\int_{0}^{\mathrm{a}} \frac{\mathrm{e}^{\mathrm{rt}} \mathrm{dr}}{\sqrt{\mathrm{a}^{2}-\mathrm{r}^{2}}}+\int_{0}^{\mathrm{a}} \frac{\mathrm{e}^{-\mathrm{rt}} \mathrm{dr}}{\sqrt{\mathrm{a}^{2}-\mathrm{r}^{2}}}\right\}=\frac{1}{\pi} \int_{-\mathrm{a}}^{\mathrm{a}} \frac{\mathrm{e}^{-\mathrm{rt}} \mathrm{dr}}{\sqrt{\mathrm{a}^{2}-\mathrm{r}^{2}}}=\mathrm{I}_{0}(\mathrm{at})
\end{aligned}
$$

where $\mathrm{I}_{0}$ (at) is the Modified Bessel Function of the first kind and order zero.

## Example 5.32

Obtain the inverse Laplace transform of the following function:

$$
f(z)=\log \left(\frac{z^{2}-a^{2}}{z^{2}}\right)
$$

The inverse Laplace transform is defined as:

$$
\begin{aligned}
\mathrm{f}(\mathrm{t}) & =\frac{1}{2 \mathrm{i} \pi} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \log \left(\frac{\mathrm{z}^{2}-\mathrm{a}^{2}}{\mathrm{z}^{2}}\right) \mathrm{e}^{\mathrm{zt}} \mathrm{dz} \\
& =\frac{1}{2 \mathrm{i} \pi} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty}[\log (\mathrm{z}-\mathrm{a})+\log (\mathrm{z}+\mathrm{a})-2 \log \mathrm{z}] \mathrm{e}^{\mathrm{zt}} \mathrm{dz}
\end{aligned}
$$

The integrand is multi-valued, thus colinear branch cuts starting from the branch points at $+\mathrm{a}, 0$, -a to $-\infty$ must be made to make the logarithmic functions single-valued, as shown in Fig. 5.32(a). The three branch cuts defined for the top Riemann sheet of each of the three logarithmic functions are:

$$
\begin{array}{ll}
z-a=r_{1} e^{i \phi_{1}}, & -\pi<\phi_{1}<\pi \\
z=r_{2} e^{i \phi_{2}}, & -\pi<\phi_{2}<\pi \\
z+a=r_{3} e^{i \phi_{3}}, & -\pi<\phi_{3}<\pi
\end{array}
$$

The single-valued function z is defined as:

$$
z=r \mathrm{e}^{\mathrm{i} \theta}, \quad \mathrm{r}>0
$$


(a)

(b)

Fig. 5.32: (a) Branch Cuts and (b) Integration Contour for Example 5.32

Again, the branch cuts are chosen to be colinear and overlapping extending from $\mathrm{x}=\mathrm{a}, 0$ and -a to $-\infty$.

The contour is closed on the complex plane as shown in Fig. 5.32(b). The contour is wrapped around the three branch cuts, with small circular paths near each branch point in such a way as to leave the entire path in the top Riemann sheet of all three logarithmic functions. Thus, since there are no poles in the complex plane, the closed path integral is:

$$
\begin{aligned}
& \oint f(z) e^{z t} d z=\left\{\begin{array}{l}
\gamma+i R \\
\int_{\gamma-i R}^{i R}+\int_{\gamma+i R}+\int_{C_{R}}+\int_{\substack{-R \\
\text { on } L_{1}}}^{-R-\varepsilon}+\int_{C_{1}}+\int_{-a-\varepsilon}^{-\varepsilon} \text { on }_{2}
\end{array}\right\} f(z) e^{z t} d z
\end{aligned}
$$

The integrals on $C_{R}$ and $C_{R}^{\prime}$ vanish since:

$$
\operatorname{Lim}_{R \rightarrow \infty}\left|\log \left(\frac{R^{2}-a^{2}}{R^{2}}\right)\right|=\operatorname{Lim}_{R \rightarrow \infty}\left|\log \left(1-\frac{a^{2}}{R^{2}}\right)\right| \cong \frac{a^{2}}{R^{p}} \quad \text { where } p=2>0
$$

The integrals on $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}, \mathrm{C}_{2}^{\prime}$ and $\mathrm{C}_{3}^{\prime}$ vanish, since:

$$
\operatorname{Lim}_{z \rightarrow \pm a}\left[(z \mp a) \log \left(\frac{z^{2}-a^{2}}{z^{2}}\right)\right] \rightarrow 0
$$

and

$$
\operatorname{Lim}_{z \rightarrow 0}\left[z \log \left(\frac{z^{2}-a^{2}}{z^{2}}\right)\right] \rightarrow 0
$$

The integrals on $[\gamma \pm i R$ to $\pm i R]$ vanish since, on the line paths:

$$
\operatorname{Lim}_{R \rightarrow \infty}|f(z)| \rightarrow \frac{a^{2}}{R^{2}} \rightarrow 0 \text { as } R \rightarrow \infty
$$

The line integrals can be evaluated in tabular form where:

$$
f(z)=\log \left(\frac{z^{2}-a^{2}}{z^{2}}\right)=\log (z-a)+\log (z+a)-2 \log (z)
$$

Table for Example 5.32

| 鲁 | 6 8 | 8 <br>  | ¢ | ¢ | ¢ | $\stackrel{\odot}{\text { ¢ }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underbrace{\overbrace{0}^{20} \mid}_{0}$ |  |  |  |  |  |  |
| $\begin{aligned} & \text { ה } \\ & \stackrel{+}{+} \\ & \stackrel{y}{0} \\ & \stackrel{0}{0} \end{aligned}$ |  |  |  |  | $\begin{aligned} & \text { I } \\ & \text { + } \\ & \stackrel{( }{0} \\ & \stackrel{0}{0} \end{aligned}$ | $\xrightarrow{ \pm}$ |
| $\cdots \theta$ | $k$ | F | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ |
| $\mathrm{N}=0$ | ² | $\pm$ | － | $\stackrel{\text { 「 }}{\sim}$ | $\stackrel{4}{\square}$ | 午 |
| $\begin{aligned} & \underset{\sim}{\dot{N}} \\ & \stackrel{N}{0.0} \\ & \underset{O}{0} \end{aligned}$ | $\begin{aligned} & \text { E } \\ & + \\ & \vdots \\ & 00 \\ & \hline- \end{aligned}$ | $\begin{aligned} & \underline{E} \\ & \vdots \\ & \vdots \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & E \\ & \pm \\ & \hline \\ & 0 \\ & -0 \end{aligned}$ | $\begin{gathered} \underline{E} \\ \vdots \\ \vdots \\ \hline 0 \end{gathered}$ | $\stackrel{\square}{80}$ | － |
| $\theta^{*}$ | $E$ | F | $E$ | F | $\bigcirc$ | $\bigcirc$ |
| $\sim$ | ＋ | － | － | － | $\pm$ | $\square$ |
| $\begin{aligned} & \text { ה } \\ & \underset{\sim}{N} \\ & \underset{0}{0} \end{aligned}$ |  |  |  |  | 它菏 |  |
| $\theta$ | E | $\leqslant$ | E | F | E | F |
| $N=$ | ＋ | ※ | ¢ | サ | $\stackrel{4}{4}$ | T |
| స。 | $\stackrel{7}{4}$ | ${ }_{\circ}$ | $\stackrel{7}{*}$ | $\stackrel{\square}{6}$ | ${ }_{5}$ | 5 |
| N | $\bigcirc$ | $\stackrel{7}{7}$ | $\stackrel{\square}{1}$ | ！ | 5 | $\square$ |
| N | $\checkmark$ | ヶ | $\stackrel{ }{7}$ | ヶ | H | － |
| NO | E | F | E | ？ | $\bigcirc$ | $\bigcirc$ |
| $\cdots$ | － | － | － | － | $\cdots$ | H |
| $\stackrel{0}{5}$ | $\checkmark$ | こ | $\stackrel{N}{ }$ | － | $\cdots$ | － |

The branch cut integrals $L_{1}$ and $L_{1}^{\prime}$ add up to zero. This means that the function becomes single-valued on the overlapped portion of the branch cut integrals. The remaining branch cut integrals give:

$$
\int_{L_{2}+L_{2}^{\prime}}=-2 i \pi \int_{0}^{a} \mathrm{e}^{-\mathrm{rt}} \mathrm{dr} \quad \int_{L_{3}+L_{3}^{\prime}}=2 i \pi \int_{0}^{\mathrm{a}} \mathrm{e}^{\mathrm{rt}} \mathrm{dr}
$$

where all the logarithmic parts of the integrands cancel out. Finally, summing the six branch cut integrals with the original integral gives:

$$
\int_{\gamma-i \infty}^{\gamma+i \infty} f(z) d z-2 i \pi \int_{0}^{a} e^{-r t} d r+2 i \pi \int_{0}^{a} e^{r t} d r=0
$$

and

$$
\mathrm{f}(\mathrm{t})=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \log \left(\frac{\mathrm{z}^{2}-\mathrm{a}^{2}}{\mathrm{z}^{2}}\right) \mathrm{e}^{\mathrm{zt}} \mathrm{~d} z=-2 \int_{0}^{\mathrm{a}} \sinh (\mathrm{rt}) \mathrm{dr}=\frac{2}{\mathrm{t}}[1-\cosh (\mathrm{at})]
$$

## PROBLEMS

## Section 5.1

1. Verify that:
(a) $\frac{1+\mathrm{i}}{1-\mathrm{i}}-\frac{1-\mathrm{i}}{1+\mathrm{i}}=2 \mathrm{i}$
(b) $(i-1)^{4}=-4$
(c) $\frac{5(1+\mathrm{i})^{3}}{(2+\mathrm{i})(1+2 \mathrm{i})}=2(1+\mathrm{i})$
(d) $(1+i)^{2}+(1-i)^{2}=0$
2. Verify that the two complex numbers $1 \pm i$ satisfy the equation:

$$
z^{2}-2 z+2=0
$$

3. Prove that a complex number is equal to the conjugate of its conjugate.
4. Show that:
(a) $\overline{\mathrm{z}+5 \mathrm{i}}=\overline{\mathrm{z}}-5 \mathrm{i}$
(b) $\overline{\mathrm{iz}}=-\mathrm{i} \overline{\mathrm{z}}$
(c) $\overline{\left(\frac{z}{i}\right)}=i \bar{Z}$
(d) $\overline{(1+\mathrm{i}}) \overline{(1+2 \mathrm{i}})=-1-3 \mathrm{i}$
5. Use the polar form to show that:
(a) $\mathrm{i}(1+2 \mathrm{i})(2+\mathrm{i})=-5$
(b) $\frac{1+\mathrm{i}}{1-\mathrm{i}}=\mathrm{i}$
(c) $(1+\mathrm{i})^{4}=-4$
(d) $\frac{\mathrm{i}}{-1-\mathrm{i}}=\frac{-1-\mathrm{i}}{2}$
6. Show that all the roots of:
(a) $(-1)^{1 / 4}$ are $(2)^{-1 / 2}( \pm 1 \pm \mathrm{i})$
(b) $(8 \mathrm{i})^{1 / 3}$ are $-2 \mathrm{i}, \pm \sqrt{3}+\mathrm{i}$
(c) $\left(\right.$ i) ${ }^{1 / 2}$ are $\pm \frac{1+i}{\sqrt{2}}$
(d) $\left(\frac{\mathrm{i} \sqrt{3}-1}{2}\right)^{3 / 2}$ are $\pm 1$
7. Describe geometrically the region specified below:
(a) $\operatorname{Re}(\mathrm{z})>0$
(b) $|\operatorname{Im}(\mathrm{z})|<3$
(c) $|z-1| \leq 1$
(d) l $<\mid$ z $-2 \mid<2$
(e) $|z|>2 \quad-\pi \leq \arg z \leq 0$
(f) $|\mathrm{z}-2| \leq \operatorname{Re}(\mathrm{z})$
(g) $|z-1|>|z|$
(h) $|\mathrm{z}+1-\mathrm{i}|>1 \quad 0 \leq \arg (\mathrm{z}+1-\mathrm{i}) \leq \pi / 2$

## Section 5.2

8. Apply the definition of the derivative to find the derivative of:
(a) $\frac{1}{z}$
(b) $\frac{z+1}{z+2}$
(c) $z^{2}(1+z)$
(d) $\left(z^{2}+1\right)^{4}$
9. Show that the following functions are nowhere differentiable:
(a) $\operatorname{Im}(\mathrm{z})$
(b) $\overline{\mathrm{z}}$
(c) $|z+1|^{2}$
(d) $\mathrm{z} \overline{\mathbf{Z}}$
(e) $\frac{\overline{z+1}}{\overline{z-1}}=i \bar{z}$
(f) $\frac{z}{z+\bar{z}}$
10. Test the following functions for analyticity by use of Cauchy-Riemann conditions:
(a) $\frac{z+1}{z^{2}+1}$
(b) $\operatorname{Re}(\mathrm{z})$
(c) $\overline{\mathrm{z}}$
(d) $\operatorname{Re}\left(\frac{\mathrm{z}}{\mathrm{z}+1}\right)$
(e) $z-\bar{z}$
(f) $z^{2}+2$
11. Show that $u$ is harmonic and find the conjugate $v$, where:
(a) $u=e^{x} \cos y$
(b) $u=x^{3}-3 x y^{2}$
(c) $u=\cosh x \cos y$
(d) $u=\log \left(x^{2}+y^{2}\right), x^{2}+y^{2} \neq 0$
(e) $u=\cos x \cosh y$
(f) $u=x+\frac{x}{x^{2}+y^{2}}, x^{2}+y^{2} \neq 0$

## Section 5.3

12. Prove the identities given in (5.10).
13. Show that if $\operatorname{Im}(\mathrm{z})>1$, then $\left|\mathrm{e}^{\mathrm{i} \mathrm{z}}\right|<1$.
14. Prove the identities given in (5.15).
15. Show that $\overline{f(z)}=f(\bar{z})$ where $f(z)$ is:
(a) $\exp z$
(b) $\sin z$
(c) $\cos z$
(d) $\cosh \mathrm{z}$
16. Find all the roots of:
(a) $\cos \mathrm{z}=1$
(b) $\sin \mathrm{z}=2$
(c) $\sin \mathrm{z}=\cosh \alpha, \alpha=$ real constant
(d) $\sinh z=-i$
(e) $\mathrm{e}^{\mathrm{z}}=-2$
(f) $\log \mathrm{z}=\pi$ i

## Section 5.4

17. Evaluate the following integrals:
(a) $\int_{1}^{i}(z-1) d z \quad$ on a straight line from 1 to $i$.
(b) $\int_{0}^{1+i}(z-1) \mathrm{dz} \quad$ on a parabola $y=x^{2}$.
(c) $\int_{0}^{1+i} 3\left(x^{2}+i y\right) d z \quad$ on the paths $y=x$ and $y=x^{3}$.
(d) $\int_{C} \frac{z+2}{2 z} d z \quad$ where $C$ is a circle, $|z|=2$ in the positive direction.
(e) $\int_{C} \sin z d z \quad$ where C is a rectangle, with corners: $(\pi / 2,-\pi / 2, \pi / 2+\mathrm{i},-\pi / 2+\mathrm{i})$

## Section 5.5

18. Determine the region of analyticity of the following functions and show that:

$$
\int_{\mathrm{C}} \mathrm{f}(\mathrm{z}) \mathrm{dz}=0
$$

where the closed contour $C$ is the circle $|z|=2$.
(a) $f(z)=\frac{z^{2}}{z-4}$
(b) $f(\mathrm{z})=\mathrm{ze}^{\mathrm{z}}$
(c) $f(z)=\frac{1}{z^{2}-8 i}$
(d) $\mathrm{f}(\mathrm{z})=\tan (\mathrm{z} / 2)$
(e) $f(z)=\frac{\sin z}{z}$
(f) $f(z)=\frac{\cos z}{z+3}$
19. Evaluate the following integrals:
(a) $\int_{0}^{\mathrm{i} / 2} \sin (2 \mathrm{z}) \mathrm{dz}$
(b) $\int_{1-i}^{1+i}\left(z^{2}+1\right) d z$
(c) $\int_{0}^{3+i} z^{2} d z$
(d) $\int_{0}^{1+i} z^{2} d z$
(e) $\int_{0}^{\pi i} \cosh z d z$
(f) $\int_{-i}^{i} e^{z} d z$
20. Use Cauchy's Integral formula to evaluate the following integrals on the closed contour $C$ in the positive sense:
(a) $\int_{C} \frac{z^{3}+3 z+2}{z} d z$,
$C$ is a unit circle $|z|=1$.
(b) $\int_{C} \frac{\cos z}{z} d z, \quad C$ is a unit circle $|z|=1$.
(c) $\int_{C} \frac{\cos z}{(z-\pi)^{2}} d z$,
$C$ is a circle $|z|=4$.
(d) $\int_{C} \frac{\sin z}{(z-\pi)^{2}} d z$,
$C$ is a circle $|z|=4$.
(e) $\int_{C}\left[\frac{1}{z-1}+\frac{3}{z+2}\right] d z \quad C$ is a circle $|z|=3$.
(f) $\int_{C} \frac{d z}{z^{4}-1}, \quad C$ is a circle $|z|=3$.
(g) $\int_{C} \frac{e^{z}+1}{z-i \pi / 2} d z, \quad C$ is a circle $|z|=2$.
(h) $\int_{C} \frac{\tan z}{z^{2}} d z, \quad C$ is a unit circle $|z|=1$.

## Section 5.8

21. Obtain Taylor's series expansion of the following functions about the specified point $\mathrm{z}_{\mathrm{o}}$ and give the region of convergence:
(a) $\cos z, \quad z_{0}=0$
(b) $\frac{\sin z}{z}, \quad z_{0}=0$
(c) $\frac{1}{(z+1)^{2}}, \quad z_{0}=0$
(d) $\frac{e^{z}-1}{z}, z_{o}=0$
(e) $\frac{1}{z}, z_{0}=2$
(f) $\frac{z}{z-2}, \quad z_{0}=1$
(g) $\frac{1}{\mathrm{z}^{2}}, \mathrm{z}_{\mathrm{o}}=-1$
(h) $\frac{z-1}{z+1}, z_{0}=1$
(i) $\mathrm{e}^{\mathrm{z}}, \mathrm{z}_{\mathrm{o}}=2$
(h) $\mathrm{e}^{\mathrm{z}}, \mathrm{z}_{\mathrm{o}}=\mathrm{i} \pi$
22. Prove L'Hospital's rule:
(a) If $\mathrm{p}\left(\mathrm{z}_{\mathrm{o}}\right)=\mathrm{q}\left(\mathrm{z}_{\mathrm{o}}\right)=0, \mathrm{p}^{\prime}\left(\mathrm{z}_{\mathrm{o}}\right) \neq 0$, and $\mathrm{q}^{\prime}\left(\mathrm{z}_{\mathrm{o}}\right) \neq 0$, then:
$\operatorname{Lim}_{z \rightarrow z_{0}} \frac{p(z)}{q(z)}=\frac{p^{\prime}\left(z_{0}\right)}{q^{\prime}\left(z_{0}\right)}$
(a) If $\mathrm{p}\left(\mathrm{z}_{\mathrm{o}}\right)=\mathrm{q}\left(\mathrm{z}_{\mathrm{o}}\right)=0, \mathrm{p}^{\prime}\left(\mathrm{z}_{\mathrm{o}}\right)=\mathrm{q}^{\prime}\left(\mathrm{z}_{\mathrm{o}}\right)=0, \mathrm{p}^{\prime \prime}\left(\mathrm{z}_{\mathrm{o}}\right) \neq 0$, and $\mathrm{q}^{\prime \prime}\left(\mathrm{z}_{\mathrm{o}}\right) \neq 0$, then:
$\operatorname{Lim}_{z \rightarrow z_{o}} \frac{p(z)}{q(z)}=\frac{p^{\prime \prime}\left(z_{0}\right)}{q^{\prime \prime}\left(z_{0}\right)}$

## Section 5.9

23. Obtain the Laurent's series expansion of the following functions about the specified point $z_{0}$, convergent in the specified region:
(a) $\frac{e^{z}}{z^{3}}, z_{o}=0 \quad|z|>0$
(b) $e^{1 / z}, z_{o}=0 \quad|z|>0$
(c) $\frac{1}{(z-1)(z-2)}, z_{0}=0,1<|z|<2$
(d) $\frac{1}{(z-1)(z-2)}, z_{0}=1,|z-1|>1$
(e) $\frac{1}{(z-1)(z-2)}, z_{o}=1,0<|z-1|<1$
(f) $\frac{1}{\left(z^{2}+1\right)(z+2)}, z_{o}=0,1<|z|<2$
(g) $\frac{1}{z(z-1)}, z_{o}=1,|z-1|>1$
(h) $\frac{1}{z(z-1)}, z_{0}=-1,1<|z+1|<2$

## Section 5.10

24. Locate and classify all of the singularities of the following functions:
(a) $\tan z$
(b) $\frac{\sin z}{z^{2}}$
(c) $\frac{e^{z}}{z^{2}+\pi^{2}}$
(d) $\frac{z}{\sin z}$
(e) $\frac{z^{3}-4}{\left(z^{2}+1\right)^{2}}$
(f) $\frac{z^{2}-4}{z^{5}-z^{3}}$
(g) $\frac{z+2}{z^{2}(z-2)}$
(h) $\frac{1}{\sin z-z}$
(i) $\frac{1}{\mathrm{e}^{\mathrm{z}}-1}$
(j) $\frac{z^{3}}{(z+1)^{3}}$

## Section 5.11

25. Find the residue of the function in problem 24 at all the singularities of each function.

## Section 5.12

26. Evaluate the following integrals, where n is an integer, and $|\mathrm{a}|<1$.
(a) $\int_{0}^{2 \pi} \frac{\sin (n \theta)}{1+2 a \cos \theta+a^{2}} d \theta$
(b) $\int_{0}^{2 \pi} \frac{d \theta}{1-2 a \sin \theta+a^{2}}$
(c) $\int_{0}^{2 \pi} \frac{\cos ^{3} \theta}{1-2 a \cos \theta+a^{2}} d \theta$
(d) $\int_{0}^{\pi} \frac{d \theta}{(1+a \cos \theta)^{2}}$
(e) $\int_{0}^{\pi}(\sin \theta)^{2 n} d \theta$
(f) $\int_{0}^{2 \pi} \frac{\cos (n \theta)}{1+2 a \cos \theta+a^{2}} d \theta$
(g) $\int_{0}^{\pi} \frac{(\sin \theta)^{2}}{1+a \cos \theta} d \theta$
(h) $\int_{0}^{\pi}(\cos \theta)^{2 n} d \theta$
(i) $\int_{0}^{\pi} \frac{1+\cos \theta}{1+\cos ^{2} \theta} d \theta$
(j) $\int_{0}^{2 \pi} \frac{\cos (n \theta)}{\cosh a+\cos \theta} d \theta$
(k) $\int_{0}^{\pi} \frac{d \theta}{1+a \cos \theta}$
(l) $\int_{0}^{2 \pi} \frac{d \theta}{1+a \sin \theta}$
(m) $\int_{0}^{2 \pi} \frac{d \theta}{(1+a \sin \theta)^{2}}$
(n) $\int_{0}^{\pi} \frac{\cos (2 \theta)}{1-2 a \cos \theta+a^{2}} d \theta$

## Section 5.13

27. Evaluate the following integrals, with $a>0$, and $b>0$, unless otherwise stated:
(a) $\int_{-\infty}^{\infty} \frac{d x}{x^{2}+a x+b} \quad a^{2}<4 b$, $a$ and $b$ real
(b) $\int_{0}^{\infty} \frac{x^{2}}{\left(x^{2}+a^{2}\right)^{2}} d x$
(c) $\int_{0}^{\infty} \frac{\mathrm{dx}}{\left(\mathrm{x}^{2}+\mathrm{a}^{2}\right)^{2}}$
(d) $\int_{-\infty}^{\infty} \frac{d x}{\left(x^{2}+a^{2}\right)^{2}\left(x^{2}+b^{2}\right)}$
(e) $\int_{0}^{\infty} \frac{d x}{x^{4}+a^{4}}$
(f) $\int_{0}^{\infty} \frac{\mathrm{dx}}{\left(\mathrm{x}^{2}+\mathrm{a}^{2}\right)^{3}}$
(g) $\int_{0}^{\infty} \frac{x^{4}}{\left(x^{4}+a^{4}\right)^{2}} d x$
(h) $\int_{0}^{\infty} \frac{x^{2}}{x^{6}+a^{6}} d x$
(i) $\int_{0}^{\infty} \frac{x^{2}}{x^{4}+a^{4}} d x$
(j) $\int_{0}^{\infty} \frac{x^{4}}{x^{6}+a^{6}} d x$
(k) $\int_{0}^{\infty} \frac{\mathrm{x}^{2} \mathrm{dx}}{\left(\mathrm{x}^{2}+\mathrm{a}^{2}\right)^{3}}$
(l) $\int_{0}^{\infty} \frac{d x}{\left(x^{2}+a^{2}\right)\left(x^{2}+b^{2}\right)}$
(m) $\int_{0}^{\infty} \frac{x^{6} d x}{\left(x^{4}+a^{4}\right)^{2}}$
(n) $\int_{0}^{\infty} \frac{x^{2} d x}{\left(x^{2}+a^{2}\right)\left(x^{2}+b^{2}\right)}$

## Section 5.14

28. Evaluate the following integrals, where $a>0, b>0, c>0$, and $b \neq c$ :
(a) $\int_{0}^{\infty} \frac{\cos (a x)}{x^{2}+b^{2}} d x$
(b) $\int_{0}^{\infty} \frac{x \sin (a x)}{x^{4}+4 b^{4}} d x$
(c) $\int_{0}^{\infty} \frac{x^{2} \cos (a x) d x}{\left(x^{2}+c^{2}\right)\left(x^{2}+b^{2}\right)}$
(d) $\int_{0}^{\infty} \frac{\cos x}{(x+b)^{2}+a^{2}} d x$
(e) $\int_{0}^{\infty} \frac{\cos (a x) d x}{\left(x^{2}+b^{2}\right)^{2}}$
(f) $\int_{0}^{\infty} \frac{\cos (a x) d x}{\left(x^{2}+c^{2}\right)\left(x^{2}+b^{2}\right)}$
(g) $\int_{0}^{\infty} \frac{x \sin (a x) d x}{\left(x^{2}+c^{2}\right)\left(x^{2}+b^{2}\right)}$
(h) $\int_{0}^{\infty} \frac{x \sin (a x) d x}{\left(x^{2}+b^{2}\right)^{2}}$
(i) $\int_{0}^{\infty} \frac{x \sin (a x) d x}{x^{2}+b^{2}}$
(j) $\int_{0}^{\infty} \frac{x^{3} \sin (a x) d x}{\left(x^{2}+b^{2}\right)^{2}}$
(k) $\int_{0}^{\infty} \frac{x^{2} \cos (a x)}{x^{4}+4 b^{4}} d x$
(l) $\int_{0}^{\infty} \frac{x \sin (a x) d x}{\left(x^{2}+b^{2}\right)^{3}}$

## Section 5.15

29. Evaluate the following integrals, where $a>0, b>0, c>0$, and $b \neq c$ :
(a) $\int_{-\infty}^{\infty} \frac{\sin (a x)}{x+b} d x$
(b) $\int_{-\infty}^{\infty} \frac{\sin x}{x} d x$
(c) $\int_{0}^{\infty} \frac{\cos x}{4 x^{2}-\pi^{2}} d x$
(d) $\int_{0}^{\infty} \frac{\sin (a x)}{x\left(x^{2}+b^{2}\right)^{2}} d x$
(e) $\int_{0}^{\infty} \frac{x^{4}}{x^{6}-1} d x$
(f) $\int_{-\infty}^{\infty} \frac{d x}{x\left(x^{2}-4 x+5\right)}$
(g) $\int_{0}^{\infty} \frac{\sin x}{x\left(\pi^{2}-x^{2}\right)} d x$
(h) $\int_{-\infty}^{\infty} \frac{d x}{(x-1)\left(x^{2}+1\right)}$
(i) $\int_{-\infty}^{\infty} \frac{d x}{x^{3}-1}$
(j) $\int_{0}^{\infty} \frac{\cos (a x)}{x^{2}-b^{2}} d x$
(k) $\int_{0}^{\infty} \frac{\cos (a x)}{x^{4}-b^{4}} d x$
(l) $\int_{0}^{\infty} \frac{x \sin (a x)}{x^{2}-b^{2}} d x$
(m) $\int_{0}^{\infty} \frac{x^{2} \cos (a x)}{x^{4}-b^{4}} d x$
(n) $\int_{0}^{\infty} \frac{\cos (a x)}{\left(x^{2}-b^{2}\right)\left(x^{2}-c^{2}\right)} d x$
(o) $\int_{0}^{\infty} \frac{\sin (a x)}{x\left(x^{4}+4 b^{4}\right)} d x$
(p) $\int_{0}^{\infty} \frac{\sin (a x)}{x\left(x^{4}-b^{4}\right)} d x$
(q) $\int_{0}^{\infty} \frac{x^{2} \cos (a x)}{\left(x^{2}-b^{2}\right)\left(x^{2}-c^{2}\right)} d x$
(r) $\int_{0}^{\infty} \frac{\cos (a x)}{\left(x^{2}+b^{2}\right)\left(x^{4}-b^{4}\right)} d x$
(s) $\int_{0}^{\infty} \frac{x^{3} \sin (a x)}{\left(x^{2}-b^{2}\right)\left(x^{2}-c^{2}\right)} d x$
(t) $\int_{0}^{\infty} \frac{x^{3} \sin (a x)}{x^{4}-b^{4}} d x$

## Section 5.16


30. The inverse of the Laplace transform is defined as:

$$
F(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\alpha-\mathrm{i} \infty}^{\alpha+\mathrm{i} \infty} \mathrm{f}(\mathrm{p}) \mathrm{e}^{\mathrm{pt}} \mathrm{dp}
$$

where $p$ is a complex variable, $\alpha$ is chosen such that all the poles of $f(p)$ fall to the left of the line $p=\alpha$ as shown in the accompanying figure and:

$$
|\mathrm{f}(\mathrm{p})| \leq \frac{\mathbf{M}}{|\mathrm{p}|^{q}} \text { when }|\mathrm{p}| \gg 1 \text { and } \mathrm{q}>0
$$

Show that one can evaluate the integral by closing the contour shown in the accompanying figure with $\mathrm{R} \rightarrow \infty$, such that:

$$
F(t)=\sum_{j=1}^{N} r_{j}
$$

where $r_{j}$ 's are the residues of the function $\left\{f(p) e^{p t}\right\}$ at the poles of $f(p)$. Show that the integrals on $A B$ and $C D$ vanish as $R \rightarrow \infty$.
31. Obtain the inverse Laplace transforms $F(t)$, defined in Problem 30, for the following functions $f(p)$ :
(a) $\frac{1}{\mathrm{p}}$
(b) $\frac{1}{(p+a)(p+b)} \quad a \neq b$
(c) $\frac{1}{\mathrm{p}^{2}+\mathrm{a}^{2}}$
(d) $\frac{\mathrm{p}}{\mathrm{p}^{2}+\mathrm{a}^{2}}$
(e) $\frac{\mathrm{p}^{2}-\mathrm{a}^{2}}{\left(\mathrm{p}^{2}+\mathrm{a}^{2}\right)^{2}}$
(f) $\frac{1}{(p+b)^{2}+a^{2}}$
(g) $\frac{1}{p^{n+1}} \quad \mathrm{n}=$ integer $>0$
(h) $\frac{\mathrm{p}}{\mathrm{p}^{2}-\mathrm{a}^{2}}$
(i) $\frac{a^{2}}{p\left(p^{2}+a^{2}\right)}$
(j) $\frac{2 a^{3}}{\left(p^{2}+a^{2}\right)^{2}}$
(k) $\frac{2 a \mathrm{p}^{2}}{\left(\mathrm{p}^{2}+\mathrm{a}^{2}\right)^{2}}$
(l) $\frac{2 \mathrm{a}^{3}}{\mathrm{p}^{4}-\mathrm{a}^{4}}$
(m) $\frac{2 a^{2} p}{p^{4}-a^{4}}$
32. The inverse Fourier Cosine transform is defned as:

$$
\mathrm{F}(\mathrm{t})=\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} \mathrm{f}(\omega) \cos (\omega \mathrm{x}) \mathrm{d} \omega
$$

Find the inverse Fourier Transform of the following functions $f(\omega)$ :
(a) $\sqrt{\frac{2}{\pi}} \frac{\sin (\omega x)}{\omega}$
(b) $\sqrt{\frac{2}{\pi}} \frac{1}{\omega^{2}+\mathrm{a}^{2}}$
(c) $\frac{1}{\omega^{4}+1}$
(d) $\sqrt{\frac{2}{\pi}} \frac{1}{\left(\omega^{2}+\mathrm{a}^{2}\right)^{2}}$

## Section 5.17

33. Show that:

$$
\int_{-\infty}^{\infty} \frac{e^{a x}}{\cosh x} d x=\frac{\pi}{\cos \left(\frac{a \pi}{2}\right)} \quad|a|<1
$$

Use a contour connecting the points $-R, R, R+\pi i,-R+\pi i$ and $-R$, where $R \rightarrow \infty$.
34. Show that:

$$
\int_{-\infty}^{\infty} \frac{x}{\sinh x-i} d x=\pi
$$

Use a contour connecting the points $-R, R, R+\pi i,-R+\pi i$ and $-R$, where $R \rightarrow \infty$.
35. Show that:

$$
\int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{x}^{2}} \cos (\mathrm{ax}) \mathrm{dx}=\sqrt{\pi} \mathrm{e}^{-\mathrm{a}^{2} / 4}
$$

Use a contour connecting the points $-\mathrm{R}, \mathrm{R}, \mathrm{R}+\mathrm{ai} / 2,-\mathrm{R}+\mathrm{ai} / 2$ and -R , where $\mathrm{R} \rightarrow \infty$. The following integral is needed in the solution:

$$
\int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{x}^{2}} \mathrm{dx}=\sqrt{\pi}
$$


36. Show that:

$$
\int_{0}^{\infty} \cos \left(\mathrm{ax}^{2}\right) \mathrm{dx}=\frac{\sqrt{\pi}}{2 \sqrt{2 \mathrm{a}}}
$$

close the contour by a ray, $\mathrm{z}=\rho \mathrm{e}^{\mathrm{i} \pi / 4}$, and a circular sector, $\mathrm{z}=\mathrm{R} \mathrm{e}^{\mathrm{i} \theta}, \mathrm{R} \rightarrow \infty$, and $0 \leq \theta \leq \pi / 4$, see accompanying figure.
37. Show that:

$$
\int_{-\infty}^{\infty} \frac{\sinh (a x)}{\sinh x} d x=\frac{1}{\pi} \tan \left(\frac{a \pi}{2}\right) \quad|a|<1
$$

Use a contour connecting the points $-\mathrm{R}, \mathrm{R}, \mathrm{R}+\pi \mathrm{i},-\mathrm{R}+\pi \mathrm{i}$ and -R , where $\mathrm{R} \rightarrow \infty$.

## Section 5.18

38. Evaluate the following integrals, where n is an integer, with $\mathrm{a}>0, \mathrm{~b}>0$ and $\mathrm{a} \neq \mathrm{b}$ :
(a) $\int_{0}^{\infty} \frac{(\log x)^{2}}{\left(x^{2}+1\right)^{2}} \mathrm{dx}$
(b) $\int_{0}^{\infty} \frac{(\log x)^{3}}{x^{2}+1} d x$
(c) $\int_{0}^{\infty} \frac{(\log x)^{4}}{x^{2}+1} d x$
(d) $\int_{0}^{\infty} \frac{(\log x)^{2}}{x^{4}+1} d x$
(e) $\int_{0}^{\infty} \frac{\log x}{x^{4}+1} d x$
(f) $\int_{0}^{\infty} \frac{\log x}{\left(x^{2}+1\right)^{2}} d x$
(g) $\int_{0}^{\infty} \frac{\left(1-x^{2}\right)}{\left(x^{2}+1\right)^{2}} \log x d x$
(h) $\int_{0}^{\infty} \frac{\log x}{\left(x^{2}+a^{2}\right)\left(x^{2}+b^{2}\right)} d x$
(i) $\int_{0}^{\infty} \frac{\log x}{\left(x^{2}+1\right)^{4}} d x$
(j) $\int_{0}^{\infty} \frac{(\log x)^{2}}{x^{2 n}+1} d x$
(k) $\int_{0}^{\infty} \frac{\log x}{x^{2 n}+1} d x$
(l) $\int_{0}^{\infty} \frac{x^{2} \log x}{\left(x^{2}+a^{2}\right)\left(x^{2}+1\right)} d x$
(m) $\int_{0}^{\infty} \frac{\log x}{\left(x^{2}-a^{2}\right)} d x$
(n) $\int_{0}^{\infty} \frac{\left(1+\mathrm{x}^{2}\right)}{\left(\mathrm{x}^{2}-1\right)^{2}} \log \mathrm{xdx}$

## Section 5.19

39. Evaluate the following integrals, where " $a$ " is a real constant, $b>0, c>0$ and $b \neq c$ :
(a) $\int_{0}^{\infty} \frac{\mathrm{x}^{\mathrm{a}}}{\left(\mathrm{x}^{2}+1\right)^{2}} \mathrm{dx} \quad-1<\mathrm{a}<3$
(b) $\int_{0}^{\infty} \frac{x^{a}}{x+1} d x$
$-1<a<0$
(c) $\int_{0}^{\infty} \frac{x^{a}}{x^{2}+x+1} d x$
$|\mathrm{a}|<1$
(d) $\int_{0}^{\infty} \frac{x^{a}}{(x+b)(x+c)} d x \quad|a|<1$
(e) $\int_{0}^{\infty} \frac{x^{a}}{x^{2}+2 x \cos b+1} d x$
$|a|<1$
(f) $\int_{0}^{\infty} \frac{\mathrm{x}^{\mathrm{a}}}{\mathrm{x}-1} \mathrm{dx} \quad-1<\mathrm{a}<0$
(g) $\int_{0}^{\infty} \frac{\mathrm{x}^{\mathrm{a}}}{(\mathrm{x}+\mathrm{b})^{2}} \mathrm{dx}$
$|a|<1$
(h) $\int_{0}^{\infty} \frac{\mathrm{x}^{\mathrm{a}}}{(\mathrm{x}+\mathrm{b})^{n}} \mathrm{dx} \quad-1<\mathrm{a}<\mathrm{n}-1$
(i) $\int_{0}^{\infty} \frac{x^{3 / 2}}{\left(x+b^{2}\right)^{2}\left(x+c^{2}\right)^{2}} d x \quad|a|<1$
(j) $\int_{0}^{\infty} \frac{x^{a}}{(x+b)(x-c)} d x \quad|a|<1$
(k) $\int_{0}^{\infty} \frac{x^{a}}{(x-b)(x-c)} d x \quad|a|<1$
(l) $\int_{0}^{\infty} \frac{\mathrm{x}^{\mathrm{a}}}{\left(\mathrm{x}^{3}+1\right)^{2}} \mathrm{dx} \quad-1<\mathrm{a}<5$

## Section 5.20

40. Obtain the value of the following integrals with $\mathrm{a}>0$ :
(a) $\int_{0}^{\infty} \frac{x}{x^{3}+a^{3}} d x$
(b) $\int_{0}^{\infty} \frac{x^{3}}{x^{5}+a^{5}} d x$
(c) $\int_{0}^{\infty} \frac{\mathrm{x}}{\mathrm{x}^{4}+\mathrm{a}^{4}} \mathrm{dx}$
(d) $\int_{0}^{\infty} \frac{\mathrm{x}^{2}}{\mathrm{x}^{5}+\mathrm{a}^{5}} \mathrm{dx}$
(e) $\int_{0}^{\infty} \frac{x}{x^{3}-a^{3}} d x$
(f) $\int_{0}^{\infty} \frac{x^{3}}{x^{5}-a^{5}} d x$
(g) $\int_{0}^{\infty} \frac{x}{x^{5}-a^{5}} d x$
(h) $\int_{0}^{\infty} \frac{x}{\left(x^{2}+a^{2}\right)^{2}} d x$
(i) $\int_{0}^{\infty} \frac{x^{2}}{\left(x^{3}+a^{3}\right)^{2}} d x$

## Section 5.21

41. Evaluate the following integrals, with $\mathrm{a}>0, \mathrm{~b}>0$ and $\mathrm{a} \neq \mathrm{b}$ :
(a) $\int_{0}^{\infty} \frac{\log x}{(x+a)(x+b)} d x$
(b) $\int_{0}^{\infty} \frac{\log x}{(x+a)^{2}} d x$
(c) $\int_{0}^{\infty} \frac{\log x}{x^{3}+1} d x$
(d) $\int_{0}^{\infty} \frac{x \log x}{x^{3}+1} d x$
(e) $\int_{0}^{\infty} \frac{\log x}{(x+a)(x-1)} d x$
(f) $\int_{0}^{\infty} \frac{(\log x)^{2}}{(x+a)(x-1)} d x$
(g) $\int_{0}^{\infty} \frac{(\log x)^{2}}{(x-1)^{2}} d x$
(h) $\int_{0}^{\infty} \frac{\log x}{x^{3}-1} d x$
(i) $\int_{0}^{\infty} \frac{x \log x}{x^{3}-1} d x$
(j) $\int_{0}^{\infty} \frac{x^{3} \log x}{x^{6}-1} d x$

## Section 5.22

42. Obtain the inverse Laplace transform $f(t)$ from the following function $F(z)$ (see definition of $f(t)$ in Problem 30), $a>0, b>0, c>0$ and $a \neq b$ :
(a) $\frac{\sqrt{z}}{z\left(z-a^{2}\right)}$
(b) $\frac{1}{\sqrt{z}+a}$
(c) $\sqrt{z-a}-\sqrt{z-b}$
(d) $\frac{1}{\sqrt{z+a}}$
(e) $\frac{1}{z(\sqrt{z}+a)}$
(f) $\frac{1}{(z+a)^{b}}$
(g) $\frac{e^{-a z}}{z+b}$
(h) $\frac{\mathrm{e}^{\mathrm{a}^{2} / \mathrm{z}}}{\sqrt{\mathrm{z}}}$
(i) $e^{\sqrt{a z}}$
(j) $\log \left(\frac{z+b}{z+a}\right)$
(k) $\log \left(\frac{z^{2}+b^{2}}{z^{2}+a^{2}}\right)$
(l) $\log \left(\frac{(z+a)^{2}+c^{2}}{(z+b)^{2}+c^{2}}\right)$
(m) $\frac{z}{(z+b)^{3 / 2}}$
(n) $\frac{1}{\sqrt{\mathrm{z}}}$
(o) $\frac{1}{\sqrt{z^{2}+a^{2}}}$
(p) $\frac{\sqrt{z+\sqrt{z^{2}+a^{2}}}}{\sqrt{z^{2}+a^{2}}}$
(q) $\frac{\sqrt{z+\sqrt{z^{2}-a^{2}}}}{\sqrt{z^{2}-a^{2}}}$
(r) $\frac{e^{-\sqrt{a z}}}{z}$
(s) $\frac{(\log z)^{2}}{z}$
(t) $\mathrm{z} \log \left(\frac{\sqrt{\mathrm{z}^{2}+\mathrm{a}^{2}}}{\mathrm{z}}\right)$
(u) $\frac{e^{-a \sqrt{z^{2}+b^{2}}}}{\sqrt{z^{2}+b^{2}}}$
(v) $\frac{1}{\left(z-a^{2}\right)(\sqrt{z}+b)}$
(w) $\frac{1}{\sqrt{(z+2 a)(z+2 b)}}$
(x) $\frac{1}{\sqrt{(z+a)(z+b)^{3}}}$
(y) $\left(\mathrm{z}^{2}+\mathrm{a}^{2}\right)^{-v-1 / 2} \quad v>-1 / 2$
(z) $\frac{\left(\sqrt{z^{2}+a^{2}}-z\right)^{v}}{\sqrt{z^{2}+\mathrm{a}^{2}}} \quad v>-1$
(aa) $\frac{\sqrt{z}}{z(\sqrt{z}+a)}$
(bb) $\frac{1}{(z+a) \sqrt{z-b}} \quad b>a$
(cc) $\frac{a}{\sqrt{z}(\sqrt{z}+b)\left(z-a^{2}\right)}$
(dd) $\frac{\sqrt{z+2 a}-\sqrt{z}}{\sqrt{z}}$
(ee) $\log \left(\frac{z^{2}+a^{2}}{z^{2}}\right)$
(ff) $\mathrm{e}^{-\sqrt{\mathrm{az}}}$
(gg) $\frac{e^{-\sqrt{a z}}}{\sqrt{z}}$
(hh) $\arctan (a / z)$

## 6

# PARTIAL DIFFERENTIAL EQUATIONS OF MATHEMATICAL PHYSICS 

### 6.1 Introduction

This chapter deals with the derivation, presentation and methods of solution of partial differential equations of the various fields in mathematical Physics and Engineering. The types of equations treated in this chapter include: Laplace, Poisson, diffusion, wave, vibration, and Helmholtz. The method of separation of variables will be used throughout this chapter to obtain solutions to boundary value problems, steady state solutions, as well as transient solutions.

### 6.2 The Diffusion Equation

### 6.2.1 Heat Conduction in Solids

Heat flow in solids is governed by the following laws:
(a) Heat is a form of energy, and
(b) Heat flows from bodies with higher temperatures to bodies with lower temperatures.
Consider a volume, V, with surface, S , and surface normal, $\overrightarrow{\mathrm{n}}$, as in Fig. 6.1. For such a volume, the heat content can be defined as follows:

$$
\mathrm{h}=\mathrm{cmT}^{*}
$$

where c is the specific heat coefficient, m is the mass of V , and $\mathrm{T}^{*}$ is the average temperature of V defined by $\mathrm{T}^{*}=\frac{1}{\mathrm{~m}} \int_{\mathrm{V}} \mathrm{T} \rho \mathrm{dV}$, where $\rho$ is the mass density.

Define $q$ such that:

$$
\mathrm{q}=\text { negative rate of change of heat flow }=-\frac{\partial \mathrm{h}}{\partial \mathrm{t}}=-\mathrm{cm} \frac{\partial \mathrm{~T}^{*}}{\partial \mathrm{t}}
$$

Since the flow of heat across a boundary is proportional to the temperature differential across that boundary, we know that:

$$
\mathrm{dq}=-\mathrm{k} \frac{\partial \mathrm{~T}}{\partial \mathrm{n}} \mathrm{dS}
$$
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where n is the spatial distance along $\overrightarrow{\mathrm{n}}$, ( $\overrightarrow{\mathrm{n}}$ being the outward normal vector to the surface S , positive in the direction away from V ), dS is a surface element and k is the thermal conductivity.

The partial differential equation that governs the conduction of heat in solids can be obtained by applying the above mentioned laws to an element dV , as shown in Fig. 6.2.

Let the rectangular parallelepiped (Fig. 6.2) have one of its vortices at point ( $x, y, z$ ), whose sides are aligned with $\mathrm{x}, \mathrm{y}$, and z axes and whose sides have lengths $\mathrm{dx}, \mathrm{dy}$, and dz , respectively. Consider heat flow across the two sides perpendicular to the x -axis, whose surface area is ( dy dz ):
side at $\mathrm{x}: \quad \overline{\mathrm{n}}=-\overrightarrow{\mathbf{e}}_{\mathrm{x}}$ and

$$
\mathrm{q}_{\mathrm{x}}=-\left.\mathrm{k}(\mathrm{dydz}) \frac{\partial \mathrm{T}}{\partial(-\mathrm{x})}\right|_{\mathrm{x}}
$$

side at $\mathrm{x}+\mathrm{dx}: \quad \overrightarrow{\mathrm{n}}=\overrightarrow{\mathrm{e}}_{\mathrm{x}}$ and

$$
q_{x+d x}=-\left.k(d y d z) \frac{\partial T}{\partial x}\right|_{x+d x}
$$

Expanding $\left.\frac{\partial T}{\partial \mathrm{x}}\right|_{\mathrm{X}+\mathrm{dx}}$ in a Taylor's series about x , results:

$$
q_{x+d x}=-k(d y d z)\left[\left.\frac{\partial T}{\partial x}\right|_{x}+\left.\frac{\partial^{2} T}{\partial x^{2}}\right|_{x}(d x)+\left.\frac{1}{2} \frac{\partial^{3} T}{\partial x^{3}}\right|_{x}(d x)^{2}+\ldots\right]
$$

Thus, the total heat flux across the two opposite sides of the element at x and $\mathrm{x}+\mathrm{dx}$ becomes:

$$
\left(d q_{x}\right)_{\text {tot }}=-k(\mathrm{dxdydz})\left[\frac{\partial^{2} T}{\partial \mathrm{x}^{2}}+\frac{1}{2} \frac{\partial^{3} \mathrm{~T}}{\partial \mathrm{x}^{3}}(\mathrm{dx})+\ldots\right]
$$

Similarly, the total heat flux across the remaining two pairs of sides of the element becomes:
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$$
\left(d q_{y}\right)_{\text {tot }}=-k(d x d y d z)\left[\frac{\partial^{2} T}{\partial y^{2}}+\frac{1}{2} \frac{\partial^{3} T}{\partial y^{3}}(d y)+\ldots\right]
$$

and

$$
\left(d q_{z}\right)_{\text {tot }}=-k(d x d y d z)\left[\frac{\partial^{2} T}{\partial z^{2}}+\frac{1}{2} \frac{\partial^{3} T}{\partial z^{3}}(\mathrm{dz})+\ldots\right]
$$

Thus, the total heat flux into the element, to a first order approximation, becomes:

$$
\mathrm{dq}=-\mathrm{k}(\mathrm{dx} d y \mathrm{dz})\left[\frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{x}^{2}}+\frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{y}^{2}}+\frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{z}^{2}}\right]
$$

The time rate of change of heat content of the element becomes:

$$
d q=-c(\rho d x d y d z) \frac{\partial T}{\partial t}
$$

If heat is being generated inside the element at the rate of $Q(x, y, z, t)$ per unit volume then the equation that governs heat flow in solids becomes:

$$
\rho c \frac{\partial T}{\partial t}=k\left(\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}\right)+Q(x, y, z, t)
$$

and the temperature at any point $\mathrm{P}=\mathrm{P}(\mathrm{x}, \mathrm{y}, \mathrm{z})$ obeys the equation:

$$
\begin{equation*}
\nabla^{2} T=\frac{1}{K} \frac{\partial T}{\partial t}-q(P, t) \quad P \text { in } V \quad t>0 \tag{6.1}
\end{equation*}
$$

where the material conductivity, $K$, is defined as $K=k / \rho c, q$ is the rate of heat generated divided by thermal conductivity $k$ per unit volume, $q=Q / k$, and the Laplacian operator $\nabla^{2}$ is defined as:

$$
\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}
$$

The sign of $q$ indicates a heat source if positive, a heat sink if negative.
The boundary condition that is required for a unique solution can be one of the following types:
(a) Prescribe the temperature on the surface S :

$$
T(P, t)=g(P, t) \quad P \text { on } S
$$

(b) Prescribe the heat flux across the surface S :
$-k \frac{\partial T}{\partial n}(P, t)=l(P, t) \quad P$ on $S$
where $l$ is the prescribed heat flux into the volume V across S . If $l=0$, the surface is thermally insulated.
(c) Heat convection into an external unbounded medium of known temperature:

If the temperature in the exterior unbounded region of the body is known and equal to $T_{0}$, one may make use of Newton's law of cooling:

$$
-k \frac{\partial T}{\partial n}(P, t)=r\left[T(P, t)-T_{0}(P, t)\right] \quad P \text { on } S
$$

where $r$ is a constant, which relates the rate of heat convection across $S$ to the temperature differential.

Thus, the boundary condition becomes:

$$
\frac{\partial T}{\partial n}(P, t)+b T(P, t)=b T_{0}(P, t) \quad P \text { on } S \quad \text { where } \quad b=\frac{r}{k}
$$

The type of initial condition that is required for uniqueness takes the following form:

$$
\mathrm{T}\left(\mathrm{P}, 0^{+}\right)=\mathrm{f}(\mathrm{P}) \quad \mathrm{P} \text { in } \mathrm{V}
$$

### 6.2.2 Diffusion of Gases

The process of diffusion of one gas into another is described by the following equation:

$$
\begin{equation*}
\nabla^{2} C=\frac{1}{D} \frac{\partial C}{\partial t}-q \tag{6.2}
\end{equation*}
$$

where C represents the concentration of the diffusing gas in the ambient gas, D represents the diffusion constant and $q$ represents the additional source of the gas being diffused. If the diffusion process involves the diffusion of an unstable gas, whose decomposition is proportional to the concentration of the gas (equivalent to having sinks of the diffusing gas) then the process is defined by the following differential equation:
$\nabla^{2} C-\alpha C=\frac{1}{D} \frac{\partial C}{\partial t}-q \quad \alpha>0$
where $\alpha$ represents the rate of decomposition of the diffusing gas.

### 6.2.3 Diffusion and Absorption of Particles

The process of diffusion of electrons in a gas or neutrons in matter can be described as a diffusion process with absorption of the particles by matter proportional to their
concentration in matter, a process equivalent to having sinks of the diffusing material in matter. This process is described by the following differential equation:

$$
\begin{equation*}
\nabla^{2} \rho-\alpha \rho=\frac{1}{D} \frac{\partial \rho}{\partial t}-q \tag{6.4}
\end{equation*}
$$

where:

$$
\rho=\rho(x, y, z, t)=\text { Density of the diffusing particles }
$$

$\alpha=$ Mean rate of absorption of particles, $\alpha>0$
$q=$ Source of particles created (by fission or radioactivity) per unit volume per unit time
$\mathrm{D}=$ Diffusion coefficient $=\left(\mathrm{v}_{\mathrm{a}} \lambda_{\mathrm{a}}\right) / 3$, where $\mathrm{v}_{\mathrm{a}}$ is the average velocity and $\lambda_{\mathrm{a}}$ is the mean free path of the particles.

If the process of diffusion is associated with a process of creation of more particles in proportion to the concentration of the particles in matter, the process of chain-reaction, eq. (6.4) becomes:

$$
\begin{equation*}
\nabla^{2} \rho+\alpha \rho=\frac{1}{D} \frac{\partial \rho}{\partial t}-q \quad \alpha>0 \tag{6.5}
\end{equation*}
$$

### 6.3 The Vibration Equation

### 6.3.1 The Vibration of One Dimensional Continua

The vibration of homogeneous, non-uniform cross-section one dimensional continua, such as stretched strings, bars, torsional rods, transmission lines and acoustic horns were adequately covered in Chapter 4. All of these equations have the following form:

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(A(x) \frac{\partial y}{\partial x}\right)=\frac{1}{c^{2}} A(x) \frac{\partial^{2} y}{\partial t^{2}}-\frac{q(x, t)}{E R} \quad a \leq x \leq b, \quad t>0 \tag{6.6}
\end{equation*}
$$

where $y(x, t)$ is the deformation, $c$ is the characteristic wave speed in the medium, $q(x, t)$ is the external loading per unit length, ER is the elastic restoring modulus, and $A(x)$ is the cross-section area of the medium.

The boundary conditions, required for uniqueness, take one of the following forms:
(a) $y=0$
at a or b
(b) $\frac{\partial y}{\partial x}=0 \quad$ at a or $b$
(c) $\frac{\partial y}{\partial x} \mp \alpha y=0$
$(-)$ for $\mathrm{a},(+)$ for b
$\alpha>0$

The initial conditions, required for uniqueness, take the following form:

$$
y\left(x, 0^{+}\right)=f(x) \quad \text { and } \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=g(x)
$$



Fig. 6.3

The transverse vibration of uniform beams, covered in Section 4.4, is described by differential equation of fourth order in the space coordinate x , as follows:

$$
\frac{\partial^{2}}{\partial x^{2}}\left(E I(x) \frac{\partial^{2} y}{\partial x^{2}}\right)+\rho A(x) \frac{\partial^{2} y}{\partial t^{2}}=q(x, t) \quad a \leq x \leq b, \quad t>0
$$

The boundary conditions for a beam were covered in Section 4.4.

### 6.3.2 The Vibration of Stretched Membranes

Consider a stretched planar membrane whose area A is surrounded by a boundary contour $C$. The membrane is stretched by in-plane forces $S$ per unit length, acted on by normal forces $f(x, y, t)$ per unit area, and has a density $\rho$ per unit area. Consider an element of the membrane, shown in Fig. 6.3, deformed to a position $w(x, y, t)$ from the equilibrium position. Assuming small slopes, then one can obtain the sum of forces acting on the element, in a manner similar to stretched strings, which equals the inertial forces, as follows:

$$
\begin{aligned}
d F & \cong(S d y) \frac{\partial^{2} w}{\partial x^{2}} d x+(S d x) \frac{\partial^{2} w}{\partial y^{2}} d y+f(d x d y) \\
& =S(d x d y)\left(\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}\right)+f(x, y, t) d x d y=(\rho d x d y) \frac{\partial^{2} w}{\partial t^{2}}
\end{aligned}
$$

Thus, the forced vibration of a membrane is described by the following equation:

$$
\begin{equation*}
\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} w}{\partial t^{2}}-\frac{f(P, t)}{S} \quad P \text { in } A, \quad t>0 \tag{6.7}
\end{equation*}
$$

where $\mathrm{c}=\sqrt{\mathrm{S} / \rho}$ is the wave speed in the membrane and $\mathrm{P}=\mathrm{P}(\mathrm{x}, \mathrm{y})$.

For uniqueness, the boundary conditions along the contour C can be one of the following types:
(a) Fixed Boundary: $w(P, t)=0 \quad P$ on $C, \quad t>0$
(b) Free Boundary: $\frac{\partial \mathrm{w}}{\partial \mathrm{n}}(\mathrm{P}, \mathrm{t})=0 \quad \mathrm{P}$ on $\mathrm{C}, \quad \mathrm{t}>0$
(c) Elastically Supported Boundary: $\frac{\partial \mathrm{w}}{\partial \mathrm{n}}+\left.\frac{\gamma}{\mathrm{S}} \mathrm{w}\right|_{\mathrm{P}, \mathrm{t}}=0 \quad \mathrm{P}$ on $\mathrm{C}, \quad \mathrm{t}>0$ where $\gamma$ is the elastic constant per unit length of the boundary.

For uniqueness, the initial conditions must be prescribed in the following form:

$$
w\left(P, 0^{+}\right)=f(P) \quad P \text { in } A
$$

and

$$
\frac{\partial w}{\partial t}\left(P, 0^{+}\right)=g(P) \quad P \text { in } A
$$

### 6.3.3 The Vibration of Plates

The vibration of uniform plates, occupying an area A, surrounded by a contour boundary C can be analyzed in a similar manner to the vibration of beams, (Fig. 6.4). Let $h$ be the thickness of the plate, $\rho$ be the mass density of the plate material, E be the Young's modulus and $v$ be the Poisson's ratio. The moments per unit length $M_{x}, M_{y}$, the twisting moment per unit length $\mathrm{M}_{\mathrm{xy}}$, and the shear forces per unit length, $\mathrm{V}_{\mathrm{x}}$, and $\mathrm{V}_{\mathrm{y}}$, acting on an element of the plate are shown in Fig. 6.4.

Summing moments and forces on the element (dx dy), the equilibrium equations of the plate are:

$$
\begin{align*}
& \frac{\partial M_{x}}{\partial x}+\frac{\partial M_{x y}}{\partial y}-V_{x}=0 \\
& \frac{\partial M_{x y}}{\partial x}+\frac{\partial M_{y}}{\partial y}-V_{y}=0  \tag{6.8}\\
& \frac{\partial V_{x}}{\partial x}+\frac{\partial V_{y}}{\partial y}+q=\rho h \frac{\partial^{2} w}{\partial t^{2}}
\end{align*}
$$

where $q(x, y, t)$ is the normal distributed external force per unit area acting on the plate.
The moments $M_{x}, M_{y}$, and $M_{x y}$ can be related to the change of curvatures of the plate as follows:

$$
\begin{align*}
& M_{x}=-D\left(\frac{\partial^{2} w}{\partial x^{2}}+v \frac{\partial^{2} w}{\partial y^{2}}\right) \\
& M_{y}=-D\left(\frac{\partial^{2} w}{\partial y^{2}}+v \frac{\partial^{2} w}{\partial x^{2}}\right) \tag{6.9}
\end{align*}
$$
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$$
M_{x y}=-D(1-v) \frac{\partial^{2} w}{\partial x \partial y}
$$

where $\mathrm{D}=$ plate stiffness $=E h^{3} /\left[12\left(1-v^{2}\right)\right]$.
The shear forces can be related to the derivatives of the moments, such that:

$$
\begin{equation*}
V_{x}=-D \frac{\partial}{\partial x} \nabla^{2} w \quad \text { and } \quad V_{y}=-D \frac{\partial}{\partial y} \nabla^{2} w \tag{6.10}
\end{equation*}
$$

The first two equilibrium eqs. of (6.8) are identically satisfied by expressions for the moments and shear forces given in equations (6.9) and (6.10). Substitution of the shear forces of eqs. (6.9) and (6.10) into the third equation of (6.8) results in the equation of motion of plates on $w(\mathrm{P}, \mathrm{t})$ :

$$
\begin{equation*}
D \nabla^{4} w+\rho h \frac{\partial^{2} w}{\partial t^{2}}=q(P, t) \quad P \text { in } A, \quad t>0 \tag{6.11}
\end{equation*}
$$

where $\nabla^{4}=\nabla^{2} \nabla^{2}$ is called the BiLaplacian.
The boundary conditions on the contour boundary $C$ of the plate can be one of the following pairs:
(a) Fixed Boundary: Displacement $w(P, t)=0$

$$
\text { Slope } \frac{\partial w}{\partial n}(P, t)=0 \quad P \text { on } C, \quad t>0
$$

(b) Simply Supported Boundary: Displacement $w(P, t)=0$

$$
\text { Moment } M_{n}=-D \frac{\partial^{2} w}{\partial n^{2}}(P, t)=0 \quad P \text { on } C, t>0
$$

(c) Free boundary: Moment $\mathrm{M}_{\mathrm{n}}=0$ [See item (b)]

$$
V_{n}=-D \frac{\partial M_{n s}}{\partial n}(P, t)=0 \quad P \text { on } C, \quad t>0
$$

where $s$ is the distance measured along $C$.
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More boundary conditions can be specified in a similar manner to those for beams (see section 4.4).

In the boundary conditions (a) to (c), the partial derivatives $\partial / \partial \mathrm{n}$ and $\partial / \partial s$ refer to differention with respect to coordinates normal ( n ) and tangential ( s ) to the contour C , as shown in Fig. 6.5. Thus:

$$
\frac{\partial}{\partial n}=\frac{\partial}{\partial x} \cos \alpha+\frac{\partial}{\partial y} \sin \alpha \text { and } \frac{\partial}{\partial s}=\frac{\partial}{\partial x} \sin \alpha-\frac{\partial}{\partial y} \cos \alpha
$$

or

$$
\frac{\partial}{\partial x}=\frac{\partial}{\partial n} \cos \alpha+\frac{\partial}{\partial s} \sin \alpha \text { and } \frac{\partial}{\partial y}=\frac{\partial}{\partial n} \sin \alpha-\frac{\partial}{\partial s} \cos \alpha
$$

Thus:

$$
\nabla^{2} w=\frac{\partial^{2} w}{\partial n^{2}}+\frac{\partial^{2} w}{\partial s^{2}}
$$

and

$$
\begin{aligned}
& M_{n}=M_{x} \cos ^{2} \alpha+M_{y} \sin ^{2} \alpha-M_{x y} \sin 2 \alpha \\
& M_{n s}=M_{x y} \cos ^{2} 2 \alpha+\frac{M_{x}-M_{y}}{2} \sin 2 \alpha \\
& V_{n}=V_{x} \cos \alpha+V_{y} \sin \alpha
\end{aligned}
$$

The initial conditions to be prescribed, for a unique solution, must have the following forms:

$$
w\left(P, 0^{+}\right)=f(P) \quad P \text { in } A
$$

and

$$
\frac{\partial w}{\partial t}\left(P, 0^{+}\right)=g(P) \quad P \text { in } A
$$
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### 6.4 The Wave Equation

The propagation of a disturbance in a medium is known as wave propagation. The phenomena of wave propagation is best illustrated by propagation of a disturbance in an infinite string.

The equation of motion of a stretched string has the following form:

$$
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}
$$

The solution of such an equation can be obtained in general by transforming the independent variables $x$ and $t$ to $u$ and $v$, where $u=x-c t$ and $v=x+c t$. Thus, the equation of motion transforms to:

$$
\frac{\partial^{2} y}{\partial u \partial v}=0
$$

which can be integrated directly, to give the following solution:

$$
y=f(u)+g(v)=f(x-c t)+g(x+c t)
$$

Functions having the form $f(x-c t)$ and $f(x+c t)$ can be shown to indicate that a function $\mathrm{f}(\mathrm{x})$ is displaced to a position (ct) to the right and left, respectively, as shown in Fig. 6.6. Thus, a disturbance having the shape $f(x)$ at $t=0$, propagates to the left and to the right without a change in shape, at a speed of $c$.

A special form of wave functions $f(x \pm c t)$ that occur in physical applications is known as Harmonic Plane Waves having the form:

$$
\mathrm{f}(\mathrm{x} \pm \mathrm{ct})=\mathrm{C} \exp [\mathrm{ik}(\mathrm{x} \pm \mathrm{ct})]=\mathrm{C} \exp [\mathrm{i}(\mathrm{kx} \pm \omega \mathrm{t})]
$$

where
$\mathrm{k}=\frac{\omega}{\mathrm{c}}=$ wavenumber $=\frac{2 \pi}{\lambda}$
$\lambda=$ wavelength
$\omega=$ circular frequency $(\mathrm{rad} / \mathrm{sec})=2 \pi \mathrm{f}$
$\mathrm{f}=$ frequency in cycles per second or Hertz ( cps or Hz )
$\tau=$ period in time for motion to repeat $=\frac{2 \pi}{\omega}=\frac{1}{\mathrm{f}}$
$\mathrm{C}=$ amplitude of motion
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### 6.4.1 Wave Propagation in One-Dimensional Media

The equation of motion for vibrating stretched strings, bars, torsional rods, acoustic horns, etc., together with the boundary conditions at the end points (if any) and the initial conditions make up the wave propagation system for those media.

### 6.4.2 Wave Propagation in Two-Dimensional Media

Wave propagation in stretched membranes and in the water surface of basins make up few of the phenomena of wave motion in two dimensional continua.

The propagation of waves in a stretched membrane obey the same differential equation as the vibration of membranes, with the same type of boundary and initial conditions. The system of differential equations, boundary and initial conditions are the same as those for the vibration problem.

### 6.4.3 Wave Propagation in Surface of Water Basin

The propagation of waves on the surface of a water basin can be developed by the use of the hydrodynamic equations of equilibrium of an incompressible fluid. Let a free surface basin of a liquid (A) (Fig. 6.7) be surrounded by a rigid wall described by a contour boundary C , whose undisturbed height is $h$ and whose density is $\rho$.

Let $u(x, y, t)$ and $v(x, y, t)$ represent the components of the vector particle velocity of fluid on the surface in the $x$ and $y$ directions, respectively, and $w(x, y, t)$ be the vertical displacement from the level $h$ of the particle in the $z$-direction.

The law of conservation of mass for an incompressible fluid requires that the rate of change of mass of a column having a volume ( h dx dy) must be zero, thus:

$$
d x \frac{\partial}{\partial x}(u h d y)+d y \frac{\partial}{\partial y}(v h d x)+\frac{\partial}{\partial t}[(w+h) d x d y]
$$

or

$$
\begin{equation*}
\frac{\partial w}{\partial t}+h\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)=0 \tag{6.12}
\end{equation*}
$$

Let $p$ be the pressure acting on the sides of an element, then the equation of equilibrium becomes:

$$
\begin{equation*}
\rho \frac{\partial u}{\partial t}=-\frac{\partial p}{\partial x} \text { and } \rho \frac{\partial v}{\partial t}=-\frac{\partial p}{\partial y} \tag{6.13}
\end{equation*}
$$

Since the fluid is incompressible, the pressure at any depth $z$ in the basin can be described by the static pressure of the column of fluid above $z$, i.e.:

$$
\begin{equation*}
p=p_{o}+\rho g(h-z+w) \tag{6.14}
\end{equation*}
$$

where $p_{0}$ is the external pressure on the surface of the basin and $g$ is the acceleration due to gravity. Differentiating eq. (6.12) with respect to $t$ and the first and second of eq. (6.13) with respect to $x$ and $y$ respectively and combining the resulting equalities, one obtains:

$$
\begin{equation*}
\frac{\partial^{2} w}{\partial t^{2}}=\frac{h}{\rho} \nabla^{2} p \tag{6.15}
\end{equation*}
$$

Substitution of $p$ from eq. (6.14) into eq. (6.15) results in the equation of motion of a particle on the surface of a liquid basin as follows:

$$
\nabla^{2} w=\frac{1}{c^{2}} \frac{\partial^{2} w}{\partial t^{2}}
$$

where $\mathrm{c}^{2}=$ gh. Substituting eq. (6.14) into eq. (6.13) one obtains:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-g \frac{\partial w}{\partial x} \text { and } \frac{\partial v}{\partial t}=-g \frac{\partial w}{\partial y} \tag{6.16}
\end{equation*}
$$

Thus, since the wall surrounding the basin is rigid, then the component of the velocity normal to the boundary C must vanish. Hence, using eq. (6.16) (see Fig. 6.5), the normal component of the velocity $\mathrm{v}_{\mathrm{n}}$ becomes:

$$
\begin{aligned}
\mathrm{v}_{\mathrm{n}} & =\mathrm{u} \cos \alpha+\mathrm{v} \sin \alpha=-\mathrm{g} \int\left[\frac{\partial \mathrm{w}}{\partial \mathrm{x}} \cos \alpha+\frac{\partial \mathrm{w}}{\partial \mathrm{y}} \sin \alpha\right] \mathrm{dt} \\
& =-\mathrm{g} \int \frac{\partial \mathrm{w}}{\partial \mathrm{n}} \mathrm{dt}=0
\end{aligned}
$$

where n is the normal to the curve C , so that the boundary condition on w becomes:

$$
\frac{\partial w}{\partial n}(P, t)=0 \quad P \text { on } C, \quad t>0
$$

### 6.4.4 Wave Propagation in an Acoustic Medium

Wave propagation in three dimensional media is a phenomena that covers a variety of fields in Physics and Engineering. Wave propagation in acoustic media is the simplest three dimensional wave phenomena in physical systems. Let a compressible fluid medium occupy V and be surrounded by a surface S and consider an element of such a field as shown in Fig. 6.8. The law of conservation of mass for the element can be stated
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as the rate of change of mass of an element is zero. Thus, the increase in the mass of the element must be equal to the influx of mass through the six sides of the element. Let $u, v$, and $w$ represent the particle velocity of the fluid in the $x, y$ and $z$ directions, respectively. Thus, the influx of mass from the element through the two sides perpendicular to the x -axis becomes:

$$
\rho u(x, y, z) d y d x-\rho u(x+d x, y, z) d y d x \approx-\rho \frac{\partial u}{\partial x} d x d y d z
$$

Similarly, the mass influx from the remaining two pairs of sides becomes:

$$
-\rho \frac{\partial v}{\partial y} d x d y d z \quad \text { and } \quad-\rho \frac{\partial w}{\partial x} d x d y d z
$$

Thus, the law of conservation of mass of a compressible fluid element requires that:

$$
\frac{\partial(\rho \mathrm{dxdydz})}{\partial \mathrm{t}}=-\rho\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) d x d y d z
$$

or

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\rho\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right)=0 \tag{6.17}
\end{equation*}
$$

Let $\mathrm{p}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})$ be the fluid pressure acting normal to the six faces of the fluid element. The equations of motion of the element can be written as three equations governing the motion in the $\mathrm{x}, \mathrm{y}$, and z directions in terms of the fluid pressure p , by satisfying Newton's second law:
$x:[p(x, y, z, t)-p(x+d x, y, z, t)] d y d z+f_{x} \rho d x d y d z=(\rho d x d y d z) \frac{\partial u}{\partial t}$
$y:[p(x, y, z, t)-p(x, y+d y, z, t)] d x d z+f_{y} \rho d x d y d z=(\rho d x d y d z) \frac{\partial v}{\partial t}$
$z:[p(x, y, z, t)-p(x, y, z+d z, t)] d x d y+f_{z} \rho d x d y d z=(\rho d x d y d z) \frac{\partial w}{\partial t}$
where $f_{x}, f_{y}$, and $f_{z}$ are distributed forces per unit mass in the $x, y$, and $z$ directions, respectively.

Expanding the fluid pressure, $p$, in a Taylor series about $x, y$, and $z$, the equations of motion become:

$$
\begin{align*}
& \rho f_{x}-\frac{\partial p}{\partial x}=\rho \frac{\partial u}{\partial t} \\
& \rho f_{y}-\frac{\partial p}{\partial y}=\rho \frac{\partial v}{\partial t}  \tag{6.18}\\
& \rho f_{z}-\frac{\partial p}{\partial z}=\rho \frac{\partial w}{\partial t}
\end{align*}
$$

For small adiabatic motion of the fluid, let the fluid density vary linearly with the change in volume of a unit volume element:

$$
\rho=\rho_{0}(1+s)
$$

and

$$
\begin{equation*}
\mathrm{p}=\mathrm{p}_{\mathrm{o}}\left(\frac{\rho}{\rho_{\mathrm{o}}}\right) \gamma \approx \mathrm{p}_{\mathrm{o}}(1+\gamma \mathrm{s}) \text { for }|\mathrm{s}| \ll 1 \tag{6.19}
\end{equation*}
$$

where $\rho_{0}$ and $p_{0}$ are the initial (undisturbed) fluid density and pressure, respectively, $s$ is the condensation (change of volume of a unit volume element) and $y$ is the ratio of the specific heat constant for the fluid at constant pressure $\mathrm{C}_{\mathrm{p}}$ to that at constant volume $\mathrm{C}_{\mathrm{v}}$. Substituting eq. (6.19) into eqs. (6.17) and (6.18) results in:

$$
\begin{align*}
& \frac{\partial s}{\partial t} \approx-\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) \\
& \rho_{o} f_{x}-\rho_{o} \gamma \frac{\partial s}{\partial x} \approx \rho_{o} \frac{\partial u}{\partial t} \\
& \rho_{o} f_{y}-\rho_{o} \gamma \frac{\partial s}{\partial y} \approx \rho_{o} \frac{\partial v}{\partial t} \\
& \rho_{o} f_{z}-\rho_{o} \gamma \frac{\partial s}{\partial z} \approx \rho_{o} \frac{\partial w}{\partial t} \tag{6.20}
\end{align*}
$$

Differentiating the four equations of eq. (6.20) with respect to $t, x, y$, and $z$, respectively, one obtains the acoustic Wave Equation as follows:

$$
\begin{equation*}
\frac{\partial^{2} s}{\partial t^{2}}=c^{2} \nabla^{2} s-\left(\frac{\partial f_{x}}{\partial x}+\frac{\partial f_{y}}{\partial y}+\frac{\partial f_{z}}{\partial z}\right) \tag{6.21}
\end{equation*}
$$

where $c=\sqrt{\frac{p_{0} \gamma}{\rho_{0}}}$ is the sound speed in the acoustic medium.
If one uses a velocity potential $\phi(x, y, z, t)$ and a source potential $F(x, y, z, t)$, such that:

$$
\begin{array}{ll}
u=-\frac{\partial \phi}{\partial x} & f_{x}=\frac{\partial F}{\partial x} \\
v=-\frac{\partial \phi}{\partial y} & f_{y}=\frac{\partial F}{\partial y}  \tag{6.22}\\
w=-\frac{\partial \phi}{\partial z} & f_{z}=\frac{\partial F}{\partial z}
\end{array}
$$

and

$$
\mathrm{p}=\rho_{\mathrm{o}} \frac{\partial \phi}{\partial \mathrm{t}}+\rho_{\mathrm{o}} \mathrm{~F}+\mathrm{p}_{\mathrm{o}} \quad \mathrm{~s}=\frac{1}{\mathrm{c}^{2}}\left[\frac{\partial \phi}{\partial \mathrm{t}}+\mathrm{F}\right]
$$

then the equations (6.18) and the last three equations of eq. (6.20) are satisfied identically. Substitution of eq. (6.22) into the first of eq. (6.20) result in the Wave Equation on the velocity potential $\phi$ as follows:

$$
\begin{equation*}
\nabla^{2} \phi=\frac{1}{\mathrm{c}^{2}} \frac{\partial^{2} \phi}{\partial \mathrm{t}^{2}}+\frac{1}{\mathrm{c}^{2}} \frac{\partial \mathrm{~F}}{\partial \mathrm{t}}(\mathrm{P}, \mathrm{t}) \quad \mathrm{P} \text { in } \mathrm{V}, \mathrm{t}>0 \tag{6.23}
\end{equation*}
$$

The boundary conditions can be one of the following types:
(a) $p(P, t)=g(P, t) \quad P$ on $S, t>0$
(b) $v_{n}=-\frac{\partial \phi}{\partial n}=$ normal component of the velocity $=g(P, t) \quad P$ on $S, t>0$
(c) Elastic boundary: $\frac{\partial \mathrm{p}}{\partial \mathrm{t}}(\mathrm{P}, \mathrm{t})+\gamma \mathrm{v}_{\mathrm{n}}(\mathrm{P}, \mathrm{t})=\mathrm{g}(\mathrm{P}, \mathrm{t}) \quad \mathrm{P}$ on $\mathrm{S}, \mathrm{t}>0$ where $\gamma$ represents the elastic constant and $v_{n}$ is the normal particle velocity.

Wave propagation in elastic media and electromagnetic waves in dielectric materials are governed by vector potentials instead of the one scalar potential for an acoustic medium. Neither of these media will be further explored in this book.

### 6.5 Helmholtz Equation

Helmholtz equation results from the assumption that the vibration or wave propagation in certain media are time harmonic, i.e. if one lets $\mathrm{e}^{-i \omega t}$ be the time dependance, then Helmholtz equation results, having the following form:

$$
\begin{equation*}
\nabla^{2} \phi+\mathrm{k}^{2} \phi=\mathrm{F}(\mathrm{P}) \quad \mathrm{P} \text { in } \mathrm{V} \tag{6.24}
\end{equation*}
$$

This equation describes a variety of diverse physical phenomena.

### 6.5.1 Vibration in Bounded Media

One method of obtaining the solution to forced vibration problems is the method of separation of variables. This method assumes that the deformation $\phi(P, t)$ can be written as a product as follows:

$$
\phi(\mathrm{P}, \mathrm{t})=\psi(\mathrm{P}) \mathrm{T}(\mathrm{t})
$$

where the functions $\psi(\mathrm{P})$ and $\mathrm{T}(\mathrm{t})$ satisfy the following equations:

$$
\begin{align*}
& \nabla^{2} \psi_{\mathrm{n}}+\lambda_{\mathrm{n}} \psi_{\mathrm{n}}=0 \\
& \mathrm{~T}_{\mathrm{n}}^{\prime \prime}+\mathrm{c}^{2} \lambda_{\mathrm{n}} \mathrm{~T}_{\mathrm{n}}=0 \tag{6.25}
\end{align*}
$$

This equation leads to eigenfunctions $\psi_{n}(\mathrm{P})$ where $\lambda_{\mathrm{n}}$ are the corresponding eigenvalues. The functions $\psi_{n}(\mathrm{P})$ are known as Standing Waves. The lines (or surfaces) where $\Psi_{\mathrm{n}}(\mathrm{P})=0$ are known as the Nodal Lines (or Surfaces).

The general solution can thus be represented by superposition of infinite such standing waves. The boundary conditions required for a unique solution of the Helmholtz equation are the same type specified in Section 6.3.

### 6.5.2 Harmonic Waves

The solution of wave propagation problems in media where the medium is induced to motion $\phi(\mathrm{P}, \mathrm{t})$ by forces which are periodic in time, i.e., when the forcing function $f(\mathrm{P}, \mathrm{t})$ has the form:

$$
f(P, t)=g(P) e^{i \omega t}
$$

can be developed in the form of harmonic waves, i.e.:

$$
\begin{equation*}
\phi(\mathrm{P}, \mathrm{t})=\psi(\mathrm{P}) \mathrm{e}^{\mathrm{i} \omega \mathrm{t}} \tag{6.26}
\end{equation*}
$$

where $\psi(\mathrm{P})$ satisfies eq. (6.24). The function $\phi(\mathrm{P}, \mathrm{t})$ would not initially have the form given in (6.26), but if the wave process is given enough time (say, if initiated at $\mathrm{t}_{\mathrm{o}}=-\infty$ ) then the initial transient state decays and the steady state described in eq. (6.26) results, where the solution is periodic in time, i.e., the solution would have the same frequency $\omega$ as that of the forcing function. Since the motion is assumed to have been started at an initial instance $t_{o}=-\infty$, then no initial conditions need be specified.

### 6.6 Poisson and Laplace Equations

Poisson equation has the following form:

$$
\begin{equation*}
\nabla^{2} \phi=f(P) \quad P \text { in } V \tag{6.27}
\end{equation*}
$$

while the Laplace equation has the following form:
$\nabla^{2} \phi=0$
Various steady state phenomena in Physics and Engineering are governed by equations of the type (6.27) and (6.28). Non-trivial solutions of (6.27) are due to either the source function $f(P)$ or to non-homogeneous boundary conditions. Non-trivial solutions of (6.28) are due to non-homogeneous boundary conditions.
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### 6.6.1 Steady State Temperature Distribution

If the thermal state of a solid is independent of time (steady state), then eq. (6.1) becomes:

$$
\nabla^{2} \mathrm{~T}=-\mathrm{q}(\mathrm{P})
$$

The boundary conditions are those specified in Section 6.2.1.

### 6.6.2 Flow of Ideal Incompressible Fluids

Fluid flow of incompressible fluids can be developed from the formalism of flow of compressible fluids. Since the density of an incompressible fluid is constant, then eq. (6.17) becomes:
$\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0$
If one uses a velocity potential $\phi(\mathrm{P})$ as described in (6.22), then the velocity potential satisfies Laplace's equation. If there are sources or sinks in the fluid medium, then the velocity potential satisfies the Poisson equation.

### 6.6.3 Gravitational (Newtonian) Potentials

Consider two point masses $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$, located at positions $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$, respectively, and are separated by a distance $r$, then the force of attraction $(F)$ between $m_{1}$ and $m_{2}$ can be stated as follows:

$$
\overrightarrow{\mathrm{F}}=\gamma \frac{\mathrm{m}_{1} \mathrm{~m}_{2}}{\mathrm{r}^{2}} \overrightarrow{\mathrm{e}}_{\mathrm{r}}
$$

where $\vec{e}_{r}$ is a unit base vector pointing from $m_{2}$ to $m_{1}$ along $r$. If one sets $m_{1}=1$, and $m_{2}=m$, then the force $\vec{F}$ becomes the field-strength at a point $P$ due to a mass $m$ at $x$ defined as (see Fig. 6.9):
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$$
\overrightarrow{\mathrm{F}}=\gamma \frac{\mathrm{m}}{\mathrm{r}^{2}} \overrightarrow{\mathrm{e}}_{\mathrm{r}}
$$

or written in terms of its components:

$$
\begin{aligned}
& \mathrm{F}_{\mathrm{x}}=\gamma \frac{\mathrm{m}}{\mathrm{r}^{2}} \cos (\mathrm{r}, \mathrm{x})=\gamma \frac{\mathrm{m}}{\mathrm{r}^{2}} \frac{\partial \mathrm{r}}{\partial \mathrm{x}} \\
& \mathrm{~F}_{\mathrm{y}}=\gamma \frac{\mathrm{m}}{\mathrm{r}^{2}} \cos (\mathrm{r}, \mathrm{y})=\gamma \frac{\mathrm{m}}{\mathrm{r}^{2}} \frac{\partial \mathrm{r}}{\partial y}
\end{aligned}
$$

and

$$
\begin{equation*}
\mathrm{F}_{\mathrm{z}}=\gamma \frac{\mathrm{m}}{\mathrm{r}^{2}} \cos (\mathrm{r}, \mathrm{z})=\gamma \frac{\mathrm{m}}{\mathrm{r}^{2}} \frac{\partial \mathrm{r}}{\partial \mathrm{z}} \tag{6.30}
\end{equation*}
$$

If one defines a gravitational potential such that the force is represented by:

$$
\overrightarrow{\mathrm{F}}=-\nabla \psi_{0}
$$

such that:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{x}}=-\frac{\partial \psi_{\mathrm{o}}}{\partial \mathrm{x}} \quad \mathrm{~F}_{\mathrm{y}}=-\frac{\partial \psi_{\mathrm{o}}}{\partial \mathrm{y}} \quad \mathrm{~F}_{\mathrm{z}}=-\frac{\partial \psi_{\mathrm{o}}}{\partial \mathrm{z}} \tag{6.31}
\end{equation*}
$$

then $\psi_{0}$ is obtained by comparing eqs. (6.30) and (6.31), giving:

$$
\begin{equation*}
\psi_{o}=\frac{\gamma \mathrm{m}}{\mathrm{r}} \tag{6.32}
\end{equation*}
$$

It can be shown that $\Psi_{0}$ in eq. (6.32) satisfies the Laplace Equation. If there is a finite number of masses $m_{1}, m_{2}, \ldots m_{n}$, situated at $r_{1}, r_{2}, \ldots r_{n}$ respectively, away from a unit mass at point P (see Fig. 6.10), then the potential for each mass can be described as follows:

$$
\psi_{\mathrm{i}}=\frac{\gamma \mathrm{m}_{\mathrm{i}}}{\mathbf{r}_{\mathrm{i}}}
$$

and the total gravitational potential per unit mass at P becomes:

$$
\psi_{i}=\sum_{i=1}^{n} \psi_{i}=\gamma \sum_{i=1}^{n} \frac{m_{i}}{r_{i}}
$$
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If the masses are distributed in a volume V , then the total potential due to the mass occupying V becomes (see Fig. 6.11):

$$
\begin{equation*}
\psi=\gamma \int_{V} \frac{\rho\left(x^{\prime}, y^{\prime}, z^{\prime}\right)}{r} d V^{\prime} \tag{6.33}
\end{equation*}
$$

where $\rho(x, y, z)$ is the mass density of the material occupying $V$ and $\psi$ satisfies the Poisson equation.

### 6.6.4 Electrostatic Potential

The electrostatic potential can be defined in a similar manner to gravitational potential. Define the repulsive (attractive) force $F$ between two similar (dissimilar) charges of magnitudes $q_{1}$ and $q_{2}$, located at positions $x_{1}$ and $x_{2}$, respectively, as:

$$
\overrightarrow{\mathrm{F}}=\frac{\mathrm{q}_{1} \mathrm{q}_{2}}{4 \pi \mathrm{r}^{2}} \overrightarrow{\mathrm{e}}_{\mathrm{r}}
$$

where $r$ is the distance between $q_{1}$ and $q_{2}$ and $\varepsilon$ is the material's dielectric constant. Define the electric field as the force on a unit charge (where $q_{2}=1$ ) located at a point $P$ due to a charge $\mathrm{q}_{2}=\mathrm{q}$ as:

$$
\overrightarrow{\mathrm{E}}=\frac{\mathrm{q}}{4 \pi \varepsilon \mathrm{r}^{2}} \overrightarrow{\mathrm{e}}_{\mathrm{r}}=-\frac{\mathrm{q}}{4 \pi \varepsilon} \nabla\left(\frac{1}{\mathrm{r}}\right)
$$

If we define an electrostatic potential, $\psi$, such that $\overrightarrow{\mathrm{E}}=-\nabla \psi$, then a solution for the potential is:

$$
\psi=\frac{\mathrm{q}}{4 \pi \varepsilon} \mathrm{r}
$$

If there exists distributed charges in a volume V , then the potential can be defined as:

$$
\begin{equation*}
\psi=\int_{V} \frac{\rho\left(\mathrm{x}^{\prime}, \mathrm{y}^{\prime}, \mathrm{z}^{\prime}\right)}{4 \pi \varepsilon \mathrm{r}} \mathrm{dV}^{\prime} \tag{6.34}
\end{equation*}
$$

where $\rho(x, y, z)$ is the charge density in $V$. It can be shown that $\psi$ satisfies the Poisson equation.

### 6.7 Classification of Partial Differential Equations

Partial differential equations are classified on the form of the equation in two dimensional coordinates. Let the equation have the following general form:

$$
\begin{equation*}
\mathrm{a}(\mathrm{x}, \mathrm{t}) \frac{\partial^{2} \phi}{\partial \mathrm{x}^{2}}+2 \mathrm{~b}(\mathrm{x}, \mathrm{t}) \frac{\partial^{2} \phi}{\partial \mathrm{x} \partial \mathrm{t}}+\mathrm{c}(\mathrm{x}, \mathrm{t}) \frac{\partial^{2} \phi}{\partial \mathrm{t}^{2}}=\mathrm{f}\left(\frac{\partial \phi}{\partial \mathrm{x}}, \frac{\partial \phi}{\partial \mathrm{t}}, \phi, \mathrm{x}, \mathrm{t}\right) \tag{6.35}
\end{equation*}
$$

then the equation can be classified into three categories:
(a) Hyperbolic: If $\mathrm{b}^{2}>\mathrm{ac}$ everywhere in [x, t].

Examples: The Wave and Vibration equations.
(b) Elliptic: If $\mathrm{b}^{2}<\mathrm{ac}$ everywhere in [ $\left.\mathrm{x}, \mathrm{t}\right]$.

Examples: Laplace and Helmholtz equations.
(c) Parabolic: If $\mathrm{b}^{2}=\mathrm{ac}$ everywhere $[\mathrm{x}, \mathrm{t}]$.

Examples: The Diffusion equation.
The boundary conditions are classified as follows:
(a) Dirichlet: Specify $\phi(P, t)=g(P) \quad P$ on $S, t>0$
(b) Neumann: Specify $\frac{\partial \phi(P, t)}{\partial n}=g(P) \quad P$ on $S, t>0$
(c) Robin: Specify $\frac{\partial \phi(P, t)}{\partial n}+k \phi(P, t)=g(P) \quad P$ on $S, k>0, t>0$

### 6.8 Uniqueness of Solutions

### 6.8.1 Laplace and Poisson Equations

Uniqueness of solutions of the Laplace and Poisson Equations, requires the specification of boundary conditions. To prove uniqueness, assume that there are two different solutions of the differential equation. Let $\phi_{1}$ and $\phi_{2}$ be two different solutions to Poisson's equation (6.27), for a bounded region $V$ with identical boundary conditions. Thus, each solution satisfies the same Poisson equation:

$$
\nabla^{2} \phi_{1}=f(P) \quad \text { and } \quad \nabla^{2} \phi_{2}=f(P) \quad P \text { in } V
$$

such that the difference solution satisfies:

$$
\nabla^{2} \phi=0 \quad \text { where } \phi=\phi_{1}-\phi_{2}
$$

Multiplying the previous Laplace equation on $\phi$ by $\phi$ and integrating over V , one obtains:

$$
\int_{V} \phi \nabla^{2} \phi d V=-\int_{V}(\nabla \phi) \cdot(\nabla \phi) d V+\int_{S} \phi \frac{\partial \phi}{\partial n} d S=0
$$

Thus,

$$
\begin{equation*}
\int_{V}\left[\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V=\int_{S} \phi \frac{\partial \phi}{\partial n} d S \tag{6.36}
\end{equation*}
$$

To solve for the difference potential given the three boundary conditions described above:
(a) Dirichlet: If the two solutions satisfy the same Dirichlet boundary conditions then:

$$
\phi_{1}(P)=\phi_{2}(P)=g(P) \quad P \text { on } S
$$

then:

$$
\phi(P)=0 \quad P \text { on } S
$$

and eq. (6.36) becomes:

$$
\int_{\mathrm{V}}\left[\left(\frac{\partial \phi}{\partial \mathrm{x}}\right)^{2}+\left(\frac{\partial \phi}{\partial \mathrm{y}}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V=0
$$

which can be satisfied if and only if $\frac{\partial \phi}{\partial x}=\frac{\partial \phi}{\partial y}=\frac{\partial \phi}{\partial z}=0$ or $\phi=C=$ constant. However, since $\phi$ is continuous in V and on S , and since $\phi$ is zero on the surface, then the constant C must be zero. Thus, $\phi$ must be zero throughout the volume, and, hence, the solution is unique.
(b) Neumann: If normal derivatives of the potentials satisfy the same boundary condition on the surface, then:

$$
\frac{\partial \phi_{1}(P)}{\partial n}=\frac{\partial \phi_{2}(P)}{\partial n}=g(P) \quad P \text { on } S
$$

Thus:

$$
\frac{\partial \phi(P)}{\partial n}=0 \quad P \text { on } S
$$

Therefore, the difference solution $\phi=\mathrm{C}=$ constant, and the two solutions are unique to within a constant.
(c) Robin: If the two solutions satisfy the same Robin boundary conditions then:

$$
\frac{\partial \phi_{1}(P)}{\partial n}+k \phi_{1}(P)=\frac{\partial \phi_{2}(P)}{\partial n}+k \phi_{2}(P)=g(P) \quad P \text { on } S, k>0
$$

Therefore:

$$
\frac{\partial \phi(P)}{\partial n}=-k \phi(P) \quad P \text { on } S, k>0
$$

and eq. (6.36) can be rewritten:

$$
\begin{equation*}
\int_{V}\left[\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V=-\int_{S} k \phi^{2} d S \tag{6.37}
\end{equation*}
$$

However, since k is positive and $\phi^{2}$ is positive, both integrals of eq. (6.37) must vanish, resulting in $\phi=$ constant in V and $\phi=0$ on S . Due to the continuancy of $\phi$ in V and on $S$, then $\phi$ is zero throughout the volume and the solution is unique.

### 6.8.2 Helmholtz Equation

Helmholtz equation can be solved by eigenfunction expansions. Thus, the eigenfunctions $\phi_{M}(P)$ satisfy:

$$
\begin{equation*}
\nabla^{2} \phi_{M}+\lambda_{M} \phi_{M}=0 \tag{6.38}
\end{equation*}
$$

and homogeneous boundary conditions of the type Dirichlet, Neumann or Robin. The capitalized index $M$ represents one, two or three dimensional integers and $\lambda_{M}$ is the corresponding eigenvalue.

The solution to the non-homogeneous Helmholtz equation (6.24):

$$
\nabla^{2} \phi+\lambda \phi=\mathrm{F}(\mathrm{P}) \quad \mathrm{P} \text { in } \mathrm{V}
$$

can be written as a superposition of the eigenfunctions $\phi_{M}(\mathrm{P})$.
Let $\phi_{1}$ and $\phi_{2}$ be two solutions of Helmholtz equation (6.24), i.e.:

$$
\nabla^{2} \phi_{1}+\lambda \phi_{1}=\mathrm{F}(\mathrm{P}) \quad \text { and } \quad \nabla^{2} \phi_{2}+\lambda \phi_{2}=\mathrm{F}(\mathrm{P})
$$

If we once again define $\phi$ as $\phi_{1}-\phi_{2}$, then $\phi$ satisfies the homogeneous Helmholtz equation:

$$
\begin{equation*}
\nabla^{2} \phi+\lambda \phi=0 \tag{6.39}
\end{equation*}
$$

Expanding the solutions for $\phi_{1}$ and $\phi_{2}$ in a series of the eigenfunctions:

$$
\phi_{1}=\sum_{M} \mathrm{a}_{\mathrm{M}} \phi_{\mathrm{M}}(\mathrm{P})
$$

and

$$
\phi_{2}=\sum_{M} b_{M} \phi_{M}(P)
$$

then the difference solution $\phi$ is expressed by:

$$
\phi=\sum_{M}\left(\mathrm{a}_{\mathrm{M}}-\mathrm{b}_{\mathrm{M}}\right) \phi_{\mathrm{M}}(\mathrm{P})
$$

Substituting $\phi$ into eq. (6.39), and using eq. (6.38) one obtains:

$$
\sum_{M}\left(a_{M}-b_{M}\right)\left(\lambda-\lambda_{M}\right) \phi_{M}(P)=0
$$

which, for $\lambda \neq \lambda_{M}$ and after using the orthogonality condition (Section 6.11) results in $\mathrm{a}_{\mathrm{M}}=\mathrm{b}_{\mathrm{M}}$. Therefore, Helmholtz equation has unique solutions for any of the three types
of boundary conditions.

### 6.8.3 Diffusion Equation

Let $\phi_{1}$ and $\phi_{2}$ be two solutions to the Diffusion Equation (6.1) that satisfy the same boundary conditions and initial conditions as follows:

$$
\begin{array}{ll}
\nabla^{2} \phi_{1}=\frac{1}{K} \frac{\partial \phi_{1}}{\partial t}+f(P, t) & P \text { in } V, t>0 \\
\nabla^{2} \phi_{2}=\frac{1}{K} \frac{\partial \phi_{2}}{\partial t}+f(P, t) & P \text { in } V, t>0 \\
\phi_{1}\left(P, 0^{+}\right)=\phi_{2}\left(P, 0^{+}\right)=g(P) & P \text { in } V
\end{array}
$$

Letting $\phi=\phi_{1}-\phi_{2}$ then the difference solution $\phi(\mathrm{P}, \mathrm{t})$ satisfies:

$$
\nabla^{2} \phi=\frac{1}{K} \frac{\partial \phi}{\partial t} \quad P \text { in } V, t>0
$$

and

$$
\phi\left(P, 0^{+}\right)=0 \quad \mathrm{P} \text { in } \mathrm{V}
$$

and one of the following conditions for points $P$ on $S$ and for $t>0$ :
(a) Dirichlet: $\phi(P, t)=0 \quad P$ on $S, t>0$
(b) Neumann: $\frac{\partial \phi(P, t)}{\partial n}=0 \quad P$ on $S, t>0$
or
(c) Robin: $\frac{\partial \phi(P, t)}{\partial \mathrm{n}}+\mathrm{h} \phi(\mathrm{P}, \mathrm{t})=0 \quad$ where $\mathrm{h}>0, \quad \mathrm{P}$ on $\mathrm{S}, \mathrm{t}>0$

Multiplying the homogeneous diffusion equation on the difference solution $\phi$ by $\phi$ and integrating over V , one obtains:

$$
\begin{align*}
\frac{1}{K} \int_{V} \phi \frac{\partial \phi}{\partial t} d V & =\frac{1}{2 K} \frac{\partial}{\partial t} \int_{V} \phi^{2} d V=\int_{V} \phi \nabla^{2} \phi d V \\
& =-\int_{V}(\nabla \phi) \cdot(\nabla \phi) d V+\int_{S} \phi \frac{\partial \phi}{\partial n} d S \tag{6.40}
\end{align*}
$$

For Dirichlet and Neumann boundary conditions, the surface integral vanishes and eq. (6.40) becomes:

$$
\begin{equation*}
\frac{1}{2 K} \frac{\partial}{\partial t} \int_{V} \phi^{2} d V+\int_{V}\left[\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V=0 \tag{6.41}
\end{equation*}
$$

For Robin boundary condition, eq. (6.40) becomes:

$$
\begin{equation*}
\frac{1}{2 K} \frac{\partial}{\partial \mathrm{t}} \int_{\mathrm{V}} \phi^{2} \mathrm{dV}+\int_{\mathrm{V}}\left[\left(\frac{\partial \phi}{\partial \mathrm{x}}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V+h \int_{S} \phi^{2} d S=0 \tag{6.42}
\end{equation*}
$$

For either eq. (6.41) or (6.42) to be true:

$$
\begin{equation*}
\frac{\partial}{\partial \mathrm{t}} \int_{\mathrm{V}} \phi^{2} \mathrm{dV} \leq 0 \tag{6.43}
\end{equation*}
$$

Let:

$$
\int_{V} \phi^{2} d V=F(t)
$$

Since the time derivative is always negative, due to the inequality in eq. (6.43), we can define a new variable, $f(t)$, such that:

$$
\frac{\partial F(t)}{\partial t}=-[f(t)]^{2}
$$

and

$$
F(t)=-\int_{0}^{t}[f(\eta)]^{2} d \eta+C
$$

Since $\phi\left(P, 0^{+}\right)=0$, then $F(0)=0$ and hence $C=0$. Thus:

$$
F(t)=-\int_{0}^{t}[f(\eta)]^{2} d \eta=\int_{V} \phi^{2} d V
$$

which is only possible if integrand $\phi=0$. Therefore, the solution must be unique.

### 6.8.4 Wave Equation

Let $\phi_{1}$ and $\phi_{2}$ be solutions to the Wave Equation (6.23) which satisfy the same boundary conditions and initial conditions, such that:

$$
\begin{array}{ll}
\nabla^{2} \phi_{1}=\frac{1}{c^{2}} \frac{\partial^{2} \phi_{1}}{\partial t^{2}}+q(P, t) & P \text { in } V, t>0 \\
\nabla^{2} \phi_{2}=\frac{1}{c^{2}} \frac{\partial^{2} \phi_{2}}{\partial t^{2}}+q(P, t) & P \text { in } V, t>0 \\
\phi_{1}\left(P, 0^{+}\right)=\phi_{2}\left(P, 0^{+}\right)=f(P) & P \text { in } V \\
\frac{\partial \phi_{1}}{\partial t}\left(P, 0^{+}\right)=\frac{\partial \phi_{2}}{\partial t}\left(P, 0^{+}\right)=g(P) & P \text { in } V
\end{array}
$$

for $P$ in $V$ and $t>0$, such that the difference solution $\phi$ satisfies:

$$
\begin{array}{ll}
\nabla^{2} \phi=\frac{1}{\mathrm{c}^{2}} \frac{\partial^{2} \phi}{\partial \mathrm{t}^{2}} & P \text { in } V, t>0 \\
\phi\left(P, 0^{+}\right)=0 & P \text { in } V
\end{array}
$$

$$
\frac{\partial \phi}{\partial t}\left(\mathrm{P}, 0^{+}\right)=0 \quad \mathrm{P} \text { in } \mathrm{V}
$$

and one of the following conditions for P on S and for $\mathrm{t}>0$ :
(a) Dirichlet: $\phi(\mathrm{P}, \mathrm{t})=0$
(b) Neumann: $\frac{\partial \phi(\mathrm{P}, \mathrm{t})}{\partial \mathrm{n}}=0$
or
(c) Robin: $\frac{\partial \phi(\mathrm{P}, \mathrm{t})}{\partial \mathrm{n}}+\mathrm{h} \phi(\mathrm{P}, \mathrm{t})=0$ where $\mathrm{h}>0$

Multiplying the homogeneous Diffusion Equation on the difference solution $\phi$ by $\partial \phi / \partial t$ and integrating over V , one obtains:

$$
\begin{equation*}
\frac{1}{c^{2}} \int_{V} \frac{\partial \phi}{\partial t} \frac{\partial^{2} \phi}{\partial t^{2}} d V=\frac{1}{2 c^{2}} \frac{\partial}{\partial t} \int_{V}\left[\frac{\partial \phi}{\partial t}\right]^{2} d V=\int_{V} \frac{\partial \phi}{\partial t} \nabla^{2} \phi d V \tag{6.44}
\end{equation*}
$$

The last integral can be rearranged so that:

$$
\begin{aligned}
& \frac{\partial \phi}{\partial t}\left[\left(\frac{\partial^{2} \phi}{\partial x^{2}}\right)+\left(\frac{\partial^{2} \phi}{\partial y^{2}}\right)+\left(\frac{\partial^{2} \phi}{\partial z^{2}}\right)\right] \\
& =\frac{\partial}{\partial x}\left[\frac{\partial \phi}{\partial t} \frac{\partial \phi}{\partial x}\right]+\frac{\partial}{\partial y}\left[\frac{\partial \phi}{\partial t} \frac{\partial \phi}{\partial y}\right]+\frac{\partial}{\partial z}\left[\frac{\partial \phi}{\partial t} \frac{\partial \phi}{\partial z}\right]-\frac{1}{2} \frac{\partial}{\partial t}\left[\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] \\
& =\nabla \cdot\left(\frac{\partial \phi}{\partial t} \nabla \phi\right)-\frac{1}{2} \frac{\partial}{\partial t}|\nabla \phi|^{2}
\end{aligned}
$$

Thus, equality (6.44) becomes:

$$
\begin{equation*}
\frac{1}{2 \mathrm{c}^{2}} \frac{\partial}{\partial \mathrm{t}} \int_{\mathrm{V}}\left[\frac{\partial \phi}{\partial \mathrm{t}}\right]^{2} \mathrm{dV}=\int_{\mathrm{V}} \nabla \cdot\left(\frac{\partial \phi}{\partial \mathrm{t}} \nabla \phi\right) \mathrm{dV}-\frac{1}{2} \frac{\partial}{\partial \mathrm{t}} \int_{\mathrm{V}}|\nabla \phi|^{2} \mathrm{dV} \tag{6.45}
\end{equation*}
$$

Using the divergence theorem:

$$
\int_{V} \nabla \bullet \overrightarrow{\mathrm{~F}} \mathrm{dV}=\int_{S} \overrightarrow{\mathrm{n}} \bullet \overrightarrow{\mathrm{~F}} \mathrm{dS}
$$

and $\overrightarrow{\mathrm{n}} \bullet \nabla \phi=\frac{\partial \phi}{\partial \mathrm{n}}$, one obtains:

$$
\int_{V} \nabla \cdot\left(\frac{\partial \phi}{\partial t} \nabla \phi\right) d V=\int_{S} \vec{n} \cdot\left(\frac{\partial \phi}{\partial t} \nabla \phi\right) d S=\int_{S}\left(\frac{\partial \phi}{\partial t} \frac{\partial \phi}{\partial \mathrm{n}}\right) \mathrm{dS}
$$

Thus, eq. (6.45) becomes:

$$
\begin{equation*}
\frac{1}{2} \frac{\partial}{\partial t} \int_{V}\left[\frac{1}{c^{2}}\left(\frac{\partial \phi}{\partial t}\right)^{2}+|\nabla \phi|^{2}\right] d V=\int_{S}\left(\frac{\partial \phi}{\partial t} \frac{\partial \phi}{\partial n}\right) d S \tag{6.46}
\end{equation*}
$$

Remember, that for the Dirichlet boundary condition, $\phi(P, t)=0$ for $P$ on $S$ and for $t>0$. Therefore, the time derivative of the boundary condition vanishes, i.e.:

$$
\frac{\partial \phi}{\partial t}(P, t)=0 \text { for } P \text { on } S
$$

For Neumann boundary conditions:

$$
\frac{\partial \phi}{\partial \mathrm{n}}(\mathrm{P}, \mathrm{t})=0 \text { for } \mathrm{P} \text { on } \mathrm{S}
$$

Thus, for either Dirichlet or Neumann boundary conditions, the surface integral vanishes and eq. (6.46) becomes:

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{V}\left[\frac{1}{c^{2}}\left(\frac{\partial \phi}{\partial t}\right)^{2}+\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V=0 \tag{6.47}
\end{equation*}
$$

Integrating eq. (6.47) with respect to $t$, one obtains:

$$
\int_{V}\left[\frac{1}{c^{2}}\left(\frac{\partial \phi}{\partial t}\right)^{2}+\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V=C \text { (constant for all } t \text { ) }
$$

Substituting $t=0$ in the integrand, then since $\phi\left(P, 0^{+}\right)=0$ for $P$ in $V$, then $\nabla \phi\left(\mathrm{P}, 0^{+}\right)=0$. Also, since $\frac{\partial \phi}{\partial \mathrm{t}}\left(\mathrm{P}, 0^{+}\right)=0$ for P in V , then $\mathrm{C}=0$ in V and the integrand must vanish for all t . Thus:

$$
\frac{\partial \phi}{\partial t}=0, \quad \frac{\partial \phi}{\partial x}=0, \quad \frac{\partial \phi}{\partial y}=0, \quad \text { and } \quad \frac{\partial \phi}{\partial z}=0, \quad P \text { in } V, t>0
$$

which, when integrated results in:

$$
\phi(P, t)=\mathrm{C}_{1}=\text { constant } \quad \mathrm{P} \text { in } \mathrm{V}, \mathrm{t}>0
$$

Since $\phi\left(P, 0^{+}\right)=0$, then $C_{1}=0$ and

$$
\phi(P, t) \equiv 0 \quad P \text { in } V, t>0
$$

For Robin boundary condition, eq. (6.46) becomes:

$$
\begin{gather*}
\frac{\partial}{\partial t} \int_{V}\left[\frac{1}{c^{2}}\left(\frac{\partial \phi}{\partial t}\right)^{2}+\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V \\
\quad=-h \int_{S} \phi \frac{\partial \phi}{\partial t} d S=-\frac{h}{2} \frac{\partial}{\partial t} \int_{S} \phi^{2} d S \tag{6.48}
\end{gather*}
$$

Integrating equation (6.48) with respect to $t$ results in a constant:

$$
\int_{V}\left[\frac{1}{c^{2}}\left(\frac{\partial \phi}{\partial t}\right)^{2}+\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d V+\frac{h}{2} \int_{S} \phi^{2} d S=C
$$

Invoking the same arguments as above, $\mathrm{C}=0$, and, one can again show that:

$$
\phi(P, t) \equiv 0 \quad P \text { in } V, t>0
$$

Therefore, all three boundary conditions are sufficient to produce a unique solution in wave functions.

### 6.9 The Laplace Equation

The method of separation of variables will be employed to obtain solutions to the Laplace equation. The method consists of assuming the solution to be a product of functions, each depending on one coordinate variable only. The use of the method can be best illustrated by working out examples in various fields in Physics and Engineering and in various coordinate systems. The method requires the separability of the Laplacian operator into two or three ordinary differential equations. A few of the orthogonal and separable coordinate systems are presented in Appendix C.

## Example 6.1 Steady State Temperature Distribution in a Rectangular Sheet

Obtain the steady state temperature distribution in a rectangular slab, occupying the space $0 \leq \mathrm{x} \leq \mathrm{L}$ and $0 \leq \mathrm{y} \leq \mathrm{H}$, where the boundary conditions are specified as follows:

$$
\begin{array}{ll}
T=T(x, y) & \\
T(0, y)=f(y) & T(x, 0)=0 \\
T(L, y)=0 & T(x, H)=0
\end{array}
$$

Since the sheet is thin, we can assume that the temperature differential is only a function of $x$ and $y$, i.e. $T(x, y)$. The differential equation on the temperature satisfies the Laplace equation:

$$
\nabla^{2} T=\frac{\partial^{2} T}{\partial x^{2}}+\frac{\partial^{2} T}{\partial y^{2}}=0
$$

Assume that the solution can be written in the form of a product of two single variable functions as follows:

$$
T(x, y)=X(x) Y(y) \quad X \neq 0, Y \neq 0,0<x<L \text { and } 0<y<H
$$

Substituting $T(x, y)$ into the differential equation, one obtains:

$$
Y \frac{d^{2} X}{d x^{2}}+X \frac{d^{2} Y}{d y^{2}}=0
$$

Dividing out by XY , the equation becomes:

$$
\frac{X^{\prime \prime}}{X}=-\frac{Y^{\prime \prime}}{Y}
$$

Since both sides of the equality in the above equation are functions of one variable only, then the equality must be set equal to a real constant, $\pm \mathrm{a}^{2}$.

Choosing $\mathrm{a}^{2} \geq 0$, then the Laplace Equation is transformed into two ordinary differential equations:

$$
\mathrm{X}^{\prime \prime}-\mathrm{a}^{2} \mathrm{X}=0
$$

and

$$
Y^{\prime \prime}+a^{2} Y=0
$$

which has the following solutions:

$$
\begin{array}{ll}
\text { for } a \neq 0: & X=A \sinh (a x)+B \cosh (a x) \\
& Y=C \sin (a y)+D \cos (a y) \\
\text { for } a=0: & X=A x+B \\
& Y=C y+D
\end{array}
$$

Applying the boundary conditions to the solution, and assuring non-trivial solutions, one obtains:

$$
\begin{aligned}
& T(x, 0)=D X(x)=0 \quad \rightarrow \quad D=0 \\
& T(x, H)=C \sin (a H) \bullet X(x)=0 \quad \rightarrow \quad \sin (a H)=0
\end{aligned}
$$

To satisfy the characteristic equation, $\sin (\mathrm{aH})=0, " \mathrm{a}$ " must take one of the following characteristic values:

$$
\mathrm{a}_{\mathrm{n}}=\frac{\mathrm{n} \pi}{\mathrm{H}} \quad \mathrm{n}=1,2,3, \ldots
$$

The non-trivial solution of $\mathrm{Y}(\mathrm{y})$ consists of an eigenfunction set:

$$
\phi_{n}(y)=\sin (n \pi y / H)
$$

where the eigenfunctions $\phi_{\mathrm{n}}(\mathrm{y})$ are orthogonal over $[0, \mathrm{H}]$, i.e.:

$$
\int_{0}^{H} \sin (n \pi y / H) \sin (m \pi y / H) d y= \begin{cases}0 & n \neq m \\ H / 2 & n=m\end{cases}
$$

The a $=0$ case results in a trivial solution. Substituting the solution into the second boundary condition:

$$
T(L, y)=\left[A \sinh \left(a_{n} L\right)+B \cosh \left(a_{n} L\right)\right] Y(y)=0
$$

which can be satisfied if:

$$
\mathrm{B} / \mathrm{A}=-\tanh \left(\mathrm{a}_{\mathrm{n}} \mathrm{~L}\right)
$$

Finally, the solution can be written as:

$$
T_{n}(x, y)=\sin \left(\frac{n \pi}{H} y\right)\left[\sinh \left(\frac{n \pi}{H} x\right)-\tanh \left(\frac{n \pi}{H} L\right) \cosh \left(\frac{n \pi}{H} x\right)\right] \quad n=1,2, \ldots
$$

$\mathrm{T}_{\mathrm{n}}(\mathrm{x}, \mathrm{y})$ satisfies the Laplace Equation and three homogeneous boundary conditions. Due to the linearity of the system, one can use the principle of superposition, such that the temperature in the slab can be written in terms of an infinite Generalized Fourier series in terms of the solutions $\mathrm{T}_{\mathrm{n}}(\mathrm{x}, \mathrm{y})$, i.e.:

$$
T(x, y)=\sum_{n=1}^{\infty} E_{n} T_{n}(x, y)
$$

The remaining non-homogeneous boundary condition can be satisfied by the total solution $\mathrm{T}(\mathrm{x}, \mathrm{y})$ as follows:

$$
T(0, y)=f(y)=\sum_{n=1}^{\infty}-E_{n} \tanh \left(\frac{n \pi}{H} L\right) \sin \left(\frac{n \pi}{H} y\right)
$$

Using the orthogonality of the eigenfunctions, one obtains an expression for the Fourier constants $\mathrm{E}_{\mathrm{n}}$ as:

$$
E_{n}=-\frac{2}{H \tanh \left(\frac{n \pi}{H} L\right)} \int_{0}^{H} f(y) \sin \left(\frac{n \pi}{H} y\right) d y
$$

Note that the choice of sign for the separation constant is not arbitrary. If - $\mathrm{a}^{2}$ was chosen with $\mathrm{a}^{2}>0$, then the above analysis must be repeated:

$$
\begin{aligned}
& X^{\prime \prime}+a^{2} \mathrm{X}=0 \\
& \mathrm{Y}^{\prime \prime}-\mathrm{a}^{2} \mathrm{Y}=0
\end{aligned}
$$

whose solutions become for $\mathrm{a} \neq 0$ :

$$
\begin{aligned}
& X=A \sin (a x)+B \cos (a x) \\
& Y=C \sinh (a y)+D \cosh (a y)
\end{aligned}
$$

The solution must satisfy the boundary conditions:

$$
\begin{aligned}
& \mathrm{T}(\mathrm{x}, 0)=\mathrm{D} \mathrm{X}(\mathrm{x})=0, \text { or } \mathrm{D}=0 \\
& \mathrm{~T}(\mathrm{x}, \mathrm{H})=\mathrm{C} \sinh (\mathrm{aH}) \cdot \mathrm{X}(\mathrm{x})=0
\end{aligned}
$$

However, since sinh $(a H)$ cannot vanish unless $a=0$, then:

$$
\mathrm{C}=0 \text { for } \mathrm{a} \neq 0 .
$$

Thus, for $-\mathrm{a}^{2}$, there is no non-trivial solution that can satisfy the differential equation and the boundary conditions. This indicates that the choice of the sign of $\mathrm{a}^{2}$ leads to either the existence of non-trivial solutions, or to the trivial solution.

In order to eliminate the guesswork and minimize unnecessary work, the choice of the correct sign of $\mathrm{a}^{2}$ can be made by examining the boundary conditions. Since the solution involves an expansion in a Generalized Fourier series, then one would need an eigenfunction set. These eigenfunctions must satisfy homogeneous boundary conditions. Furthermore, these eigenfunctions must be non-monotonic functions, specifically, they are oscillating functions with one or more zeroes. Thus, for this example, since the boundary conditions were homogeneous in the $y$-coordinate, then choose the sign of $\mathrm{a}^{2}$ to give an oscillating function in $y$ and not in $x$. This leads to a choice of $a^{2} \geq 0$.

If the temperature is prescribed on all four boundaries, one can use the principle of superposition by separating the problem into four problems as follows. Let:

$$
\mathrm{T}=\mathrm{T}_{1}+\mathrm{T}_{2}+\mathrm{T}_{3}+\mathrm{T}_{4}
$$

where $\nabla^{2} \mathrm{~T}_{\mathrm{i}}=0, \mathrm{i}=1,2,3,4, \ldots$. Each solution $\mathrm{T}_{\mathrm{i}}$ satisfies one non-homogeneous boundary condition on one side and three homogeneous boundary conditions on the remaining three sides, resulting in four new problems. Each of these problems would resemble the problem above, yielding four different solutions. The solution then would be the sum of the four solutions $\mathrm{T}_{\mathrm{i}}(\mathrm{x}, \mathrm{y})$.

## Example 6.2 Steady State Temperature Distribution in an Annular Sheet

Obtain the temperature distribution in an annular sheet with outer and inner radii $b$ and a, respectively. The sheet is insulated at its inner boundary, and the temperature $T=T(r, \theta)$ is prescribed at the outer boundary as follows:

$$
\mathrm{T}(\mathrm{~b}, \theta)=\mathrm{f}(\theta)
$$

Laplace's equation in cylindrical coordinates, where $T=T(r, \theta)$, becomes (Appendix $C$ ):

$$
\frac{\partial^{2} T}{\partial \mathrm{r}^{2}}+\frac{1}{\mathrm{r}} \frac{\partial \mathrm{~T}}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}^{2}} \frac{\partial^{2} \mathrm{~T}}{\partial \theta^{2}}=0
$$

The boundary conditions can be stated as follows:

$$
\left.\frac{\partial \mathrm{T}}{\partial \mathrm{n}}\right|_{\mathrm{C}}=-\frac{\partial \mathrm{T}(\mathrm{a}, \theta)}{\partial \mathrm{r}}=0
$$

and

$$
\mathrm{T}(\mathrm{~b}, \theta)=\mathrm{f}(\theta)
$$

Assuming that the solution is separable and can be written in the form:

$$
\mathrm{T}=\mathrm{R}(\mathrm{r}) \mathrm{U}(\theta)
$$

and substituting the solution into Laplace's Equation, one can show that:

$$
\frac{r^{2} R^{\prime \prime}+r R^{\prime}}{R}=-\frac{U^{\prime \prime}}{U}=k^{2}=\text { constant }
$$

The choice of the sign for $\mathrm{k}^{2}$ is based on the coordinate with the homogeneous boundary conditions. Since the boundary condition on $r$ is non-homogeneous, then choosing $\mathbf{k}^{2}>0$ leads to an oscillating function in $\theta$. Thus, two ordinary differential equations result:

$$
\begin{aligned}
& r^{2} R^{\prime \prime}+r R^{\prime}-k^{2} R=0 \\
& U^{\prime \prime}+k^{2} U=0
\end{aligned}
$$

If $\mathrm{k}=0$, then the solution becomes:

$$
\begin{aligned}
& U=A_{o}+B_{o} \theta \\
& R=C_{o}+D_{o} \log r
\end{aligned}
$$

If $\mathrm{k} \neq 0$, then the solution becomes:

$$
\begin{aligned}
& \mathrm{U}=\mathrm{A} \sin (\mathrm{k} \theta)+\mathrm{B} \cos (\mathrm{k} \theta) \\
& \mathrm{R}=\mathrm{Cr}^{\mathrm{k}}+\mathrm{Dr}^{-k}
\end{aligned}
$$

The solution must be tested for single-valuedness and for boundedness. Single-valuedness of the solution requires that:

$$
\mathrm{T}(\mathrm{r}, \theta)=\mathrm{T}(\mathrm{r}, \theta+2 \pi)
$$

Thus:

$$
\begin{array}{ll}
B_{o}=0 & \text { for } k=0 \\
\sin (k \theta)=\sin k(\theta+2 \pi) & \text { for } k \neq 0 \\
\cos (k \theta)=\cos k(\theta+2 \pi) & \text { for } k \neq 0
\end{array}
$$

which can be satisfied if k is an integer $\mathrm{n}=1,2,3, \ldots$. Therefore, the solution takes the form:

$$
\begin{array}{ll}
k=0 & T_{o}=E_{o}+F_{o} \log r \\
k=n & T_{n}=\left(A_{n} \sin (n \theta)+B_{n} \cos (n \theta)\right)\left(C_{n} r^{n}+D_{n} r^{-n}\right) \quad n=1,2,3, \ldots
\end{array}
$$

Remember that these solutions must also satisfy the boundary condition $\frac{\partial T}{\partial r}(a, \theta)=0$. Therefore:

$$
\begin{array}{ll}
k=0 & \frac{\partial T_{o}}{\partial r}(a, \theta)=\frac{F_{o}}{a}=0 \rightarrow F_{0}=0 \\
k=n & \frac{\partial T_{n}}{\partial r}(a, \theta)=n C_{n} a^{n-1}-n D_{n} a^{-n-1}=0 \rightarrow D_{n}=a^{2 n} C_{n}
\end{array}
$$

Thus, one can write the general solution in a Generalized Fourier series, i.e.:

$$
T(r, \theta)=E_{o}+\sum_{n=1}^{\infty}\left(r^{n}+a^{2 n} r^{-n}\right)\left(E_{n} \cos (n \theta)+F_{n} \sin (n \theta)\right)
$$

where $E_{n}$ and $F_{n}$ are the unknown Fourier coefficients. The last non-homogeneous boundary condition can be satisfied by $\mathrm{T}(\mathrm{r}, \theta)$ as follows:

$$
T(b, \theta)=f(\theta)=E_{o}+\sum_{n=1}^{\infty}\left(b^{n}+a^{2 n} b^{-n}\right)\left(E_{n} \cos (n \theta)+F_{n} \sin (n \theta)\right)
$$

Then, using the orthogonality of the eigenfunctions, one can obtain expressions for the Fourier coefficients:

$$
\begin{aligned}
& E_{0}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\theta) d \theta \\
& E_{n}=\frac{1}{\pi\left(b^{n}+a^{2 n} b^{-n}\right)} \int_{0}^{2 \pi} f(\theta) \cos (n \theta) d \theta \quad n=1,2,3, \ldots
\end{aligned}
$$

and

$$
F_{n}=\frac{1}{\pi\left(b^{n}+a^{2 n} b^{-n}\right)} \int_{0}^{2 \pi} f(\theta) \sin (n \theta) d \theta \quad n=1,2,3, \ldots
$$

If $f(\theta)$ is constant $=T_{0}$, then:

$$
E_{n}=F_{n}=0 \quad n=1,2,3, \ldots
$$

and

$$
E_{o}=T_{o}
$$

Thus, the temperature in the annular sheet is constant and equals $\mathrm{T}_{\mathrm{o}}$.

## Example 6.3 Steady State Temperature Distribution in a Solid Sphere

Obtain the steady state temperature distribution in a solid sphere of radius $=a$, where $T=T(r, \theta)$, and has the temperature specified on its surface $r=a$ as follows:

$$
\mathrm{T}(\mathrm{a}, \theta)=\mathrm{f}(\theta)
$$

Examination of the boundary condition indicates that the temperature distribution in the sphere is axisymmetric, i.e, $\partial / \partial \phi=0$. Thus, from Appendix C:

$$
\nabla^{2} T=\frac{1}{r^{2}}\left[\frac{\partial}{\partial r}\left(r^{2} \frac{\partial T}{\partial r}\right)+\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial T}{\partial \theta}\right)\right]=0
$$

Let $T(r, \theta)=R(r) U(\theta)$, then:

$$
\frac{1}{\mathrm{R}} \frac{\mathrm{~d}}{\mathrm{dr}}\left(\mathrm{r}^{2} \frac{\mathrm{dR}}{\mathrm{dr}}\right)=-\frac{1}{\mathrm{U} \sin \theta} \frac{\mathrm{~d}}{\mathrm{~d} \theta}\left(\sin \theta \frac{\mathrm{dU}}{\mathrm{~d} \theta}\right)=\mathrm{k}^{2}
$$

Since the non-homogeneous boundary condition is in the r -coordinate, then $\mathrm{k}^{2}>0$ results in an eigenfunction in the $\theta$-coordinate. Thus, the two components satisfy the following equations:

$$
r^{2} R^{\prime \prime}+2 r R^{\prime}-k^{2} R=0
$$

and

$$
\mathrm{U}^{\prime \prime}+(\cot \theta) \mathrm{U}^{\prime}+\mathrm{k}^{2} \mathrm{U}=0
$$

Transforming the independent variable from $\theta$ to $\eta$, such that:

$$
\eta=\cos \theta \quad-1 \leq \eta \leq 1
$$

then $U$ satisfies the following equation:

$$
\frac{\mathrm{d}}{\mathrm{~d} \eta}\left\{\left(1-\eta^{2}\right) \frac{\mathrm{dU}}{\mathrm{~d} \eta}\right\}+\mathrm{k}^{2} \mathrm{U}=0
$$

Letting $\mathrm{k}^{2}=v(v+1)$, where $v \geq 0$, then the solution to the differential equation becomes:

$$
\mathrm{U}(\eta)=\mathrm{A}_{v} \mathrm{P}_{v}(\eta)+\mathrm{B}_{v} \mathrm{Q}_{v}(\eta)
$$

and

$$
\begin{aligned}
\mathrm{R}(\mathrm{r}) & =\mathrm{C}_{v} \mathrm{r}^{v}+\mathrm{D}_{v} \mathrm{r}^{-(v+1)} & & \text { for } v \neq-\frac{1}{2} \\
& =E r^{-1 / 2}+\mathrm{Fr}^{-1 / 2} \log (\mathrm{r}) & & \text { for } v=-\frac{1}{2}
\end{aligned}
$$

The temperature must be bounded at $r=0$, and $\eta= \pm 1$, thus:

$$
\begin{array}{ll}
v=\text { integer }=n, & n=0,1,2 \ldots \\
B_{n}=0, & \text { and } D_{n}=0,
\end{array} \quad n=0,1,2, \ldots .
$$

Thus, the eigenfunctions satisfying Laplace's equation and bounded inside the sphere has the form:

$$
T_{n}(r, \eta)=r^{n} P_{n}(\eta)
$$

and the general solution can be written as Generalized Fourier series in terms of all possible eigenfunctions:

$$
T(r, \eta)=\sum_{n=0}^{\infty} E_{n} T_{n}(r, \eta)
$$

Satisfying the remaining non-homogeneous boundary condition at the surface $r=a$, one obtains:

$$
T(a, \eta)=g(\eta)=\sum_{n=0}^{\infty} E_{n} a^{n} P_{n}(\eta)
$$

where:

$$
g(\eta)=f\left(\cos ^{-1} \eta\right)
$$

Using the orthogonality of the eigenfunctions, the Fourier coefficients are given by:

$$
E_{n}=\frac{2 n+1}{2 a^{n}} \int_{-1}^{1} g(\eta) P_{n}(\eta) d \eta
$$

and

$$
T=\sum_{n=0}^{\infty} \frac{2 n+1}{2}\left(\frac{r}{a}\right)^{n} P_{n}(\eta)\left[\int_{-1}^{1} g(\eta) P_{n}(\eta) d \eta\right]
$$

If $\mathrm{f}(\theta)=\mathrm{T}_{\mathrm{o}}=$ constant, then:

$$
\begin{array}{rlrl}
\int_{-1}^{1} P_{n}(\eta) d \eta & =2 & & n=0 \\
& =0 & n=1,2,3, \ldots
\end{array}
$$

Thus, the solution inside the solid sphere with constant temperature on its surface is constant throughout, i.e.:

$$
\mathrm{T}(\mathrm{r}, \theta)=\mathrm{T}_{\mathrm{o}} \quad \text { everywhere. }
$$

## Example 6.4

$$
\begin{aligned}
& \mathrm{T}=\mathrm{T}(\mathrm{r}, \theta, \mathrm{z}) \\
& \mathrm{T}(\mathrm{c}, \theta, \mathrm{z})=\mathrm{f}(\theta, \mathrm{z}) \\
& \mathrm{T}(\mathrm{r}, \theta, 0)=0 \\
& \mathrm{~T}(\mathrm{r}, \theta, \mathrm{~L})=0
\end{aligned}
$$

The differential equation satisfied by the temperature, T , becomes (Appendix C ):

$$
\frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{r}^{2}}+\frac{1}{\mathrm{r}} \frac{\partial \mathrm{~T}}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}^{2}} \frac{\partial^{2} \mathrm{~T}}{\partial \theta^{2}}+\frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{z}^{2}}=0
$$

Let $T=R(r) U(\theta) Z(z)$, then the equation can be put in the form:

$$
\frac{\mathrm{R}^{\prime \prime}}{\mathrm{R}}+\frac{1}{\mathrm{r}} \frac{\mathrm{R}^{\prime}}{\mathrm{R}}+\frac{1}{\mathrm{r}^{2}} \frac{\mathrm{U}^{\prime \prime}}{\mathrm{U}}+\frac{\mathrm{Z}^{\prime \prime}}{\mathrm{Z}}=0
$$

Letting:

$$
\frac{\mathrm{Z}^{\prime \prime}}{\mathrm{Z}}=-\mathrm{a}^{2} \quad \text { and } \quad \frac{\mathrm{U}^{\prime \prime}}{\mathrm{U}}=-\mathrm{b}^{2}
$$

then the partial differential equation separates into the following three ordinary differential equations:

$$
\begin{aligned}
& \mathrm{r}^{2} \mathrm{R}^{\prime \prime}+\mathrm{r} \mathrm{R}^{\prime}-\left(\mathrm{a}^{2} \mathrm{r}^{2}+\mathrm{b}^{2}\right) \mathrm{R}=0 \\
& \mathrm{U}^{\prime \prime}+\mathrm{b}^{2} \mathrm{U}=0 \\
& \mathrm{Z}^{\prime \prime}+\mathrm{a}^{2} \mathrm{Z}=0
\end{aligned}
$$

The choice of the sign for $a^{2}$ and $b^{2}$ are again guided by the boundary conditions. Since one of the boundary conditions in the $r$-coordinate is not homogeneous, then one needs to specify the sign of $\mathrm{a}^{2}>0$ and $\mathrm{b}^{2}>0$ to assure that the solutions in the z and $\theta$ coordinates are oscillatory functions.

There are four distinct solutions to the above equations, depending on the value of a and b :
(1) If $a \neq 0$ and $b \neq 0$, then the solutions become:

$$
\begin{aligned}
& \mathrm{R}=\mathrm{A}_{\mathrm{b}} \mathrm{I}_{\mathrm{b}}(\mathrm{ar})+\mathrm{B}_{\mathrm{b}} \mathrm{~K}_{\mathrm{b}}(\mathrm{ar}) \\
& \mathrm{Z}=\mathrm{C}_{\mathrm{a}} \sin (\mathrm{az})+\mathrm{D}_{\mathrm{a}} \cos (\mathrm{az}) \\
& \mathrm{U}=\mathrm{E}_{\mathrm{b}} \sin (\mathrm{~b} \theta)+\mathrm{F}_{\mathrm{b}} \cos (\mathrm{~b} \theta)
\end{aligned}
$$

where $I_{b}$ and $K_{b}$ are the modified Bessel Functions of the first and second kind of order $b$. For single-valuedness of the solution, $U(\theta)=U(\theta+2 \pi)$, requires that:
$b$ is an integer $=n=1,2,3, \ldots$
For boundedness of the solution at $\mathrm{r}=0$, one must set $\mathrm{B}_{\mathrm{n}}=0$. The boundary conditions are satisfied next:

$$
\mathrm{T}(\mathrm{r}, \theta, 0)=0 \quad \mathrm{D}_{\mathrm{a}}=0
$$

$$
\mathrm{T}(\mathrm{r}, \theta, \mathrm{~L})=0 \quad \sin (\mathrm{aL})=0, \text { then } \mathrm{a}_{\mathrm{M}} \mathrm{~L}=\mathrm{m} \pi \quad \text { where } \mathrm{m}=1,2,3, \ldots
$$

Thus, the eigenfunctions satisfying homogeneous boundary conditions are:

$$
T_{n m}=\left(G_{n m} \sin (n \theta)+H_{n m} \cos (n \theta)\right) I_{n}\left(\frac{m \pi}{L} r\right) \sin \left(\frac{m \pi}{L} z\right) \quad m, n=1,2,3, \ldots
$$

(2) If $a \neq 0, b=0$, then the solutions become:

$$
\begin{aligned}
& \mathrm{R}=\mathrm{A}_{\mathrm{o}} \mathrm{I}_{\mathrm{o}}(\mathrm{ar})+\mathrm{B}_{\mathrm{o}} \mathrm{~K}_{\mathrm{o}}(\mathrm{ar}) \\
& \mathrm{Z}=\mathrm{C}_{\mathrm{a}} \sin (\mathrm{az})+\mathrm{D}_{\mathrm{a}} \cos (\mathrm{az}) \\
& \mathrm{U}=\mathrm{E}_{\mathrm{o}} \theta+\mathrm{F}_{\mathrm{o}}
\end{aligned}
$$

Again, single-valuedness requires that $\mathrm{E}_{\mathrm{o}}=0$, and boundedness at $\mathrm{r}=0$ requires that $\mathrm{B}_{\mathrm{o}}=0$, and:

$$
\begin{array}{ll}
\mathrm{T}(\mathrm{r}, \theta, 0)=0 & \mathrm{D}_{\mathrm{a}}=0 \\
\mathrm{~T}(\mathrm{r}, \theta, \mathrm{~L})=0 & \sin (a L)=0
\end{array} \quad \mathrm{a}_{\mathrm{m}} \mathrm{~L}=\mathrm{m} \pi, \quad \mathrm{~m} \quad 1,2,3, \ldots .
$$

The solutions for this case are:

$$
T_{o m}=I_{o}\left(\frac{m \pi}{L} r\right) \sin \left(\frac{m \pi}{L} z\right)
$$

(3) If $\mathrm{a}=0, \mathrm{~b} \neq 0$, then the solutions become:
$\mathrm{R}=\mathrm{A}_{\mathrm{b}} \mathrm{r}^{\mathrm{b}}+\mathrm{B}_{\mathrm{b}} \mathrm{r}^{\mathrm{b}}$
$\mathrm{Z}=\mathrm{C}_{\mathrm{o}} \mathrm{z}+\mathrm{D}_{\mathrm{o}}$
$\mathrm{U}=\mathrm{E}_{\mathrm{b}} \sin (\mathrm{b} \theta)+\mathrm{F}_{\mathrm{b}} \cos (\mathrm{b} \theta)$
Single-valuedness requires that $\mathrm{b}=$ integer $=\mathrm{n}=1,2,3, \ldots$ and boundedness requires that $\mathrm{B}_{\mathrm{n}}=0$. Therefore, the boundary conditions imply:

$$
\begin{array}{ll}
\mathrm{T}(\mathrm{r}, \theta, 0)=0 & \mathrm{D}_{\mathrm{o}}=0 \\
\mathrm{~T}(\mathrm{r}, \theta, \mathrm{~L})=0 & \mathrm{C}_{\mathrm{o}}=0
\end{array}
$$

which results in a trivial solution:

$$
\mathrm{T}_{\mathrm{no}}=0
$$

(4) If $a=0, b=0$, then the solutions become:

$$
\begin{aligned}
& R=A_{o} \log r+B_{o} \\
& Z=C_{o} z+D_{o}
\end{aligned}
$$

$U=E_{0} \theta+F_{0}$
Single-valuedness requires that $E_{0}=0$, and boundedness requires that $A_{o}=0$ :

$$
\begin{array}{ll}
\mathrm{T}(\mathrm{r}, \theta, 0)=0 & \mathrm{D}_{\mathrm{o}}=0 \\
\mathrm{~T}(\mathrm{r}, \theta, \mathrm{~L})=0 & \mathrm{C}_{\mathrm{o}}=0
\end{array}
$$

which results in trivial solution:

$$
\mathrm{T}_{\mathrm{o}, \mathrm{o}}=0
$$

Finally, the solutions of the problem can be written as:

$$
T_{n m}=I_{n}\left(\frac{m \pi}{L} r\right) \sin \left(\frac{m \pi}{L} z\right)\left[\begin{array}{l}
\sin (n \theta) \\
\cos (n \theta)
\end{array}\right] \quad n=0,1,2,3, \ldots \quad m=1,2,3, \ldots
$$

The solutions $\mathrm{T}_{\mathrm{nm}}$ contains orthogonal eigenfunctions in z and $\theta$. The general solution can then be written as a Generalized Fourier series in terms of the general solutions $\mathrm{T}_{\mathrm{nm}}$ as follows:

$$
T=\sum_{n=0}^{\infty} \sum_{m=1}^{\infty} I_{n}\left(\frac{m \pi}{L} r\right) \sin \left(\frac{m \pi}{L} z\right)\left(G_{n m} \sin (n \theta)+H_{n m} \cos (n \theta)\right)
$$

Satisfying the remaining non-homogeneous boundary condition at $\mathrm{r}=\mathrm{c}$ results in:

$$
T(c, \theta, z)=f(\theta, z)=\sum_{n=0}^{\infty} \sum_{m=1}^{\infty} I_{n}\left(\frac{m \pi}{L} c\right) \sin \left(\frac{m \pi}{L} z\right)\left(G_{n m} \sin (n \theta)+H_{n m} \cos (n \theta)\right)
$$

Using the orthogonality of the Fourier sine and cosine series, one can evaluate the Fourier coefficients:

$$
G_{n m}=\frac{2}{\pi L I_{n}\left(\frac{m \pi}{L} c\right)} \int_{0}^{2 \pi} \int_{0}^{L} f(\theta, z) \sin (n \theta) \sin \left(\frac{m \pi}{L} z\right) d z d \theta \quad m, n=1,2,3, \ldots
$$

and

$$
\begin{aligned}
& H_{n m}=\frac{\varepsilon_{n}}{\pi L I_{n}\left(\frac{m \pi}{L} c\right)} \int_{0}^{2 \pi} \int_{0}^{L} f(\theta, z) \cos (n \theta) \sin \left(\frac{m \pi}{L} z\right) d z d \theta \quad m=1,2,3, \ldots \\
& n=0,1,2, \ldots
\end{aligned}
$$

where $\varepsilon_{\mathrm{n}}$ is the Neumann factor.

## Example 6.5 Ideal Fluid Flow Around an Infinite Cylinder

Obtain the particle velocity of an ideal fluid flowing around an infinite rigid impenetrable cylinder of radius $a$. The fluid has a velocity $=V_{0}$ for $r \gg a$. Since the cylinder is infinite and the fluid velocity at infinity is independent of $z$, then the velocity potential is also independent of $z$. The velocity potential $\phi$ satisfies Laplace's equation:

$$
\nabla^{2} \phi=0 \quad \text { where } \quad \phi=\phi(\mathbf{r}, \theta)
$$


and the particle velocity is defined by:

$$
\overrightarrow{\mathrm{V}}=-\nabla \phi
$$

The boundary conditions $r=a$ requires that the normal velocity vanishes at $r=a$, i.e.:

$$
\overrightarrow{\mathrm{n}} \bullet \overrightarrow{\mathrm{~V}}=\mathrm{V}_{\mathrm{n}}=-\frac{\partial \phi(\mathrm{a}, \theta)}{\partial \mathrm{r}}=0
$$

Let $\phi=R(r) U(\theta)$, then:

$$
\begin{aligned}
& r^{2} R^{\prime \prime}+r R^{\prime}-k^{2} R=0 \\
& U^{\prime \prime}+k^{2} U=0
\end{aligned}
$$

If $\mathrm{k}=0$, then the solutions are:

$$
\begin{aligned}
& U=A_{o} \theta+B_{o} \\
& R=C_{o} \log r+D_{o}
\end{aligned}
$$

If $k \neq 0$ :

$$
\begin{aligned}
& U=A_{k} \sin (k \theta)+B_{k} \cos (k \theta) \\
& R=C_{k} r^{k}+D_{k} r^{-k}
\end{aligned}
$$

The velocity components in the r and $\theta$ directions are the radial velocity, $\mathrm{V}_{\mathrm{r}}=-\frac{\partial \phi}{\partial \mathrm{r}}$ and the angular velocity, $\mathrm{V}_{\theta}=-\frac{1}{\mathrm{r}} \frac{\partial \phi}{\partial \theta}$. Both of these components must be single valued. The velocity field for $\mathrm{k}=0$ is:

$$
V_{\theta}=-\frac{1}{r}\left(C_{o} \log r+D_{0}\right) A_{o} \quad \text { and } \quad V_{r}=-\frac{C_{0}}{r}\left(A_{0} \theta+B_{o}\right)
$$

Single-valuedness of the velocity field requires that $\mathrm{A}_{\mathrm{o}}=0$, since $\mathrm{V}_{\mathrm{r}}(\boldsymbol{\theta})=\mathrm{V}_{\mathrm{r}}(\theta+2 \pi)$. For $\mathrm{k} \neq 0$, the velocity field is:


$$
V_{\theta}=-k\left(C_{k} r^{k-1}+D_{k} r^{-(k+1)}\right)\left(A_{k} \cos (k \theta)-B_{k} \sin (k \theta)\right)
$$

and

$$
V_{r}=-k\left(C_{k^{k}}{ }^{k-1}-D_{k^{r}} r^{-(k+1)}\right)\left(A_{k} \sin (k \theta)+B_{k} \cos (k \theta)\right)
$$

Requiring that $\mathrm{V}_{\mathrm{r}}(\theta)=\mathrm{V}_{\mathrm{r}}(\theta+2 \pi)$ or $\mathrm{V}_{\theta}(\theta)=\mathrm{V}_{\theta}(\theta+2 \pi)$ dictates that $k$ is an integer $=\mathrm{n}$.
Thus, the velocity potential becomes:

$$
\phi_{\mathrm{o}}=\mathrm{B}_{\mathrm{o}}\left(\mathrm{C}_{\mathrm{o}} \log \mathrm{r}+\mathrm{Do}\right)
$$

and

$$
\phi_{n}=\left(A_{n} \sin (n \theta)+B_{n} \cos (n \theta)\right)\left(C_{n} r^{n}+D_{n} r^{-n}\right) \quad n=1,2,3, \ldots
$$

Furthermore, the velocity field must be bounded as $r \rightarrow \infty$. Examining the expressions for $V_{r}$ and $V_{\theta}$ for $r \gg a$ and $k=n \geq 1$, then boundedness as $r \rightarrow \infty$ requires that $C_{n}=0$
for $\mathrm{n} \geq 2$. The boundary condition must be satisfied at $\mathrm{r}=\mathrm{a}$ :
$\mathrm{V}_{\mathrm{r}}(\mathrm{a}, \theta)=0$
for $k=0$ :

$$
V_{r}(a, \theta)=-\frac{C_{0}}{a} B_{o}=0 \quad \text { or } \quad C_{o} B_{o}=0
$$

for $\mathrm{k}=\mathrm{n}$ :

$$
V_{r}(a, \theta)=-\left.n\left(C_{n} r^{n-1}-D_{n} r^{-(n+1)}\right)\left(A_{n} \sin (n \theta)+B_{n} \cos (n \theta)\right)\right|_{r=a}=0
$$

or

$$
D_{n}=a^{2 n} C_{n}
$$

and, hence:

$$
D_{n}=0 \quad \text { for } n \geq 2
$$

Thus, the general solution for the velocity potential becomes:

$$
\phi=\mathrm{E}_{\mathrm{o}}+\left(\mathrm{E}_{1} \cos (\theta)+\mathrm{F}_{1} \sin (\theta)\right)\left(\mathrm{r}+\mathrm{a}^{2} \mathrm{r}^{-1}\right)
$$

The radial and angular velocities become:

$$
V_{r}=-\left(E_{1} \cos (\theta)+F_{1} \sin (\theta)\right)\left(1-\frac{a^{2}}{r^{2}}\right)
$$

$$
\mathrm{V}_{\theta}=+\left(\mathrm{E}_{1} \cos (\theta)-\mathrm{F}_{1} \sin (\theta)\right)\left(1+\frac{\mathrm{a}^{2}}{\mathrm{r}^{2}}\right)
$$

The radial and angular velocities must approach the given velocity $V_{o}$ in the far-field of the cylinder, i.e.:

$$
\mathrm{V}_{\mathrm{r}} \rightarrow-\mathrm{V}_{\mathrm{o}} \sin (\theta) \quad \text { and } \quad \mathrm{V}_{\theta} \rightarrow-\mathrm{V}_{\mathrm{o}} \cos (\theta)
$$

which, when compared to the expressions for $V_{r}$ and $V_{\theta}$, gives:

$$
E_{1}=0 \quad \text { and } \quad F_{1}=V_{0}
$$

Thus, the solution for the velocity field takes the final form:

$$
\begin{aligned}
& V_{r}=-V_{o}\left(1-\frac{a^{2}}{r^{2}}\right) \sin (\theta) \\
& V_{\theta}=-V_{o}\left(1+\frac{a^{2}}{r^{2}}\right) \cos (\theta)
\end{aligned}
$$

and

$$
\phi=\mathrm{E}_{\mathrm{o}}+\mathrm{V}_{\mathrm{o}}\left(\mathrm{r}+\frac{\mathrm{a}^{2}}{\mathrm{r}}\right) \sin (\theta)
$$

Note that the velocity potential is unique within a constant, due to the Neumann boundary condition, and unbounded. However, all the physical quantities $\left(V_{r}\right.$ and $\left.V_{\theta}\right)$ are unique, single-valued and bounded.

## Example 6.6 Electrostatic Field Within a Sphere

Obtain the electric field strength produced in two metal hemispheres, radius $\mathrm{r}=\mathrm{a}$, separated by a narrow gap, the surface of the upper half has a constant potential $\phi_{0}$, the surface of the lower half is being kept at zero potential, i.e.:

$$
\phi(a, \theta)=f(\theta)= \begin{cases}\phi_{0} & 0 \leq \theta<\pi / 2 \\ 0 & \pi / 2<\theta \leq \pi\end{cases}
$$

Since the sphere's shape and the boundary condition are independent of the polar angle, then the solutions can be assumed to be independent of the polar angle, i.e. axisymmetric. The equation satisfied by the electric potential $\phi$ in spherical coordinates, for axisymmetric distribution, is given by (Appendix C):

$$
\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial \mathrm{r}^{2}}+\frac{2}{\mathrm{r}} \frac{\partial \phi}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}^{2}} \frac{\partial^{2} \phi}{\partial \theta^{2}}+\frac{\cot (\theta)}{\mathrm{r}^{2}} \frac{\partial \phi}{\partial \theta}=0
$$

Let $\phi(r, \theta)=R(r) \mathrm{U}(\theta)$, then the solution as given in Example 6.3 becomes:

$$
\phi_{k}=\left[A_{k} P_{k}(\eta)+B_{k} Q_{k}(\eta)\right]\left[C_{k} r^{k}+D_{k} r^{-k-1}\right]
$$

where $\eta=\cos \theta$
Boundedness of the voltages $\mathrm{E}_{\mathrm{r}}$ and $\mathrm{E}_{\theta}$ at $\mathrm{r}=0$ and $\eta= \pm 1$ requires that $\mathrm{k}=$ integer $=$ $\mathrm{n}, \mathrm{B}_{\mathrm{n}}=0$ and $\mathrm{D}_{\mathrm{n}}=0$. Thus, the solution which satisfies Laplace's equation is:

$$
\phi_{\mathrm{n}}(\mathrm{r}, \eta)=\mathrm{r}^{\mathrm{n}} \mathrm{P}_{\mathrm{n}}(\eta) \quad \mathrm{n}=0,1,2, \ldots
$$

and the general solution can be written as a Generalized Fourier series:

$$
\phi=\sum_{n=0}^{\infty} F_{n} r^{n} P_{n}(\eta)
$$

Satisfying the boundary condition at $\mathrm{r}=\mathrm{a}$ :

$$
\phi(a, \eta)=\sum_{n=0}^{\infty} F_{n} r^{n} P_{n}(\eta)=g(\eta)
$$

where $g(\eta)=f\left(\cos ^{-1} \eta\right)$. Thus, using the orthogonality of the eigenfunctions $P_{n}(\eta)$, results in the following expression for the Fourier coefficients:

$$
F_{n}=\frac{2 n+1}{2 a^{n}} \cdot \int_{-1}^{+1} g(\eta) P_{n}(\eta) d \eta=\frac{2 n+1}{2 a^{n}} \phi_{o} \int_{0}^{+1} P_{n}(\eta) d \eta
$$

The first few Fourier constants become:

$$
\begin{array}{ll}
\mathrm{F}_{\mathrm{o}}=\frac{\phi_{\mathrm{o}}}{2} & \mathrm{~F}_{1}=\frac{3}{4 \mathrm{a}} \phi_{\mathrm{o}} \\
\mathrm{~F}_{2 \mathrm{n}}=0 & \mathrm{n}=1,2,3,4, \ldots
\end{array}
$$

Therefore, the potential can be written as:

$$
\phi(r, \eta)=\frac{\phi_{0}}{2}\left\{1+\frac{3}{2}\left(\frac{r}{a}\right) P_{1}(\eta)-\frac{7}{8}\left(\frac{r}{a}\right)^{3} P_{3}(\eta)+\frac{11}{16}\left(\frac{r}{a}\right)^{5} P_{5}(\eta)-\ldots\right\}
$$

The electric field strength $\vec{E}=E_{r} \vec{e}_{r}+E_{\theta} \overrightarrow{\mathrm{e}}_{\theta}=\nabla \phi$ can be evaluated as follows:

$$
\begin{aligned}
& \mathrm{E}_{\mathrm{r}}(\mathrm{r}, \eta)=-\frac{\partial \phi}{\partial \mathrm{r}}=-\frac{\phi_{0}}{2 \mathrm{a}}\left\{\frac{3}{2} \mathrm{P}_{1}(\eta)-\frac{21}{8}\left(\frac{\mathrm{r}}{\mathrm{a}}\right)^{2} \mathrm{P}_{3}(\eta)+\frac{55}{16}\left(\frac{\mathrm{r}}{\mathrm{a}}\right)^{4} \mathrm{P}_{5}(\eta)-\ldots\right\} \\
& \mathrm{E}_{\theta}(\mathrm{r}, \eta)=-\frac{1}{\mathrm{r}} \frac{\partial \phi}{\partial \theta}=-\frac{\phi_{0}}{2 \mathrm{a}} \sqrt{1-\eta^{2}}\left\{\frac{3}{2} \mathrm{P}_{1}^{\prime}(\eta)-\frac{7}{8}\left(\frac{\mathrm{r}}{\mathrm{a}}\right)^{2} \mathrm{P}_{3}^{\prime}(\eta)+\frac{11}{16}\left(\frac{\mathrm{r}}{\mathrm{a}}\right)^{4} \mathrm{P}_{5}^{\prime}(\eta)-\ldots\right\}
\end{aligned}
$$

### 6.10 The Poisson Equation

Solution of Poisson's equation may be obtained in terms of eigenfunctions. Two distinct types of problems involving Poisson's equation will be discussed; those with homogeneous boundary conditions and those with non-homogeneous ones.

In problems involving homogeneous boundary conditions, one may attempt to construct an orthogonal eigenfunction set first, which is then used to expand the source function in Poisson's equation.

Start with the following system:

$$
\begin{equation*}
\nabla^{2} \phi=f(P) \quad P \text { in } V \tag{6.49}
\end{equation*}
$$

together with homogeneous boundary conditions of the Dirichlet, Neumann or Robin type, written in general form:

$$
\begin{equation*}
\mathrm{U}_{\mathrm{i}}(\phi(\mathrm{P}))=0 \quad \mathrm{P} \text { on } \mathrm{S} \tag{6.50}
\end{equation*}
$$

Starting with the Helmholtz equation

$$
\begin{equation*}
\nabla^{2} \psi+\lambda \psi=0 \tag{6.51}
\end{equation*}
$$

whose solution must satisfy the same homogeneous boundary conditions that $\phi$ satisfies, i.e.:

$$
\mathrm{U}_{\mathrm{i}}(\psi(\mathrm{P}))=0 \quad \mathrm{P} \text { on } \mathrm{S}
$$

The homogeneous Helmholtz system in eqs. (6.50) and (6.51) would generate an orthogonal eigenfunction set $\left\{\psi_{M}(P)\right\}, M$ being a one, two, or three dimensional integer, such that:

$$
\begin{equation*}
\nabla^{2} \psi_{M}+\lambda \psi_{M}=0 \tag{6.52}
\end{equation*}
$$

where each eigenfunction satisfies $\mathrm{U}_{\mathrm{i}}\left(\psi_{M}(\mathrm{P})\right)=0$. The eigenfunction set is orthogonal where the orthogonality integral is defined by:

$$
\begin{align*}
\int_{V} \Psi_{M} \psi_{K} d V & =0 & & M \neq K \\
& =N_{M} & & M=K \tag{6.53}
\end{align*}
$$

Expanding the solution in Generalized Fourier series in terms of the orthogonal eigenfunctions:

$$
\begin{equation*}
\phi=\sum_{M} E_{M} \psi_{M}(P) \tag{6.54}
\end{equation*}
$$

and substituting eq. (6.54) in Poisson's equation (6.49) and eq. (6.52):

$$
\nabla^{2} \phi=\sum_{M} E_{M} \nabla^{2} \psi_{M}(P)=-\sum_{M} \lambda_{M} E_{M} \psi_{M}(P)=f(P)
$$

One can use the orthogonality integral in eq. (6.53) to obtain an expression for the Fourier coefficients EM as:

$$
\begin{equation*}
\mathrm{E}_{\mathrm{M}}=\frac{-1}{\mathrm{~N}_{\mathrm{M}} \lambda_{\mathrm{M}}} \int_{\mathrm{V}} \psi_{\mathrm{M}}(\mathrm{P}) \mathrm{f}(\mathrm{P}) \mathrm{dV} \tag{6.55}
\end{equation*}
$$

If the system is completely nonhomogeneous, in other words if the equation is of the Poisson's type and the boundary conditions are nonhomogeneous, one can use the linearity of the problem and linear superposition to obtain the solution. Thus, for the following system:

$$
\begin{equation*}
\nabla^{2} \phi=f(P) \quad P \text { in } V \tag{6.49}
\end{equation*}
$$

subject to the general form of boundary condition:

$$
\begin{equation*}
k \frac{\partial \phi(P)}{\partial n}+h \phi(P)=g(P) \quad P \text { on } S \quad k, h \geq 0 \tag{6.56}
\end{equation*}
$$

where k and h may or may not be zero. Let the solution be a linear combination of two solutions:

$$
\phi=\phi_{1}+\phi_{2}
$$

such that $\phi_{1}$ and $\phi_{2}$ satisfy the following systems:

$$
\begin{array}{ll}
\nabla^{2} \phi_{1}=0 & \nabla^{2} \phi_{2}=f(P) \\
k \frac{\partial \phi_{1}(P)}{\partial n}+h \phi_{1}(P)=g(P) & k \frac{\partial \phi_{2}(P)}{\partial n}+h \phi_{2}(P)=0 \quad P \text { on } S
\end{array}
$$

Thus, $\phi_{1}$ satisfies a Laplacian system and $\phi_{2}$ satisfies a Poisson's system with homogeneous boundary conditions.

## Example 6.7 Heat Distribution in an Annular Sheet



Obtain the temperature distribution in an annular sheet with heat source distribution q , such that the temperature satisfies:

$$
\nabla^{2} \mathrm{~T}=-\mathrm{q}(\mathrm{r}, \theta)
$$

The outer boundary of the sheet, at $\mathrm{r}=\mathrm{b}$, is kept at zero temperature, while the inner boundary, at $\mathrm{r}=\mathrm{a}$, is insulated, i.e. for $\mathrm{T}=\mathrm{T}(\mathrm{r}, \theta)$ :

$$
\mathrm{T}(\mathrm{~b}, \theta)=0 \quad \text { and } \quad \frac{\partial \mathrm{T}(\mathrm{a}, \theta)}{\partial \mathrm{r}}=0
$$

The system, from which one can obtain an eigenfunction set, can be written in the form of the Helmholtz equation satisfying the same homogeneous boundary conditions, i.e.:

$$
\begin{array}{ll}
\nabla^{2} \psi+l^{2} \psi=0 & l^{2} \text { undetermined } \\
\psi(\mathrm{b}, \theta)=0 & \frac{\partial \psi}{\partial \mathrm{r}}(\mathrm{a}, \theta)=0
\end{array}
$$

Let $\psi(r, \theta)=R(r) F(\theta)$, then the equation becomes:

$$
\frac{r^{2} R^{\prime \prime}+r R^{\prime}}{R}+\frac{F^{\prime \prime}}{F}+1^{2} r^{2}=0
$$

$$
\begin{aligned}
& F^{\prime \prime}+k^{2} F=0 \\
& r^{2} R^{\prime \prime}+r R^{\prime}+\left(l^{2} r^{2}-k^{2}\right) R=0
\end{aligned}
$$

where the sign of the separation constant $\mathrm{k}^{2}$ is chosen to give oscillating functions in the $r$ and $\theta$ coordinates, since the boundary conditions are homogeneous in both variables.
The solutions of the two ordinary differential equations become for $l \neq 0$ :

$$
\begin{aligned}
& \mathrm{F}=\mathrm{A} \sin (\mathrm{k} \theta)+\mathrm{B} \cos (\mathrm{k} \theta) \\
& \mathrm{R}=\mathrm{C} \mathrm{~J}_{\mathrm{k}}(l \mathrm{r})+\mathrm{D} \mathrm{Y}_{\mathrm{k}}(l \mathrm{r})
\end{aligned}
$$

Single-valuedness requires that $k$ is an integer $=n$, where $n=0,1,2, \ldots$ The two homogeneous boundary conditions are satisfied as follows:

$$
\begin{aligned}
& {\text { C } J_{n}}^{(l \mathrm{~b})+\mathrm{D} \mathrm{Y}_{\mathrm{n}}(l \mathrm{~b})=0} \\
& \text { C }_{\mathrm{n}}^{\prime}(l \mathrm{a})+\mathrm{D} \mathrm{Y}
\end{aligned}
$$

which results in the following characteristic equation:

$$
\mathrm{J}_{\mathrm{n}}(l \mathrm{~b}) \mathrm{Y}_{\mathrm{n}}^{\prime}(l \mathrm{a})-\mathrm{J}_{\mathrm{n}}^{\prime}(l \mathrm{a}) \mathrm{Y}_{\mathrm{n}}(l \mathrm{~b})=0 \quad l \neq 0
$$

The characteristic equation can be written in terms of the ratio of the radii, $\mathrm{c}=\mathrm{b} / \mathrm{a}$, i.e.:

$$
\mathrm{J}_{\mathbf{n}}(\mathrm{c} l \mathrm{a}) \mathrm{Y}_{\mathrm{n}}^{\prime}(l \mathrm{a})-\mathrm{J}_{\mathrm{n}}^{\prime}(l \mathrm{a}) \mathrm{Y}_{\mathrm{n}}(\mathrm{c} l \mathrm{a})=0
$$

which has an infinite number of roots for each equation whose index is n :

$$
l_{\mathrm{nm}} \mathrm{a}=\mu_{\mathrm{nm}} \quad \mathrm{~m}=1,2,3, \ldots \quad \mathrm{n}=0,1,2, \ldots
$$

where $\mu_{\mathrm{nm}}$ represents the $\mathrm{m}^{\text {th }}$ root of the $\mathrm{n}^{\text {th }}$ characteristic equation. The ratio of the constants $\mathrm{D} / \mathrm{C}$ is given by:

$$
\frac{\mathrm{D}}{\mathrm{C}}=-\frac{\mathrm{J}_{\mathrm{n}}\left(\mathrm{c} \mu_{\mathrm{nm}}\right)}{\mathrm{Y}\left(\mathrm{c} \mu_{\mathrm{nm}}\right)}
$$

which can be substituted into the expression for $\mathrm{R}(\mathrm{r})$. Thus, the eigenfunctions $\Psi_{\mathrm{nm}}$ can be written as follows:

$$
\psi_{\mathrm{nm}}=\mathrm{R}_{\mathrm{nm}}(\mathrm{r})\left[\begin{array}{l}
\sin (\mathrm{n} \theta) \\
\cos (\mathrm{n} \theta)
\end{array}\right] \quad \mathrm{n}=0,1,2, \ldots \quad \mathrm{~m}=1,2,3, \ldots
$$

where:

$$
R_{n m}(r)=J_{n}\left(\mu_{n m} \frac{r}{a}\right)-\left[\frac{J_{n}\left(c \mu_{n m}\right)}{Y_{n}\left(c \mu_{n m}\right)} Y_{n}\left(\mu_{n m} \frac{r}{a}\right)\right]
$$

It should be noted that angular eigenfunctions as well as the radial eigenfunctions, $\mathrm{R}_{\mathrm{nm}}$, are orthogonal, i.e.:

$$
\int_{a}^{b} r R_{n m} R_{n q} d r=\left\{\begin{array}{lll}
0 & \text { if } & m \neq q \\
N_{n m} & \text { if } & m=q
\end{array}\right.
$$

Expanding the temperature T in a General Fourier series in terms of the eigenfunctions $\Psi_{\mathrm{nm}}(\mathrm{r}, \theta)$ as follows:

$$
T(r, \theta)=\sum_{n=0}^{\infty} \sum_{m=1}^{\infty} R_{n m}(r)\left[A_{n m} \sin (n \theta)+B_{n m} \cos (n \theta)\right]
$$

The solution for the Fourier coefficients $\mathrm{A}_{\mathrm{nm}}$ and $\mathrm{B}_{\mathrm{nm}}$ can be obtained in the form given in eq. (6.55), using the orthogonality of $\mathrm{R}_{\mathrm{nm}}$ and the Fourier sine and cosine series as:

$$
\begin{array}{ll}
A_{n m}=\frac{a^{2}}{\pi \mu_{n m}^{2} N_{n m}} \int_{a}^{b} \int_{0}^{2 \pi} r q(r, \theta) R_{n m}(r) \sin (n \theta) d \theta d r & n, m=1,2,3, \ldots \\
B_{n m}=\frac{a^{2} \varepsilon_{n}}{2 \pi \mu_{n m}^{2} N_{n m}} \int_{a}^{b} \int_{0}^{2 \pi} r q(r, \theta) R_{n m}(r) \cos (n \theta) d \theta d r & n=0,1,2, \ldots \\
& m=1,2,3, \ldots
\end{array}
$$

where $\varepsilon_{\mathrm{n}}$ is the Neumann factor.

### 6.11 The Helmholtz Equation

The solution of homogeneous and non-homogeneous Helmholtz equation is outlined in this section. Consider the Helmholtz equation (6.24):

$$
\begin{equation*}
\nabla^{2} \phi+\lambda \phi=f(P) \quad P \text { in } V \tag{6.24}
\end{equation*}
$$

subject to homogeneous boundary conditions (6.50):

$$
\begin{equation*}
U_{i}(\phi(P))=0 \quad P \text { on } S \tag{6.50}
\end{equation*}
$$

The homogeneous eigenvalue system given in eqs. (6.51) and (6.52) generate an eigenfunction set that is orthogonal as defined in eq. (6.53). The eigenfunctions $\phi_{M}(\mathrm{P})$ satisfy Helmholtz equation when $\lambda=\lambda_{\mathrm{M}}$, i.e. (6.52) :

$$
\begin{equation*}
\nabla^{2} \phi_{M}+\lambda_{M} \phi_{M}=f(P) \tag{6.52}
\end{equation*}
$$

One can show that the eigenvalues are non-negative. Multiplying the Helmholtz equation on $\phi_{M}$ by $\phi_{M}$ and integrating on $V$, one obtains:

$$
\begin{aligned}
\int_{V} \phi_{M}\left[\nabla^{2} \phi_{M}+\lambda_{M} \phi_{M}\right] d V= & -\int_{V}\left(\nabla \phi_{M}\right) \cdot\left(\nabla \phi_{M}\right) d V+\lambda_{M} \int_{V} \phi_{M}^{2} d V \\
& +\int_{S} \phi_{M} \frac{\partial \phi_{M}}{\partial n} d S=0
\end{aligned}
$$

which can be rewritten as:

$$
\begin{equation*}
\int_{V}\left|\nabla \phi_{M}\right|^{2} d V-\lambda_{M} \int_{V} \phi_{M}^{2} d V=\int_{S} \phi_{M} \frac{\partial \phi_{M}}{\partial n} d S=0 \tag{6.58}
\end{equation*}
$$

Now one can solve for $\lambda_{M}$ for the given boundary condition:
(a) Dirichlet: $\phi_{M}(P)=0 \quad P$ on $S$, then:

$$
\lambda_{M}=\frac{\int_{V}\left|\nabla \phi_{M}\right|^{2} d V}{\int_{V} \phi_{M}^{2} d V}>0
$$

(b) Neumann: $\frac{\partial \phi_{M}(P)}{\partial n}=0$

P on $S$, then:
the same conclusions about $\lambda_{M}$ in eq. (6.59) are made.
(c) Robin: $\frac{\partial \phi_{M}(P)}{\partial n}+h \phi_{M}(P)=0 \quad P$ on $S$ and $h>0$ then:

$$
\lambda_{M}=\frac{\int_{V}\left|\nabla \phi_{M}\right|^{2} d V+h \int_{S} \phi_{M}^{2} d S}{\int_{V} \phi_{M}^{2} d V}>0
$$

Thus, the eigenvalues corresponding to these boundary conditions are real and nonnegative.

One can show that the eigenfunctions are also orthogonal. Let $\phi_{M}$ and $\phi_{K}$ be two eigenfunctions satisfying eq. (6.38) corresponding to eigenvalues $\lambda_{M}$ and $\lambda_{K}$, with $\lambda_{M} \neq \lambda_{\mathrm{K}}$, i.e.:

$$
\begin{align*}
& \nabla^{2} \phi_{M}+\lambda_{M} \phi_{M}=0  \tag{6.61}\\
& \nabla^{2} \phi_{K}+\lambda_{K} \phi_{K}=0
\end{align*}
$$

Multiplying the first equation in (6.61) by $\phi_{\mathrm{K}}$, and the second in (6.61) by $\phi_{\mathrm{M}}$, subtracting the resulting equalities and integrating over V , one obtains:

$$
\begin{equation*}
\int_{V}\left[\phi_{K} \nabla^{2} \phi_{M}-\phi_{M} \nabla^{2} \phi_{K}\right] d V+\left(\lambda_{M}-\lambda_{K}\right) \int_{V} \phi_{M} \phi_{K} d V \tag{6.62}
\end{equation*}
$$

From vector calculus, it can be shown that:

$$
\int_{V} \mathrm{f} \nabla^{2} \mathrm{gdV}=-\int_{V}(\nabla \mathrm{~g}) \cdot(\nabla \mathrm{g}) \mathrm{dV}+\int_{S} \mathrm{f} \frac{\partial \mathrm{~g}}{\partial \mathrm{n}} \mathrm{dS}
$$

Thus, eq. (6.62) becomes:

$$
\begin{equation*}
\int_{S}\left[\phi_{K} \frac{\partial \phi_{M}}{\partial n}-\phi_{M} \frac{\partial \phi_{K}}{\partial n}\right] d S=\left(\lambda_{K}-\lambda_{M}\right) \int_{V} \phi_{M} \phi_{K} d V \tag{6.63}
\end{equation*}
$$

If the eigenfunctions $\phi_{K}$ and $\phi_{M}$ satisfy one of the boundary conditions [eq. (6.50)], then the left side of eq. (6.63) vanishes resulting in:

$$
\int_{V} \phi_{M} \phi_{K} d V=0 \quad M \neq K
$$

To solve the non-homogeneous system, expand the solution $\phi$ in Generalized Fourier series in terms of the eigenfunctions $\psi_{\mathrm{M}}(\mathrm{P})$ of the corresponding homogeneous system (6.54) as follows:

$$
\begin{equation*}
\phi=\sum_{\mathrm{M}} \mathrm{E}_{\mathrm{M}} \phi_{\mathrm{M}}(\mathrm{P}) \tag{6.54}
\end{equation*}
$$

Substituting the solution in (6.54) into eq. (6.24) and eq. (6.52) one obtains:

$$
\begin{align*}
\nabla^{2} \phi+\lambda \phi & =\nabla^{2} \sum_{M} \mathrm{E}_{M} \phi_{M}(\mathrm{P})+\lambda \sum_{M} \mathrm{E}_{M} \phi_{M}(\mathrm{P}) \\
& =-\sum_{M} \lambda_{M} \mathrm{E}_{M} \phi_{M}(\mathrm{P})+\lambda \sum_{M} \mathrm{E}_{M} \phi_{M}(\mathrm{P}) \\
& =\sum_{M}\left(\lambda-\lambda_{M}\right) \mathrm{E}_{M} \phi_{M}(\mathrm{P})=\mathrm{F}(\mathrm{P}) \tag{6.64}
\end{align*}
$$

Multiplying eq. (6.64) by $\phi_{\mathrm{K}}(\mathrm{P})$ and integrating over V , one obtains, after using the orthogonality integral (6.53):

$$
\begin{equation*}
\mathrm{E}_{\mathrm{K}}=\frac{1}{\left(\lambda-\lambda_{\mathrm{K}}\right) \mathrm{N}_{\mathrm{K}}} \int_{\mathrm{V}} \mathrm{~F}(\mathrm{P}) \phi_{\mathrm{K}} \mathrm{dV} \tag{6.65}
\end{equation*}
$$

One notes that if $\lambda=0$, one retrieves the solution of Poisson's equation.
A few examples of systems satisfying Helmholtz equation in the field of vibration and harmonic waves will be given below.

## Example 6.8 Forced Vibration of a Square Membrane

Obtain the steady state response of a stretched square membrane, whose sides are fixed and have a length $=\mathrm{L}$, which is being excited by distributed forces $\mathrm{q}(\mathrm{P}, \mathrm{t})$ having the following distribution:

$$
\mathrm{q}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})=\mathrm{q}_{\mathrm{o}} \sin (\omega \mathrm{t}) \quad \mathrm{q}_{\mathrm{o}}=\mathrm{constant}
$$

Since the forces are harmonic in time, one can assume a steady state solution for the forced vibration. Let the displacement, $\mathrm{w}(\mathrm{x}, \mathrm{y}, \mathrm{t})$ satisfying (equation 6.7):

$$
\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} w}{\partial t^{2}}-\frac{q_{o}}{S} \sin (\omega t) \quad c^{2}=\frac{S}{\rho}
$$

have the following time dependence:

$$
\mathrm{w}(\mathrm{x}, \mathrm{y}, \mathrm{t})=\mathrm{W}(\mathrm{x}, \mathrm{y}) \sin (\omega \mathrm{t})
$$

then, the amplitude of vibration $\mathrm{W}(\mathrm{x}, \mathrm{y})$ satisfies the Helmholtz equation:

$$
\nabla^{2} \mathrm{~W}+\mathrm{k}^{2} \mathrm{~W}=-\mathrm{q}_{\mathrm{o}} / \mathrm{S} \quad \mathrm{k}=\omega / \mathrm{c}
$$

One must find the set of orthogonal eigenfunctions of the system, such that the solution W can be expanded in them. Thus, consider the solution to the associated homogeneous Helmholtz system on $\overline{\mathrm{W}}$ :

$$
\nabla^{2} \overline{\mathrm{~W}}+\mathrm{b}^{2} \overline{\mathrm{~W}}=0 \quad \mathrm{~b} \text { undetermined constant }
$$

that satisfies the following boundary condition: $\overline{\mathrm{W}}(\mathrm{P})=0$, for P on C , the contour boundary of the membrane.

Let:

$$
\bar{W}(P)=X(x) Y(y)
$$

Substituting $\overline{\mathrm{W}}(\mathrm{P})$ into the Helmholtz equation results in two homogeneous ordinary differential equations:

$$
\begin{array}{lll}
X^{\prime \prime}+\left(b^{2}-a^{2}\right) X=0 & \begin{array}{ll}
a \neq b & X=A \sin (u x)+B \cos (u x) \\
& a=b
\end{array} \quad X=A x+B \\
Y^{\prime \prime}+a^{2} Y=0 & a \neq 0 & Y=C \sin (a y)+D \cos (a y) \\
& a=0 & Y=C y+D
\end{array}
$$

where $u=\sqrt{b^{2}-a^{2}}$. One can now solve for the separation constants, $a$ and $b$, given the boundary conditions. At the boundaries: $y=0$, and $y=L$ :

$$
\begin{array}{lll}
\bar{W}(x, 0)=0 & D=0 & \\
\bar{W}(x, L)=0 & \sin (a L)=0 & a_{m} L=m \pi
\end{array} \quad m=1,2,3, \ldots
$$

If $\mathrm{a}=0$, then $\mathrm{C}=0$, which results in a trivial solution. At the boundaries $\mathrm{x}=0$, and $\mathrm{x}=\mathrm{L}$ :

$$
\begin{array}{lll}
\bar{W}(0, y)=0 & B=0 & \\
\bar{W}(L, y)=0 & \sin (u L)=0 & u_{n} L=n \pi
\end{array} \quad n=1,2,3, \ldots .
$$

if $a=b, A=0$, which results in a trivial solution. The eignevalues $b_{n m}$ are thus determined by:

$$
\begin{aligned}
& \mathrm{u}_{\mathrm{n}}=\frac{\mathrm{n} \pi}{\mathrm{~L}}=\sqrt{\mathrm{b}^{2}-\mathrm{a}_{\mathrm{m}}^{2}} \\
& \mathrm{~b}_{\mathrm{nm}}=\frac{\pi}{\mathrm{L}} \sqrt{\mathrm{~m}^{2}+\mathrm{n}^{2}}
\end{aligned}
$$

Thus, the eigenfunctions of the system can be written as:

$$
\bar{W}_{\mathrm{mn}}(\mathrm{x}, \mathrm{y})=\sin \left(\frac{\mathrm{n} \pi}{\mathrm{~L}} \mathrm{x}\right) \sin \left(\frac{\mathrm{m} \pi}{\mathrm{~L}} \mathrm{y}\right)
$$

It should be noted that non-trivial solutions (Mode Shapes) exist when:

$$
\mathrm{k}_{\mathrm{nm}}=\mathrm{b}_{\mathrm{nm}}=\frac{\omega_{\mathrm{nm}}}{\mathrm{c}}
$$

so that the natural frequencies of the membrane are given by:

$$
\omega_{\mathrm{nm}}=\frac{\mathrm{c} \pi}{\mathrm{~L}} \sqrt{\mathrm{~m}^{2}+\mathrm{n}^{2}}
$$

Expanding the solution W in a Generalized Fourier series of the eigenfunctions:

$$
W(x, y)=\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} E_{n m} \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} y\right)
$$

then the Fourier coefficients $\mathrm{E}_{\mathrm{nm}}$ of the double Fourier series can be obtained from eq. (6.65) in an integral form:

$$
\begin{aligned}
E_{n m} & =\frac{-4}{L^{2}\left(k^{2}-k_{n m}^{2}\right)} \int_{0}^{L L} \frac{q_{o}}{S} \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} y\right) d x d y \\
& =\frac{-16}{m n \pi^{2}\left(k^{2}-k_{n m}^{2}\right)} \frac{q_{0}}{S} \quad \text { if } m \text { and } n \text { are both odd } \\
& =0 \quad
\end{aligned}
$$

Finally, the response of the membrane to a uniform dynamic load is:

$$
w(x, y, t)=\frac{-16 q_{o}}{\pi^{2} S} \sin (\omega t) \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{\sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} y\right)}{m n\left(k^{2}-k_{m n}^{2}\right)} \quad \text { for } m, n \text { odd }
$$

## Example 6.9 Free Vibration of a Circular Plate

Obtain the axisymmetric mode shapes and natural frequencies of a free, vibrating plate, having a radius $=\mathrm{a}$, and whose perimeter is fixed. Let the displacement of the plate w be written as follows:

$$
w(r, t)=W(r) e^{i \omega t}
$$

then the equation of motion satisfied by $W$ (see equation 6.11) becomes:

$$
-\nabla^{4} W+k^{4} W=0 \quad k^{4}=\frac{\rho h}{D} \omega^{2}
$$

The equation can be separated as follows:

$$
\left(\nabla^{2}-\mathrm{k}^{2}\right)\left(\nabla^{2}+\mathrm{k}^{2}\right) \mathrm{W}=0
$$

whose solution can be sought to the following equations for $\mathrm{k} \neq 0$ :

$$
\begin{array}{ll}
\left(\nabla^{2}+\mathrm{k}^{2}\right) \mathrm{W}=0 & \mathrm{~W}=\mathrm{AJ}_{\mathrm{o}}(\mathrm{kr})+\mathrm{BY}(\mathrm{kr}) \\
\left(\nabla^{2}-\mathrm{k}^{2}\right) \mathrm{W}=0 & \mathrm{~W}=\mathrm{CI}_{\mathrm{o}}(\mathrm{kr})+\mathrm{DK}_{\mathrm{o}}(\mathrm{kr})
\end{array}
$$

where $J_{o}$ and $Y_{o}$ are Bessel functions of first and second kind and $I_{o}$ and $K_{o}$ are modified Bessel functions of the first and second kind respectively, all of them are of order zero.

Boundedness of the solution at $\mathrm{r}=0$ requires that $\mathrm{B}=\mathrm{D}=0$, so the total solution can be written as follows:

$$
\mathrm{W}(\mathrm{r})=\mathrm{A} \mathrm{~J}_{0}(\mathrm{kr})+C \mathrm{I}_{\mathrm{o}}(\mathrm{kr})
$$

For a fixed plate the boundary conditions are $w=0$ and $\partial w / \partial r=0=0$ at $r=a$, and are satisfied by:

$$
\begin{aligned}
& \mathrm{W}(\mathrm{a})=\mathrm{A}_{\mathrm{o}}(\mathrm{ka})+\mathrm{CI}_{\mathrm{o}}(\mathrm{ka})=0 \\
& \frac{\partial \mathrm{~W}}{\partial \mathrm{r}}(\mathrm{a})=\mathrm{k}\left[\mathrm{AJ}_{0}^{\prime}(\mathrm{ka})+\mathrm{CI}_{0}^{\prime}(\mathrm{ka})\right]=0
\end{aligned}
$$

which gives the characteristic equation:

$$
\mathrm{J}_{\mathrm{o}}(\mathrm{ka}) \mathrm{I}_{\mathrm{o}}^{\prime}(\mathrm{ka})-\mathrm{I}_{\mathrm{o}}(\mathrm{ka}) \mathrm{J}_{\mathrm{o}}^{\prime}(\mathrm{ka})=0
$$

Let the roots $\alpha_{\mathrm{n}}$, where $\alpha=\mathrm{ka}$, of the characteristic equation be designated as:

$$
\alpha_{\mathrm{n}}=\mathrm{k}_{\mathrm{n}} \mathrm{a} \quad \mathrm{n}=1,2,3, \ldots
$$

where it can be shown that there is no zero root. The eigenvalues are $\lambda_{n}=k_{n}^{4}=\alpha_{n}^{4} / a^{4}$. The eigenfunctions can be evaluated by finding the ratio $\mathrm{C} / \mathrm{A}=-\mathrm{J}_{0}\left(\alpha_{\mathrm{n}}\right) / \mathrm{I}_{0}\left(\alpha_{\mathrm{n}}\right)$ and substituting that ratio into the solution. Since $\mathrm{J}_{0}\left(\alpha_{\mathrm{n}}\right) \neq 0$, then one may factor it out. Thus, the natural frequencies $\omega_{\mathrm{n}}$ and the mode shapes $\mathrm{W}_{\mathrm{n}}$ are then found to be:

$$
\begin{aligned}
& \omega_{n}=\sqrt{\frac{D}{\rho h}} \frac{\alpha_{n}^{2}}{a^{2}} \\
& W_{n}=\frac{J_{0}\left(\frac{\alpha_{n} r}{a}\right)}{J_{0}\left(\alpha_{n}\right)}-\frac{I_{0}\left(\frac{\alpha_{n} r}{a}\right)}{I_{0}\left(\alpha_{n}\right)}
\end{aligned} \quad n=1,2,3, \ldots
$$

## Example 6.10 Free Vibration of Gas Inside a Rigid Spherical Enclosure

Obtain the mode shapes and the corresponding natural frequencies of a gas vibrating inside a rigid spherical enclosure whose radius is a.

The velocity potential $\psi(r, \theta, \phi, t)$ of a vibrating gas inside a rigid sphere is assumed to have harmonic time dependence, such that:

$$
\psi(\mathrm{r}, \theta, \phi, \mathrm{t})=\mathrm{W}(\mathrm{r}, \theta, \phi) \mathrm{e}^{\mathrm{i} \omega \mathrm{t}}
$$

where W satisfies the Helmholtz equation. Assuming that W can be written as:

$$
\mathrm{W}(\mathrm{r}, \theta, \phi)=\mathrm{R}(\mathrm{r}) \mathrm{S}(\theta) \mathrm{M}(\phi)
$$

then the Helmholtz equation becomes:

$$
\frac{\mathrm{R}^{\prime \prime}}{\mathrm{R}}+\frac{2}{\mathrm{r}} \frac{\mathrm{R}^{\prime}}{\mathrm{R}}+\frac{1}{\mathrm{r}^{2}}\left[\frac{\mathrm{~S}^{\prime \prime}}{\mathrm{S}}+\cos \theta \frac{\mathrm{S}^{\prime}}{\mathrm{S}}\right]+\frac{1}{\mathrm{r}^{2} \sin ^{2} \theta} \frac{\mathrm{M}^{\prime \prime}}{\mathrm{M}}+\mathrm{k}^{2}=0
$$

which separates into three ordinary differential equations:

$$
\begin{aligned}
& r^{2} R^{\prime \prime}+2 r R^{\prime}+\left[k^{2} r^{2}-v(v+1)\right] R=0 \\
& M^{\prime \prime}+\alpha^{2} M=0 \\
& S^{\prime \prime}+\cot \theta S^{\prime}+\left[v(v+1)-\frac{\alpha^{2}}{\sin ^{2} \theta}\right] S=0
\end{aligned}
$$

the last of which transforms to the following equation if one substitutes $\eta=\cos \theta$ :

$$
\frac{\mathrm{d}}{\mathrm{~d} \eta}\left[\left(1-\eta^{2}\right) \frac{\mathrm{dS}}{\mathrm{~d} \eta}\right]+\left[v(v+1)-\frac{\alpha^{2}}{1-\eta^{2}}\right] \mathrm{S}=0
$$

The separation constants $v$ and $\alpha^{2}$ must be positive or zreo to give oscillating solutions of the three ordinary differential equations. The solution of these equations can be written as follows:

$$
\begin{array}{ll}
\mathrm{R}=\mathrm{A} \mathrm{j}_{v}(\mathrm{kr})+\mathrm{B} \mathrm{y}_{v}(\mathrm{kr}) & \mathrm{k} \neq 0 \\
\mathrm{~S}=\mathrm{C} P_{v}^{\alpha}(\eta)+\mathrm{D} \mathrm{Q}_{v}^{\alpha}(\eta) & \alpha \neq 0 \\
\mathrm{M}=\mathrm{E} \sin (\alpha \theta)+\mathrm{F} \cos (\alpha \theta) &
\end{array}
$$

where $j_{v}$ and $y_{v}$ are the spherical Bessel Functions of the first and second kind of order $v$, $P_{v}^{\alpha}$ and $Q_{v}^{\alpha}$ are the associated Legendre functions of the first and second kind, degree $v$ and order $\alpha$. Single-valuedness requires that $\alpha$ be an integer $=m=0,1,2, \ldots$ and boundedness at $r=0$ and $\eta= \pm 1$ requires that:

$$
\mathrm{B}=\mathrm{D}=0 \quad \text { and } \quad v \text { is an integer }=\mathrm{n}=0,1,2, \ldots
$$

The boundary condition at $\mathrm{r}=$ a requires that the normal (radial) velocity must vanish, i.e.:

$$
V_{r}=-\left.\frac{\partial \mathrm{R}}{\partial \mathrm{r}}\right|_{\mathrm{r}=\mathrm{a}}=0 \quad \text { or } \mathrm{j}_{\mathrm{n}}^{\prime}(\mathrm{ka})=\mathrm{j}_{\mathrm{n}}^{\prime}(\mu)=0 \quad \text { where } \mu=\mathrm{ka}
$$

Let $\mu_{\mathrm{n} l}$ designate the $l^{\text {th }}$ root of the $\mathrm{n}^{\text {th }}$ equation. It can be shown that the roots $\mu_{\mathrm{n} l} \neq 0$. The mode shapes and natural frequencies of a vibrating gas inside a spherical enclosure become:

$$
\mathrm{W}_{\mathrm{mnI}}=\mathrm{j}_{\mathrm{n}}\left(\mu_{\mathrm{nl}} \frac{\mathrm{r}}{\mathrm{a}}\right) \mathrm{P}_{\mathrm{n}}^{\mathrm{m}}(\cos \theta)\left[\begin{array}{l}
\sin (\mathrm{n} \phi) \\
\cos (\mathrm{n} \phi)
\end{array}\right]
$$

and

$$
\omega_{\mathrm{n} l}=\frac{\mathrm{c}}{\mathrm{a}} \mu_{\mathrm{n} l} \quad \mathrm{~m}, \mathrm{n}=0,1,2,3, \ldots \quad l=1,2,3, \ldots
$$

### 6.12 The Diffusion Equation

The most general system governed by the diffusion equation takes the form of a nonhomogeneous partial differential equation, boundary and initial conditions, having the form

$$
\begin{equation*}
\nabla^{2} \phi=\frac{1}{K} \frac{\partial \phi}{\partial t}+F(P, t) \quad P \text { in } V, t>0 \tag{6.66}
\end{equation*}
$$

where $\phi=\phi(\mathrm{P}, \mathrm{t})$ is the dependent variable satisfying time-independent non-homogeneous boundary conditions of Dirichlet, Neumann or Robin type, i.e., they are only spatially dependent:

$$
\begin{equation*}
\mathrm{U}(\phi(\mathrm{P}, \mathrm{t}))=l(\mathrm{P}) \quad \mathrm{P} \text { on } \mathrm{S}, \mathrm{t}>0 \tag{6.67}
\end{equation*}
$$

and the initial conditions:

$$
\begin{equation*}
\phi\left(\mathrm{P}, 0^{+}\right)=\mathrm{g}(\mathrm{P}) \quad \mathrm{P} \text { in } \mathrm{V} \tag{6.68}
\end{equation*}
$$

and $\mathrm{F}(\mathrm{P}, \mathrm{t})$ is a time and space dependent source. The restriction on only spatially dependent boundary conditions is due to the goal of obtaining solutions in terms of eigenfunction expansions, such restrictions will be removed in Chapter 7.

Since the non-homogeneous boundary conditions are only spatially dependent, one
can split the solution $\phi$ into two components one being transient (time dependent), and the other steady state (time independent).

Let:

$$
\begin{equation*}
\phi=\phi_{1}(\mathrm{P}, \mathrm{t})+\phi_{2}(\mathrm{P}) \tag{6.69}
\end{equation*}
$$

where the first component satisfies the following system:

$$
\begin{align*}
& \nabla^{2} \phi_{1}=\frac{1}{K} \frac{\partial \phi_{1}}{\partial t}+F(P, t) \\
& U\left(\phi_{1}\right)=0  \tag{6.70}\\
& \phi_{1}\left(P, 0^{+}\right)=g(P)-\phi_{2}(P)=h(P)
\end{align*}
$$

and the second component satisfies Laplace's system:

$$
\begin{align*}
& \nabla^{2} \phi_{2}=0  \tag{6.71}\\
& \mathrm{U}\left(\phi_{2}\right)=l(\mathrm{P})
\end{align*}
$$

The two systems in eqs. (6.70) and (6.71) add up to the original system defined in eqs. (6.66) through (6.68). The system in (6.71) is a Laplace system, which was explored in Section (6.10). Once the system in (6.71) is solved, then the initial condition of the system (6.70) is determined. To obtain a solution of the system defined by eqs. (6.70), one needs to obtain an eigenfunction set from a homogeneous Helmholtz equation with the boundary conditions specified as in (6.70), i.e.:

$$
\begin{equation*}
\nabla^{2} \phi_{M}+\lambda_{M} \phi_{M}=0 \tag{6.72}
\end{equation*}
$$

subject to the same homogeneous boundary conditions in (6.70)

$$
\mathrm{U}\left(\phi_{\mathrm{M}}\right)=0
$$

so that the resulting eigenfunctions are orthogonal, satisfying the orthogonality integral:

$$
\begin{aligned}
\int_{V} \phi_{M} \phi_{K} d V & =0 & & M \neq K \\
& =N_{M} & & M=K
\end{aligned}
$$

The solution of the system in (6.70) involves the expansion of the function $\phi(P, t)$ in a Generalized Fourier series in terms of the spatially dependent eigenfunctions, but with time dependent Fourier coefficients:

$$
\begin{equation*}
\phi_{1}=\sum_{M} E_{M}(t) \phi_{M}(P) \tag{6.73}
\end{equation*}
$$

The solution $\phi_{1}$ satisfies the boundary conditions of (6.70), i.e.:

$$
\mathrm{U}\left(\phi_{1}\right)=\mathrm{U}\left(\sum_{\mathbf{M}} \mathrm{E}_{\mathrm{M}} \phi_{\mathrm{M}}\right)=\sum_{\mathbf{M}} \mathrm{E}_{\mathrm{M}} \mathrm{U}\left(\phi_{\mathrm{M}}\right)=0
$$

Substituting the solution (6.73) into the differential equation of (6.70) results in:

$$
\begin{align*}
\nabla^{2} \phi_{1}=\sum_{M} E_{M}(t) \nabla^{2} \phi_{M} & =-\sum_{M} \lambda_{M} E_{M}(t) \phi_{M}(P) \\
& =\frac{1}{K} \sum_{M} E_{M}^{\prime}(t) \phi_{M}(P)+F(P, t) \tag{6.74}
\end{align*}
$$

which uses eq. (6.72). Rearranging eq. (6.74) results in a more compact form:

$$
\begin{equation*}
\sum_{M}\left(E_{M}^{\prime}(t)+\lambda_{M} K E_{M}(t)\right) \phi_{M}=-K F(P, t) \tag{6.75}
\end{equation*}
$$

Multiplying eq. (6.75) by $\phi_{N}(P)$ and integrating over the volume results in a first order ordinary differential equation on the time-dependent Fourier coefficients:

$$
\begin{equation*}
E_{M}^{\prime}(t)+\lambda_{M} K E_{M}(t)=-K \frac{\int_{V} \phi_{M}(P) F(P, t) d V}{\int_{V} \phi_{M}^{2}(P) d V}=F_{M}(t) \tag{6.76}
\end{equation*}
$$

The solution of the non-homogeneous first-order differential equation (6.76) is obtained in the form, given in Section 1.2:

$$
\begin{equation*}
E_{M}(t)=C_{M} e^{-K \lambda_{M} t}+\int_{0}^{t} F_{M}(\eta) e^{-\lambda_{M} K(t-\eta)} d \eta \tag{6.77}
\end{equation*}
$$

One can use the initial condition at $t=0$ to determine the unknown constants $C_{M}$

$$
\begin{equation*}
\phi_{1}\left(P, 0^{+}\right)=\sum_{M} E_{M}(0) \phi_{M}(P)=h(P)=\sum_{M} C_{M} \phi_{M}(P) \tag{6.78}
\end{equation*}
$$

since $\mathrm{E}_{\mathrm{M}}(0)=\mathrm{C}_{\mathrm{M}}$. Thus, using the orthogonality of the eigenfunctions, the constants $\mathrm{C}_{\mathrm{M}}$ become:

$$
\begin{equation*}
C_{M}=\frac{1}{N_{M}} \int_{V} h(P) \phi_{M}(P) d V \tag{6.79}
\end{equation*}
$$

The evaluation of $\mathrm{C}_{\mathrm{M}}$ concludes the determination of the Fourier coefficients $\mathrm{E}_{\mathrm{M}}(\mathrm{t})$. The solution in (6.77) is a linear combination of two parts, one dependant on the initial condition, $\mathrm{C}_{\mathrm{M}}$, and the other dependant on the source component, $\mathrm{F}_{\mathrm{M}}(\mathrm{t})$. If the heat source is not time dependent, i.e. if $F(P, t)=Q(P)$ only, then $F_{M}=Q_{M}$, a constant, and the solution for $\mathrm{E}_{\mathrm{M}}(\mathrm{t})$ simplifies to:

$$
\begin{equation*}
E_{M}(t)=C_{M} e^{-K \lambda_{M^{t}}}+\frac{Q_{M}}{\lambda_{M} K}\left[1-e^{-K \lambda_{M} t}\right] \tag{6.80}
\end{equation*}
$$

and $C_{M}$ is defined by eq. (6.79).

## Example 6.11 Heat Flow in a Finite Thin Rod

Obtain the heat flow in a finite rod of length L , whose ends are kept at constant temperature $a$ and $b$. The rod is heated initially to a temperature $f(x)$ and has a distributed, time-independent heat source, $Q(x)$, such that, for $T=T(x, t)$ :

$$
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-\frac{Q(x)}{K \rho c}
$$

and

$$
\mathrm{T}(0, \mathrm{t})=\mathrm{a}=\text { constant } \quad \mathrm{T}(\mathrm{~L}, \mathrm{t})=\mathrm{b}=\text { constant } \quad \mathrm{T}\left(\mathrm{x}, 0^{+}\right)=\mathrm{f}(\mathrm{x})
$$

Let $T=T_{1}(x, t)+T_{2}(x)$ such that:

$$
\begin{array}{ll}
\frac{\partial^{2} T_{1}}{\partial x^{2}}=\frac{1}{K} \frac{\partial T_{1}}{\partial t}-\frac{\mathrm{Q}(\mathrm{x})}{\mathrm{K} \rho \mathrm{c}} & \frac{\partial^{2} \mathrm{~T}_{2}}{\partial \mathrm{x}^{2}}=0 \\
\mathrm{~T}_{1}(0, \mathrm{t})=0 & \mathrm{~T}_{2}(0, \mathrm{t})=\mathrm{a} \\
\mathrm{~T}_{1}(\mathrm{~L}, \mathrm{t})=0 & \mathrm{~T}_{2}(\mathrm{~L}, \mathrm{t})=\mathrm{b} \\
\mathrm{~T}_{1}\left(\mathrm{x}, 0^{+}\right)=\mathrm{f}(\mathrm{x})-\mathrm{T}_{2}(\mathrm{x})=\mathrm{h}(\mathrm{x}) &
\end{array}
$$

The solution for $T_{2}(x)$ can be readily found as:

$$
\mathrm{T}_{2}(\mathrm{x})=\frac{\mathrm{b}-\mathrm{a}}{\mathrm{~L}} \mathrm{x}+\mathrm{a}
$$

To solve for $T_{1}(x, t)$ one must develop an eigenfunction set satisfying the boundary conditions:

$$
X^{\prime \prime}+k^{2} X=0 \quad X=A \sin (k x)+B \cos (k x)
$$

which satisfies the following boundary conditions:

$$
\begin{array}{ll}
X(0)=0 & B=0 \\
X(L)=0 & \sin (k L)=0 \quad \text { or } \quad k_{n}=\frac{n \pi}{L} \quad n=1,2,3, \ldots
\end{array}
$$

Thus, the eigenfunctions and eigenvalues of the system become:

$$
\begin{aligned}
& X_{n}=\sin \left(\frac{n \pi}{L} x\right) \quad n=1,2,3, \ldots \\
& \lambda_{n}=n^{2} \pi^{2} / L^{2}
\end{aligned}
$$

Expanding $\mathrm{T}_{1}$ in terms of time-dependent Fourier coefficients, $\mathrm{E}_{\mathrm{n}}$, and the associated eigenfunctions, $\mathrm{X}_{\mathrm{n}}$ produces:

$$
T_{1}(x, t)=\sum_{n=1}^{\infty} E_{n}(t) \sin \left(\frac{n \pi}{L} x\right)
$$

subject to the initial condition:

$$
\mathrm{T}_{1}\left(\mathrm{x}, 0^{+}\right)=\mathrm{f}(\mathrm{x})-\mathrm{T}_{2}(\mathrm{x})=\mathrm{h}(\mathrm{x})
$$

Following the development in eq. (6.79), the constants $C_{n}$ are given by:

$$
C_{n}=\frac{2}{L} \int_{0}^{L}\left[f(x)-T_{2}(x)\right] \sin \left(\frac{n \pi}{L} x\right) d x \quad n=1,2,3, \ldots
$$

Following the development for a time-independent heat source, eq. (6.76) gives:

$$
Q_{n}=\frac{2}{\rho c L} \int_{0}^{L} Q(x) \sin \left(\frac{n \pi}{L} x\right) d x \quad n=1,2,3, \ldots
$$

so that the final solution for $E_{n}(t)$, eq. (6.80), is given by:

$$
E_{n}(t)=C_{n} e^{-K n^{2} \pi^{2} t / L^{2}}+\frac{Q_{n} L^{2}}{n^{2} \pi^{2}}\left[1-e^{-K n^{2} \pi^{2} t / L^{2}}\right]
$$

It should be noted that as $t \rightarrow \infty$, a steady state temperature distribution is given by $Q_{n}$ only:

$$
E_{n}(t) \rightarrow \frac{Q_{n} L^{2}}{n^{2} \pi^{2}} \text { as } t \rightarrow \infty
$$

## Example 6.12 Heal Flow in a Circular Sheet

Obtain the heat flow in a solid sheet whose radius is a and whose perimeter is kept at zero temperature. The sheet is initially heated and has an explosive point heat source applied at the
of the sheet so that the temperature $T(r, t)$ satisfies the following system:

$$
\nabla^{2} \mathrm{~T}=\frac{1}{\mathrm{~K}} \frac{\partial \mathrm{~T}}{\partial \mathrm{t}}-\delta(\mathrm{r}) \frac{\mathrm{Q}_{0} \mathrm{e}^{-\alpha \mathrm{t}}}{2 \pi \mathrm{~K} \rho c \mathrm{r}} \quad 0 \leq \mathrm{r} \leq \mathrm{a} \quad \mathrm{t}>0 \quad \alpha>0
$$

$$
T(a, t)=0
$$

$$
\mathrm{T}\left(\mathrm{r}, 0^{+}\right)=\mathrm{T}_{\mathrm{o}}\left(1-\mathrm{r}^{2} / \mathrm{a}^{2}\right)
$$

when $\delta(r)$ is the Dirac delta function (Appendix D). Since the boundary conditions are homogeneous, then $T_{2}=0$, and $T(r, t)=T_{1}(r, t)$. To find the eigenfunctions of the system in cylindrical coordinates, one solves the Helmholtz system:

$$
\nabla^{2} \mathrm{R}+\lambda \mathrm{R}=\frac{\mathrm{d}^{2} \mathrm{R}}{\mathrm{dr}}+\frac{1}{\mathrm{r}} \frac{\mathrm{dR}}{\mathrm{dr}}+\mathrm{k}^{2} \mathrm{R}=0 \quad \text { where } \quad \lambda=\mathrm{k}^{2}
$$

which has a solution of the form:

$$
\mathrm{R}(\mathrm{r})=\mathrm{A} \mathrm{~J}_{0}(\mathrm{kr})+\mathrm{B} \mathrm{Y}_{0}(\mathrm{kr})
$$

Since the temperature is bounded at the origin, $r=0$, let $B=0$. Satisfying the boundary condition at $\mathrm{r}=\mathrm{a}, \mathrm{R}(\mathrm{a})=\mathrm{A} \mathrm{J}_{0}(\mathrm{ka})=0$. Letting $\mu=\mathrm{ka}$, then $\mathrm{J}_{0}(\mu)=0$ has an infinite number of non-zero roots: $\mu_{n}=k_{n} a, n=1,2,3, \ldots$, and the eigenfunctions and eigenvalues become:

$$
\mathrm{R}_{\mathrm{n}}(\mathrm{r})=\mathrm{J}_{\mathrm{o}}\left(\mu_{\mathrm{n}} \frac{\mathrm{r}}{\mathrm{a}}\right) \quad \lambda_{\mathrm{n}}=\frac{\mu_{n}^{2}}{\mathrm{a}^{2}} \quad \mathrm{n}=1,2,3, \ldots
$$

and the orthogonality condition is (4.86):

$$
\begin{aligned}
\int_{0}^{a} r J_{o}\left(\mu_{n} \frac{r}{a}\right) J_{o}\left(\mu_{m} \frac{r}{a}\right) d r & =0 & & n \neq m \\
& =N_{n}=\frac{a^{2}}{2} J_{1}^{2}\left(\mu_{n}\right) & & n=m
\end{aligned}
$$

Expanding the temperature $\mathrm{T}(\mathrm{r}, \mathrm{t})$ into an infinite series of the eigenfunctions:

$$
T(r, t)=\sum_{n=1}^{\infty} E_{n}(t) R_{n}(r)
$$

then one can follow the development of the solution through eqs. (6.70) through (6.79). The Fourier series of the source term of eq. (6.76) is given by:

$$
F_{n}(t)=\frac{Q_{0} e^{-\alpha t}}{2 \pi \rho c N_{n}} \int_{0}^{a} r \frac{\delta(r)}{r} J_{0}\left(\mu_{n} \frac{r}{a}\right) d r=\frac{Q_{0} e^{-\alpha t}}{a^{2} \pi \rho c J_{1}^{2}\left(\mu_{n}\right)}
$$

The integral part of the solution for $E_{n}(t)$ in eq. (6.77) due to the point source is evaluated separately from the initial condition, yielding:

$$
\frac{\mathrm{Q}_{0} \mathrm{e}^{-K t \mu_{\mathrm{n}}^{2} / \mathrm{a}^{2}}}{\mathrm{a}^{2} \pi \rho c J_{1}^{2}\left(\mu_{\mathrm{n}}\right)} \int_{0}^{\mathrm{t}} \mathrm{e}^{-\alpha \eta} \mathrm{e}^{-\mathrm{K} \eta \mu_{\mathrm{n}}^{2} / \mathrm{a}^{2}} d \eta=\frac{\mathrm{Q}_{0}\left[\mathrm{e}^{-\alpha \mathrm{t}}-\mathrm{e}^{-K t \mu_{\mathrm{n}}^{2} / \mathrm{a}^{2}}\right]}{\mathrm{a}^{2} \pi \rho c\left[K \mu_{\mathrm{n}}^{2} / \mathrm{a}^{2}-\alpha\right] \mathrm{J}_{1}^{2}\left(\mu_{\mathrm{n}}\right)}
$$

The constant $C_{n}$ of eq. (6.79) due to the initial condition is also obtained through eqs. (3.103) and (3.105):

$$
C_{n}=\frac{T_{0}}{N_{n}} \int_{0}^{a} r\left(1-\frac{r^{2}}{a^{2}}\right) J_{0}\left(\mu_{n} \frac{r}{a}\right) d r=\frac{4 T_{o} J_{1}\left(\mu_{n}\right)}{\mu_{n}^{3} N_{n}}=\frac{8 T_{o}}{\mu_{n}^{3} J_{1}\left(\mu_{n}\right)}
$$

Finally, the solution for the Fourier coefficient $\mathrm{E}_{\mathrm{n}}(\mathrm{t})$ is given by:

$$
E_{n}(t)=\frac{8 T_{0} e^{-K ı \mu_{n}^{2} / a^{2}}}{\mu_{n}^{3} J_{1}\left(\mu_{n}\right)}+\frac{Q_{0}\left[e^{-\alpha t}-e^{-K t \mu_{n}^{2} / a^{2}}\right]}{a^{2} \pi \rho c\left[K \mu_{n}^{2} / a^{2}-\alpha\right] J_{1}^{2}\left(\mu_{n}\right)}
$$

One can clearly see that the temperature tends to zero as $t \rightarrow \infty$, since the source itself also vanishes as $t \rightarrow \infty$.

## Example 6.13 Heat Flow in a Finite Cylinder

Obtain the heat flow in a cylinder of length $L$ and radius a whose surface is being kept at zero temperature, which has an initial temperature distribution. Thus, if $\mathrm{T}=\mathrm{T}(\mathrm{r}, \theta, \mathrm{z}, \mathrm{t})$, then:

$$
\mathrm{T}(\mathrm{a}, \theta, \mathrm{z}, \mathrm{t})=0, \quad \mathrm{~T}(\mathrm{r}, \theta, 0, \mathrm{t})=0, \quad \mathrm{~T}(\mathrm{r}, \theta, \mathrm{~L}, \mathrm{t})=0, \quad \mathrm{~T}\left(\mathrm{r}, \theta, \mathrm{z}, 0^{+}\right)=\mathrm{f}(\mathrm{r}, \theta, \mathrm{z})
$$

Since the boundary conditions are homogeneous, then there is no steady state component, and the temperature satisfies the homogeneous heat flow equation in cylindrical coordinates as follows:

$$
\frac{\partial^{2} T}{\partial r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \theta^{2}}+\frac{\partial^{2} T}{\partial z^{2}}=\frac{1}{k} \frac{\partial T}{\partial t}
$$

The eigenfunction of the Helmholtz equation can be obtained by letting:

$$
\phi=R(r) F(\theta) Z(z)
$$

then the partial differential equations can be satisfied by three ordinary differential equations:

$$
\begin{array}{lll}
R^{\prime \prime}+\frac{1}{r} R^{\prime}+\left(k^{2}-\frac{b^{2}}{r^{2}}\right) R=0 & k \neq 0 & R=A J_{b}(k r)+B Y_{b}(k r) \\
& k=0, b \neq 0 & R=A r^{b}+B r^{-b} \\
F^{\prime \prime}+b^{2} F=0 & k=0, b=0 & R=A+B \log (r) \\
& b \neq 0 & F=C \sin (b \theta)+D \cos (b \theta) \\
Z^{\prime \prime}+c^{2} Z=0 & b=0 & F=C_{o} \theta+D_{o} \\
& c \neq 0 & Z=G \sin (c z)+H \cos (c z) \\
& c=0 & Z=G z+H
\end{array}
$$

where the signs of the separation constants $\mathrm{k}^{2}, \mathrm{~b}^{2}$, and $\mathrm{c}^{2}$ were chosen to result in oscillating functions.

Single-valuedness of $F(\theta)$ requires that $b=$ integer $=n=1,2,3, \ldots$ and $C_{o}=0$. Boundedness at $\mathrm{r}=0$ requires that $\mathrm{B}=0$. Satisfying the boundary condition at $\mathrm{r}=\mathrm{a}$ for $R(r)$, one obtains for $k \neq 0$ :

$$
\mathrm{J}_{\mathrm{n}}(\mathrm{ka})=\mathrm{J}_{\mathrm{n}}(\mu)=0 \quad \mu_{\mathrm{n} l}=\mathrm{k}_{\mathrm{n} l} \mathrm{a} \quad l=1,2,3, \ldots \quad \mathrm{n}=0,1,2, \ldots
$$

where $\mu_{n l}$ is the $l^{\text {th }}$ root for the $\mathrm{n}^{\text {th }}$ equation, and $\mu_{\mathrm{n} l} \neq 0$. For $\mathrm{k}=0, \mathrm{~A}=0$, resulting in a trivial solution for $R(r)$. For $c \neq 0$ :

$$
\begin{array}{ll}
Z(0)=0 & H=0 \\
Z(L)=0 & \sin (c L)=0
\end{array} \quad c_{m}=\frac{m \pi}{L} \quad m=1,2,3, \ldots .
$$

There is only the trivial solution $Z(z)$ for $c=0$.
Thus, the eigenfunctions and eigenvalues can be written as follows:

$$
\phi_{\mathrm{nml}}=\sin \left(\frac{\mathrm{m} \pi}{\mathrm{~L}} \mathrm{z}\right) \mathrm{J}_{\mathrm{n}}\left(\mu_{\mathrm{nl}} \frac{\mathrm{r}}{\mathrm{a}}\right)\left[\begin{array}{c}
\sin (\mathrm{n} \theta) \\
\cos (\mathrm{n} \theta)
\end{array}\right] \quad \lambda_{\mathrm{nm} l}=\frac{\mu_{\mathrm{n} l}^{2}}{\mathrm{a}^{2}}+\frac{\mathrm{m}^{2} \pi^{2}}{\mathrm{~L}^{2}}
$$

Since there are two different functional forms of the eigenfunctions, one must use two different time-dependent Fourier coefficients for the final solution for T. Letting:

$$
T(r, \theta, z, t)=\sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \sum_{1 l=1}^{\infty}\left[C_{n m l}(t) \sin (n \theta)+D_{n m l}(t) \cos (n \theta)\right] \sin \left(\frac{m \pi}{L} z\right) J_{n}\left(\mu_{n l} \frac{r}{a}\right)
$$

then the initial condition can be evaluated from:

$$
\begin{aligned}
& T\left(r, \theta, z, 0^{+}\right)=f(r, \theta, z)=\sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \sum_{l=1}^{\infty} \sin \left(\frac{m \pi}{L} z\right) J_{n}\left(\mu_{n l} \frac{r}{a}\right) \\
& \bullet\left[C_{n m l}(t) \sin (n \theta)+D_{n m l}(t) \cos (n \theta)\right]
\end{aligned}
$$

The solution for $\mathrm{C}_{\mathrm{nm} /}(\mathrm{t})$ and $\mathrm{D}_{\mathrm{nm} /}(\mathrm{t})$ for a source-free cylinder becomes:

$$
\mathrm{C}_{\mathrm{nm} l}(\mathrm{t})=\overline{\mathrm{C}}_{\mathrm{nm} l} \exp \left(-\lambda_{\mathrm{nm} l} \mathrm{~K} \mathrm{t}\right)
$$

and

$$
\mathrm{D}_{\mathrm{nm} l}(\mathrm{t})=\overline{\mathrm{D}}_{\mathrm{nm} l} \exp \left(-\lambda_{\mathrm{nm} l} \mathrm{~K} \mathrm{t}\right) .
$$

Using eqs. (6.77-6.79), the constants $\overline{\mathrm{C}}_{\mathrm{nm} l}$ and $\overline{\mathrm{D}}_{\mathrm{nm} l}$ become:

$$
\overline{\mathrm{C}}_{\mathrm{nm} l}=\frac{4}{\pi \mathrm{La}^{2} \mathrm{~J}_{\mathrm{n}+1}^{2}\left(\mu_{\mathrm{n} l}\right)} \int_{0}^{\mathrm{a}} \int_{0}^{\mathrm{L}} \int_{0}^{2 \pi} \mathrm{rf} \sin \left(\frac{\mathrm{~m} \pi}{\mathrm{~L}} \mathrm{z}\right) \sin (\mathrm{n} \theta) \mathrm{J}_{\mathrm{n}}\left(\mu_{\mathrm{n} l} \frac{\mathrm{r}}{\mathrm{a}}\right) \mathrm{d} \theta \mathrm{dz} \mathrm{dr}
$$

and

$$
\overline{\mathrm{D}}_{\mathrm{nm} l}=\frac{2 \varepsilon_{\mathrm{n}}}{\pi \mathrm{La} \mathrm{a}^{2} \mathrm{~J}_{\mathrm{n}+1}^{2}\left(\mu_{\mathrm{n} l}\right)} \int_{0}^{\mathrm{a}} \int_{0}^{\mathrm{L}} \int_{0}^{2 \pi} \mathrm{rf} \sin \left(\frac{\mathrm{~m} \pi}{\mathrm{~L}} \mathrm{z}\right) \cos (\mathrm{n} \theta) \mathrm{J}_{\mathrm{n}}\left(\mu_{\mathrm{n} l} \frac{\mathrm{r}}{\mathrm{a}}\right) \mathrm{d} \theta \mathrm{dz} \mathrm{dr}
$$

### 6.13 The Vibration Equation

Solutions to the homogeneous or non-homogeneous vibration or wave equations can be obtained in terms of eigenfunction expansions.

The types of non-homogeneous problems encountered in transient vibration or wave equation with time dependent sources and non-homogeneous boundary conditions are again restricted to time-independent boundary conditions. This limitation is imposed in order to take full advantage of the eigenfunction expansion method. These limitations will be relaxed in Chapter 7. The system, composed of a non-homogeneous partial differential equation, boundary and initial conditions on the dependent variable $\phi(\mathrm{P}, \mathrm{t})$ are:

$$
\begin{equation*}
\nabla^{2} \phi=\frac{1}{c^{2}} \frac{\partial^{2} \phi}{\partial t^{2}}+F(P, t) \quad P \text { in } V \quad t>0 \tag{6.81}
\end{equation*}
$$

where $F(P, t)$ is a time and space dependent source and the function $\phi(P, t)$ satisfies nonhomogeneous Dirichlet, Neumann or Robin type, spatially-dependent boundary conditions:

$$
\begin{equation*}
U(\phi(\mathrm{P}, \mathrm{t}))=l(\mathrm{P}) \quad \mathrm{P} \text { on } \mathrm{S} \tag{6.82}
\end{equation*}
$$

and non-homogeneous initial conditions for P in V :

$$
\begin{equation*}
\phi\left(\mathrm{P}, 0^{+}\right)=\mathrm{h}(\mathrm{P}), \quad \frac{\partial \phi}{\partial \mathrm{t}}\left(\mathrm{P}, 0^{+}\right)=\mathrm{f}(\mathrm{P}) \tag{6.83}
\end{equation*}
$$

Due to the space dependence only of the boundary conditions, one may split the solution into a transient component and a steady state component, i.e.

$$
\begin{equation*}
\phi(\mathrm{P}, \mathrm{t})=\phi_{1}(\mathrm{P}, \mathrm{t})+\phi_{2}(\mathrm{P}) \tag{6.84}
\end{equation*}
$$

such that $\phi_{1}(\mathrm{P}, \mathrm{t})$ satisfies the following system:

$$
\begin{equation*}
\nabla^{2} \phi_{1}=\frac{1}{c^{2}} \frac{\partial^{2} \phi_{1}}{\partial t^{2}}+F(P, t) \quad P \text { in } V, \quad t>0 \tag{6.85}
\end{equation*}
$$

and the homogeneous form of the boundary conditions given in (6.82) and the initial conditions (6.83):

$$
\begin{array}{ll}
\mathrm{U}\left(\phi_{1}(\mathrm{P}, \mathrm{t})\right)=0 & \mathrm{P} \text { on } \mathrm{S}, \\
\frac{\partial \phi_{1}}{\partial \mathrm{t}}\left(\mathrm{P}, 0^{+}\right)=\mathrm{f}(\mathrm{P}) & \mathrm{P} \text { in } \mathrm{V} \\
\phi_{1}\left(\mathrm{P}, 0^{+}\right)=\mathrm{h}(\mathrm{P})-\phi_{2}(\mathrm{P})=\mathrm{g}(\mathrm{P}) & \mathrm{P} \text { in } \mathrm{V}
\end{array}
$$

The second steady state part $\phi_{2}(P)$ satisfies the system:

$$
\begin{array}{lll}
\nabla^{2} \phi_{2}=0 & \mathrm{P} \text { in } \mathrm{V} & \mathrm{t}>0 \\
\mathrm{U}\left(\phi_{2}(\mathrm{P}, \mathrm{t})\right)=l(\mathrm{P}) & \mathrm{P} \text { in } \mathrm{S} &
\end{array}
$$

The steady state component $\phi_{2}$ satisfies a non-homogeneous Laplace system, see Section 6.9 .

To solve the system (6.85) to (6.88), one starts out by developing the eigenfunctions from the associated Helmholtz system, as was discussed in Section 6.11, eq. (6.72). Expanding the solution $\phi_{1}(\mathrm{P}, \mathrm{t})$ in the eigenfunction of the homogeneous Helmholtz system with time dependent Fourier coefficients:

$$
\begin{equation*}
\phi_{1}(\mathrm{P}, \mathrm{t})=\sum_{\mathrm{M}} \mathrm{E}_{\mathrm{M}}(\mathrm{t}) \phi_{\mathrm{M}}(\mathrm{P}) \tag{6.91}
\end{equation*}
$$

and substituting the solution in (6.91) into eq. (6.85) we get:

$$
\begin{align*}
\nabla^{2} \phi_{1}(P, t) & =\sum_{M} E_{M}(t) \nabla^{2} \phi_{M}(P)=-\sum_{M} \lambda_{M} E_{M}(t) \phi_{M}(P) \\
& =\frac{1}{c^{2}} \sum_{M} E_{M}^{\prime \prime}(t) \phi_{M}(P)+F(P, t) \tag{6.92}
\end{align*}
$$

The above equation can be rewritten in compact form as:

$$
\begin{equation*}
\sum_{M}\left[E_{M}^{\prime \prime}(t)+c^{2} \lambda_{M} E_{M}(t)\right] \phi_{M}(P)=-c^{2} F(P, t) \tag{6.93}
\end{equation*}
$$

Multiplying the series by $\phi_{\mathrm{K}}(\mathrm{P})$, integrating over the volume, and using the orthogonality integrals (6.53), one obtains a second order ordinary differential equation on $\mathrm{E}_{\mathrm{M}}(\mathrm{t})$ as:

$$
\begin{equation*}
E_{K}^{\prime \prime}(t)+c^{2} \lambda_{M} E_{K}(t)=-\frac{c^{2}}{N_{K}} \int_{V} F(P, t) \phi_{K}(P) d V=F_{K}(t) \tag{6.94}
\end{equation*}
$$

The general solution of eq. (6.94) can be written as:

$$
\begin{align*}
& E_{K}(t)=A_{K} \sin \left(c t \sqrt{\lambda_{K}}\right)+B_{K} \cos \left(c t \sqrt{\lambda_{K}}\right) \\
&  \tag{6.95}\\
& \quad+\frac{1}{c \sqrt{\lambda_{K}}} \int_{0}^{t} F_{K}(\eta) \sin \left(c \sqrt{\lambda_{K}}(t-\eta)\right) d \eta
\end{align*}
$$

The initial conditions of $\mathrm{E}_{\mathrm{K}}(\mathrm{t})$ are:

$$
\begin{equation*}
\mathrm{E}_{\mathrm{K}}(0)=\mathrm{B}_{\mathrm{K}} \quad \text { and } \quad \mathrm{E}_{\mathrm{K}}^{\prime}(0)=\mathrm{c} \sqrt{\lambda_{\mathrm{K}}} \mathrm{~A}_{\mathrm{K}} \tag{6.96}
\end{equation*}
$$

where the constants $A_{K}$ and $B_{K}$ are obtained from the initial conditions (6.87) and (6.88) as follows:

$$
\phi_{1}\left(\mathrm{P}, 0^{+}\right)=\mathrm{g}(\mathrm{P})=\sum_{\mathrm{K}} \mathrm{E}_{\mathrm{K}}(0) \phi_{\mathrm{K}}(\mathrm{P})
$$

$$
\frac{\partial \phi_{1}}{\partial \mathrm{t}}\left(\mathrm{P}, 0^{+}\right)=\mathrm{f}(\mathrm{P})=\sum_{\mathrm{K}} \mathrm{E}_{\mathrm{K}}^{\prime}(0) \phi_{\mathrm{K}}(\mathrm{P})
$$

which, upon use of the orthogonality integrals (6.53), results in an integral form for the constants $A_{K}$ and $B_{K}$ as:

$$
E_{K}(0)=B_{K}=\frac{\int g(P) \phi_{K}(P) d V}{N_{K}}
$$

and

$$
\begin{equation*}
A_{K}=\frac{\int_{V} f(P) \phi_{K}(P) d V}{c \sqrt{\lambda_{K}} N_{K}} \tag{6.98}
\end{equation*}
$$

The evaluation of the constants $A_{K}$ and $B_{K}$ concludes the evaluation of the timedependent Fourier coefficient $\mathrm{E}_{\mathrm{K}}(\mathrm{t})$ and hence results in the total solution $\phi(\mathrm{P}, \mathrm{t})$.

## Example 6.14 Transient Motion of a Square Plate

Obtain the transient motion of a square plate, whose sides of length $L$ are simply supported (hinged). The plate is initially displaced from rest, such that, if $w=w(x, y, t)$, then:

$$
\nabla^{4} w+\frac{\rho h}{D} \frac{\partial^{2} w}{\partial t^{2}}=0 \quad 0 \leq x, y \leq L, \quad t>0 \quad 0 \leq x, y \leq L
$$

The boundary and initial conditions become (see Section 6.3.3):

$$
\begin{aligned}
& w(P, t)=0 \quad P \text { on } C \\
& \frac{\partial^{2} w}{\partial n^{2}}(P, t)+v \frac{\partial^{2} w}{\partial s^{2}}(P, t)=0 \quad P \text { on } C \\
& w\left(x, y, 0^{+}\right)=f(x, y) \quad \frac{\partial w}{\partial t}\left(x, y, 0^{+}\right)=0
\end{aligned}
$$

Thus:

$$
\begin{array}{lllll}
w(0, y, t)=0 & \text { and } & \frac{\partial^{2} w}{\partial x^{2}}(0, y, t)=0 & \text { since } & \frac{\partial w}{\partial y}(0, y, t)=0 \\
w(L, y, t)=0 & \text { and } & \frac{\partial^{2} w}{\partial x^{2}}(L, y, t)=0 & \text { since } & \frac{\partial w}{\partial y}(L, y, t)=0 \\
w(x, 0, t)=0 & \text { and } & \frac{\partial^{2} w}{\partial y^{2}}(x, 0, t)=0 & \text { since } & \frac{\partial w}{\partial x}(x, 0, t)=0 \\
w(x, L, t)=0 & \text { and } & \frac{\partial^{2} w}{\partial y^{2}}(x, L, t)=0 & \text { since } & \frac{\partial w}{\partial x}(x, L, t)=0
\end{array}
$$

Since the problem does not involve sources or non-homogeneous boundary conditions, then only the transient component of eq. (6.84) remains. Starting with the associated Helmholtz equation:

$$
-\nabla^{4} w+b^{4} w=0
$$

One can split the fourth order operator as a commutable product of operators:

$$
\left(\nabla^{2}-b^{2}\right)\left(\nabla^{2}+b^{2}\right) \mathrm{W}=0
$$

such that if $\mathrm{W}=\mathrm{W}_{1}+\mathrm{W}_{2}$, then the solution to W can be obtained from the following pair of differential equations:

$$
\left(\nabla^{2}-b^{2}\right) W_{1}=0
$$

and

$$
\left(\nabla^{2}+b^{2}\right) W_{2}=0
$$

Letting $W_{1,2}=X(x) Y(y)$, one obtains:

$$
\begin{array}{ll}
X^{\prime \prime}+c^{2} X=0 & X=A \sin (c x)+B \cos (c x) \\
Y^{\prime \prime}-\left(c^{2}+b^{2}\right) Y=0 & Y=C \sinh (e y)+D \cosh (e y)
\end{array}
$$

where $e^{2}=c^{2}+b^{2}$ and:

$$
\begin{array}{ll}
X^{\prime \prime}+d^{2} X=0 & X=E \sin (d x)+F \cos (d x) \\
Y^{\prime \prime}+\left(b^{2}-d^{2}\right) Y=0 & Y=G \sin (f y)+H \cos (f y)
\end{array}
$$

where $f^{2}=b^{2}-d^{2}$. Each of these solutions must satisfy the boundary conditions, which results in:

$$
\mathrm{B}=\mathrm{D}=\mathrm{C}=\mathrm{F}=\mathrm{H}=0
$$

and

$$
\begin{array}{lll}
\sin (\mathrm{dL})=0 & \mathrm{~d}_{\mathrm{n}}=\frac{\mathrm{n} \pi}{\mathrm{~L}} & \mathrm{n}=1,2,3, \ldots \\
\sin (\mathrm{fL})=0 & f_{\mathrm{n}}=\frac{m \pi}{L} & m=1,2,3, \ldots
\end{array}
$$

Thus, the eigenfunctions and eigenvalues become:

$$
\begin{aligned}
& \mathrm{W}_{\mathrm{nm}}=\sin \left(\frac{\mathrm{n} \pi}{\mathrm{~L}} \mathrm{x}\right) \sin \left(\frac{\mathrm{m} \pi}{\mathrm{~L}} \mathrm{y}\right) \\
& \mathrm{b}_{\mathrm{nm}}^{4}=\left(\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}}+\frac{\mathrm{m}^{2} \pi^{2}}{\mathrm{~L}^{2}}\right)^{2}
\end{aligned}
$$

and the resonance frequencies of a free plate, $\mathrm{k}_{\mathrm{nm}}$, are given by:

$$
k_{n m}=\sqrt{\frac{D}{\rho h}} b_{n m}^{2}=\sqrt{\frac{D}{\rho h}} \frac{\pi^{2}}{L^{2}}\left(n^{2}+m^{2}\right)
$$

Expanding the solution into the eigenfunctions of the problem, gives:

$$
\mathrm{w}(\mathrm{x}, \mathrm{y}, \mathrm{t})=\sum_{\mathrm{n}=1}^{\infty} \sum_{\mathrm{m}=1}^{\infty} \mathrm{E}_{\mathrm{nm}}(\mathrm{t}) \mathrm{W}_{\mathrm{nm}}(\mathrm{x}, \mathrm{y})
$$

where the Fourier coefficients do not contain a source component:

$$
E_{n m}(t)=A_{n m} \sin \left(k_{n m} t\right)+B_{n m} \cos \left(k_{n m} t\right)
$$

The initial conditions as given in eqs. (6.97) and (6.98) results in:

$$
B_{n m}=\frac{4}{L^{2}} \int_{0}^{L} \int_{0}^{L} f(x, y) \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} y\right) d x d y
$$

and

$$
\mathrm{A}_{\mathrm{nm}}=0
$$

Thus, the final solution for the response of the plate is given by:

$$
w=\sum_{n=1}^{\infty} \sum_{n=1}^{\infty} B_{n m} \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} y\right) \cos \left(k_{n m} t\right)
$$

## Example 6.15 Forced Vibration of a Circular Membrane

Obtain the transient motion of a circular membrane, whose radius is a, in response to transverse time-varying forces $\mathrm{q}(\mathrm{r}, \mathrm{t})$. The membrane is initially deformed to a displacement $f(r)$ and released from the rest.

Since the shape of the membrane, the boundary conditions, and the source term are not dependent on $\theta$, then the motion of the membrane will be independent of $\theta$, i.e.: axi-symmetric. The equation of motion satisfied by an axisymmetric displacement $w(r, t)$ can be written as follows:

$$
\frac{\partial^{2} w}{\partial r^{2}}+\frac{1}{r} \frac{\partial w}{\partial r}=\frac{1}{c^{2}} \frac{\partial^{2} w}{\partial t^{2}}-\frac{q(r, t)}{S} \quad 0 \leq r \leq a \quad t>0
$$

with boundary and initial conditions given as:

$$
\mathrm{w}(\mathrm{a}, \mathrm{t})=0, \quad \mathrm{w}\left(\mathrm{r}, 0^{+}\right)=\mathrm{f}(\mathrm{r}), \quad \text { and } \quad \frac{\partial \mathrm{w}}{\partial \mathrm{t}}\left(\mathrm{r}, 0^{+}\right)=0
$$

Since the boundary conditions are homogeneous, then the steady state part of the solution vanishes and $w(r, t)$ becomes the transient solution.

The eigenfunctions of the system can be obtained by solving the associated Helmholtz eq.:

$$
r^{2} R^{\prime \prime}+r R^{\prime}+k^{2} r^{2} R=0 \quad R=A J_{0}(k r)+B Y_{0}(k r)
$$

Boundedness at $\mathrm{r}=0$ requires that $\mathrm{B}=0$, and the boundary condition $\mathrm{R}(\mathrm{a})=0$ gives the characteristic equation: $\mathrm{J}_{0}(\mathrm{ka})=\mathrm{J}_{0}(\mu)=0$, where $\mu=\mathrm{ka}$. Let $\mu_{\mathrm{n}}$ be the $\mathrm{n}^{\text {th }}$ root of the characteristic equation (where $\mathrm{n}=1,2,3, \ldots$ ) then the eigenfunctions become:

$$
\mathrm{R}_{\mathrm{n}}(\mathrm{r})=\mathrm{J}_{\mathrm{o}}\left(\mu_{\mathrm{n}} \frac{\mathrm{r}}{\mathrm{a}}\right)
$$

There is no zero root of the characteristic equation. Writing out the solution in terms of the eigenfunctions with time-dependent Fourier coefficients:

$$
w(r, t)=\sum_{n=1}^{\infty} E_{n}(t) R_{n}(r)
$$

then, the solution for the first component of $E_{n}(t)$, given in eq. (6.95) that is due to the initial conditions only, results in:

$$
E_{n}(t)=A_{n} \sin \left(\frac{\mu_{n}}{a} c t\right)+B_{n} \cos \left(\frac{\mu_{n}}{a} c t\right)
$$

with

$$
B_{n}=\frac{2}{a^{2}\left[J_{1}\left(\mu_{n}\right)\right]^{2}} \int_{0}^{a} r f(r) J_{0}\left(\mu_{n} \frac{r}{a}\right) d r
$$

and

$$
A_{n}=0
$$

The second component of $\mathrm{E}_{\mathrm{n}}(\mathrm{t})$ that depends on the source term requires that one first evaluates $F_{n}(t)$ as:

$$
F_{n}(t)=\frac{2 c^{2}}{a^{2}\left[J_{1}\left(\mu_{n}\right)\right]^{2}} \int_{0}^{a} r \frac{q(r, t)}{S} J_{0}\left(\mu_{n} \frac{r}{a}\right) d r
$$

which gives the component of $E_{n}(t)$ due to the source as:

$$
E_{n}(t)=\frac{a}{c \mu_{n}} \int_{0}^{t} \sin \left(\frac{c \mu_{n}}{a}(t-\eta)\right) F_{n}(\eta) d \eta
$$

Thus, the two parts of $E_{n}(t)$ were found and the transient solution of the response of the plate evaluated.

If the applied load on the membrane takes the form of an impulsive point force of the form:

$$
\mathrm{q}(\mathrm{r}, \mathrm{t})=\frac{\mathrm{P}_{\mathrm{o}}}{2 \pi} \delta(\mathrm{r}) \delta\left(\mathrm{t}-\mathrm{t}_{\mathrm{o}}\right)
$$

where $\delta$ is the Dirac delta function and represents a point force of magnitude $P_{o}$ applied impulsively at $t=t_{0}$. Using the properties of the Dirac delta function (Appendix $D$ ) one obtains:

$$
F_{n}(t)=\frac{P_{0} \delta\left(t-t_{0}\right) c^{2}}{\pi a^{2}\left[J_{1}\left(\mu_{n}\right)\right]^{2}} \int_{0}^{a} r \frac{\delta(r)}{r} J_{0}\left(\mu_{n} \frac{r}{a}\right) d r=\frac{P_{0} \delta\left(t-t_{0}\right) c^{2}}{\pi a^{2}\left[J_{1}\left(\mu_{n}\right)\right]^{2}} .
$$

which when substituted in the integral for $E_{n}(t)$ for the source component results in:

$$
\begin{aligned}
E_{n}(t) & =\frac{P_{0} c}{\pi a \mu_{n}\left[J_{1}\left(\mu_{n}\right)\right]^{2}} \int_{0}^{t} \sin \left(\frac{c \mu_{n}}{a}(t-\eta)\right) \delta\left(t-t_{0}\right) d \eta \\
& =\frac{P_{0} c}{\pi a \mu_{n}\left[J_{1}\left(\mu_{n}\right)\right]^{2}} \sin \left(\frac{c \mu_{n}}{a}\left(t-t_{0}\right)\right) H\left(t-t_{0}\right)
\end{aligned}
$$

where $\mathrm{H}(\mathrm{x})$ is the Heaviside unit step function (Appendix D).

### 6.14 The Wave Equation

The solutions of the scalar wave equation, both in transient as well as steady state cases, will be discussed in this section.

### 6.14.1 Wave Propagation in an Infinite, One Dimensional Medium

Wave propagation in an infinite one dimensional medium is governed by the following system:

$$
\begin{aligned}
& y=y(x, t) \\
& \frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} \quad-\infty<x<\infty \quad t>0 \\
& y\left(x, 0^{+}\right)=f(x) \\
& \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=g(x)
\end{aligned}
$$

Letting $u=x-c t$ and $v=x+c t$, then the wave equation transforms to:

$$
\frac{\partial^{2} y}{\partial u \partial v}=0
$$

whose solution can be shown to have the form:

$$
\begin{aligned}
y & =F(u)+G(v) \\
& =F(x-c t)+G(x+c t)
\end{aligned}
$$

The solution must satisfy the initial conditions:

$$
\begin{aligned}
& y\left(x, 0^{+}\right)=f(x)=F(x)+G(x) \\
& \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=g(x)=-c\left[\frac{d F(x)}{d x}-\frac{d G(x)}{d x}\right]
\end{aligned}
$$

Differentiating the first equation with respect to $x$, one obtains:

$$
F^{\prime}(x)+G^{\prime}(x)=f^{\prime}(x)
$$

and rewriting the second initial condition as:
$\mathrm{F}^{\prime}(\mathrm{x})+\mathrm{G}^{\prime}(\mathrm{x})=-\frac{\mathrm{g}(\mathrm{x})}{\mathrm{c}}$
then, one can obtain explicit expression for F and G , upon integration:

$$
F(x)=\frac{f(x)}{2}-\frac{1}{2 c} \int_{0}^{x} g(\eta) d \eta+C
$$

and

$$
G(x)=\frac{f(x)}{2}+\frac{1}{2 c} \int_{0}^{x} g(\eta) d \eta-C
$$

and hence, substituting for independent variables $x$ by $u$ or $v$, one gets:

$$
F(u)=\frac{f(u)}{2}-\frac{1}{2 c} \int_{0}^{u} g(\eta) d \eta+C=\frac{f(x-c t)}{2}+\frac{1}{2 c} \int_{x-c t}^{0} g(\eta) d \eta+C
$$

and

$$
G(v)=\frac{f(v)}{2}+\frac{1}{2 c} \int_{0}^{v} g(\eta) d \eta-C=\frac{f(x+c t)}{2}+\frac{1}{2 c} \int_{0}^{x+c t} g(\eta) d \eta-C
$$

which results in the final solution in an infinite one-dimensional continuum as:

$$
y(x, t)=\frac{1}{2}[f(x-c t)+f(x+c t)]+\frac{1}{2 c} \int_{x-c t}^{x+c t} g(\eta) d \eta
$$

where $f(x-c t)$ and $f(x+c t)$ represent the propagation in the positive and the negative directions of $x$, having the form $f(x)$ and traveling at a constant speed of $c$.

## Example 6.16 Transient Wave Propagation in a Stretched String



Obtain the transient displacement in an infinite stretched string, such that:

$$
y\left(x, 0^{+}\right)=f(x)=\left\{\begin{array}{lc}
0 & x \leq-L \\
\cos \left(\frac{\pi x}{2 L}\right) & -L \leq x \leq L \\
0 & x \geq L
\end{array}\right.
$$

and

$$
\frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0
$$

Note that the initial displacement can be written as:

$$
y\left(x, 0^{+}\right)=\cos \left(\frac{\pi x}{2 L}\right)\{H(x+L)-H(x-L)\}
$$

where the Heaviside function $\mathrm{H}(\eta)$ is defined in Appendix D.
The wave solution for the displacement then becomes:

$$
\begin{aligned}
& y(x, t)= \frac{1}{2} \\
& \cos \left(\frac{\pi(x-c t)}{2 L}\right)\{H((x-c t)+L)-H((x-c t)-L)\} \\
&+\frac{1}{2} \cos \left(\frac{\pi(x+c t)}{2 L}\right)\{H((x+c t)+L)-H((x+c t)-L)\}
\end{aligned}
$$

which represents two half-cosine shaped waves traveling along the positive and negative x -axis at a constant speed of c .

### 6.14.2 Spherically Symmetric Wave Propagation in an Infinite Medium

Spherically symmetric wave propagation in an infinite medium is governed by the following system:

$$
\begin{aligned}
& y=y(r, t) \\
& \frac{\partial^{2} y}{\partial r^{2}}+\frac{2}{r} \frac{\partial y}{\partial r}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} \quad r \geq 0 \quad t>0 \\
& y\left(r, 0^{+}\right)=f(r), \\
& \frac{\partial y}{\partial t}\left(r, 0^{+}\right)=g(r)
\end{aligned}
$$

Let $\mathrm{z}(\mathrm{r}, \mathrm{t})=\mathrm{ry}(\mathrm{r}, \mathrm{t})$, then the system transforms to:

$$
\begin{aligned}
& \frac{\partial^{2} z}{\partial r^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} z}{\partial t^{2}} \quad r \geq 0 \quad t>0 \\
& z\left(r, 0^{+}\right)=r f(r) \\
& \frac{\partial z}{\partial t}\left(r, 0^{+}\right)=g(r)
\end{aligned}
$$

which has the following solution as developed in 6.14 .1 above:

$$
z(r, t)=\frac{1}{2}[(r-c t) f(r-c t)+(r+c t) f(r+c t)]+\frac{1}{2 c} \int_{r-c t}^{r+c t} \eta g(\eta) d \eta
$$

which becomes after transformation:

$$
y(r, t)=\frac{1}{2 r}[(r-c t) f(r-c t)+(r+c t) f(r+c t)]+\frac{1}{2 c r} \int_{r-c t}^{r+c t} \eta g(\eta) d \eta
$$

### 6.14.3 Plane Harmonic Waves

Plane harmonic wave propagation in continuous media is governed by the following Helmholtz equation:

$$
\begin{array}{ll}
\phi(P, t)=F(P) e^{i \omega t} & P=P(x, y, z) \\
\frac{\partial^{2} F}{\partial x^{2}}+\frac{\partial^{2} F}{\partial y^{2}}+\frac{\partial^{2} F}{\partial z^{2}}+k^{2} F=0 & \text { where } k=\frac{\omega}{c}
\end{array}
$$

Let $F=X(x) Y(y) Z(z)$, then:

$$
\begin{array}{ll}
X^{\prime \prime}+a^{2} X=0 & X=A e^{i a x}+B e^{-i a x} \\
Y^{\prime \prime}+b^{2} Y=0 & Y=C e^{i b y}+D e^{-i b y} \\
Z^{\prime \prime}+c^{2} Z=0 & Z=E e^{i c z}+F e^{-i c z}
\end{array}
$$

where $k^{2}=a^{2}+b^{2}+d^{2}$. Letting $a=k l, b=k m$, and $d=k n$, then the solution of the wave equation (wave functions) in cartesian coordinates becomes:

$$
\phi(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})=\exp [\mathrm{ik}( \pm \mathrm{lx} \pm \mathrm{my} \pm \mathrm{nz}+\mathrm{ct})]
$$

where

$$
l^{2}+\mathrm{m}^{2}+\mathrm{n}^{2}=1
$$

If one lets $l=\cos (v, x), m=\cos (v, y)$, and $n=\cos (v, z)$, where $v$ represents the unit normal to the plane wave front, then the requirement that $l^{2}+\mathrm{m}^{2}+\mathrm{n}^{2}=1$ is satisfied. The solution developed in this section is the general solution for the scalar plane wave propagation in three dimensional space.

## Example 6.17 Reflection of Acoustic Waves from a Pressure Release Plane Surface



An incident acoustic plane pressure wave $\mathrm{p}_{\mathrm{i}}, \mathrm{p}_{\mathrm{i}}=\mathrm{p}_{0} \exp \left[\mathrm{ik}\left(l_{1} \mathrm{x}+\mathrm{m}_{1} \mathrm{y}+\mathrm{ct}\right)\right]$ where $l_{1}=\cos (x, n)$ and $m_{1}=\cos (y, n)$, impinges on a pressure-release plane surface as shown in the accompanying figure. Since the acoustic pressure satisfies the wave equation:

$$
\nabla^{2} p=\frac{1}{c^{2}} \frac{\partial^{2} p}{\partial t^{2}}
$$

then let the reflected wave $p_{r}$ be a plane wave solution of the wave equation where the normal is $\mathrm{n}^{\prime}$ :

$$
\mathrm{p}_{\mathrm{r}}=\mathrm{A} \exp \left[i \alpha\left(l_{2} \mathrm{x}+\mathrm{m}_{2} \mathrm{y}+\mathrm{ct}\right)\right]
$$

where $l_{2}=\cos \left(n^{\prime}, x\right)$ and $m_{2}=\cos \left(n^{\prime}, y\right)$. At the pressure-release surface, the total pressure must vanish, such that:

$$
\mathrm{p}_{\mathrm{i}}(\mathrm{y}=0)+\mathrm{p}_{\mathrm{r}}(\mathrm{y}=0)=0
$$

or

$$
\mathrm{p}_{\mathrm{o}} \exp \left[\mathrm{ik}\left(l_{1} \mathrm{x}+\mathrm{ct}\right)\right]+\mathrm{A} \exp \left[\mathrm{i} \alpha\left(l_{2} \mathrm{x}+\mathrm{ct}\right)\right]=0
$$

In order for the equation to be satisfied identically for all x and t , then:

$$
\mathrm{kc}=+\alpha \mathrm{c} \quad \text { or } \quad \alpha=+\mathrm{k}
$$

and

$$
\mathrm{k} l_{1}=\alpha l_{2} \quad \text { or } \quad l_{2}=+l_{1}
$$

Since:

$$
\begin{aligned}
& l_{1}=\cos \left(\frac{3 \pi}{2}+\theta\right)=+\sin (\theta) \\
& l_{2}=\cos \left(\frac{\pi}{2}-\theta^{\prime}\right)=+\sin \left(\theta^{\prime}\right)
\end{aligned}
$$

then $\sin \theta^{\prime}=\sin \theta$ and $\theta=\theta^{\prime}$, and $A=-p_{0}$. Finally, since $m_{1}=\cos (\pi+\theta)=-\cos (\theta)$ then $m_{2}=\cos \left(\theta^{\prime}\right)=\cos \theta=-m_{1}$. Thus, the reflected wave becomes:

$$
p_{r}=-p_{o} \exp \left[i k\left(l_{1} x-m_{1} y+c t\right)\right]
$$

The reflected wave has an amplitude of opposite sign to the incident wave, equal incident and reflected angles, and the same frequency $\omega$ as in the incident wave.

## Example 6.18 Reflection and Refraction of Plane Waves at an Interface

Consider an incident plane acoustic pressure wave $p_{i}$ :

$$
\mathrm{p}_{\mathrm{i}}=\mathrm{p}_{\mathrm{o}} \exp \left[\mathrm{ik}\left(l \mathrm{x}+\mathrm{my}+\mathrm{c}_{1} \mathrm{t}\right)\right.
$$

existing in medium 1 , (see accompanying figure) which is incident at the interface between medium 1 , and medium 2 and $k=\omega / c_{1}$. Let $\rho_{1}$ and $c_{1}$ be the density and sound speed in medium 1 and $\rho_{2}$ and $c_{2}$ be the corresponding ones for medium 2 . Since the plane reflected wave $p_{1}$ is a solution of the wave equation in medium 1 , let:

$$
\mathrm{p}_{1}=\mathrm{A} \exp \left[i \alpha_{1}\left(l_{l} \mathrm{x}+\mathrm{m}_{1} \mathrm{y}+\mathrm{c}_{1} \mathrm{t}\right)\right]
$$

Since the refracted wave $p_{2}$ is a solution of the wave equation in medium 2 , let:

$$
\mathrm{p}_{2}=\mathrm{B} \exp \left[\mathrm{i} \alpha_{2}\left(l_{2} \mathrm{x}+\mathrm{m}_{2} \mathrm{y}+\mathrm{c}_{2} \mathrm{t}\right)\right]
$$

Continuity of the pressure and the normal particle velocity at the interface $y=0$ requires, respectively, that:

$$
\mathrm{p}_{\mathrm{i}}(\mathrm{x}, 0)+\mathrm{p}_{1}(\mathrm{x}, 0)=\mathrm{p}_{2}(\mathrm{x}, 0)
$$



Thus, substituting the expressions for $\mathrm{p}_{\mathrm{i}}, \mathrm{p}_{1}$ and $\mathrm{p}_{2}$ :

$$
p_{o} \exp \left[i k\left(l x+c_{1} t\right)\right]+A \exp \left[i \alpha_{1}\left(l_{1} x+c_{1} t\right)\right]=B \exp \left[i \alpha_{2}\left(l_{2} x+c_{2} t\right)\right]
$$

which can be satisfied iff:

$$
\begin{aligned}
& \mathrm{k} l=\alpha_{1} l_{1}=\alpha_{2} l_{2} \\
& \mathrm{k} \mathrm{c}_{1}=\alpha_{1} \mathrm{c}_{1}=\alpha_{2} \mathrm{c}_{2}
\end{aligned}
$$

and

$$
\mathrm{B}-\mathrm{A}=\mathrm{p}_{\mathrm{o}}
$$

Thus, these relationships require that:

$$
\alpha_{1}=\mathrm{k} \quad l_{1}=l
$$

and

$$
\alpha_{2}=\mathrm{k} \frac{\mathrm{c}_{1}}{\mathrm{c}_{2}}=\frac{\omega}{\mathrm{c}_{2}} \quad l_{2}=\mathrm{k} \frac{l}{\alpha_{2}}=l \frac{\mathrm{c}_{2}}{\mathrm{c}_{1}}
$$

Expressing the direction cosines in terms of $\theta, \theta_{1}$ and $\theta_{2}$ :

$$
\begin{aligned}
& l=\cos \left(\frac{3 \pi}{2}+\theta\right)=\sin (\theta) \\
& l_{1}=\cos \left(\frac{\pi}{2}-\theta_{1}\right)=\sin \left(\theta_{1}\right) \\
& l_{2}=\cos \left(\frac{3 \pi}{2}+\theta_{2}\right)=\sin \left(\theta_{2}\right)
\end{aligned}
$$

results in the following relationships:

$$
\theta_{1}=\theta
$$

and

$$
\sin \left(\theta_{2}\right)=\frac{c_{2}}{c_{1}} \sin (\theta)
$$

(Snell's Law)
If $c_{2}<c_{1}$, then the maximum value of the refraction angle, $\theta_{2}$ occurs when $\theta=\pi / 2$ :

$$
\theta_{2}=\sin ^{-1}\left(\frac{c_{2}}{c_{1}}\right)
$$

If $c_{2}>c_{1}$, then $\theta_{1}$ has a maximum value when $\theta_{2}=\pi / 2$. The maximum value for $\theta_{1}$ is known as the critical angle $\theta_{c}$ :

$$
\theta_{1}(\max )=\theta_{c}=\sin ^{-1}\left(\frac{c_{1}}{c_{2}}\right)
$$

If $\theta>\theta_{c}$, then all of the wave reflects off the surface and none of the wave refracts into the other material at the boundary.

We can now solve for the amplitude of the transmitted and reflected wave. Since the normal velocity of the fluid at $y=0$ interface is the component $v_{y}$, defined through the velocity potential $\phi$ :

$$
v_{y}=-\frac{\partial \phi}{\partial y} \quad \text { and } \quad p=\rho \frac{\partial \phi}{\partial t}=i \omega \rho \phi
$$

so that the velocity can be expressed in terms of the acoustic pressure:

$$
v_{y}=\frac{i}{\omega \rho} \frac{\partial \mathrm{p}}{\partial \mathrm{y}}
$$

Thus, substituting the expression for p for all three waves in the equation on the normal velocity:

$$
\frac{\mathrm{km}}{\omega \rho_{1}} \mathrm{p}_{0}+\frac{\alpha_{1} \mathrm{~m}_{1}}{\omega \rho_{1}} A=\frac{\alpha_{2} \mathrm{~m}_{2}}{\omega \rho_{2}} B
$$

where:

$$
\begin{aligned}
& \mathrm{m}=\cos (\pi+\theta)=-\cos \theta \\
& \mathrm{m}_{1}=\cos \left(-\theta_{1}\right)=\cos \theta=-\mathrm{m}
\end{aligned}
$$

and

$$
m_{2}=\cos \left(\pi+\theta_{2}\right)=-\cos \theta_{2}=-\left[1-\left(c_{2} / c_{1}\right)^{2} m^{2}\right]^{1 / 2}
$$

Thus:

$$
p_{0}=A+\gamma B \quad \text { where } \gamma=\frac{\cos \left(\theta_{2}\right)}{\cos (\theta)} \frac{\rho_{1} c_{1}}{\rho_{2} c_{2}}
$$

Also, $\mathrm{p}_{\mathrm{o}}+\mathrm{A}=\mathrm{B}$. Solving for A and B , one obtains:

$$
A=\frac{1-\gamma}{1+\gamma} p_{o}
$$

$$
\mathrm{B}=\frac{2}{1+\gamma} \mathrm{p}_{\mathrm{o}}
$$

Note that if $\gamma=1$, then $A=0$ and $B=p_{0}$, which means there is a complete penetration of the incident wave due to impedance matching at the boundary.

### 6.14.4 Cylindrical Harmonic Waves

Harmonic waves in the right circular-cylindrical coordinate system in an infinite medium is governed by the following Helmholtz equation:

$$
\begin{aligned}
& \phi(P, t)=F(P) e^{i \omega t} \quad P=P(r, \theta, z) \\
& \frac{\partial^{2} F}{\partial r^{2}}+\frac{1}{r} \frac{\partial F}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} F}{\partial \theta^{2}}+\frac{\partial^{2} F}{\partial z^{2}}+k^{2} F=0 \quad k=\frac{\omega}{c} \\
& r \geq 0 \quad 0 \leq \theta \leq 2 \pi \quad-\infty \leq z \leq \infty
\end{aligned}
$$

Let $\mathrm{F}=\mathrm{R}(\mathrm{r}) \mathrm{E}(\theta) \mathrm{Z}(\mathrm{z})$, then the equation separates into the following three ordinary differential equations:

$$
\begin{array}{ll}
\mathrm{r}^{2} \mathrm{R}^{\prime \prime}+\mathrm{r} \mathrm{R}^{\prime}+\left(\mathrm{a}^{2} \mathrm{r}^{2}-\mathrm{b}^{2}\right) \mathrm{R}=0 & \mathrm{R}=\mathrm{A} \mathrm{H} \\
\mathrm{E}^{\prime \prime}+\mathrm{b}^{2} \mathrm{E}=0 & \mathrm{ar})+\mathrm{B} \mathrm{H}_{\mathrm{b}}^{(2)}(\mathrm{ar}) \\
\mathrm{Z}^{\prime \prime}+\mathrm{d}^{2} \mathrm{Z}=0 & \mathrm{E}=\mathrm{C} \sin (\mathrm{~b} \theta)+\mathrm{D} \cos (\mathrm{~b} \theta) \\
\mathrm{Z}=\mathrm{G} \exp (\mathrm{idz})+\mathrm{H} \exp (-\mathrm{idz})
\end{array}
$$

where $\mathrm{k}^{2}=\mathrm{a}^{2}+\mathrm{d}^{2}$.
Single-valuedness of the solution requires that $E(\theta)=E(\theta+2 \pi)$ which results in:

$$
\mathrm{b}=\text { integer }=\mathrm{n} \quad \mathrm{n}=0,1,2, \ldots
$$

Letting $\mathrm{a}=\mathrm{k} l$ and $\mathrm{d}=\mathrm{km}$, then the cylindrical wave functions become:

$$
\phi=\left\{\begin{array}{l}
H_{n}^{(1)}(l k r) \\
H_{n}^{(2)}(l k r)
\end{array}\right\} \bullet\left\{\begin{array}{l}
\sin (n \theta) \\
\cos (n \theta)
\end{array}\right\} \bullet\left\{\begin{array}{l}
e^{i k m z} \\
e^{-i k m z}
\end{array}\right\} e^{i \omega t}
$$

For $\mathrm{kr} \gg 1$, the Hankel Functions approach the following asymptotic values:

$$
\mathrm{H}_{\mathrm{n}}^{(\mathrm{l})}(\mathrm{krl}) \approx \sqrt{\frac{2}{\pi \mathrm{k} r l}} \mathrm{e}^{\mathrm{i}(\mathrm{krl}-\mathrm{n} \pi / 2-\pi / 4)}
$$

and

$$
\mathrm{H}_{\mathrm{n}}^{(2)}(\mathrm{krl}) \approx \sqrt{\frac{2}{\pi \mathrm{krl}}} \mathrm{e}^{\mathrm{i}(\mathrm{kr} l-\mathrm{n} \pi / 2-\pi / 4)}
$$

Thus, multiplying by the time harmonic function gives:

$$
H_{\mathrm{n}}^{(1)}(\mathrm{krl}) \mathrm{e}^{\mathrm{i} \omega \mathrm{t}} \approx \sqrt{\frac{2}{\pi \mathrm{k} r} l} \mathrm{e}^{\mathrm{ik}(\mathrm{rl} l \mathrm{ct})} \mathrm{e}^{-\mathrm{i}(\mathrm{n} \pi / 2+\pi / 4)}
$$

and

$$
\mathrm{H}_{\mathrm{n}}^{(2)}(\mathrm{krl}) \mathrm{e}^{\mathrm{i} \omega \mathrm{t}} \approx \sqrt{\frac{2}{\pi \mathrm{kr} l}} \mathrm{e}^{-\mathrm{ik}(\mathrm{rl}-\mathrm{ct})} \mathrm{e}^{\mathrm{i}(\mathrm{n} \pi / 2+\pi / 4)}
$$

which denotes that $\mathrm{H}_{\mathrm{n}}^{(1)}$ and $\mathrm{H}_{\mathrm{n}}^{(2)}$ represent incoming and outgoing waves, respectively.


## Example 6.19 Acoustic Radiation from an Infinite Cylinder

An infinite pulsating cylinder is submerged in an infinite acoustic medium. If the surface of the cylinder has the following normal velocity:

$$
\mathrm{V}_{\mathrm{r}}(\mathrm{a}, \theta)=\mathrm{f}(\theta) \cos (\omega \mathrm{t})
$$

obtain the pressure field in the acoustic medium.
Since the velocity potential $\phi(r, \theta, \mathrm{t})$ satisfies the axisymmetric wave equation in cylindrical coordinates, then the solution can be written as an infinite sum of all possible wave functions:

$$
\phi(r, \theta, t)=\sum_{n=0}^{\infty}\left[A_{n} H_{n}^{(1)}(k r)+B_{n} H_{n}^{(2)}(k r)\right]\left[C_{n} \cdot \sin (n \theta)+D_{n} \cos (n \theta)\right] e^{i \omega t}
$$

One can write the boundary condition in complex form and then take the real part of the solution. Thus, letting

$$
V_{\mathbf{r}}(\mathrm{a}, \theta)=f(\theta) \mathrm{e}^{\mathrm{i} \omega t}
$$

then since the acoustic radiation is obviously outgoing, one must set $A_{n}=0$ and $B_{n}=1$. The radial component of the velocity is then given by:

$$
\begin{aligned}
V_{r}(a, \theta) & =-\frac{\partial \phi}{\partial r}(a, \theta, t)=-k \sum_{n=0}^{\infty} H_{n}^{\prime(2)}(k a)\left[C_{n} \sin (n \theta)+D_{n} \cos (n \theta)\right] e^{i \omega t} \\
& =f(\theta) e^{i \omega t}
\end{aligned}
$$

which are integrated to give the Fourier coefficients of the expansion:

$$
C_{o}=0
$$

$$
\begin{array}{ll}
\mathrm{C}_{\mathrm{n}}=\frac{-1}{\pi \mathrm{kH} H_{\mathrm{n}}^{\prime(2)}(\mathrm{ka})} \int_{0}^{2 \pi} \mathrm{f}(\theta) \sin (\mathrm{n} \theta) \mathrm{d} \theta & \mathrm{n}=1,2,3, \ldots \\
\mathrm{D}_{\mathrm{n}}=\frac{-\varepsilon_{\mathrm{n}}}{2 \pi \mathrm{kH}_{\mathrm{n}}^{\prime(2)}(\mathrm{ka})} \int_{0}^{2 \pi} \mathrm{f}(\theta) \cos (\mathrm{n} \theta) \mathrm{d} \theta & \mathrm{n}=1,2,3, \ldots
\end{array}
$$

where $\varepsilon_{\mathrm{n}}$ is the Neumann factor.
The velocity potential and the acoustic pressure can be developed by combining the two integrals as:

$$
\begin{aligned}
& \phi(r, \theta, t)=-\sum_{n=0}^{\infty} \frac{\varepsilon_{n} H_{n}^{(2)}(k r)}{2 \pi k H_{n}^{(2)}(k a)}\left\{\int_{0}^{2 \pi} f(\eta) \cos (n[\theta-\eta]) d \eta\right\} e^{i \omega t} \\
& p(r, \theta, t)=\rho \frac{\partial \phi}{\partial t}=-i \frac{\rho c}{2 \pi} \sum_{n=0}^{\infty} \frac{\varepsilon_{n} H_{n}^{(2)}(k r)}{H_{n}^{(2)}(k a)}\left\{\int_{0}^{2 \pi} f(\eta) \cos (n[\theta-\eta]) d \eta\right\} e^{i \omega t}
\end{aligned}
$$

Thus, the acoustic pressure is the real part of the above expression:

$$
p(r, \theta, t)=\frac{\rho c}{2 \pi} \sum_{n=0}^{\infty} \frac{\varepsilon_{n}\left[\Theta_{n} \sin (\omega t)+\Gamma_{n} \cos (\omega t)\right]}{J_{n}^{\prime 2}(k a)+Y_{n}^{\prime 2}(k a)}\left\{\int_{0}^{2 \pi} f(\eta) \cos (n[\theta-\eta]) d \eta\right\} e^{i \omega t}
$$

where:

$$
\Theta_{n}=J_{n}(k r) J_{n}^{\prime}(k a)+Y_{n}(k r) Y_{n}^{\prime}(k a) \quad \text { and } \quad \Gamma_{n}=J_{n}(k r) Y_{n}^{\prime}(k a)-Y_{n}(k r) J_{n}^{\prime}(k a)
$$

### 6.14.5 Spherical Harmonic Waves

Spherical harmonic waves obey the following Helmholtz equation:

$$
\frac{\partial^{2} \mathrm{~F}}{\partial \mathrm{r}^{2}}+\frac{2}{\mathrm{r}} \frac{\partial \mathrm{~F}}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}^{2} \sin (\theta)} \frac{\partial}{\partial \theta}\left(\sin (\theta) \frac{\partial \mathrm{F}}{\partial \theta}\right)+\frac{1}{\mathrm{r}^{2} \sin ^{2}(\theta)} \frac{\partial^{2} \mathrm{~F}}{\partial \phi^{2}}+\mathrm{k}^{2} \mathrm{~F}=0
$$

Letting $\mathrm{F}=\mathrm{R}(\mathrm{r}) \mathrm{S}(\theta) \mathrm{M}(\phi)$, then the equation separates into three equations (Example 6.10 ), with the following wave solutions:

$$
\mathrm{F}=\left\{\begin{array}{l}
\mathrm{h}_{\mathrm{n}}^{(1)}(\mathrm{kr}) \\
\mathrm{h}_{\mathrm{n}}^{(2)}(\mathrm{kr})
\end{array}\right\} \mathrm{P}_{\mathrm{n}}^{\mathrm{m}}(\cos \theta)\left\{\begin{array}{l}
\sin (\mathrm{m} \phi) \\
\cos (\mathrm{m} \phi)
\end{array}\right\}
$$

where $h_{n}^{(1)}$ and $h_{n}^{(2)}$ are spherical Hankel functions representing incoming and outgoing radial waves, respectively, and $\mathrm{P}_{\mathrm{n}}^{\mathrm{m}}$ are the associated Legendre functions.

## Example 6.20 Scattering of a Plane Wave from a Rigid Sphere

An incident plane pressure wave is incident on a rigid sphere whose radius is a in an infinite acoustic medium. Obtain the scattered acoustic pressure field.

Let the incident pressure wave $p_{i}$ to have the following form:


$$
p_{i}=p_{o} e^{i k z} e^{i \omega t}=p_{o} e^{i k r \cos \theta} e^{i \omega t}
$$

Expanding the plane wave in terms of axisymmetric spherical wave functions with $\mathrm{m}=0$, one obtains:

$$
p_{i}=p_{o} e^{i k r \cos \theta} e^{i \omega t}=p_{o} \sum_{n=0}^{\infty} i^{n}(2 n+1) j_{n}(k r) P_{n}(\cos \theta) e^{i \omega t}
$$

The scattered pressure field $p_{s}$ can also be written in terms of outgoing axisymmetric spherical wave functions as follows:

$$
\mathrm{p}_{\mathrm{s}}=\sum_{\mathrm{n}=0}^{\infty} \mathrm{E}_{\mathrm{n}} \mathrm{~h}_{\mathrm{n}}^{(2)}(\mathrm{kr}) \mathrm{P}_{\mathrm{n}}(\cos \theta) \mathrm{e}^{\mathrm{i} \omega \mathrm{t}}
$$

The total pressure field $p$ in the infinite acoustic medium is then the sum of the incident and scattered fields, i.e.:

$$
\mathrm{p}=\mathrm{p}_{\mathrm{i}}+\mathrm{p}_{\mathrm{s}}
$$

The normal component of the particle velocity at the surface of the rigid sphere must vanish, resulting in:

$$
V_{r}(a, \theta)=\frac{i}{\omega \rho} \frac{\partial \mathrm{p}}{\partial r}(\mathrm{a}, \theta)=\frac{\mathrm{i}}{\omega \rho}\left[\frac{\partial \mathrm{p}_{\mathrm{i}}}{\partial \mathrm{r}}(\mathrm{a}, \theta)+\frac{\partial \mathrm{p}_{\mathrm{s}}}{\partial \mathrm{r}}(\mathrm{a}, \theta)\right]=0
$$

which, upon substitution for the series for the incident and scattered fields, yields:

$$
\mathrm{p}_{\mathrm{o}} \mathrm{i}^{\mathrm{n}}(2 \mathrm{n}+1) \mathrm{j}_{\mathrm{n}}^{\prime}(\mathrm{ka})+\mathrm{E}_{\mathrm{n}} \mathrm{~h}_{\mathrm{n}}^{\prime(2)}(\mathrm{ka})=0
$$

or

$$
E_{n}=-p_{o} \frac{i^{n}(2 n+1) j_{n}^{\prime}(k a)}{h_{n}^{\prime(2)}(k a)} \quad n=0,1,2, \ldots
$$

Thus, the scattered pressure field $p_{s}$ is given by the sum of spherical wave functions in the form:

$$
\mathrm{p}_{\mathrm{s}}=-\mathrm{p}_{\mathrm{o}} \sum_{\mathrm{n}=0}^{\infty} \frac{\mathrm{i}^{\mathrm{n}}(2 \mathrm{n}+1) \mathrm{j}_{\mathrm{n}}^{\prime}(\mathrm{ka})}{\mathrm{h}_{\mathrm{n}}^{\prime(2)}(\mathrm{ka})} \mathrm{h}_{\mathrm{n}}^{(2)}(\mathrm{kr}) \mathrm{P}_{\mathrm{n}}(\cos \theta) \mathrm{e}^{\mathrm{i} \omega \mathrm{t}}
$$

## PROBLEMS

## Section 6.9

1. Obtain the steady state temperature distribution in a square slab of sidelength $=\mathrm{L}$ defined by $0 \leq x, y \leq L$. The faces $x=0$ and $y=0$ are kept at a zero temperature, the face $y=L$ is kept at a temperature $T_{o}$ and the face $x=L$ has a heat convection to an ambient medium with zero temperature, such that:

$$
\frac{\partial T}{\partial x}+b T=0 \quad \text { at } \quad x=L
$$

2. Obtain the steady state temperature distribution in a semi-infinite strip, defined by $0 \leq \mathrm{x} \leq \mathrm{L}$ and $\mathrm{y} \geq 0$. The surfaces $\mathrm{x}=0$ and $\mathrm{x}=\mathrm{L}$ are kept at zero temperature and the surface $y=0$ has a temperature distribution:

$$
T(x, 0)=T_{o} f(x)
$$

3. Obtain the steady state temperature in a semi-infinite slab, defined by $0 \leq x \leq L$, $y \geq 0$. The surface $x=0$ is insulated, the surface $x=L$ has heat convection to an ambient medium with zero temperature, such that:

$$
\frac{\partial T}{\partial x}+b T=0 \quad \text { at } \quad x=L
$$

and the surface $\mathrm{y}=0$ is kept at a temperature $\mathrm{T}(\mathrm{x}, 0)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{x})$.
4. Obtain the steady state temperature distribution in a square plate of sidelength $=\mathrm{L}$ defined by $0 \leq x, y \leq L$. The faces $x=0$ and $x=L$ are kept at zero temperature, its face $y=0$ is insulated and its face $y=L$ has a temperature distribution $T(x, L)=T_{o} f(x)$.
5. Obtain the steady state temperature distribution in a semi-circular sheet having a radius $=\mathrm{a}$ defined by $0 \leq r \leq a$ and $0 \leq \theta \leq \pi$. The straight face is kept at zero temperature and the cylindrical face, $\mathrm{r}=\mathrm{a}$, is kept at a constant temperature $\mathrm{T}_{\mathrm{o}}$.
6. Obtain the temperature distribution in a circular sector whose radius is "a" which subtends an angle $b$ defined by $0 \leq r \leq a$ and $0 \leq \theta \leq b$. The straight faces are kept at zero temperature while the surface $\mathrm{r}=\mathrm{a}$ is kept at a temperature:

$$
T(a, \theta)=T_{0} f(\theta)
$$

7. Obtain the temperature distribution in an infinite sheet having a circular cavity of radius " c " defined by $\mathrm{r} \geq \mathrm{c}$ and $0 \leq \theta \leq 2 \pi$. The temperature on the circular boundary is kept at temperature:

$$
T=T_{o} f(\theta)
$$

8. Obtain the steady state temperature distribution in a right parallelepiped having the dimensions $\mathrm{a}, \mathrm{b}$, and c aligned with the $\mathrm{x}, \mathrm{y}$ and z axes, respectively. The surfaces x $=0, x=a, y=0, y=b$, and $z=0$ are kept at zero temperature, while the surface $z=c$ is kept at temperature:

$$
T(x, y, c)=T_{0} f(x, y)
$$

9. Obtain the steady state temperature distribution in a finite cylinder of length $L$ and radius "a" defined by $0 \leq \mathrm{r} \leq \mathrm{a}$ and $0 \leq \mathrm{z} \leq \mathrm{L}$. The cylinder is kept at zero temperature at $\mathrm{z}=0$, while the surface $\mathrm{z}=\mathrm{L}$ is kept at a temperature:

$$
T(r, L)=T_{o} f(r)
$$

The surface at $\mathrm{r}=\mathrm{a}$ dissipates heat to an outside medium having a zero temperature, such that:

$$
\frac{\partial \mathrm{T}}{\partial \mathrm{r}}(\mathrm{a}, \mathrm{z})+\mathrm{bT}(\mathrm{a}, \mathrm{z})=0
$$

10. Obtain the steady state temperature distribution in a hollow finite cylinder of length L , of outside and inside radii " b " and " a ", respectively. The cylinder is kept at zero temperature on the surfaces $r=a, r=b$ and $z=0$, while the surface $z=L$ is kept at a temperature:

$$
\mathrm{T}(\mathrm{r}, \mathrm{~L})=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{r})
$$

11. Obtain the steady state temperature distribution in a finite cylinder of length L and radius a defined by $0 \leq r \leq a$ and $0 \leq z \leq L$. The cylinder is kept at zero temperature at surfaces $z=0$ and $r=a$, while the surface $z=L$ is kept at a temperature:

$$
\mathrm{T}(\mathrm{r}, \mathrm{~L})=\mathrm{T}_{\mathbf{o}} \mathrm{f}(\mathrm{r})
$$

12. Obtain the steady state temperature distribution in a cylinder of length $L$ and radius a defined by $0 \leq r \leq a$ and $0 \leq z \leq L$. The cylinder is kept at zero temperature at surfaces $\mathrm{z}=0$ and $\mathrm{z}=\mathrm{L}$, while the surface $\mathrm{r}=\mathrm{a}$ is kept at a temperature:

$$
T(a, z)=T_{o} f(z)
$$

13. Obtain the steady state temperature distribution of a sphere of radius $=a$ defined by $0 \leq r \leq a$ and $0 \leq \theta \leq \pi$. The surface of the sphere is heated to a temperature:

$$
\mathrm{T}(\mathrm{a}, \theta)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\cos \theta)
$$

Also obtain the solution for $\mathrm{f}=1$.
14. Obtain the steady state temperature distribution in an infinite solid having a spherical cavity of radius $=$ a defined by $r \geq a, 0 \leq \theta \leq \pi$. The temperature at the surface of the cavity is kept at:

$$
\mathrm{T}(\mathrm{a}, \boldsymbol{\theta})=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\cos \theta)
$$

Also obtain the solution for $\mathrm{f}=1$.
15. Determine the steady state temperature distribution in a black metallic sphere (radius equals a), defined by $0 \leq r \leq a$ and $0 \leq \theta \leq \pi$, which is being heated by the sun's rays. The heating, by convection, of the sphere at its surface satisfies:

$$
\frac{\partial \mathrm{T}}{\partial \mathrm{r}}(\mathrm{a}, \theta)+\mathrm{bT}(\mathrm{a}, \theta)=\mathrm{bf}(\theta)
$$

where

$$
\mathrm{f}(\theta)= \begin{cases}\mathrm{T}_{\mathrm{o}} \cos (\theta) & 0 \leq \theta \leq \pi / 2 \\ 0 & \pi / 2 \leq \theta \leq \pi\end{cases}
$$


16. Determine the particle velocity of an ideal incompressible irrotational fluid flowing around a rigid sphere whose radius $=\mathrm{a}$. The fluid has a velocity at infinity:

$$
\mathrm{V}_{\mathrm{z}}=-\mathrm{V}_{0} \quad \mathrm{z} \gg \mathrm{a}
$$

17. Determine the steady state temperature distribution in a solid hemisphere whose radius is "a" defined by $0 \leq \mathrm{r} \leq \mathrm{a}, 0 \leq \theta \leq \pi / 2$. The hemisphere's convex surface is kept at constant temperature $\mathrm{T}_{\mathrm{o}}$ and its base is kept at zero temperature.
18. Obtain the steady state temperature distribution in a hollow metallic sphere whose inner and outer radii are $a$ and $b$, respectively. The temperature at the outer surface is kept at zero temperature, while the temperature on the inner surface is kept at:

$$
T(a, \theta)=T_{o} f(\cos \theta)
$$

19. Determine the temperature distribution in a semi-infinite cylinder whose radius $=\mathbf{a}$ defined by $0 \leq r \leq a, 0 \leq \theta \leq 2 \pi$ and $z \geq 0$. The temperature of the surface $r=a$ is kept at zero temperature and the temperature of the base is:

$$
\mathrm{T}(\mathrm{r}, \theta, 0)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{r}, \theta)
$$


20. Determine the steady state temperature distribution in a solid finite cylinder of length $=\mathrm{L}$ and radius $=\mathrm{a}$ defined by $0 \leq \mathrm{r} \leq \mathrm{a}, 0 \leq \theta \leq 2 \pi$ and $0 \leq \mathrm{z} \leq \mathrm{L}$. The cylinder has an insulated surface at $\theta=0$, see the accompanying figure, extending from its axis to the outer surface. The cylinder is kept at zero temperature at its two ends ( $\mathrm{z}=0$ and $\mathrm{z}=\mathrm{L}$ ), and is heated at its convex surface to a temperature:
$\mathrm{T}(\mathrm{a}, \mathrm{z}, \theta)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{z}, \theta)$

21. Determine the temperature distribution in a curved wedge occupying the region $\mathrm{a} \leq \mathrm{r} \leq \infty, \mathrm{o} \leq \mathrm{z} \leq \mathrm{L}$ and $0 \leq \theta \leq \mathrm{b}$, see the accompanying figure. The surfaces $\mathrm{z}=0$ and $\mathrm{z}=\mathrm{L}$ are kept at zero temperature, the surface $\theta=0$ and $\theta=\mathrm{b}$ are insulated and the cylindrical surface $r=a$ is kept at a temperature:

$$
\mathrm{T}(\mathrm{a}, \mathrm{z}, \theta)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{z}, \theta)
$$


22. Determine the temperature distribution in a hemi-cylinder of length $=\mathrm{L}$ and radius $=\mathrm{a}$ defined by $0 \leq r \leq a, 0 \leq \theta<\pi$ and $0 \leq z \leq L$. The convex surface at $r=a$, the two plane surfaces at $\theta=0$ and $\pi$ and the lower base at $\mathrm{z}=0$ are kept at zero temperature, while the upper base at $\mathrm{z}=\mathrm{L}$ is kept at a temperature:

$$
\mathrm{T}(\mathrm{r}, \theta, \mathrm{~L})=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{r}, \theta)
$$

## Section 6.10

23. A metallic sphere of radius a and defined by $0 \leq r \leq a$ and $0 \leq \theta \leq \pi$ is kept at zero temperature at its surface. A heat source is located in a spherical region inside the sphere, such that:

$$
\nabla^{2} \mathrm{~T}=-\mathrm{q}(\mathrm{r}, \cos \theta) \quad 0 \leq \mathrm{r}<\mathrm{b}
$$

Find the steady state temperature distribution.
24. A spherical container is filled with a liquid whose walls are impenetrable. If a point sink of magnitude Q exists at its center so that the velocity potential satisfies:

$$
\nabla^{2} \psi=\frac{\mathrm{Q}_{0} \delta(\mathrm{r})}{4 \pi \mathrm{r}^{2}} \quad 0 \leq \mathrm{r} \leq \mathrm{a}
$$

Find the velocity field inside the sphere.
25. A finite circular cylindrical container with impenetrable walls is filled with an incompressible liquid, occupying the space $0 \leq r \leq a$ and $0 \leq z \leq L$. A point source and a point sink of magnitudes $Q_{0}$ are located on the axis of the cylinder at $z=L / 4$ and $3 L / 4$, respectively, such that the velocity potential $\psi(r, z)$ satisfies:

$$
\nabla^{2} \psi=-\frac{\mathrm{Q}_{0} \delta(\mathrm{r})}{2 \pi \mathrm{r}}[\delta(\mathrm{z}-\mathrm{L} / 4)-\delta(\mathrm{z}-3 \mathrm{~L} / 4)]
$$

Find the velocity field inside the container.

## Section 6.11

26. Determine the Eigenfunctions (modes) and Eigenvalues (natural frequencies) of membranes having the following shapes and boundaries:
(a) Semi-circular membrane, radius $=\mathrm{a}$, fixed on all its boundaries.
(b) Annular membrane, radii $b$, and $a(b>a)$, fixed on all its boundaries.
(c) Annular membrane, fixed on the outer boundary $\mathrm{r}=\mathrm{b}$ and free at its inner boundary $r=a$.
(d) A circular sector, radius $=\mathrm{a}$, subtending an angle $=\mathrm{c}$, fixed on all its boundaries.
(e) A circular sector membrane, radius $=a$, subtending an angle $=c$, fixed on its straight edges and free at its circular boundary.
(f) An annular sector membrane, radii $b$, and $a(b>a)$, subtending an angle $=c$, fixed on all its boundaries.
(g) An annular sector, radii $b$ and $a(b>a)$, subtending an angle $=c$, fixed on its straight boundaries and free on its circular boundaries.
(h) A rectangular membrane, of dimension $a$ and $b$, with sides whose length $=a$ are fixed and sides whose length $=b$ are free.
27. Determine the mode shapes and natural frequencies of a vibrating gas in a rigid cylindrical tube of length $=\mathrm{L}$ and radius $=\mathrm{a}$. The tube is closed by two rigid plates at its ends. Let the velocity potential be:

$$
\phi=\phi(\mathrm{r}, \theta, \mathrm{z})
$$

28. Determine the mode shapes for the tube in problem 27, where the ends of the tube are open (pressure release).
29. Determine the mode shapes and natural frequencies of a vibrating gas entrapped in the space between a rigid sphere of radius $=a$ and a concentric rigid spherical shell of radius $=b(b>a)$.
30. Determine the response of a rectangular membrane, measuring $a, b$, under the influence of sinusoidal time varying force field, i.e.:

$$
q(x, y, t)=q_{0} f(x, y) \sin (\omega t)
$$

31. Determine the response of a circular membrane of radius $=\mathrm{a}$, fixed on its perimeter, and acted upon by distributed forces:

$$
\mathrm{q}(\mathrm{r}, \theta, \mathrm{t})=\mathrm{q}_{\mathrm{o}} \mathrm{f}(\mathrm{r}, \theta) \sin (\omega \mathrm{t})
$$

32. Obtain the mode shapes and natural frequencies of a circular plate, radius $=\mathrm{a}$, whose boundary is simply supported, such that at the boundary $r=a$

$$
w(a, \theta)=0
$$

and

$$
\frac{\partial^{2} \mathrm{w}}{\partial \mathrm{r}^{2}}(\mathrm{a}, \theta)+\frac{v}{\mathrm{r}} \frac{\partial \mathrm{w}}{\partial \mathrm{r}}(\mathrm{a}, \theta)=0
$$

33. Determine the responses of a square plate, sidelength $=\mathrm{L}$, whose sides are simply supported. The plate is excited by a distributed force:

$$
q(x, y, t)=q_{0} f(x, y) \sin (\omega t)
$$

34. A rectangularly shaped membrane is being excited to harmonic motion such that:

$$
\mathrm{w}=\mathrm{w}(\mathrm{x}, \mathrm{y})
$$

and

$$
\begin{array}{llll}
\nabla^{2} w+k^{2} w=\frac{F_{o}}{S} \delta\left(x-\frac{a}{2}\right) \delta\left(y-\frac{b}{2}\right) & 0 \leq x \leq a & 0 \leq y \leq b \\
w(x, 0)=0 & w(x, b)=0 & \frac{\partial w}{\partial x}(0, y)=0 & \frac{\partial w}{\partial x}(a, y)=0
\end{array}
$$

Obtain the solution $w(x, y)$.

## Section 6.12

35. Determine the temperature distribution in a rod of length $=\mathrm{L}$ and whose ends are kept at zero temperature. The rod was heated initially, such that:

$$
T\left(x, 0^{+}\right)= \begin{cases}T_{\mathrm{o}} & 0 \leq \mathrm{x}<\mathrm{L} / 2 \\ 0 & \mathrm{~L} / 2<\mathrm{x} \leq \mathrm{L}\end{cases}
$$

36. Determine the temperature distribution in a rod of length $=\mathrm{L}$, where there is heat convection to an outside medium at both ends. The temperature of the outside medium is kept at zero temperature. The temperature of the rod was initially raised to:

$$
T\left(x, 0^{+}\right)=T_{0} f(x)
$$

37. Determine the temperature distribution in a rectangular sheet occupying the region $0 \leq \mathrm{x} \leq \mathrm{a}$ and $0 \leq \mathrm{y} \leq \mathrm{b}$. The sides of the plate are kept at zero temperature, while the sheet was initially raised to a temperature

$$
T\left(x, y, 0^{+}\right)=T_{o} f(x, y)
$$

and the sheet is heated by a source $Q$ :

$$
\mathrm{Q}=\mathrm{Q}_{\mathrm{o}} \delta(\mathrm{x}-\mathrm{a} / 2) \delta(\mathrm{y}-\mathrm{b} / 2) \mathrm{e}^{-\alpha \mathrm{t}}, \quad \alpha>0
$$

38. Determine the axisymmetric temperature distribution in a circular slab of radius $=\mathrm{a}$, whose perimeter is kept at a zero temperature. The slab is initially heated to a temperature:

$$
\mathrm{T}\left(\mathrm{r}, 0^{+}\right)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{r})
$$

39. Determine the axisymmetric temperature distribution for a circular slab of radius $=\mathrm{a}$, such that the slab conducts heat through its perimeter to an outside medium whose temperature is kept at zero temperature. The slab is initially heated to a temperature:

$$
\mathrm{T}\left(\mathrm{r}, 0^{+}\right)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{r})
$$

with an impulsive heat point source at its center:

$$
\mathrm{Q}=\mathrm{Q}_{\mathrm{o}} \frac{\delta(\mathrm{r})}{2 \pi \mathrm{r}} \delta\left(\mathrm{t}-\mathrm{t}_{\mathrm{o}}\right)
$$

40. Determine the temperature distribution in a circular slab, radius $=\mathrm{a}$, whose perimeter is kept at zero temperature. The slab is heated initially to a temperature:

$$
\mathrm{T}\left(\mathrm{r}, \theta, 0^{+}\right)=\mathrm{T}_{0} \mathrm{f}(\mathrm{r}, \theta)
$$

and has an impulsive heat point source at $\left(\mathrm{r}_{\mathrm{o}}, \theta_{\mathrm{o}}\right)$ :

$$
\mathrm{Q}=\mathrm{Q}_{\mathrm{o}} \frac{\delta\left(\mathrm{r}-\mathrm{r}_{\mathrm{o}}\right)}{2 \pi \mathrm{r}} \delta\left(\mathrm{t}-\mathrm{t}_{\mathrm{o}}\right) \delta\left(\theta-\theta_{\mathrm{o}}\right)
$$

41. Determine the temperature distribution in a solid sphere of radius $=\mathrm{a}$, whose surface is kept at zero temperature and is heated initially to a constant temperature $=T_{0}$.
42. Determine the temperature distribution in a solid sphere of radius $=\mathrm{a}$, whose surface conducts heat to an outside medium that is being kept at zero temperature. The sphere is heated initially to a temperature:

$$
\mathrm{T}\left(\mathrm{r}, 0^{+}\right)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{r})
$$

43. Determine the temperature distribution in a cube having a sidelength $=\mathrm{L}$. The cubes' surfaces are kept at zero temperature and the cube is initially heated to a temperature:

$$
T\left(x, y, z, 0^{+}\right)=T_{o} f(x, y, z)
$$

44. Determine the temperature distribution in a sphere having a radius $=\mathrm{a}$, whose surface is kept at zero temperature. The sphere is initially heated such that:

$$
\mathrm{T}\left(\mathrm{r}, \theta, \phi, 0^{+}\right)=\mathrm{T}_{\mathrm{o}} \mathrm{f}(\mathrm{r}, \cos \theta, \phi)
$$

45. A rectangular sheet is immersed in a zero temperature bath on two of its sides, and is kept at zero temperature at the other two. The sheet is heated by a point source at its center. The sheet is initially kept at zero temperature, such that:

$$
\begin{aligned}
& \nabla^{2} T=\frac{1}{K} \frac{\partial T}{\partial t}-\frac{Q_{0}}{k} \delta\left(x-\frac{a}{2}\right) \delta\left(y-\frac{b}{2}\right) \sin (\omega t) \\
& 0 \leq x \leq a \quad 0 \leq y \leq b \quad t>0 \quad T=T(x, y, t)
\end{aligned}
$$

satisfying the following conditions:

$$
\begin{aligned}
& T(x, 0, t)=0, \quad T(x, b, t)=0, \quad T\left(x, y, 0^{+}\right)=0 \\
& \frac{\partial T}{\partial x}(0, y, t)-\gamma T(0, y, t)=0 \quad \frac{\partial T}{\partial x}(a, y, t)+\gamma T(a, y, t)=0
\end{aligned}
$$

Obtain the temperature distribution $\mathrm{T}(\mathrm{x}, \mathrm{y}, \mathrm{t})$ in the sheet for $\mathrm{t}>0$.
46. A semi-circular metal sheet is heated by a point source. The sheet is initially kept at zero temperature, such that:

$$
\begin{aligned}
& \nabla^{2} \mathrm{~T}=\frac{1}{\mathrm{~K}} \frac{\partial \mathrm{~T}}{\partial \mathrm{t}}-\frac{\mathrm{Q}_{0}}{\mathrm{k}} \frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right)}{\mathrm{r}} \delta(\theta-\pi / 4) \delta\left(\mathrm{t}-\mathrm{t}_{\mathrm{o}}\right) \\
& 0 \leq \mathrm{r} \leq \mathrm{a} \quad 0 \leq \theta \leq \pi \quad \mathrm{t}, \mathrm{t}_{\mathrm{o}}>0 \quad \mathrm{~T}=\mathrm{T}(\mathrm{r}, \theta, \mathrm{t})
\end{aligned}
$$

with the following boundary and initial conditions:

$$
\mathrm{T}(\mathrm{r}, 0, \mathrm{t})=0, \quad \mathrm{~T}(\mathrm{r}, \pi, \mathrm{t})=0, \quad \frac{\partial \mathrm{~T}}{\partial \mathrm{r}}(\mathrm{a}, \theta, \mathrm{t})=0, \quad \mathrm{~T}\left(\mathrm{r}, \theta, 0^{+}\right)=0
$$

Obtain the solution for the transient temperature $\mathrm{T}(\mathrm{r}, \theta, \mathrm{t})$.
47. Obtain the temperature distribution in a rod of length $L$ with a heat $\operatorname{sink} Q$. The end $x=0$ is insulated and the end $x=L$ is connected to a zero temperature ambient liquid bath. Find the temperature $T=T(x, t)$ satisfying:

$$
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}+\frac{Q_{0}}{k} \delta\left(x-x_{0}\right) e^{-a t} \quad a>0 \quad x_{0}>0
$$

subject to the boundary and initial conditions:

$$
T\left(x, 0^{+}\right)=0, \quad \frac{\partial T}{\partial x}(0, t)=0, \quad \frac{\partial T}{\partial x}(L, t)+b T(L, t)=0
$$

48. A rectangular sheet is heated by a point source at its center. The sheet is initially kept at zero temperature, such that:

$$
\begin{gathered}
\nabla^{2} \mathrm{~T}=\frac{\mathrm{l}}{\mathrm{~K}} \frac{\partial \mathrm{~T}}{\partial \mathrm{t}}-\frac{\mathrm{Q}_{0}}{\mathrm{k}} \delta\left(\mathrm{x}-\frac{\mathrm{a}}{2}\right) \delta\left(\mathrm{y}-\frac{\mathrm{b}}{2}\right) \mathrm{e}^{-\mathrm{ct}} \quad \mathrm{c}>0 \\
0 \leq \mathrm{x} \leq \mathrm{a} \quad 0 \leq \mathrm{y} \leq \mathrm{b} \quad \mathrm{t}>0 \quad \mathrm{~T}=\mathrm{T}(\mathrm{x}, \mathrm{y}, \mathrm{t})
\end{gathered}
$$

subject to the boundary and initial conditions:

$$
\begin{aligned}
& T(x, 0, t)=T(x, b, t)=0 \\
& \frac{\partial T}{\partial x}(0, y, t)=0 \quad \frac{\partial T}{\partial x}(a, y, t)=0
\end{aligned}
$$

Obtain the temperature distribution in the sheet for $\mathrm{t}>0$.
49. A completely insulated hemi-cylinder is heated such that its temperature $T(r, \theta, z, t)$ satisfies:

$$
\begin{aligned}
& \nabla^{2} T=\frac{1}{K} \frac{\partial T}{\partial t}-Q_{0} \frac{\delta\left(r-r_{0}\right)}{2 \pi r} \delta(\theta-\pi / 2) \delta\left(z-z_{0}\right) \delta\left(t-t_{0}\right) \\
& 0 \leq r \leq a \quad 0 \leq z \leq L \quad 0 \leq \theta \leq \pi \quad t, t_{0}>0
\end{aligned}
$$

subject to the boundary and initial conditions:

$$
\begin{array}{lll}
\frac{\partial T}{\partial z}(r, \theta, 0, t)=0 & \frac{\partial T}{\partial z}(r, \theta, L, t)=0 & \frac{1}{\mathrm{r}} \frac{\partial \mathrm{~T}}{\partial \theta}(\mathrm{r}, 0, \mathrm{z}, \mathrm{t})=0 \\
\frac{1}{\mathrm{r}} \frac{\partial \mathrm{~T}}{\partial \theta}(\mathrm{r}, \pi, \mathrm{z}, \mathrm{t})=0 & \frac{\partial \mathrm{~T}}{\partial \mathrm{r}}(\mathrm{a}, \theta, \mathrm{z}, \mathrm{t})=0 & \mathrm{~T}\left(\mathrm{r}, \theta, \mathrm{z}, 0^{+}\right)=0
\end{array}
$$

Obtain the temperature in the cylinder for $\mathrm{t}>0$.
50. Obtain the temperature distribution in a solid sheet of length $L$ with a heat source $Q_{0}$. The two ends of the sheet $x=0$ and $x=L$ are immersed in an ambient fluid whose temperature is constant at $T_{0}$. If the temperature $T=T(x, t)$ satisfies:

$$
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-\frac{Q_{o}}{k} \delta\left(x-\frac{L}{2}\right) \delta\left(t-t_{o}\right) \quad 0 \leq x \leq L \quad t, t_{0}>0
$$

subject to the boundary and initial conditions, for $\mathrm{a}>0$ :
$\mathrm{T}\left(\mathrm{x}, 0^{+}\right)=\mathrm{T}_{1}=$ constant $\mathrm{T}(0, \mathrm{t})-\mathrm{a} \frac{\partial \mathrm{T}}{\partial \mathrm{x}}(0, \mathrm{t})=\mathrm{T}_{\mathrm{o}} \quad \mathrm{T}(\mathrm{L}, \mathrm{t})+\mathrm{a} \frac{\partial \mathrm{T}}{\partial \mathrm{x}}(\mathrm{a}, \mathrm{t})=\mathrm{T}_{\mathrm{o}}$
Obtain the temperature distribution as a function of time.

## Section 6.13

51. Determine the vibration response of a string, having a length $=\mathrm{L}$, fixed at both ends. The string was initially displaced such that:

$$
y\left(x, 0^{+}\right)=f(x) \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=g(x)
$$

52. If the string in problem 51 is plucked from rest, such that:

$$
\begin{aligned}
& f(x)= \begin{cases}W_{0} x / a & 0 \leq x \leq a \\
W_{0}(L-x) /(L-a) & a \leq x \leq L\end{cases} \\
& g(x)=0
\end{aligned}
$$

obtain an expression for the subsequent motion of the string.
53. Determine the longitudinal displacement of a rod, having a length $=\mathrm{L}$, which is fixed at $x=0$ and is free at $x=L$. The rod is initially displaced, such that:
$u\left(x, 0^{+}\right)=f(x) \quad \frac{\partial u}{\partial t}\left(x, 0^{+}\right)=g(x)$
54. A stretched string of length $=L$ is fixed at $x=0$ and is elastically supported at $\mathrm{x}=\mathrm{L}$, such that:

$$
\frac{\partial y}{\partial x}(L, t)+\gamma y(L, t)=0
$$

The string is initially displaced from rest, such that:

$$
y\left(x, 0^{+}\right)=y_{o} x \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0
$$

Determine the subsequent vibration response of the string.
55. A string, having a length $=L$, is struck by hammer at its center, such that the initial velocity imparted to the string is described by:

$$
\frac{\partial y}{\partial t}\left(x, 0^{+}\right)=\frac{\mathrm{I}}{2 \varepsilon \rho}\left\{\begin{array}{lc}
0 & 0 \leq x<L / 2-\varepsilon \\
1 & L / 2-\varepsilon<x<L / 2+\varepsilon \\
0 & L / 2+\varepsilon<x \leq L
\end{array}\right.
$$

$y\left(x, 0^{+}\right)=0$
where I represents the total impulse of the hammer and $\rho$ is the density per unit length of the string. The string is fixed at both ends.
(a) Obtain the subsequent displacement of the string.
(b) If $\varepsilon \rightarrow 0$, obtain an expression for the subsequent motion.
56. A string, length $=\mathrm{L}$, fixed at both ends and initially at rest is acted upon by a distributed force $f(x, t)$ per unit length. Obtain an expression for the forced motion of the string
57. If the distributed force in problem 56 is taken to be an impulsive concentrated force, such that:

$$
\mathrm{f}(\mathrm{x}, \mathrm{t})=\mathrm{P}_{\mathrm{o}} \delta(\mathrm{x}-\mathrm{L} / 2) \delta(\mathrm{t})
$$

where $\delta$ is the Dirac delta function, determine the subsequent motion of the string.
58. Determine the motion of a rectangular membrane, occupying the region $0 \leq \mathrm{x} \leq \mathrm{a}$, $0 \leq y \leq b$, where the membrane is initially displaced and set in motion such that:

$$
\mathrm{W}\left(\mathrm{x}, \mathrm{y}, 0^{+}\right)=\mathrm{f}(\mathrm{x}, \mathrm{y}) \quad \frac{\partial \mathrm{W}}{\partial \mathrm{t}}\left(\mathrm{x}, \mathrm{y}, 0^{+}\right)=\mathrm{g}(\mathrm{x}, \mathrm{y})
$$

The membrane is fixed along its perimeter.
59. Determine the free vibration of a circular membrane, radius $=\mathrm{a}$, whose perimeter is fixed. The membrane is initially set in motion, such that:

$$
\mathrm{W}\left(\mathrm{r}, \theta, 0^{+}\right)=\mathrm{f}(\mathrm{r}, \theta) \quad \frac{\partial \mathrm{W}}{\partial \mathrm{t}}\left(\mathrm{r}, \theta, 0^{+}\right)=\mathrm{g}(\mathrm{r}, \theta)
$$

60. An annular shaped membrane is set into motion by initially displacing it from rest, i.e.:

$$
\mathrm{W}\left(\mathrm{r}, \theta, 0^{+}\right)=\mathrm{f}(\mathrm{r}, \theta) \quad \frac{\partial \mathrm{W}}{\partial \mathrm{t}}\left(\mathrm{r}, \theta, 0^{+}\right)=0
$$

The membrane has outer and inner radii $b$ and a respectively. Determine the subsequent free vibration of the membrane.
61. Determine the response of a circular membrane, radius $=\mathrm{a}$, when acted upon by a concentrated impulsive force described by:

$$
\mathrm{f}(\mathrm{r}, \mathrm{t})=\mathrm{P}_{\mathrm{o}} \frac{\delta(\mathrm{r})}{2 \pi \mathrm{r}} \delta(\mathrm{t})
$$

The boundary of the membrane is fixed, and the membrane is initially undeformed and at rest.
62. Determine the response of a square membrane initially at rest, and undeformed, side length $=L$, when acted upon by an impulsive force located at $x_{0}, y_{0}$, described by:

$$
f(x, y, t)=P_{0} \delta\left(x-x_{0}\right) \delta\left(y-y_{0}\right) \delta(t)
$$

where $P_{o}$ is total force. The sides of the membrane are fixed.
63. Determine the response of a circular membrane radius $=a$, initially at rest and undeformed, when acted upon by a concentrated impulsive force located at $r_{0}, \theta_{0}$ described by:

$$
f(r, \theta, t)=P_{0} \frac{\delta\left(r-r_{0}\right)}{r} \delta\left(\theta-\theta_{0}\right) \delta(t)
$$

The membrane is fixed on its boundary.
64. A bar of length $L$ is connected to a spring at one end and the other end is free. The bar is being excited by a point force such that, $u=u(x, t)$ and:

$$
\frac{\partial^{2} u}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}-\frac{F_{0}}{A E} \delta(x) \delta\left(t-t_{0}\right) \quad 0 \leq x \leq L \quad t, t_{o}>0
$$

subject to boundary and initial conditions:

$$
\begin{array}{ll}
\frac{\partial u}{\partial x}(0, t)=0, & \frac{\partial u}{\partial x}(L, t)+\frac{\gamma}{A E} u(L, t)=0 \\
u(x, 0)=0 & \frac{\partial u}{\partial t}(x, 0)=0
\end{array}
$$

Obtain the transient response of the string $u(x, t)$.
65. A pie-shaped stretched membrane is excited to motion from rest by a mechanical point force, such that its displacement $w=w(r, \theta, t)$ satisfies:

$$
\begin{aligned}
& \nabla^{2} w=\frac{1}{c^{2}} \frac{\partial^{2} w}{\partial t^{2}}-\frac{P_{0}}{S} \frac{\delta\left(r-r_{o}\right)}{r} \delta\left(\theta-\theta_{o}\right) \delta\left(t-t_{o}\right) \\
& 0 \leq r \leq a \quad r_{o}>0 \quad 0 \leq \theta \leq b \quad t, t_{o}>0
\end{aligned}
$$

$\mathrm{w}=0$ on the boundary
$\mathrm{w}\left(\mathrm{r}, \theta, 0^{+}\right)=0 \quad \frac{\partial \dot{\mathrm{w}}}{\partial \mathrm{t}}\left(\mathrm{r}, \theta, 0^{+}\right)=0$
Obtain the solution to the transient vibration of the membrane $w(r, \theta, t)$.
66. A rectangular stretched membrane is acted on by a time dependent point force such that its displacement $w(x, y, t)$ is governed by:

$$
\begin{aligned}
& \nabla^{2} w=\frac{1}{c^{2}} \frac{\partial^{2} w}{\partial t^{2}}-\frac{P_{o}}{S} \delta\left(x-x_{o}\right) \delta\left(y-y_{o}\right) \delta\left(t-t_{o}\right) \\
& 0 \leq x \leq a \quad 0 \leq y \leq b \quad t, t_{o}>0
\end{aligned}
$$

where $\delta$ is the Dirac function and the boundary conditions are:

$$
w(x, 0, t)=w(x, b, t)=0 \quad \frac{\partial w}{\partial x}(0, y, t)=\frac{\partial w}{\partial x}(a, y, t)=0
$$

If the membrane was initially at rest, and was initially deformed such that:

$$
w\left(x, y, 0^{+}\right)=w_{0} \sin \left(\frac{\pi}{b} y\right) \quad \frac{\partial w}{\partial t}\left(x, y, 0^{+}\right)=0
$$

obtain an expression for the displacement $w(x, y, t)$.
67. A semi-circular stretched membrane is excited to motion by a point force, such that:

$$
\begin{aligned}
& W=W(r, \theta, t) \\
& \nabla^{2} W=\frac{1}{c^{2}} \frac{\partial^{2} W}{\partial t^{2}}-\frac{P_{o}}{S} \frac{\delta\left(r-r_{0}\right)}{r} \delta\left(\theta-\frac{\pi}{2}\right) \delta\left(t-t_{o}\right)
\end{aligned}
$$

$$
0 \leq \mathrm{r} \leq \mathrm{a} \quad 0 \leq \theta \leq \pi \quad \mathrm{t}, \mathrm{t}_{\mathrm{o}}>0
$$

where $\delta$ is the Dirac function and the initial boundary conditions are:

$$
\begin{array}{ll}
\mathrm{W}(\mathrm{a}, \theta, \mathrm{t})=0 & \frac{\partial \mathrm{~W}}{\partial \theta}(\mathrm{r}, 0, \mathrm{t})=\frac{\partial \mathrm{W}}{\partial \theta}(\mathrm{r}, \pi, \mathrm{t})=0 \\
\mathrm{~W}\left(\mathrm{r}, \theta, 0^{+}\right)=0 & \frac{\partial \mathrm{~W}}{\partial \mathrm{t}}\left(\mathrm{r}, \theta, 0^{+}\right)=0
\end{array}
$$

Obtain the solution for the transient vibration $\mathrm{W}(\mathrm{r}, \theta, \mathrm{t})$.
68. A semi-circular annular stretched membrane fixed on its perimeter, is excited to motion by a point force. Obtain the solution for the transient vibration $\mathrm{W}(\mathrm{r}, \theta, \mathrm{t})$ satisfying:

$$
\begin{aligned}
& \nabla^{2} \mathrm{~W}=\frac{1}{\mathrm{c}^{2}} \frac{\partial^{2} \mathrm{~W}}{\partial \mathrm{t}^{2}}-\frac{\mathrm{P}_{\mathrm{o}}}{\mathrm{~S}} \frac{\delta\left(\mathrm{r}-\mathrm{r}_{\mathrm{o}}\right)}{\mathrm{r}} \delta\left(\theta-\frac{\pi}{2}\right) \delta\left(\mathrm{t}-\mathrm{t}_{\mathrm{o}}\right) . \\
& 0 \leq \mathrm{r} \leq \mathrm{a} \quad 0 \leq \theta \leq \pi \quad \mathrm{t}, \mathrm{t}_{\mathrm{o}}>0
\end{aligned}
$$

where $\delta$ is the Dirac function and the initial conditions are:
$W\left(r, \theta, 0^{+}\right)=0 \quad \frac{\partial W}{\partial t}\left(r, \theta, 0^{+}\right)=0$
69. A bar of length $L$ is connected to springs at both ends. The bar is being excited by a point force at the center such that $u=u(x, t)$ satisfies:

$$
\frac{\partial^{2} u}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}-\frac{F_{o}}{A E} \delta\left(x-\frac{L}{2}\right) \delta\left(t-t_{0}\right) \quad 0 \leq x \leq L \quad t, t_{0}>0
$$

With boundary and initial conditions:

$$
\begin{aligned}
& \frac{\partial u}{\partial x}(0, t)-\frac{\zeta}{A E} u(0, t)=0 \quad \frac{\partial u}{\partial x}(L, t)+\frac{\gamma}{A E} u(L, t)=0 \\
& u\left(x, 0^{+}\right)=0 \quad \frac{\partial u}{\partial t}\left(x, 0^{+}\right)=0
\end{aligned}
$$

Obtain the transient response of the bar $u(x, t)$.
70. An annular circular membrane, initially at rest and undeformed, is excited to transient forced vibration such that the displacement $\mathrm{W}(\mathrm{r}, \theta, \mathrm{t})$ satisfies:

$$
\begin{aligned}
& \nabla^{2} \mathrm{~W}=\frac{1}{\mathrm{c}^{2}} \frac{\partial^{2} \mathrm{~W}}{\partial t^{2}}-\frac{\mathrm{P}_{0}}{\mathrm{~S}} \frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right)}{\mathrm{r}} \delta\left(\theta-\frac{\pi}{2}\right) \delta\left(\mathrm{t}-\mathrm{t}_{\mathrm{o}}\right) \\
& \mathrm{a} \leq \mathrm{r} \leq \mathrm{b} \quad 0 \leq \theta \leq \pi \quad \mathrm{t}, \mathrm{t}_{\mathrm{o}}>0 \\
& \mathrm{~W}(\mathrm{a}, \theta, \mathrm{t})=\mathrm{W}(\mathrm{~b}, \theta, \mathrm{t})=0, \quad \mathrm{~W}\left(\mathrm{r}, \theta, 0^{+}\right)=0 \quad
\end{aligned}
$$

Obtain the solution for the transient vibration $\mathrm{W}(\mathrm{r}, \theta, \mathrm{t})$.
71. An acoustic medium is contained inside a rigid spherical container of radius $=\mathrm{a}$. If the medium is initially disturbed, such that the velocity potential $\phi(\mathrm{r}, \mathrm{t})$ satisfies the following initial conditions:

$$
\phi\left(\mathrm{r}, 0^{+}\right)=\mathrm{f}(\mathrm{r}) \quad \frac{\partial \phi}{\partial \mathrm{t}}\left(\mathrm{r}, 0^{+}\right)=\mathrm{g}(\mathrm{r})
$$

determine the radial particle velocity $\mathrm{v}_{\mathrm{r}}$ of the entrapped medium.
72. An acoustic medium occupies an infinite cylinder, radius $=a$. If the medium is initially disturbed, such that the velocity potential $\phi(r, t)$ satisfies the following initial conditions:

$$
\phi\left(\mathrm{r}, 0^{+}\right)=\mathrm{f}(\mathrm{r}) \quad \frac{\partial \phi}{\partial \mathrm{t}}\left(\mathrm{r}, 0^{+}\right)=\mathrm{g}(\mathrm{r})
$$

determine the radial particle velocity of the entrapped medium.

## Section 6.14

73. A semi-infinite stretched string is set into motion by initially displacing it such that:

$$
\mathrm{y}\left(\mathrm{x}, 0^{+}\right)=\mathrm{f}(\mathrm{x}) \quad \frac{\partial \mathrm{y}}{\partial \mathrm{t}}\left(\mathrm{x}, 0^{+}\right)=\mathrm{g}(\mathrm{x})
$$

The string is fixed at $\mathrm{x}=0$. Obtain the solution $\mathrm{y}(\mathrm{x}, \mathrm{t})$.
74. A semi-infinite stretched string initially at rest, is set into motion by giving the end $\mathrm{x}=0$ the following displacement:

$$
\mathrm{y}(0, \mathrm{t})=\mathrm{Y}_{\mathrm{o}} \sin (\omega \mathrm{t})
$$

Obtain the solution for the subsequent motion.
75. A sphere, radius $=\mathrm{a}$, oscillates in an infinite acoustic medium, such that its radial velocity $\mathrm{V}_{\mathrm{r}}$ at the surface is given by:

$$
V_{r}(a, t)=V_{o} e^{-i \omega t}
$$

Obtain the acoustic pressure everywhere in the medium.
76. A sphere, radius $=\mathrm{a}$, is oscillating in an infinite acoustic medium, such that its radial velocity $\mathrm{V}_{\mathrm{r}}$ at its surface is given by:

$$
\mathrm{V}_{\mathrm{r}}(\mathrm{a}, \theta, \mathrm{t})=\mathrm{V}_{\mathbf{o}} \mathrm{f}(\cos \theta) \mathrm{e}^{-\mathrm{i} \omega \mathrm{t}}
$$

Obtain the acoustic pressure everywhere in the medium.
77. A plane acoustic wave impinges on an infinite cylindrical air bubble (pressure release surfaces) of radius $=a$. If the incident wave is described by:

$$
\mathrm{p}_{\mathrm{i}}=\mathrm{p}_{\mathrm{o}} \mathrm{e}^{\mathrm{ikz}} \mathrm{e}^{\mathrm{i} \omega \mathrm{t}} \quad \mathrm{k}=\omega / \mathrm{c}
$$

obtain the scattered acoustic pressure.
78. A plane acoustic wave impinges on an infinite rigid cylinder of radius $=a$. If the incident wave is described by:

$$
\mathrm{p}_{\mathrm{i}}=\mathrm{p}_{\mathrm{o}} \mathrm{e}^{\mathrm{ikz}} \mathrm{e}^{\mathrm{i} \omega \mathrm{t}} \quad \mathrm{k}=\omega / \mathrm{c}
$$

obtain the scattered acoustic pressure.
79. A plane acoustic wave impinges on a spherical air bubble (pressure release surface) of radius $=\mathrm{a}$. If the incident plane wave is described by:

$$
p_{i}=p_{o} e^{i k z} e^{i \omega t} \quad \mathrm{k}=\omega / \mathrm{c}
$$

obtain the scattered acoustic pressure.
80. A plane acoustic wave travelling in an acoustic medium (density $\rho_{1}$, velocity $\mathrm{c}_{1}$ ) impinges on a spherical acoustic body (density $\rho_{2}$, velocity $c_{2}$ ) of radius $=a$. If the incident wave is described by:

$$
p_{i}=p_{o} e^{i k_{1} z} e^{i \omega t} k_{1}=\omega / c_{1}
$$

obtain the scattered acoustic pressure in the outer medium.
81. A hemi-spherical speaker, radius $=\mathrm{a}$, is set in an infinite plane rigid baffle and is in contact with a semi-infinite acoustic medium. If the radial surface velocity $V_{r}$ is given by:

$$
V_{r}(a, t)=V_{0} e^{i \omega t}
$$

obtain the obtain the pressure field in the acoustic medium.
82. Obtain the pressure field in the acoustic medium of problem 81, where the baffle is a pressure-release baffle.
83. If the velocity field in Example 6.19 is given by:

$$
f(\sigma)=\left\{\begin{array}{lc}
1 & -\alpha<\sigma<\alpha \\
0 & \alpha<\sigma<2 \pi-\alpha
\end{array}\right.
$$

Obtain the pressure field in the acoustic medium
If $v_{o}=\frac{Q_{0}}{2 a \alpha}$ where $Q_{0}$ is the strength of the volume flow of the line source, obtain the pressure field when $\alpha \rightarrow 0$.
84. A semi-infinite duct of rectangular cross-section has rigid walls and is filled with an acoustic medium. The duct occupies the region $0 \leq x \leq a, 0 \leq y \leq b, z \geq 0$. If a rectangular piston, located at $\mathrm{z}=0$, is vibrating with an axial velocity $\mathrm{V}_{\mathrm{z}}$ described by:

$$
V_{z}=V_{o} f(x, y) e^{i \omega t}
$$

(a) obtain the pressure field inside the duct.
(b) Show that only the plane wave solution, propagating along the duct, exists if:

$$
f(x, y)=1
$$

85. A semi-finite cylindrical duct has rigid walls and is filled with an acoustic medium. The duct occupies the region $0 \leq r \leq a, 0 \leq \theta \leq 2 \pi$, and $z>0$. If a piston, located at $z=0$, is vibrating with an axial velocity $\mathrm{V}_{\mathrm{z}}$ described by:

$$
V_{z}=V_{o} f(r, \theta) e^{i \omega t}
$$

obtain the pressure field inside the duct.

## 7

## INTEGRAL TRANSFORMS

### 7.1 Fourier Integral Theorem

If $f(x)$ is a bounded function in $-\infty<x<\infty$, and has at most only a finite number of ordinary discontinuities, and if the integral:

$$
\int^{\infty}|f(x)| d x
$$

is absolutely convergent, then at every point $x$ 'where there exists a left and right-hand derivative, $f(x)$ can be represented by the following integral:

$$
\frac{1}{2}[f(x+0)+f(x-0)]=\frac{1}{\pi} \int_{0}^{\infty} \int_{-\infty}^{\infty} \mathrm{f}(\xi) \cos (u(\xi-x)) \mathrm{d} \xi \mathrm{du}
$$

The function $f(x),-L \leq x \leq L$, can be represented by a Fourier series as follows:

$$
\frac{1}{2}[f(x+0)+f(x-0)]=a_{o}+\sum_{n=1}^{\infty}\left[a_{n} \cos \left(\frac{n \pi}{L} x\right)+b_{n} \sin \left(\frac{n \pi}{L} x\right)\right]
$$

where:

$$
\begin{aligned}
& a_{o}=\frac{1}{2 L} \int_{-L}^{L} f(\xi) d \xi \\
& a_{n}=\frac{1}{L} \int_{-L}^{L} f(\xi) \cos \left(\frac{n \pi}{L} \xi\right) d \xi
\end{aligned}
$$

and

$$
b_{n}=\frac{1}{L} \int_{-L}^{L} f(\xi) \sin \left(\frac{n \pi}{L} \xi\right) d \xi
$$

Thus, adding the two integrals for $a_{n}$ and $b_{n}$ gives:

$$
\frac{1}{2}[f(x+0)+f(x-0)]=\frac{1}{2 L} \int_{-L}^{L} f(\xi) d \xi+\sum_{n=1}^{\infty} \frac{1}{L} \int_{-L}^{L} f(\xi) \cos \left(\frac{n \pi}{L}(\xi-x)\right) d \xi
$$

Let:

$$
u_{n}=\frac{n \pi}{L} \quad \text { and } \quad \Delta u_{n}=u_{n+1}-u_{n}=\frac{\pi}{L}
$$

then the integrals can be rewritten as:

$$
f(x)=\frac{1}{2 L} \int_{-L}^{+L} f(\xi) d \xi+\frac{1}{\pi} \sum_{n=1}^{\infty} \Delta u_{n} \int_{-L}^{+L} f(\xi) \cos \left(u_{n}(\xi-x)\right) d \xi
$$

Define the integral to equal $F\left(u_{n}\right)$, i.e.:

$$
F\left(u_{n}\right)=\int_{-L}^{+L} f(\xi) \cos \left(u_{n}(\xi-x)\right) d \xi
$$

then the series converges to an integral in the limit $L \rightarrow \infty$ and $\Delta u_{n} \rightarrow 0$ as follows:

$$
\operatorname{Lim}_{\Delta u_{n} \rightarrow 0} \sum_{n=1}^{\infty} F\left(u_{n}\right) \Delta u_{n} \rightarrow \int_{0}^{\infty} F(u) d u
$$

Since the function is absolutely integrable, then the first term vanishes because:

$$
\operatorname{Lim}_{\mathrm{L} \rightarrow \infty} \frac{1}{2 \mathrm{~L}} \int_{-\mathrm{L}}^{+\mathrm{L}} \mathrm{f}(\mathrm{x}) \mathrm{dx} \rightarrow 0 \text { and } \mathrm{F}(\mathrm{u}) \text { converges }
$$

Thus, the representation of the function $f(x)$ by a double integral becomes:

$$
\begin{align*}
& \frac{1}{2}[f(x+0)+f(x-0)]=\frac{1}{\pi} \int_{0}^{\infty} \int_{-\infty}^{\infty} f(\xi) \cos (u(\xi-x)) d \xi d u \\
&=\frac{1}{\pi} \int_{0}^{\infty}\left[\int_{-\infty}^{\infty} f(\xi) \cos \left(u_{n} \xi\right) d \xi\right] \cos (u x) d u \\
&+\frac{1}{\pi} \int_{0}^{\infty}\left[\int_{-\infty}^{\infty} f(\xi) \sin \left(u_{n} \xi\right) d \xi\right] \sin (u x) d u \tag{7.1}
\end{align*}
$$

### 7.2 Fourier Cosine Transform

If $f(x)=f(-x)$ for $-\infty<x<\infty$ or, if $f(x)=0$ for the range $-\infty<x<0$ where one can choose $f(x)=f(-x)$ for the range $-\infty<x<0$, then the second integral in (7.1) vanishes and the integral representation can be rewritten as:

$$
\frac{1}{2}[f(x+0)+f(x-0)]=\frac{2}{\pi} \int_{0}^{\infty}\left[\int_{0}^{\infty} f(\xi) \cos \left(u_{n} \xi\right) d \xi\right] \cos (u x) d u \quad x \geq 0
$$

Define the Fourier cosine transform as:

$$
\begin{equation*}
F_{c}(u)=\int_{0}^{\infty} f(\xi) \cos (u \xi) d \xi \tag{7.2}
\end{equation*}
$$

then, the inverse Fourier cosine transforms becomes:

$$
f(x)=\frac{2}{\pi} \int_{0}^{\infty} F_{c}(u) \cos (u x) d u \quad x \geq 0
$$

where $F_{c}(u)$ is an even function of $u$ and $\cos (u x)$ is known as the kernel of the Fourier cosine transform.

### 7.3 Fourier Sine Transform

If $f(x)=-f(-x)$ in $-\infty<x<\infty$ or if $f(x)=0$ in the range $-\infty<x<0$, where one can choose $f(x)=-f(-x)$ in the range $-\infty<x<0$, then the first integral of eq. (7.1) vanishes and:

$$
\frac{1}{2}[f(x+0)+f(x-0)]=\frac{2}{\pi} \int_{0}^{\infty}\left[\int_{0}^{\infty} f(\xi) \sin (u \xi) d \xi\right] \sin (u x) d u \quad x \geq 0
$$

Define the Fourier sine transform as:

$$
\begin{equation*}
F_{s}(u)=\int_{0}^{\infty} f(\xi) \sin (u \xi) d \xi \tag{7.3}
\end{equation*}
$$

then the inverse Fourier sine transform becomes:

$$
f(x)=\frac{2}{\pi} \int_{0}^{\infty} F_{s}(u) \sin (u x) d u \quad x \geq 0
$$

where $F_{s}(u)$ is an odd function of $u$ and $\sin (u x)$ is the kernel of the Fourier sine transform.

### 7.4 Complex Fourier Transform

The integral representation in eq. (7.1) can be used to develop a new transform.
Define the function $\mathrm{G}_{1}$ as the inner integral of eq. (7.1):

$$
\mathrm{G}_{1}(\mathrm{u})=\int_{-\infty}^{+\infty} \mathrm{f}(\xi) \cos (u(\xi-\mathrm{x})) \mathrm{d} \xi
$$

then the function $G_{1}(u)$ is an even function in $u$.

Define the function:

$$
\mathrm{G}_{2}(\mathrm{u})=\int_{-\infty}^{+\infty} \mathrm{f}(\xi) \sin (\mathrm{u}(\xi-\mathrm{x})) \mathrm{d} \xi
$$

then the function $G_{2}(u)$ is an odd function in $u$. Thus, the integral of $G_{2}(u)$ vanishes over $[-\infty, \infty]$, i.e.:

$$
\int_{-\infty}^{\infty} G_{2}(u) d u=0
$$

If one adds this integral to that of eq. (7.1), a new representation of $f(x)$ results:

$$
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} G_{1}(u) d u+\frac{i}{2 \pi} \int_{-\infty}^{\infty} G_{2}(u) d u=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\xi) e^{i u(\xi-x)} d \xi d u
$$

Define the complex Fourier transform as:

$$
\begin{equation*}
F(u)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} f(\xi) e^{i u \xi} d \xi \tag{7.4a}
\end{equation*}
$$

then, the inverse complex Fourier transform becomes:

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} f(u) e^{-i u x} d u \tag{7.4b}
\end{equation*}
$$

### 7.5 Multiple Fourier Transform

Functions of two independent variables can be transformed by a double Fourier
Complex transform. Let $f(x, y)$ be defined in $-\infty<x<\infty$ and $-\infty<y<\infty$, such that:

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}|f(x, y)| d x d y \text { exists. }
$$

Thus, letting the Fourier Complex transform from x and y to u and v , then the transformation is done by successive integration:

$$
\begin{aligned}
& \overline{\mathrm{f}}(u, y)=\int_{-\infty}^{\infty} f(x, y) e^{i u x} d x \\
& \bar{F}(u, v)=\int_{-\infty}^{\infty} \bar{f}(u, y) e^{i v y} d y=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{i(u x+v y)} d x d y
\end{aligned}
$$

then the inverse Fourier Complex transforms from $u$ and $v$ to $x$ and $y$ can also be done by successive integrations:

$$
\begin{aligned}
& \overline{\mathrm{f}}(u, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u, v) e^{-i v y} d v \\
& f(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \bar{f}(u, y) e^{-i u x} d u=\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v) e^{-i(u x+v y)} d u d v
\end{aligned}
$$

If the function $f$ is a function of $n$ independent variables, $f=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, then one can define a multiple complex Fourier transform as follows:
$F\left(u_{1}, u_{2}, \ldots, u_{n}\right)=$

$$
=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} f\left(x_{1}, x_{2}, \ldots, x_{n}\right) e^{i\left(u_{1} x_{1}+u_{2} x_{2}+\ldots+u_{n} x_{n}\right)} d x_{1} d x_{2} \ldots d x_{n}
$$

then the inverse multiple complex Fourier transform becomes

$$
\begin{aligned}
& f\left(x_{1}, x_{2}, \ldots, x_{n}\right)= \\
& \quad=\frac{1}{(2 \pi)^{n}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} F\left(u_{1}, u_{2}, \ldots, u_{n}\right) e^{-i\left(u_{1} x_{1}+u_{2} x_{2}+\ldots+u_{n} x_{n}\right)} d u_{1} d u_{2} \ldots d u_{n}
\end{aligned}
$$

The transforms can be rewritten symbolically by using $\mathbf{x}$ and $\mathbf{u}$ as vectors in $n$ dimensional space, thus:

$$
\begin{equation*}
F(\mathbf{u})=\int_{R_{n}(\mathbf{x})} f(\mathbf{x}) e^{\mathrm{i} \mathbf{u} \cdot \mathbf{x}} d \mathbf{x} \tag{7.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{f}(\mathbf{x})=\int_{R_{\mathrm{n}}(\mathbf{u})} F(\mathbf{u}) \mathrm{e}^{-\mathbf{i} \mathbf{u} \cdot \mathbf{x}} \mathrm{du} \tag{7.5b}
\end{equation*}
$$

where $R_{n}$ represents the integration over the entire volume in $n$-dimensional space, and $x$ and $\mathbf{u}$ are n -dimensional vectors.

### 7.6 Hankel Transform of Order Zero

If the function $f(x, y)$ depends on $x$ and $y$ in the following form:

$$
f(x, y)=f\left(\sqrt{x^{2}+y^{2}}\right)
$$

then the Fourier Complex transform becomes:

$$
F(u, v)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f\left(\sqrt{x^{2}+y^{2}}\right) e^{i(u x+v y)} d x d y
$$

Transforming the integral to cylindrical coordinates:

$$
x=r \cos (\theta) \quad y=r \sin (\theta) \quad \text { and } \quad d A=r d r d \theta
$$

$$
u=\rho \cos (\theta) \quad v=\rho \sin (\theta) \quad \text { and } \quad d A=\rho d \rho d \theta
$$

then the double integral transforms to:

$$
F_{1}(\rho, \phi)=\int_{0}^{\infty} \int_{0}^{2 \pi} r f(r) e^{\mathrm{ir} \rho \cos (\theta-\phi)} d r d \theta
$$

Integrating the inner integrand on $\theta$, one obtains:

$$
\int_{0}^{2 \pi} e^{\operatorname{irp} \cos (\theta-\phi)} d \theta=\int_{-\phi}^{2 \pi-\phi} e^{i r \rho \cos \theta_{1}} d \theta_{1}=\left[\int_{-\phi}^{0}+\int_{0}^{2 \pi}-\int_{2 \pi-\phi}^{2 \pi}\right]\left\{e^{\operatorname{ir} \rho \cos \theta_{1}} d \theta_{1}\right\}
$$

where $\theta_{1}=\theta-\phi$. The first integral above becomes (with $\theta_{2}=\theta_{1}+2 \pi$ ):

$$
\int_{-\phi}^{0} e^{i \operatorname{ir} \rho \cos \theta_{1}} d \theta_{1}=\int_{2 \pi-\phi}^{2 \pi} e^{i r \rho \cos \left(\theta_{2}-2 \pi\right)} d \theta_{2}=\int_{2 \pi-\phi}^{2 \pi} e^{i r \rho \cos \theta_{2}} d \theta_{2}
$$

thus, the first and third integrals cancel out, leaving the second integral which can be evaluated in closed form as:

$$
\int_{0}^{2 \pi} \mathrm{e}^{\mathrm{ir} \rho \cos (\theta-\phi)} d \theta=\int_{0}^{2 \pi} \mathrm{e}^{\mathrm{ir} \rho \cos \theta_{2}} d \theta_{2}=2 \pi \mathrm{~J}_{0}(\mathrm{r} \rho)
$$

where use of the integral representation of Bessel functions was made, see eq. (3.101). Thus, the integral transform becomes:

$$
\mathrm{F}_{1}(\rho)=2 \pi \int_{0}^{\infty} \mathrm{rf}(\mathrm{r}) \mathrm{J}_{0}(\mathrm{r} \rho) \mathrm{dr}
$$

and the inverse transform takes the form:

$$
\begin{aligned}
& f(x, y)=f\left(\sqrt{x^{2}+y^{2}}\right)=\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v) e^{-i(u x+v y)} d u d v \\
& f(r)=\frac{1}{(2 \pi)^{2}} \int_{0}^{\infty} \int_{0}^{2 \pi} F_{l}(\rho) e^{i r \rho \cos (\theta-\phi)} \rho d \rho d \phi
\end{aligned}
$$

The integral over $\mathrm{F}_{1}(\rho)$ can be evaluated in a similar manner to the first integral so that:

$$
\mathrm{f}(\mathrm{r})=\frac{1}{(2 \pi)^{2}} \int_{0}^{\infty} \mathrm{F}_{1}(\rho) 2 \pi \mathrm{~J}_{0}(\mathrm{r} \rho) \rho \mathrm{d} \rho
$$

Therefore, the integral representation of $f(r)$ becomes:

$$
f(r)=\int_{0}^{\infty}\left\{\int_{0}^{\infty} f(t) J_{0}(\rho t) t d t\right\} J_{0}(r \rho) \rho d \rho
$$

Define the Hankel transform $\mathrm{F}(\rho)$ as:

$$
\begin{equation*}
\mathrm{F}(\rho)=\int_{0}^{\infty} \mathrm{rf}(\mathrm{r}) \mathrm{J}_{0}(\mathrm{r} \rho) \mathrm{dr} \tag{7.6a}
\end{equation*}
$$

then the inverse Hankel transform is given by:

$$
\begin{equation*}
\mathrm{f}(\mathrm{r})=\int_{0}^{\infty} \rho \mathrm{F}(\rho) \mathrm{J}_{0}(\mathrm{r} \rho) \mathrm{d} \rho \tag{7.6b}
\end{equation*}
$$

### 7.7 Hankel Transform of Order v

A treatment of Hankel transform of order $v$ similar to Hankel transform of order zero is given in Sneddon. Let $\mathrm{f}=\mathrm{f}\left(\mathrm{x}_{1}, \dot{x}_{2}, \ldots, \mathrm{x}_{\mathrm{n}}\right)$, then the Fourier transform and its inverse were defined in Section 7.5. If the function $f$ depends on $x_{1}, x_{2}, \ldots, x_{n}$ as follows:

$$
\mathrm{f}=\mathrm{f}\left(\sqrt{\mathrm{x}_{1}^{2}+\mathrm{x}_{2}^{2}+\ldots+\mathrm{x}_{\mathrm{n}}^{2}}\right)
$$

then:

$$
F\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} f\left(\sqrt{x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}}\right) e^{i \sum_{k=1}^{n} x_{k} u_{k}} d x_{1} d x_{2} \ldots d x_{n}
$$

Performing a similar coordinate transformation as was done for the Hankel transform, define:

$$
r^{2}=x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}
$$

and

$$
\rho^{2}=u_{1}^{2}+u_{2}^{2}+\ldots+u_{n}^{2}
$$

with the following coordinate transformation:

$$
\mathrm{u}_{\mathrm{k}}=\rho \mathrm{a}_{1 \mathrm{k}} \quad \mathrm{k}=1,2, \ldots, \mathrm{n}
$$

and

$$
y_{j}=\sum_{k=1}^{n} a_{j k} x_{k} \quad j=1,2, \ldots, n
$$

In matrix notation, the transformation can be represented by:

$$
\left[y_{j}\right]=\left[a_{j k}\right]\left[x_{k}\right]
$$

such that the coefficients $\mathrm{a}_{\mathrm{jk}}, \mathrm{j} \neq 1$, are chosen to make the vector transformation orthogonal, i.e., the matrix:

$$
\left[a_{j k}\right]=\left[a_{j k}\right]^{-1} \quad \text { or } \quad \sum_{k=1}^{n} a_{j k} a_{k i}=\sum_{k=1}^{n} a_{j k} a_{i k}=\delta_{j i}= \begin{cases}1 & i=j \\ 0 & i \neq j\end{cases}
$$

where $\delta_{\mathrm{ij}}$ is the Kronecker delta. Thus, the coordinates $\mathrm{x}_{\mathrm{k}}$ are given by:

$$
\left[x_{k}\right]=\left[a_{j k}\right]^{-1}\left[y_{j}\right]=\left[a_{\mathrm{k}}\right]^{\mathrm{T}}\left[y_{j}\right]
$$

and

$$
\mathrm{r}^{2}=\sum_{\mathrm{k}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{k}}^{2}=\sum_{\mathrm{k}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{n}} \sum_{l=1}^{\mathrm{n}}\left[\mathrm{a}_{\mathrm{kj}}\right]\left[\mathrm{y}_{\mathrm{j}}\right]\left[\mathrm{a}_{\mathrm{k} l}\right]\left[\mathrm{y}_{l}\right]=\sum_{\mathrm{j}=1}^{\mathrm{n}} \sum_{l=1}^{\mathrm{n}}\left[\mathrm{y}_{\mathrm{j}}\right] \delta_{\mathrm{j} l}\left[\mathrm{y}_{l}\right]=\sum_{l=1}^{\mathrm{n}} \mathrm{y}_{l}^{2}
$$

The volume element becomes:

$$
d x_{1} d x_{2} \ldots d x_{n}=\left\{\left[a_{1 j}\right]\left[d y_{j}\right]\right\}\left\{\left[a_{2 k}\right]\left[d y_{k}\right]\right\} \ldots\left\{\left[a_{n l}\right]\left[d y_{l}\right]\right\}=d_{1} d y_{2} \ldots d y_{n}
$$

and

$$
\sum_{k=1}^{n} u_{k} x_{k}=\sum_{k=1}^{n} \sum_{j=1}^{n} u_{k} a_{k j} y_{j}=\rho \sum_{k=1}^{n} \sum_{j=1}^{n} a_{l k} a_{k j} y_{j}=\rho \sum_{k=1}^{n} \sum_{j=1}^{n} \delta_{1 j} y_{j}=\rho y_{1}
$$

Thus:

$$
F\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} f\left(\sqrt{y_{1}^{2}+z^{2}}\right) e^{i p y_{1}}{d y_{1}} d y_{2} \ldots d y_{n}
$$

where:

$$
z^{2}=y_{2}^{2}+y_{3}^{2}+\ldots+y_{n}^{2}
$$

One must find a function $R$, such that:

$$
\mathrm{dy}_{2} \mathrm{dy}_{3} \ldots \mathrm{dy} \mathrm{n}_{\mathrm{n}}=\mathrm{Rdz}
$$

where $R$ is the surface area of a sphere in $n$ dimensional space:

$$
F\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} f\left(\sqrt{y_{1}^{2}+z^{2}}\right) e^{i \rho y_{1}} R d z d y_{1}
$$

To evaluate the form of R , start with the following integral:

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \mathrm{F}\left(\sqrt{\mathrm{y}_{2}^{2}+\mathrm{y}_{3}^{2}+\ldots \mathrm{y}_{\mathrm{n}}^{2}}\right) \mathrm{dy}_{2} \mathrm{dy}_{3} \ldots \mathrm{dy}_{\mathrm{n}}=\int_{0}^{\infty} \mathrm{F}(\mathrm{z}) \mathrm{Rdz}
$$

Since the volume element $d y_{2} d y_{3} \ldots d y_{n}$ represents ( $n-1$ ) dimensional space, let:

$$
\mathrm{R}=\mathrm{S} \mathrm{z}^{\mathrm{n}-2}
$$

Choose $F(z)=\exp \left[-z^{2}\right]$, then:

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left[-\left(y_{2}^{2}+y_{3}^{2}+\ldots y_{n}^{2}\right)\right] d y_{2} d y_{3} \ldots d y_{n}=\pi^{(n-1) / 2}
$$

where the following integral was used:

$$
\int_{-\infty}^{\infty} \exp \left[-x^{2}\right] \mathrm{dx}=\sqrt{\pi}
$$

The integral for dz can be evaluated:

$$
\int_{0}^{\infty} \exp \left[-z^{2}\right] S z^{n-2} d x=\frac{S}{2} \Gamma\left(\frac{n-1}{2}\right) \quad n \geq 2
$$

Thus, the surface of a unit sphere in n -dimensional space is:

$$
\mathrm{S}=\frac{2 \pi^{(\mathrm{n}-1) / 2}}{\Gamma\left(\frac{\mathrm{n}-1}{2}\right)}
$$

so that the surface element is given by:

$$
d y_{2} \mathrm{dy}_{3} \ldots d y_{n}=\frac{2 \pi^{(n-1) / 2}}{\Gamma\left(\frac{n-1}{2}\right)} z^{n-2} d
$$

Hence:

$$
F\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\frac{2 \pi^{(n-1) / 2}}{\Gamma\left(\frac{n-1}{2}\right)} \int_{-\infty}^{\infty} \int_{0}^{\infty} f\left(\sqrt{y_{1}^{2}+z^{2}}\right) e^{i \rho y_{1}} z^{n-2} d z d y_{1}
$$

Let $\mathrm{z}=\mathrm{r} \sin \theta, \mathrm{y}_{1}=\mathrm{r} \cos \theta$. Then $\mathrm{dz} \mathrm{dy} y_{1}=\mathrm{rdrd} \theta$, and the above equation becomes:

$$
F\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\frac{2 \pi^{(n-1) / 2}}{\Gamma\left(\frac{n-1}{2}\right)} \int_{0}^{\infty} r^{n-1} f(r)\left\{\int_{0}^{\pi} e^{i r \rho \cos \theta}(\sin \theta)^{n-2} d \theta\right\} d r=F(\rho)
$$

The inner integral becomes, (see equation 3.101):

$$
\int_{0}^{\pi} e^{i r \rho \cos \theta}(\sin \theta)^{n-2} d \theta=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{n-1}{2}\right)}{\left(\frac{\rho r}{2}\right)^{v}} J_{v}(r \rho)
$$

where $v=\frac{\mathrm{n}-2}{2}$, and $\mathrm{n} \geq 1$. Thus:

$$
\begin{equation*}
F(\rho)=\frac{(2 \pi)^{n / 2}}{\rho^{v}} \int_{0}^{\infty} r^{n / 2} f(r) J_{v}(r \rho) d r, \quad n \geq 1 \tag{7.7}
\end{equation*}
$$

The inversion can be worked out in a similar manner:

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{1}{(2 \pi)^{n}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} F(\rho) e^{i \sum_{k=1}^{n} x_{k} u_{k}} d u_{1} d u_{2} \ldots d u_{n}
$$

which can be shown to be equal to:

$$
\begin{equation*}
f(r)=\frac{1}{(2 \pi)^{n / 2} r^{v}} \int_{0}^{\infty} \rho^{n / 2} F(\rho) J_{v}(r \rho) d \rho \tag{7.8}
\end{equation*}
$$

Thus, combining eqs. (7.7) and (7.8), one obtains:

$$
\begin{equation*}
f(r)=\frac{1}{r^{v}} \int_{0}^{\infty} \rho J_{v}(r \rho)\left\{\int_{0}^{\infty} r^{n / 2} f(r) J_{v}(r \rho) d r\right\} d \rho \tag{7.9}
\end{equation*}
$$

If one defines:

$$
\bar{F}(\rho)=\frac{\rho^{v} F(\rho)}{(2 \pi)^{n / 2}}=\int_{0}^{\infty} f(r) r^{v} J_{v}(r \rho) r d r
$$

then the inverse integral takes the form:

$$
\bar{f}(r)=r^{v} f(r)=\int_{0}^{\infty} \bar{F}(\rho) J_{v}(r \rho) \rho d \rho
$$

Redefining the functions $f(r)$ and $F(\rho)$ by:

$$
g(r)=r^{v} f(r)
$$

and

$$
G(\rho)=\rho^{v} F(\rho)
$$

Then $g(r)$ and $G(\rho)$ are defined by the following integrals:

$$
\begin{align*}
G(\rho) & =\int_{0}^{\infty} g(r) J_{v}(r \rho) r d r \\
g(r) & =\int_{0}^{\infty} G(\rho) J_{v}(r \rho) \rho d \rho \tag{7.10}
\end{align*}
$$

valid for $v \geq 0 . G(\rho)$ is known as the Hankel transform of order $v$ of $g(r)$ and $g(r)$ is known as the inverse Hankel transform of order v. Thus:

$$
\begin{equation*}
g(r)=\int_{0}^{\infty}\left\{\int_{0}^{\infty} g(\xi) J_{v}(\rho \xi) \xi d \xi\right\} J_{v}(r \rho) \rho d \rho \tag{7.11}
\end{equation*}
$$

Multiplying equation (7.11) by $\sqrt{r}$, and defining $h(r)=\sqrt{r} g(r)$ then:

$$
\begin{equation*}
h(r)=\int_{0}^{\infty}\left\{\int_{0}^{\infty} \sqrt{\rho \xi} h(\xi) J_{v}(\rho \xi) d \xi\right\} \sqrt{\rho r} J_{v}(r \rho) d \rho \tag{7.12}
\end{equation*}
$$

This is known as the Hankel Integral Theorem.

### 7.8 General Remarks about Transforms Derived from the Fourier Integral Theorem

Since the transforms derived in Section 7.2 to 7.7 were derived from the Fourier Integral theorem, then the functions they are applied to must satisfy the following conditions and limitations:
(1) The function $f(x)$ must be bounded and piecewise continuous.
(2) The function $f(x)$ must have a left-handed and a right-handed derivative at every point of ordinary discontinuity.
(3) The function must have a finite number of maxima and minima.
(4) The function must be absolutely integrable, i.e. $f(x)$ must necessarily decay as $|\mathrm{x}| \gg 1$.

These restrictions rule out a wide range of functions when applied in Engineering and Physics. It should also be noted that the transform and its inverse involve integrations on the real axis.

### 7.9 Generalized Fourier Transform

Let $\mathrm{f}(\mathrm{x}),-\infty<\mathrm{x}<\infty$, be a function that is not absolutely integrable, that is:

$$
\int_{-\infty}^{\infty}|f(x)| d x
$$

does not converge, but it could increase at most at an exponential rate, i.e.:

$$
|f(x)|<A e^{a x} \quad \text { for } \quad x>0
$$

and

$$
|f(x)|<B e^{b x} \quad \text { for } \quad x<0
$$

where a and b are real numbers. Thus, one can choose an exponential $\mathrm{e}^{\mathrm{cx}}$ such that $f(x) e^{c x}$ is absolutely integrable, e.g.:

$$
\left|\int_{0}^{\infty} f(x) e^{c x} d x\right| \leq A \int_{0}^{\infty} e^{a x} e^{c x} d x=\left.\frac{A}{a+c} e^{(a+c) x}\right|_{0} ^{\infty}=-\frac{A}{a+c}
$$

provided that $\mathrm{c}<-\mathrm{a}$, and

$$
\left|\int_{-\infty}^{0} f(x) e^{c x} d x\right| \leq B \int_{-\infty}^{0} e^{b x} e^{c x} d x=\left.\frac{B}{b+c} e^{(b+c) x}\right|_{-\infty} ^{0}=\frac{B}{b+c}
$$

provided that $\mathrm{c}>-\mathrm{b}$.
The complex Fourier transform was defined, for absolutely integrable functions:

$$
F(u)=\int_{-\infty}^{\infty} f(\xi) e^{i u \xi} d \xi=\int_{-\infty}^{0} f(\xi) e^{i u \xi} d \xi+\int_{0}^{\infty} f(\xi) e^{i u \xi} d \xi
$$

Define the following one-sided function:

$$
g_{1}(x)=\left\{\begin{array}{ll}
e^{-v_{1} x} f(x) & x>0  \tag{7.13}\\
\frac{1}{2} f\left(0^{+}\right) & x=0 \\
0 & x<0
\end{array} \quad v_{1}>a\right.
$$

where $g_{1}(x)$ is absolutely integrable on $[0, \infty]$, then the Fourier transform of $g_{1}(x)$ becomes:

$$
\begin{equation*}
F_{+}\left(u, v_{1}\right)=\int_{-\infty}^{\infty} g_{1}(\xi) e^{i u \xi} d \xi=\int_{0}^{\infty} g_{1}(\xi) e^{i u \xi} d \xi=\int_{0}^{\infty} f(\xi) e^{i\left(u+i v_{1}\right) \xi} d \xi \tag{7.14}
\end{equation*}
$$

Define the following one-sided function:

$$
g_{2}(x)=\left\{\begin{array}{ll}
0 & x>0  \tag{7.15}\\
\frac{1}{2} f\left(0^{+}\right) & x=0 \\
e^{-v_{2} x} f(x) & x<0
\end{array} \quad v_{2}>b\right.
$$

where $g_{2}(x)$ is absolutely integrable over $[-\infty, 0]$, then the Fourier transform of $g_{2}(x)$ becomes:

$$
\begin{equation*}
F_{-}\left(u, v_{2}\right)=\int_{-\infty}^{\infty} g_{2}(\xi) e^{i u \xi} d \xi=\int_{-\infty}^{0} g_{2}(\xi) e^{i u \xi} d \xi=\int_{-\infty}^{0} f(\xi) e^{i\left(u+i v_{2}\right) \xi} d \xi \tag{7.16}
\end{equation*}
$$

The Fourier inverse transforms of $\mathrm{F}_{+}$and $\mathrm{F}_{-}$become:

$$
\begin{equation*}
g_{1}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F_{+}\left(u, v_{1}\right) e^{-i u x} d u \tag{7.17}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{2}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F_{-}\left(u, v_{2}\right) e^{-i u x} d u \tag{7.18}
\end{equation*}
$$

Multiplying eq. (7.17) by $\exp \left[\mathrm{v}_{1} \mathrm{x}\right]$ and eq. (7.18) by $\exp \left[\mathrm{v}_{2} \mathrm{x}\right]$, one obtains:

$$
\begin{equation*}
e^{v_{1} x} g_{1}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F_{+}\left(u, v_{1}\right) e^{-i\left(u+i v_{1}\right) x} d u=f(x) \quad x>0 \tag{7.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{e}^{\mathrm{v}_{2} \mathrm{x}} \mathrm{~g}_{2}(\mathrm{x})=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{F}_{-}\left(u, \mathrm{v}_{2}\right) \mathrm{e}^{-\mathrm{i}\left(u+i \mathrm{v}_{2}\right) \mathrm{x}} \mathrm{du}=\mathrm{f}(\mathrm{x}) \quad \mathrm{x}<0 \tag{7.20}
\end{equation*}
$$

Combining eqs. (7.19) and (7.20), one can reconstruct $f(x)$ again as defined in eqs. (7.13) and (7.15):
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$$
f(x)=\frac{1}{2 \pi}\left\{\int_{-\infty}^{\infty} F_{+}\left(u, v_{1}\right) e^{-i\left(u+i v_{1}\right) x} d u+\int_{-\infty}^{\infty} F_{-}\left(u, v_{2}\right) e^{-i\left(u+i v_{2}\right) x} d u\right\}
$$

where $v_{1}>a$ and $v_{2}<b$. Using the transformation:

$$
\omega=\mathrm{u}+\mathrm{iv}_{1,2} \quad \mathrm{~d} \omega=\mathrm{du}
$$

then the new limits become:

$$
\begin{array}{ll}
\mathrm{u}=-\infty & \omega=-\infty+\mathrm{i} \mathrm{v}_{1,2} \\
\mathrm{u}=\infty & \omega=\infty+\mathrm{i} \mathrm{v}_{1,2}
\end{array}
$$

one can rewrite the integral as follows:

$$
f(x)=\frac{1}{2 \pi}\left\{\int_{-\infty+i \alpha}^{\infty+i \alpha} F_{+}(\omega) e^{-i \omega x} d \omega+\int_{-\infty+i \beta}^{\infty+i \beta} F_{-}(\omega) e^{-i \omega x} d \omega\right\} \quad \begin{align*}
& \alpha>a  \tag{7.21}\\
& \beta<b
\end{align*}
$$

where the functions $\mathrm{F}_{+}(\omega)$ and $\mathrm{F}_{-}(\omega)$ are defined by:

$$
\begin{array}{ll}
\mathrm{F}_{+}(\omega)=\int_{0}^{\infty} \mathrm{f}(\xi) \mathrm{e}^{\mathrm{i} \omega \xi} \mathrm{~d} \xi & \operatorname{Im}(\omega)=\mathrm{v}>\mathrm{a} \\
\mathrm{~F}_{-}(\omega)=\int_{-\infty}^{0} \mathrm{f}(\xi) \mathrm{e}^{\mathrm{i} \omega \xi} \mathrm{~d} \xi & \operatorname{Im}(\omega)=\mathrm{v}<\mathrm{b} \tag{7.22}
\end{array}
$$

Equation (7.22) defines the Generalized Fourier transform and equation (7.21) defines the inverse Generalized Fourier transform. It should be noted that the transform variable $\omega$ is complex, that the transform integrals are real, but the inverse transform is an integral in the complex plane $\omega$. The paths of integration for the inverse transforms are shown in Fig. 7.1.
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Since the transforms $F_{+}(\omega)$ and $F_{-}(\omega)$ are functions of a complex variable $\omega$, the region of analyticity of these complex functions must be examined. The function $F_{+}(\omega)$, as defined in eq. (7.22), is an absolutely convergent integral, provided that $\operatorname{Im}(\omega)=\mathrm{v}>\mathrm{a}$. Let $\omega=u+i v, F_{+}(\omega)=U_{+}(u, v)+i V_{+}(u, v)$, then $U_{+}$and $V_{+}$must necessarily satisfy the Cauchy-Riemann conditions given in eq. (5.5), where:

$$
U_{+}(u, v)=\int_{0}^{\infty} f(\xi) e^{-v \xi} \cos (u \xi) d \xi
$$

and

$$
V_{+}(u, v)=\int_{0}^{\infty} f(\xi) e^{-v \xi} \sin (u \xi) d \xi
$$

The partial derivatives of $U_{+}$and $V_{+}$can be obtained by differentiating the integrands, since the integrals are absolutely convergent:

$$
\frac{\partial U_{+}}{\partial u}=\frac{\partial V_{+}}{\partial v}=-\int_{0}^{\infty} \xi f(\xi) e^{-v \xi} \sin (u \xi) d \xi
$$

and

$$
\frac{\partial U_{+}}{\partial v}=-\frac{\partial V_{+}}{\partial u}=-\int_{0}^{\infty} \xi f(\xi) \mathrm{e}^{-v \xi} \cos (u \xi) \mathrm{d} \xi
$$

which satisfy the Cauchy-Riemann conditions. Thus, the necessary and sufficient conditions for analyticity are satisfied, provided the partial derivatives are continuous and convergent, which is true in this case, since the function:

$$
\left|x e^{-v x} f(x)\right|<A e^{-(v-a) x} \quad \text { for } \quad \operatorname{Im}(\omega)=v>a
$$

Thus, $F_{+}(\omega)$ is analytic in the upper half plane of $\omega$ above the line $v=a$, as shown in Fig. 7.2.
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Similarly, $\mathrm{F}_{.}(\omega)$ is analytic in the lower half plane of $\omega$, below the line $\mathrm{v}=\mathrm{b}$, as shown in Fig. 7.2. The contour integration for the inverse transformation must then be taken in those shaded regions shown in Fig. 7.2.

The contour integrals of the inverse transforms depend on the rate at which $f(x)$ becomes exponentially unbounded. Some special cases, which reflect the relative values of $a$ and $b$ are enumerated below:
(i) $\mathrm{a}<0 \quad$ and $\mathrm{b}>0$.

The function $f(x)$ vanishes as $x \rightarrow \pm \infty$. Then there exists a region of analyticity that is common to both transforms. Any common line contour, where $\mathrm{a}<\mathrm{v}<\mathrm{b}$, can be used for the inverse transform, hence one may choose $\alpha=\beta=0$, as shown in Fig. 7.3.
Then, the two transforms $\mathrm{F}_{+}$and $\mathrm{F}_{-}$become:

$$
\begin{aligned}
& \left.F_{+}(\omega)\right|_{v=0}=F_{+}(u)=\int_{0}^{\infty} f(x) e^{i u x} d x \\
& \left.F_{-}(\omega)\right|_{v=0}=F_{-}(u)=\int_{-\infty}^{0} f(x) e^{i u x} d x
\end{aligned}
$$

so that the two integrals can be combined into one integral over the real axis:

$$
F(u)=F_{+}(u)+F_{-}(u)=\int_{-\infty}^{\infty} f(x) e^{i u x} d x
$$

The inverse transform becomes, with $\mathrm{v}=0$ :

$$
f(x)=\frac{1}{2 \pi}\left\{\int_{-\infty}^{\infty} F_{+}\left(u, v_{1}\right) e^{-i u x} d u+\int_{-\infty}^{\infty} F_{-}\left(u, v_{2}\right) e^{-i u x} d u\right\}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u) e^{-i u x} d u
$$

which is the complex Fourier transform and its inverse as defined in eq. (7.4).
(ii) $\mathbf{a}<\mathbf{b}$

In this case, $\mathrm{f}(\mathrm{x})$ is not in general absolutely integrable, as shown in Fig. 7.4, but there is a common region of analyticity for the transform as shown in the shaded section in Fig. 7.4. Thus, it is convenient to choose a common line-contour for the inverse
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transform $\alpha=\beta=\gamma$. Hence, the Fourier transforms $\mathrm{F}_{+}$and $\mathrm{F}_{-}$are defined in the same manner as given in equation (7.22), while the inverse transform is taken on a common line, where $a<\gamma<b$ :

$$
f(x)=\frac{1}{2 \pi}\left\{\begin{array}{l}
\infty+i \gamma  \tag{7.23}\\
\int_{-\infty+i \gamma}^{\infty} F_{+}(\omega) e^{-i \omega x} d \omega+\int_{-\infty+i \gamma}^{\infty+i \gamma} F_{-}(\omega) e^{-i \omega x} d \omega
\end{array}\right\}
$$

Further discussion can be carried out for the possible signs of $a$ and $b$ :
(a) If $\mathrm{a}>0$ then $\mathrm{b}>0$, then $\mathrm{f}(\mathrm{x})$ is a function that vanishes as $\mathrm{x} \rightarrow-\infty$ and becomes unbounded as $x \rightarrow \infty$.
(b) If $\mathrm{b}>0$, then $\mathrm{a}<0$, then $\mathrm{f}(\mathrm{x})$ is a function that vanishes as $\mathrm{x} \rightarrow \infty$ and becomes unbounded as $\mathrm{x} \rightarrow-\infty$.

In either case, since the function is unbounded on only one side of the real axis, then one can choose a common value for $v$ such that:

$$
\mathrm{a}<\mathrm{v}=\operatorname{lm}(\omega)<\mathrm{b}
$$

and

$$
\begin{equation*}
F(\omega)=F_{+}(\omega)+F_{-}(\omega)=\int_{-\infty}^{0} f(x) e^{i \omega x} d x+\int_{0}^{\infty} f(x) e^{i \omega x} d x=\int_{-\infty}^{\infty} f(x) e^{i \omega x} d x \tag{7.24}
\end{equation*}
$$

where $\mathrm{F}(\omega)$ is analytic. The inverse transform becomes:

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{-\infty+i \gamma}^{\infty+i \gamma} F(\omega) e^{-i \omega x} d \omega \quad \text { where } \quad a<\gamma<b \tag{7.25}
\end{equation*}
$$

It should be noted that the function $F_{+}(\omega)$ and $F_{-}(\omega)$ may have poles in the complex plane $\omega$.


Path in complex p-plane
Fig. 7.5

### 7.10 Two-Sided Laplace Transform

If one makes the transformation
$\mathrm{p}=-\mathrm{i} \omega=\mathrm{p}_{1}+\mathrm{ip}_{2}=\mathrm{v}-\mathrm{iu}$
and if $\mathrm{a}<\mathrm{b}$, then one can define the two-sided Laplace transform:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{LII}}(\mathrm{p})=\int_{-\infty}^{\infty} \mathrm{f}(\mathrm{x}) \mathrm{e}^{-\mathrm{px}} \mathrm{dx} \quad \mathrm{a}<\mathrm{p}_{1}=\operatorname{Re}(\mathrm{p})<\mathrm{b} \tag{7.26}
\end{equation*}
$$

and the inverse two-sided Laplace transform is then defined by:

$$
\begin{equation*}
\mathrm{f}(\mathrm{x})=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \mathrm{~F}_{\mathrm{LI}}(\mathrm{p}) \mathrm{e}^{\mathrm{px}} \mathrm{dp} \tag{7.27}
\end{equation*}
$$

where $\gamma$ is any line contour in the region of analyticity of $\mathrm{F}_{\mathrm{LII}}(\mathrm{p})$, shown as the shaded area in Fig. 7.5.

### 7.11 One-sided Generalized Fourier Transform

If the function $f(x)$ is defined so that:
$f(x)=0$

$$
x<0
$$

and

$$
|f(x)|<A e^{a x} \quad x>0
$$
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then the one-sided Generalized Fourier transform of $f(x)$ can be written as:

$$
\mathrm{F}_{\mathrm{I}}(\omega)=\int_{0}^{\infty} \mathrm{f}(\mathrm{x}) \mathrm{e}^{-\mathrm{i} \omega \mathrm{x}} \mathrm{dx} \quad \operatorname{Im}(\omega)=\mathrm{v}>\mathrm{b}
$$

and the inverse one-sided Generalized Fourier transform is then defined by the integral:

$$
\begin{equation*}
\mathrm{f}(\mathrm{x})=\frac{1}{2 \pi} \int_{-\infty-\mathrm{i} \alpha}^{\infty+\mathrm{i} \alpha} \mathrm{~F}_{\mathrm{I}}(\omega) \mathrm{e}^{-\mathrm{i} \omega \mathrm{x}} \mathrm{~d} \omega \quad \quad \alpha>\mathrm{a} \tag{7.28}
\end{equation*}
$$

The transform $\mathrm{F}_{\mathrm{I}}(\omega)$ is analytic above the line $\mathrm{v}=\mathrm{a}$, hence the inverse transformation is performed along a line $v=\alpha>a$ (see Fig. 7.6). Thus, let the line $v=\alpha$ be above all the singularities of $\mathrm{F}_{\mathrm{I}}(\omega)$.

### 7.12 Laplace Transform

If the function $f(x)$ is once again defined as:

$$
f(x)=0 \quad x<0
$$

and

$$
|f(x)|<A e^{a x} \quad x>0
$$

then the Laplace transform of $f(x)$ becomes:

$$
\begin{equation*}
\mathrm{F}(\mathrm{p})=\int_{0}^{\infty} \mathrm{f}(\mathrm{x}) \mathrm{e}^{-\mathrm{px} \mathrm{dx}} \quad \operatorname{Re}(\mathrm{p})-\mathrm{p}_{1}>\mathrm{a} \tag{7.29}
\end{equation*}
$$

and the inverse Laplace transform is then defined by:

$$
\mathrm{f}(\mathrm{x})=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \mathrm{~F}(\mathrm{p}) \mathrm{e}^{\mathrm{px}} \mathrm{dp} \quad \gamma<\mathrm{a}
$$
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The transform $F(p)$ is analytic to the right of $p_{1}=a$, so that one may choose $p_{1}=\gamma$ such that all the singularities of $F(p)$ are located to the left of the line $p_{1}=\gamma$, (see Fig. 7.7).

### 7.13 Mellin Transform

For the case of $a<b$, the two sided Laplace transform can be altered by making the following transformation on the independent variable x :

$$
\mathrm{x}=-\log \eta \quad \text { or } \quad \eta=\mathrm{e}^{-\mathrm{x}} \quad \mathrm{dx}=-\frac{\mathrm{d} \eta}{\eta}
$$

then the two sided Laplace transform takes the form:

$$
F_{L I I}(p)=\int_{-\infty}^{\infty} f(x) e^{-p x} d x=\int_{\infty}^{0} f(-\log \eta) e^{p \log \eta} \frac{d \eta}{\eta}=\int_{0}^{\infty} f(-\log \eta) \eta^{p-1} d \eta
$$

and the inverse Laplace transform is then defined by:

$$
\mathrm{f}(\mathrm{x})=\mathrm{f}(-\log \eta)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \mathrm{~F}_{L I I}(\mathrm{p}) \mathrm{e}^{-\mathrm{p} \log \eta} \mathrm{dp}=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \mathrm{~F}_{L I I}(\mathrm{p}) \eta^{-\mathrm{p}} \mathrm{dp}
$$

To redefine these transform integrals, let:

$$
f(-\log x)=g(x) \quad 0<x<\infty
$$

then the Laplace transform becomes:

$$
F_{m}(p)=\int_{0}^{\infty} g(x) x^{p-1} d x
$$

and the integral transform is then defined by:

$$
\begin{equation*}
g(x)=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \mathrm{~F}_{\mathrm{m}}(\mathrm{p}) \mathrm{x}^{-\mathrm{p}} \mathrm{dp} \tag{7.30}
\end{equation*}
$$

where $\mathrm{F}_{\mathrm{m}}(\mathrm{p})$ is the Mellin transform and the second integral of equation (7.30) is the inverse Mellin transform.

### 7.14 Operational Calculus with Laplace Transforms

In this section, the properties of Laplace transform and its use will be discussed. The following notations will be used:

$$
\begin{aligned}
& L \mathrm{f}(\mathrm{x})=\int_{0}^{\infty} \mathrm{f}(\mathrm{x}) \mathrm{e}^{-\mathrm{px}} \mathrm{dx} \\
& \mathrm{f}(\mathrm{x})=L^{-1} \mathrm{~F}(\mathrm{p})=\frac{1}{2 \pi \mathrm{i}} \int_{\gamma-\mathrm{i} \infty}^{\gamma+\mathrm{i} \infty} \mathrm{~F}(\mathrm{p}) \mathrm{e}^{\mathrm{px}} \mathrm{dp}
\end{aligned}
$$

### 7.14.1 The Transform Function

The transform function $F(p)$ of a function $f(x)$ can be shown to vanish as $p \rightarrow \infty$ :

$$
|F(p)|=\left|\int_{0}^{\infty} f(x) e^{-p x} d x\right| \leq A \int_{0}^{\infty} e^{-(p-a) x} d x=\frac{A}{p-a}
$$

Thus, $\mathrm{F}(\mathrm{p})$ vanishes as p goes to infinity. Similarly, one can show that the transform of the functions $x^{n} e^{a x}$ vanish as $p \rightarrow 0$ :

$$
\operatorname{Lim}_{p \rightarrow \infty} \int_{0}^{\infty} x^{n} f(x) e^{-p x} d x=0
$$

This proves that the Laplace integral is uniformly convergent if $p>a$. This property allows the differentiation of $F(p)$ with respect to $p$, i.e.:

$$
F(p)^{(n)}=\frac{d^{n}}{d p^{n}} \int_{0}^{\infty} f(x) e^{-p x} d x=\int_{0}^{\infty}(-1)^{n} x^{n} f(x) e^{-p x} d x
$$

which also proves that the derivatives of $F(p)$ also vanish as $p \rightarrow \infty$, i.e.:

$$
\operatorname{Lim}_{p \rightarrow \infty} F(p)^{(n)}=0 \quad n=0,1,2, \ldots
$$
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### 7.14.2 Shift Theorem

If a function is shifted by an offset $=a$, as shown in Fig. 7.8, then let

$$
g(x)=f(x-a) H(x-a) \quad x>0
$$

where $H(x-a)$ is the Heaviside step function, see Appendix D, so that its Laplace transform is:

$$
\begin{align*}
L g(x) & =G(p)=\int_{0}^{\infty} f(x-a) H(x-a) e^{-p x} d x=\int_{a}^{\infty} f(x-a) e^{-p x} d x  \tag{7.31}\\
& =\int_{0}^{\infty} f(u) e^{-p(a+u)} d u=e^{-p a} F(p)
\end{align*}
$$

### 7.14.3 Convolution (Faltung) Theorems

Convolution theorems give the inversion of products of transformed functions in the form of definite integrals, whose integrands are products of the inversion of the individual transforms, known as Convolution Integrals. Let the functions $G(p)$ and $K(p)$ be Laplace transforms of $g(x)$ and $k(x)$, respectively, and

$$
F(p)=G(p) K(p)
$$

where the Laplace transforms of $k(x)$ and $g(x)$ are defined as:

$$
\mathrm{K}(\mathrm{p})=L \mathrm{k}(\mathrm{x})=\int_{0}^{\infty} \mathrm{k}(\mathrm{x}) \mathrm{e}^{-\mathrm{px}} \mathrm{dx}
$$

and

$$
\mathrm{G}(\mathrm{p})=L \mathrm{~g}(\mathrm{x})=\int_{0}^{\infty} \mathrm{g}(\mathrm{x}) \mathrm{e}^{-\mathrm{px}} \mathrm{dx}
$$

Thus, the product of these transforms, after suitable substitutions of the independent variables, can be written as:
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$$
F(p)=G(p) K(p)=\int_{0}^{\infty} \int_{0}^{\infty} k(\xi) g(\eta) e^{-p(\xi+\eta)} d \xi d \eta=\int_{0}^{\infty}\left[\int_{0}^{\infty} k(\xi) e^{-p(\xi+\eta)} d \xi\right] g(\eta) d \eta
$$

Let $u=\xi+\eta$ in the inner integral, then $d \xi=d u$, and the integral can be transformed to:

$$
\begin{aligned}
f(p) & =\int_{0}^{\infty}\left[\int_{\eta}^{\infty} k(u-\eta) e^{-p u} d u\right] g(\eta) d \eta=\int_{0}^{\infty}\left[\int_{0}^{\infty} k(u-\eta) H(u-\eta) e^{-p u} d u\right] g(\eta) d \eta \\
& =\int_{0}^{\infty}\left[\int_{0}^{\infty} g(\eta) k(u-\eta) H(u-\eta) d \eta\right] e^{-p u} d u
\end{aligned}
$$

where $\mathrm{H}(\mathrm{u}-\eta)$ is the Heaviside function (see figure 7.9).
Thus, using the definition of $\mathrm{F}(\mathrm{p})$, and comparing it with the inner integral, one obtains:

$$
\begin{equation*}
f(x)=\int_{0}^{\infty} g(\eta) k(x-\eta) H(x-\eta) d \eta=\int_{0}^{x} g(\eta) k(x-\eta) d \eta \tag{7.32}
\end{equation*}
$$

Similarly, one could also show that:

$$
f(x)=\int_{0}^{x} k(\eta) g(x-\eta) d \eta
$$

Convolution theorems for a larger number of products of transformed functions can be obtained in a similar manner, e.g. if $F(p)$ is the product of three transform functions:

$$
F(p)=G(p) K(p) M(p)
$$

then the convolution integral for $f(x)$ is given in many forms, two of which are given below:

$$
f(x)=\int_{0}^{x} \int_{0}^{\xi} g(x-\xi) k(\xi-\eta) m(\eta) d \eta d \xi
$$

and

$$
\begin{equation*}
f(x)=\int_{0}^{x} \int_{0}^{x-\xi} g(x-\xi-\eta) k(\xi) m(\eta) d \eta d \xi \tag{7.33}
\end{equation*}
$$

### 7.14.4 Laplace Transform of Derivatives

The Laplace transform of the derivatives of $f(x)$ can be obtained in terms of the Laplace transform of the function $f(x)$. Starting with the first derivative of $f(x)$ :

$$
\begin{aligned}
L \frac{\partial f}{\partial x} & =\int_{0}^{\infty} \frac{\partial f}{\partial x} e^{-p x} d x=\left.f(x) e^{-p x}\right|_{0} ^{\infty}+p \int_{0}^{\infty} f(x) e^{-p x} d x=p F(p)-f\left(0^{+}\right) \\
L \frac{\partial^{2} f}{\partial x^{2}} & =\int_{0}^{\infty} \frac{\partial^{2} f}{\partial x^{2}} e^{-p x} d x=\left.\frac{\partial f}{\partial x} e^{-p x}\right|_{0} ^{\infty}+p \int_{0}^{\infty} \frac{\partial f}{\partial x} e^{-p x} d x= \\
& =p^{2} F(p)-p f\left(0^{+}\right)-\frac{\partial f}{\partial x}\left(0^{+}\right)
\end{aligned}
$$

Similarly:

$$
\begin{equation*}
L \frac{\partial^{n} f}{\partial x^{n}}=p^{n} F(p)-\sum_{k=0}^{n-1} p^{n-k-1} \frac{\partial^{k} f}{\partial x^{k}}\left(0^{+}\right) \tag{7.34}
\end{equation*}
$$

### 7.14.5 Laplace Transform of Integrals

Define the indefinite integral $g(x)$ as:

$$
g(x)=\int_{0}^{x} f(y) d y
$$

then its Laplace transform can be evaluated using the definition:

$$
\begin{aligned}
L g(x) & =G(p)=\int_{0}^{\infty} g(x) e^{-p x} d x=-\left.g(x) \frac{e^{-p x}}{p}\right|_{0} ^{\infty}+\frac{1}{p} \int_{0}^{\infty} \frac{d g}{d x} e^{-p x} d x \\
& =\frac{1}{p} \int_{0}^{\infty} f(x) e^{-p x} d x=\frac{F(p)}{p}
\end{aligned}
$$

because $g(0)=0$, and $d g / d x=f(x)$.

### 7.14.6 Laplace Transform of Elementary Functions

The Laplace transform for few elementary functions are as follows:

$$
\begin{align*}
& L\left[e^{a x} f(x)\right]=\int_{0}^{x} e^{a x} f(x) e^{-p x} d x=\int_{0}^{x} f(x) e^{-(p-a) x} d x=F(p-a)  \tag{7.36}\\
& L[x f(x)]=\int_{0}^{x} x f(x) e^{-p x} d x=-\frac{d}{d p} \int_{0}^{x} f(x) e^{-p x} d x=-\frac{d F(p)}{d p}
\end{align*}
$$
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$$
L\left[x^{2} f(x)\right]=\int_{0}^{x} x^{2} f(x) e^{-p x} d x=\frac{d^{2}}{d p^{2}} \int_{0}^{x} f(x) e^{-p x} d x=\frac{d^{2} F}{d p^{2}}
$$

and, in general:

$$
\begin{equation*}
L\left[x^{n} f(x)\right]=(-1)^{n} \frac{d^{n} F}{d p^{n}} \quad n \geq 0 \tag{7.37}
\end{equation*}
$$

The Laplace transform of the Heaviside function $\mathrm{H}(\mathrm{x})$ is:

$$
L[1]=L[\mathrm{H}(\mathrm{x})]=1 / \mathrm{p}
$$

and that of a shifted Heaviside function $H(x-a)$ is:

$$
\begin{equation*}
L[\mathrm{H}(\mathrm{x}-\mathrm{a})]=\mathrm{e}^{-\mathrm{pa}} L[\mathrm{H}(\mathrm{x})]=\frac{\mathrm{e}^{-\mathrm{pa}}}{\mathrm{p}} \tag{7.38}
\end{equation*}
$$

where equation (7.31) was used. The Laplace transform of a power of $x$ is then derived from (7.37) as:

$$
\begin{equation*}
L\left[x^{\mathrm{n}}\right]=L\left[\mathrm{x}^{\mathrm{n}} \mathrm{H}(\mathrm{x})\right]=(-1)^{\mathrm{n}} \frac{\mathrm{~d}^{\mathrm{n}}}{\mathrm{dp}^{\mathrm{n}}}\left(\frac{1}{\mathrm{p}}\right)=\frac{\mathrm{n}!}{\mathrm{p}^{\mathrm{n}+1}} \tag{7.39}
\end{equation*}
$$

The Laplace transform of the Dirac Delta Function $\delta(x)$ is (see Appendix D):

$$
L[\delta(\mathrm{x})]=\int_{0}^{\mathrm{x}} \delta(\mathrm{x}) \mathrm{e}^{-\mathrm{px}} \mathrm{dx}=\left.\mathrm{e}^{-\mathrm{px}}\right|_{\mathrm{x}=0}=1
$$

One should note that $F(p)$ does not vanish as $p \rightarrow \infty$ because the function is a pointfunction and does not conform to the requirements on $f(x)$.

The Laplace transform of a shifted Dirac function:

$$
\begin{equation*}
L[\delta(x-a)]=e^{-p a} \tag{7.40}
\end{equation*}
$$

### 7.14.7 Laplace Transform of Periodic Functions

Let $f(x)$ be a periodic function, with a periodicity $=T$, as shown in Figure 7.10 i.e.:

$$
f(x)=f(x+T)
$$

Define the functions $f_{n}(x)$ :

$$
\begin{aligned}
f_{1}(x) & = \begin{cases}f(x) & 0 \leq x \leq T \\
0 & x<0, x>T\end{cases} \\
f_{2}(x) & = \begin{cases}f(x) & T \leq x \leq 2 T \\
0 & x<T, x>2 T\end{cases} \\
& =f_{1}(x-T) \\
f_{3}(x) & = \begin{cases}f(x) & 2 T \leq x \leq 3 T \\
0 & x<2 T, x>3 T\end{cases} \\
& =f_{1}(x-2 T) \\
f_{n+1}(x) & = \begin{cases}f(x) & n T \leq x \leq(n+1) T \\
0 & x<n T, x>(n+1) T\end{cases} \\
& =f_{1}(x-n T)
\end{aligned}
$$

Thus, the function $f(x)$ is the sum of an infinite number of the functions $f_{n}(x)$ :

$$
f(x)=\sum_{n=1}^{\infty} f_{n}(x)=\sum_{n=0}^{\infty} f_{n+1}(x)=\sum_{n=0}^{\infty} f_{1}(x-n T)
$$

Using the shift theorem eq. (7.31) on the shifted functions, one obtains:

$$
L f_{1}(x-n T)=e^{-n p T} F_{1}(p)
$$

where $F_{1}(p)$ is the Laplace transform of $f_{1}(x)$. The Laplace transform of $f(x)$ as a sum of shifted functions becomes the sum of the Laplace transform at the shifted functions:

$$
L f(x)=\sum_{n=0}^{\infty} F_{1}(p) e^{-n p T}=F_{1}(p) \sum_{n=0}^{\infty}\left(e^{-p T}\right)^{n}
$$

which can be summed up using the geometric series summation formula, resulting in:

$$
\begin{equation*}
L f(x)=\frac{F_{1}(p)}{1-e^{-p^{T}}} \tag{7.41}
\end{equation*}
$$

where:

$$
F_{1}(p)=L f_{1}(x)=\int_{0}^{T} f_{1}(x) e^{-p x} d x
$$

### 7.14.8 Heaviside Expansion Theorem

If the transform $\mathrm{F}(\mathrm{p})$ is a rational function of two polynomials, i.e.

$$
F(p)=\frac{N(p)}{D(p)}
$$

where $D(p)$ is a polynomial of degree $n$ and $N(p)$ is a polynomial of degree $m \leq n$, then
one can obtain an inverse transform of $\mathrm{F}(\mathrm{p})$ by the method of partial fractions. Let the n roots of $\mathrm{D}(\mathrm{p})$ be labeled $\mathrm{p}_{1}, \mathrm{p}_{2} \ldots, \mathrm{p}_{\mathrm{n}}$ and assume that none of these roots are roots of $\mathrm{N}(\mathrm{p})$. The denominator $\mathrm{D}(\mathrm{p})$ can then be factored out in terms of its roots, i.e.:

$$
D(p)=\left(p-p_{1}\right)\left(p-p_{2}\right) \ldots\left(p-p_{n}\right)
$$

The factorization depends on whether all of the roots $p_{j}, j=1,2, \ldots$, are distinct or some are repeated:
(i) If all the roots of the denominator $\mathrm{D}(\mathrm{p})$ are distinct, then one can expand $\mathrm{F}(\mathrm{p})$ as follows:

$$
F(p)=\frac{N(p)}{D(p)}=\frac{A_{1}}{p-p_{1}}+\frac{A_{2}}{p-p_{2}}+\ldots+\frac{A_{n}}{p-p_{n}}=\sum_{j=1}^{n} \frac{A_{j}}{p-p_{j}}
$$

where, the unknown coefficients $A_{1}, A_{2}, \ldots, A_{n}$ can be obtained as follows:

$$
A_{j}=\operatorname{Lim}_{p \rightarrow p_{j}}\left[\left(p-p_{j}\right) \frac{N(p)}{D(p)}\right]=\frac{N\left(p_{j}\right)}{D^{\prime}\left(p_{j}\right)} \quad j=1,2,3, \ldots n
$$

The inverse transform $\mathrm{F}(\mathrm{p})$ can be readily obtained as the sum of the inverse of each of these terms:

$$
\begin{equation*}
f(x)=\sum_{j=1}^{n} A_{j} e^{p_{j} x} \tag{7.42}
\end{equation*}
$$

(ii) If only one root is repeated $k$ times, then, taking that root to be $\mathrm{p}_{1}$, one can obtain the partial fractions as follows:

$$
F(p)=\frac{N(p)}{D(p)}=\frac{A_{1}}{p-p_{1}}+\frac{A_{2}}{\left(p-p_{1}\right)^{2}}+\ldots \frac{A_{k-1}}{\left(p-p_{1}\right)^{k-1}}+\frac{A_{k}}{\left(p-p_{1}\right)^{k}}+Q(p)
$$

where $\mathrm{Q}(\mathrm{p})$ has poles at points other than $\mathrm{p}_{1}$, i.e. simple poles at $\mathrm{p}_{\mathrm{k}+1}, \mathrm{p}_{\mathrm{k}+2}, \ldots, \mathrm{p}_{\mathrm{n}}$. The function $Q(p)$ can be factored out as:

$$
Q(p)=\frac{A_{k+1}}{p-p_{k+1}}+\frac{A_{k+2}}{p-p_{k+2}}+\ldots+\frac{A_{n}}{p-p_{n}}
$$

which can be treated in the same manner as was outlined in section (i) above.
Letting $G(p)=\left(p-p_{1}\right)^{k} F(p)$, then the constants $A_{1}$ to $A_{k}$ can be evaluated as follows:

$$
\begin{aligned}
& A_{k}=\operatorname{Lim}_{p \rightarrow p_{1}}[G(p)]=G\left(p_{1}\right) \quad A_{k-1}=\frac{1}{1!} \frac{d G\left(p_{1}\right)}{d p} \\
& A_{k-2}=\frac{1}{2!} \frac{d^{2} G\left(p_{1}\right)}{d p^{2}}, \ldots, A_{1}=\frac{1}{(k-1)!} \frac{d^{(k-1)} G\left(p_{1}\right)}{d p^{(k-1)}}
\end{aligned}
$$

i.e.:

$$
A_{j}=\frac{1}{(k-j)!} \frac{d^{(k-j)} G\left(p_{1}\right)}{d p^{(k-j)}} \quad j=1,2, \ldots, k
$$

To evaluate the contacts $A_{k+1}$ to $A_{n}$, one uses the same formulae in (i). Thus, the inverse transform of the part of the function $F(p)$ corresponding to the repeated root $p_{1}$ takes the form:

$$
\begin{equation*}
f(x)=e^{p, x} \sum_{j=1}^{k} \frac{x^{j-1}}{(j-1)!(k-j)!} \frac{d^{(k-j)} G\left(p_{1}\right)}{d p^{(k-j)}}+q(x) \tag{7.43}
\end{equation*}
$$

where eqs. (7.39) and (7.36) were used. The remainder function $\mathrm{q}(\mathrm{x})$ is the same as given in (7.42) with the index ranging from $j=k+1$ to $n$.

### 7.14.9 The Addition Theorem

If an infinite series of functions $f_{n}(x)$ representing a function $f(x)$ :

$$
f(x)=\sum_{n=0}^{\infty} f_{n}(x)
$$

is uniformly convergent on $[0, \infty]$, and if either the integral of $|f(x)|$ :

$$
\int_{0}^{\infty} e^{-p x}|f(x)| d x
$$

or the sum of the integrals of $\left|f_{n}(x)\right|$ :

$$
\sum_{n=0}^{\infty} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{px}}\left|\mathrm{f}_{\mathrm{n}}(\mathrm{x})\right| \mathrm{dx}
$$

converges, then:

$$
\begin{equation*}
L \mathrm{f}(\mathrm{x})=\mathrm{F}(\mathrm{p})=L \sum_{\mathrm{n}=0}^{\infty} \mathrm{f}_{\mathrm{n}}(\mathrm{x})=\sum_{\mathrm{n}=0}^{\infty} L \mathrm{f}_{\mathrm{n}}(\mathrm{x})=\sum_{\mathrm{n}=0}^{\infty} \mathrm{F}_{\mathrm{n}}(\mathrm{p}) \tag{7.44}
\end{equation*}
$$

## Example 7.1

Various examples of the Laplace transform, which illustrate the various theorems discussed above, are given below:
(i) $\sin (a x) H(x)$ :

First, rewrite $\sin (\mathrm{ax})$ as a sum of exponentials:

$$
\sin (a x)=\frac{1}{2 i}\left(e^{i a x}-e^{-i a x}\right),
$$

then, using equation (7.36):

$$
L\left[\mathrm{e}^{\mathrm{iax}} \mathrm{H}(\mathrm{x})\right]=\frac{1}{\mathrm{p}-\mathrm{ia}}
$$

The Laplace transform of $\sin (a x)$ is found to be:
$L[\sin (a x) H(x)]=\frac{1}{2 i}\left[\frac{1}{p-i a}-\frac{1}{p+i a}\right]=\frac{a}{p^{2}+a^{2}}$
(ii) $\mathrm{e}^{\mathrm{bx}} \sin (a x)$

Since the Laplace transform of $\sin (a x)$ is now known, one can use eq. (7.36) to evaluate the product, i.e.:

$$
L\left[e^{b x} \sin (a x)\right]=F(p-b)=\frac{a}{(p-b)^{2}+a^{2}}
$$

(iii) $\sin (a x) H(x)$ (periodic function):

Since the function $\sin (a x)$ is periodic with periodicity $T=2 \pi / a$, then:

$$
F_{1}(p)=\int_{0}^{2 \pi / a} \sin (a x) e^{-p x} d x=\frac{a}{p^{2}+a^{2}}\left(1-e^{-2 p \pi / a}\right)
$$

then:

$$
F(p)=L \sin (a x)=\frac{F_{1}(p)}{1-e^{-p T}}=\frac{a}{p^{2}+a^{2}}\left(1-e^{-2 p \pi / a}\right) \frac{1}{\left(1-e^{-2 p \pi / a}\right)}=\frac{a}{p^{2}+a^{2}}
$$

(iv) Find the inverse transform of $F(p)=\frac{a}{p^{2}-\mathrm{a}^{2}}$ :
$F(p)$ can be written as the product of two functions:

$$
F(p)=\frac{a}{p^{2}-a^{2}}=\frac{a}{p+a} \cdot \frac{1}{p-a}
$$

then the inverse transform of the product can be obtained by the convolution theorem.
Letting:

$$
G(p)=\frac{a}{p+a} \quad \text { and } \quad K(p)=\frac{1}{p-a}
$$

then the inverse transform of $G(p)$ and $K(p)$ are known to be (see eq. 7.53):

$$
g(x)=a e^{-a x} \quad \text { and } \quad k(x)=e^{a x}
$$

so that the inverse transform of $F(p)$ can be obtained in the form of a convolution integral:

$$
f(x)=\int_{0}^{x}\left(a e^{-a \eta}\right)\left(e^{a(x-\eta)}\right) d \eta=-\frac{e^{a x}}{2}\left[e^{-2 a x}-1\right]=\sinh (a x)
$$

Alternatively, since the function $F(p)$ has two simple poles whose denominator has two roots, $\mathrm{p}= \pm \mathrm{a}$, then one can use the Heaviside theorem to obtain an inverse transform:

$$
F(p)=\frac{A_{1}}{p-a}+\frac{A_{2}}{p+a}
$$

Since the roots are distinct then:

$$
\mathrm{A}_{1}=\left.\frac{\mathrm{a}}{2 \mathrm{p}}\right|_{\mathrm{p}=\mathrm{a}}=\frac{1}{2} \quad \text { and } \quad \mathrm{A}_{2}=\left.\frac{\mathrm{a}}{2 \mathrm{p}}\right|_{\mathrm{p}=-\mathrm{a}}=-\frac{1}{2}
$$

so that:

$$
F(p)=\frac{1}{2}\left[\frac{1}{p-a}-\frac{1}{p+a}\right]
$$

$$
f(x)=\frac{1}{2}\left[e^{a x}-e^{-a x}\right]=\sinh (a x)
$$

(v) Find the inverse transform of $\mathrm{F}(\mathrm{p})$, defined as:

$$
F(p)=\frac{p+a}{(p+b)(p+c)^{2}} \quad b \neq c
$$

The function $F(p)$ has a simple pole at $p=-b$ and a pole of order 2 at $p=-c$.
Let:

$$
F(p)=\frac{A_{1}}{p+c}+\frac{A_{2}}{(p+c)^{2}}+\frac{A_{3}}{(p+b)}
$$

then the coefficients $\mathrm{A}_{\mathrm{j}}$ are found from the partial fraction theorem:

$$
\begin{aligned}
& G(p)=(p+c)^{2} F(p)=\frac{p+a}{p+b} \\
& A_{1}=\frac{d G}{d p}(-c)=\left.\frac{b-a}{(p+b)^{2}}\right|_{p=-c}=\frac{b-a}{(b-c)^{2}} \\
& A_{2}=G\left(p_{1}\right)=G(-c)=\frac{a-c}{b-c} \\
& A_{3}=\left.(p+b) F(p)\right|_{p=b}=\frac{a-b}{(c-b)^{2}}
\end{aligned}
$$

Thus, the inverse transform of $F(p)$ is given by:

$$
f(x)=\frac{1}{b-c}\left\{e^{-c x}\left[\frac{b-a}{b-c}+(a-c) x\right]+e^{-b x} \frac{a-b}{b-c}\right\}
$$

where eqs. (7.42) and (7.43) were used.

### 7.15 Solution of Ordinary and Partial Differential Equations by Laplace Transforms

One may use Laplace transform to solve ordinary and partial differential equations for semi-infinite independent variables. For use of Laplace transform on time, where $t>0$, one would require initial conditions at $t=0$. In this case, application of Laplace on time for the first or second derivations in time requires the specification of one or two initial conditions, respectively, as required by the uniqueness theorem. Use of Laplace transform on space is more problematic. Use of Laplace on $x$ for the second derivative $\partial^{2} y(x, t) / \partial x^{2}$ would require the specification of $y(0, t)$ and $\partial y(0, t) / \partial x$. However, uniqueness theorem requires that only one of these two boundary conditions can be specified at the origin. Hence, one must assume that the unknown boundary condition is a given function. For example, if $y(0, t)=f(t)$, a specified function, then one must assume that $\partial y(0, t) / \partial x=g(t)$; an unknown function. The function $g(t)$ must be solved for eventually after finding $y(x, t)$ in terms of $g(t)$. The reverse would also be true: if $\partial y(0, t) / \partial x=f(t)$, then $y(0, t)=g(t)$; an unknown function. This indicates that the Laplace transform is more suited to use on time rather than space.

In this section, the Laplace transform will be applied on various ordinary or partial differential equations in the following examples.

## Example 7.2

Obtain the solution $\mathrm{y}(\mathrm{t})$ of the following initial value problem:

$$
\frac{d^{2} y}{d t^{2}}+a^{2} y=f(t) \quad t>0
$$

with the initial conditions of:

$$
y(0)=C_{1} \quad \frac{d y}{d t}(0)=C_{2}
$$

Applying the Laplace transform on the variable to the ordinary differential equation, the system transforms to an algebraic equation as follows:

$$
p^{2} Y(p)-p y(0)-\frac{d y}{d t}(0)+a^{2} Y(p)=F(p)
$$

where $Y(p)=L y(t)$. After inserting the initial conditions, one can find the solution in the transform plane $p$ :

$$
Y(p)=\frac{F(p)}{p^{2}+a^{2}}+\frac{p C_{1}+C_{2}}{p^{2}+a^{2}}
$$

To obtain the inverse transforms of the first term, one needs to use the convolution theorem since $f(t)$ was not explicitly specified:

$$
L^{-1}\left[\frac{1}{\mathrm{p}^{2}+\mathrm{a}^{2}}\right]=\frac{\sin (\mathrm{at})}{\mathrm{a}} \quad L^{-1}\left[\frac{\mathrm{p}}{\mathrm{p}^{2}+\mathrm{a}^{2}}\right]=\cos (\mathrm{at})
$$

Thus, using the Convolution theorem:

$$
y(t)=\int_{0}^{t} f(t-\eta) \frac{\sin (a \eta)}{a} d \eta+C_{1} \cos (a t)+\frac{C_{2}}{a} \sin (a t)
$$

## Example 7.3

Obtain the solution to the following integro-differential equation by Laplace transform:

$$
\frac{d y}{d t}+a y=f(t)+\int_{0}^{t} g(t-\eta) y(\eta) d \eta
$$

with the initial condition $y(0)=0$.
Applying the Laplace transform on the equation, and using the Convolution theorem, one obtains:

$$
p Y(p)-y(0)+A Y(p)=F(p)+G(p) Y(p)
$$

which can be solved for $Y(p)$ :

$$
Y(p)=\frac{F(p)}{p+a-G(p)}=F(p) K(p)
$$

where $K(p)=\frac{1}{p+a-G(p)}$. Then:

$$
y(t)=\int_{0}^{t} f(t-\eta) k(\eta) d \eta
$$

## Example 7.4

Obtain the solution to the following initial value problem by use of Laplace transform:

$$
\frac{d^{2} y}{d t^{2}}+t \frac{d y}{d t}-2 y=1 \quad t \geq 0
$$

with the initial conditions of:

$$
y(0)=0
$$

$$
\frac{\mathrm{dy}}{\mathrm{dt}}(0)=0
$$

Applying the Laplace transform to the equation, and noting that the equation has nonconstant coefficients, the Laplace transform for $\left[t y^{\prime}(t)\right]$ becomes:

$$
L\left[\mathrm{t} \frac{\mathrm{dy}}{\mathrm{dt}}\right]=-\frac{\mathrm{d}}{\mathrm{dp}}\left[L \frac{\mathrm{dy}}{\mathrm{dt}}\right]=-\frac{\mathrm{d}}{\mathrm{dp}}[\mathrm{pY}(\mathrm{p})-\mathrm{y}(0)]=-\mathrm{p} \frac{\mathrm{dY}}{\mathrm{dp}}-\mathrm{Y}
$$

then:

$$
p^{2} Y-p y(0)-\frac{d y}{d t}(0)-p \frac{d Y}{d p}-Y-2 Y=\frac{1}{p}
$$

or:

$$
\frac{d Y}{d p}+\left(\frac{3}{p}-p\right) Y=-\frac{1}{p^{2}}
$$

The homogeneous solution $\mathrm{Y}_{\mathrm{h}}$ becomes:

$$
Y_{h}=C \exp \left[-\int\left(\frac{3}{p}-p\right) d p\right]=C \frac{e^{p^{2} / 2}}{p^{3}}
$$

and the particular solution $Y_{\text {par }}$ is found to be:

$$
\mathrm{Y}_{\mathrm{par}}=\frac{1}{\mathrm{p}^{3}}
$$

Thus, the total solution can be written as follows:

$$
\mathrm{Y}=\mathrm{C} \frac{\mathrm{e}^{\mathrm{p}^{2} / 2}}{\mathrm{p}^{3}}+\frac{1}{\mathrm{p}^{3}}
$$

Since the limit of $Y(p)$ goes to zero as $p$ goes to infinity, then $C=0$ and $Y(p)=1 / p^{3}$. The inverse transform gives (see eq. 7.39):

$$
y(t)=\frac{t^{2}}{2}
$$

## Example 7.5 Forced Vibration of a Stretched Semi-infinite String

A semi-infinite free stretched string, initially undisturbed, is being excited at its end $x=0$, such that, for $y=y(x, t)$ :

$$
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} \quad x>0 \quad t>0
$$

together with the initial and boundary conditions:

$$
y(0, t)=f(t) \quad y\left(x, 0^{+}\right)=0 \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0
$$

The differential equation satisfied by the string is first transformed on the time variable, that is:

$$
L_{t}\left[\frac{\partial^{2} y}{\partial x^{2}}\right]=\frac{1}{c^{2}} L_{\mathrm{t}}\left[\frac{\partial^{2} \mathrm{y}}{\partial \mathrm{t}^{2}}\right]
$$

where the symbol $L_{\mathrm{t}}$ signifies Laplace transformation on the variable t . Let:

$$
\mathrm{Y}(\mathrm{x}, \mathrm{p})=\int_{0}^{\infty} \mathrm{y}(\mathrm{x}, \mathrm{t}) \mathrm{e}^{-\mathrm{pt}} \mathrm{dt}
$$

then the transform of the partial derivatives on the spatial variable x is:

$$
L_{t}\left[\frac{\partial^{2} y}{\partial x^{2}}\right]=\frac{d^{2} Y}{d x^{2}}(x, p)
$$

and the transform of the partial derivative on the time variable is:

$$
L_{\mathrm{t}}\left[\frac{\partial^{2} \mathrm{y}}{\partial \mathrm{t}^{2}}\right]=\mathrm{p}^{2} \mathrm{Y}-\left[\mathrm{py}\left(\mathrm{x}, 0^{+}\right)+\frac{\partial \mathrm{y}}{\partial \mathrm{t}}\left(\mathrm{x}, 0^{+}\right)\right]=\mathrm{p}^{2} \mathrm{Y}
$$

Transforming the boundary condition at $x=0$ :

$$
L_{\uparrow} \mathrm{y}(0, \mathrm{t})=\mathrm{Y}(0, \mathrm{p})=L_{\uparrow} \mathrm{f}(\mathrm{t})=\mathrm{F}(\mathrm{p})
$$

Thus, the system transforms to the following boundary value problem:

$$
\begin{aligned}
& \frac{d^{2} Y}{d x^{2}}-\frac{p^{2}}{c^{2}} Y=0 \\
& Y(0, p)=F(p)
\end{aligned}
$$

The solution of the differential equation can be shown to be:

$$
\mathrm{Y}=\mathrm{Ae} \mathrm{e}^{-\mathrm{px} / c}+\mathrm{Be}^{\mathrm{px} / c}
$$

The solution Y must vanish as $\mathrm{x} \rightarrow \infty$, which require that $\mathrm{B}=0$. The boundary condition at $x=0$ is satisfied next:

$$
\mathrm{Y}(0, \mathrm{p})=\mathrm{A}=\mathrm{F}(\mathrm{p})
$$

so that the solution in the transform plane is finally found to be:

$$
Y=F(p) e^{-p x / c}
$$

The inverse transform is given by:

$$
y(x, t)=L_{t}^{-1}\left[F(p) e^{-p x / c}\right]= \begin{cases}f\left(t-\frac{x}{c}\right) & t>x / c \\ 0 & t<x / c\end{cases}
$$

which can be written in terms of the Heaviside function:

$$
y(x, t)=f\left(t-\frac{x}{c}\right) H\left(t-\frac{x}{c}\right)
$$

where the shift theorem (eq. 7.31) was used. The solution exhibits the physical property that any disturbance at $\mathrm{x}=0$ arrives at a station x at a time $\mathrm{t}=\mathrm{x} / \mathrm{c}$ having the same time dependence as the original disturbance.

## Example 7.6

Heat Flow in a Semi-infinite Rod
Obtain the heat flow in a semi-infinite rod, where its end is heated, such that:

$$
\begin{aligned}
& T=T(x, t) \\
& \frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t} \quad x>0 \quad t>0
\end{aligned}
$$

subject to the following initial and boundary conditions:

$$
T(0, t)=f(t) \quad T\left(x, 0^{+}\right)=0
$$

Applying the Laplace transform on $t$ on the equation, and defining:

$$
\overline{\mathrm{T}}(\mathrm{x}, \mathrm{p})=\int_{0}^{\infty} \mathrm{T}(\mathrm{x}, \mathrm{t}) \mathrm{e}^{-\mathrm{pt}} \mathrm{dt}
$$

then the equation and the boundary condition transform to:

$$
\frac{d^{2} \bar{T}}{d x^{2}}=\frac{1}{K}[p \bar{T}-T(x, 0)]=\frac{p}{K} \bar{T}
$$

and

$$
\overline{\mathrm{T}}(0, \mathrm{p})=\mathrm{F}(\mathrm{p})
$$

The differential equation on the transform temperature T becomes:

$$
\frac{\mathrm{d}^{2} \overline{\mathrm{~T}}}{\mathrm{dx}}-\frac{\mathrm{p}}{\mathrm{~K}} \overline{\mathrm{~T}}=0
$$

and has the two solutions:

$$
\overline{\mathrm{T}}=A e^{-\sqrt{\mathrm{P} / \mathrm{K}} \mathrm{x}}+B \mathrm{e}^{+\sqrt{\mathrm{p} / \mathrm{K}} \mathrm{x}}
$$

Boundedness of T as $\mathrm{x} \rightarrow \infty$ requires that $\mathrm{B}=0$. Satisfying the boundary condition:

$$
\bar{T}(0, p)=F(p)=A
$$

then, the solution in the complex plane $p$ is given by:

$$
\bar{T}=F(p) e^{-\sqrt{P / K} x}
$$

The inverse transform of $\exp [-\sqrt{\mathrm{p} / \mathrm{K}} \mathrm{x}]$ [from Laplace Transform Tables] is given as follows:

$$
L^{-1}\left[e^{-a \sqrt{p}}\right]=\frac{a}{2 \sqrt{\pi t^{3}}} e^{-\mathrm{a}^{2} / 4 \mathrm{t}} \text { where } a=\sqrt{\frac{\mathrm{x}}{\mathrm{~K}}}
$$

Thus, using the convolution theorem (eq. 7.32):

$$
\mathrm{T}(\mathrm{x}, \mathrm{t})=\frac{\mathrm{x}}{2 \sqrt{\pi \mathrm{~K}}} \int_{0}^{\mathrm{t}} \mathrm{f}(\mathrm{t}-\eta) \eta^{-3 / 2} \mathrm{e}^{-\mathrm{x}^{2} /(4 \mathrm{~K} \eta)} \mathrm{d} \mathrm{\eta}
$$

Let:

$$
\xi=\frac{\mathrm{x}}{2 \sqrt{\mathrm{~K} \eta}} \quad d \xi=-\frac{\mathrm{x}}{4 \sqrt{\mathrm{~K} \eta^{3}}} \mathrm{~d} \eta \quad \text { and } \quad \chi=\frac{\mathrm{x}}{2 \sqrt{\mathrm{Kt}}}
$$

then the integral representation of the temperature becomes:

$$
\begin{aligned}
T(x, t) & =\frac{2}{\sqrt{\pi}} \int_{\chi}^{\infty} f\left(t-\frac{x^{2}}{4 K \xi^{2}}\right) e^{-\xi^{2}} d \xi \\
& =\frac{2}{\sqrt{\pi}}\left\{\int_{0}^{\infty} f\left(t-\frac{x^{2}}{4 K \xi^{2}}\right) e^{-\xi^{2}} d \xi-\int_{0}^{\chi} f\left(t-\frac{x^{2}}{4 K \xi^{2}}\right) e^{-\xi^{2}} d \xi\right\}
\end{aligned}
$$

If $f(t)=T_{o}=$ constant, then the integral can be solved:

$$
T(x, t)=\frac{2}{\sqrt{\pi}} T_{0}\left\{\int_{0}^{\infty} e^{-\xi^{2}} d \xi-\int_{0}^{\chi} e^{-\xi^{2}} d \xi\right\}=T_{0}[1-\operatorname{erf}(\chi)]=T_{0} \operatorname{erfc}(\chi)
$$

where $\operatorname{erf}(\mathrm{y})$ is the error function as defined in B5.1 (Appendix B) and $\operatorname{erfc}(\mathrm{y})=1-\operatorname{erf}(\mathrm{y})$ and $\operatorname{erf}(\infty)=1$.

## Example $7.7 \quad$ Vibration of a Finite Bar

A finite bar, initially at rest, is induced to vibration by a force $f(t)$ applied at its end $\mathrm{x}=\mathrm{L}$ for $\mathrm{t}>0$. The bar's displacement $\mathrm{y}(\mathrm{x}, \mathrm{t})$ satisfies the following system:

$$
\begin{array}{ll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} & \\
y(0, t)=0 & y\left(x, 0^{+}\right)=0 \\
\frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0 & A E \frac{\partial y}{\partial x}(L, t)=f(t) H(t)
\end{array}
$$

Applying Laplace transform on the time variable, the equation transforms to:

$$
\frac{d^{2} Y}{d x^{2}}(x, p)=\frac{1}{c^{2}}\left[p^{2} Y(x, p)-p y\left(x, 0^{+}\right)-\frac{\partial y}{\partial t}\left(x, 0^{+}\right)\right]=\frac{p^{2}}{c^{2}} Y(x, p)
$$

where $\mathrm{Y}(\mathrm{x}, \mathrm{p})=L_{\mathrm{t}} \mathrm{y}(\mathrm{x}, \mathrm{t})$. Transforming the boundary conditions:

$$
Y(0, p)=0 \quad \text { and } \quad \frac{d Y}{d x}(L, p)=\frac{F(p)}{A E}
$$

The solution of the differential equation on the transformed variable $Y$ can be written as follows:

$$
Y(x, p)=\mathrm{De}^{-p x / c}+\mathrm{Be}^{+\mathrm{px} / \mathrm{c}}
$$

which is substituted in the two boundary conditions:

$$
Y(0, p)=D+B=0
$$

$$
\frac{d Y}{d x}(L, p)=\frac{p}{c}\left[-D e^{-p L / c}+B e^{+p L / c}\right]=\frac{F(p)}{A E}
$$

The unknown coefficients are readily evaluated:

$$
B=-D=\frac{c}{p} \frac{F(p)}{A E} \frac{1}{e^{-p L / c}+e^{+p L / c}}
$$

and the transformed solution has the form:

$$
Y(x, p)=\frac{c}{p} \frac{F(p)}{A E} \frac{e^{+p x / c}-e^{-p x / c}}{e^{+p L / c}+e^{-p L / c}}
$$

Separating the solution into two parts:

$$
Y(x, p)=\frac{c}{A E} F(p) G(x, p)
$$

where $G(p)$ is defined as:

$$
G(x, p)=\frac{1}{p} \frac{e^{+p x / c}-e^{-p x / c}}{e^{+p L / c}+e^{-p L / c}}=\frac{G_{1}(x, p)}{1-e^{-4 p L / c}}
$$

where $G_{1}(x, p)$ represents the transform of the first part of a periodic function whose periodicity is $T=4 \mathrm{~L} / \mathrm{c}$ and is given by:

$$
\mathrm{G}_{1}(\mathrm{x}, \mathrm{p})=\frac{1}{\mathrm{p}}\left[\mathrm{e}^{-\mathrm{p}(\mathrm{~L}-\mathrm{x}) / \mathrm{c}}-\mathrm{e}^{-\mathrm{p}(\mathrm{x}+\mathrm{L}) / \mathrm{c}}-\mathrm{e}^{-\mathrm{p}(3 \mathrm{~L}-\mathrm{x}) / \mathrm{c}}+\mathrm{e}^{-\mathrm{p}(3 \mathrm{~L}+\mathrm{x}) / \mathrm{c}}\right]
$$

The inverse transform of $e^{-a p} / p$ is $H(t-a)$ which results in an inverse of $G_{1}(x, p)$ :

$$
\begin{aligned}
\mathrm{g}_{1}(\mathrm{x}, \mathrm{t})= & \mathrm{H}[\mathrm{t}-(\mathrm{L}-\mathrm{x}) / \mathrm{c}]-\mathrm{H}[\mathrm{t}-(\mathrm{L}+\mathrm{x}) / \mathrm{c}] \\
& -\mathrm{H}[\mathrm{t}-(3 \mathrm{~L}-\mathrm{x}) / \mathrm{c}]+\mathrm{H}[\mathrm{t}-(3 \mathrm{~L}+\mathrm{x}) / \mathrm{c}]
\end{aligned}
$$

The inverse transform of $\mathrm{G}(\mathrm{x}, \mathrm{p})$ is given by $\mathrm{g}(\mathrm{x}, \mathrm{t})$ where:

$$
g(x, t)=g_{1}(x, t) \quad 0 \leq t \leq 4 L / c
$$

and $g(x, t)$ is a periodic function with period $T=4 L / c$, i.e.:

$$
g(x, t)=g(x, t+4 L / c)
$$

so that the periodic function can be written as:

$$
g(x, t)=\sum_{n=0}^{\infty} g_{1}(x, t-4 n L / c)
$$

The final solution to the displacement $y(x, t)$ requires the use of the convolution integral:

$$
y(x, t)=\frac{c}{A E} \int_{0}^{t} g(x, u) f(t-u) d u
$$

If $f(t)=F_{o}=$ constant, then $F(p)=F_{o} / p$, and:

$$
Y(x, p)=\frac{c}{p^{2}} \frac{F_{0}}{A E} \frac{e^{+p x / c}-e^{-p x / c}}{e^{+p L / c}+e^{-p L / c}}
$$

The transform of the deformation at the end $\mathrm{x}=\mathrm{L}$ then becomes:

$$
\mathrm{Y}(\mathrm{~L}, \mathrm{p})=\frac{\mathrm{c}}{\mathrm{p}^{2}} \frac{\mathrm{~F}_{\mathrm{o}}}{\mathrm{AE}} \tanh (\mathrm{pL} / \mathrm{c})
$$
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The transform of a saw-tooth (triangular) wave $h(x)$ defined by $h_{1}(x), 0 \leq x \leq T$, (as shown in figure 7.11) is defined as:

$$
h_{1}(x)= \begin{cases}2 x / T & 0 \leq x \leq T / 2 \\ 2(1-x / T) & T / 2 \leq x \leq T\end{cases}
$$

and

$$
L \mathrm{~h}(\mathrm{x})=\frac{2}{\mathrm{Tp}^{2}} \tanh \left(\frac{\mathrm{pT}}{4}\right)
$$

Thus, the inverse transform of the deformation becomes, with $T=4 \mathrm{~L} / \mathrm{c}$ :

$$
\frac{y(L, t)}{y_{0}}=2 h(t)=\text { dynamic deflection/static deflection }
$$

where $y_{o}$ is the static deflection defined by:

$$
y_{o}=\frac{F_{0} L}{A E}
$$

The maximum value $y(L, t)$ attains is $2 y_{o}$ at $t=2 L / c, 6 L / c, \ldots$. . The deflection at any other point $x$ can be developed in an infinite series form:

$$
\begin{aligned}
& Y(x, p)=\frac{c}{p^{2}} \frac{F_{0}}{A E} \frac{e^{-p(L-x) / c}-e^{-p(L+x) / c}}{1+e^{-2 p L / c}} \\
& \frac{Y(x, p)}{y_{o}}=\frac{c}{L} U(x, p)=\frac{c}{L} \frac{U_{1}(x, p)}{1-e^{-4 p L / c}} \\
& U_{1}(x, p)=\frac{1}{p^{2}}\left[e^{-p(L-x) / c}-e^{-p(x+L) / c}-e^{-p(3 L-x) / c}+e^{-p(x+3 L) / c}\right]
\end{aligned}
$$

where $U(x, p)$ represent a periodic function, $u(x, t)=u(x, t+4 L / c)$ with $U_{1}$ being the transform of the function $u(x, t)$ within the first period $0 \leq t \leq 4 L / c$. Noting that from equation 7.31:

$$
L^{-1}\left[\frac{1}{p^{2}} \mathrm{e}^{-a \mathrm{p}}\right]=(\mathrm{t}-\mathrm{a}) \mathrm{H}[\mathrm{t}-\mathrm{a}]
$$

then, the solution $y(x, t)$ is given by the periodic function $u(x, t)=u(x, t+4 L / c)$ :



$$
\longleftarrow \mathrm{T}=\text { period }=4 \mathrm{~L} / \mathrm{c} \longrightarrow
$$
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$$
\frac{y(x, p)}{y_{o}}=\frac{c}{L} u(x, p)
$$

The inverse transform of $U_{1}(x, p)$ is then found as:

$$
\begin{aligned}
u_{1}(x, t)= & {\left[\left(t-\frac{L-x}{c}\right) H\left(t-\frac{L-x}{c}\right)-\left(t-\frac{L+x}{c}\right) H\left(t-\frac{L+x}{c}\right)\right.} \\
& \left.-\left(t-\frac{3 L-x}{c}\right) H\left(t-\frac{3 L-x}{c}\right)+\left(t-\frac{3 L+x}{c}\right) H\left(t-\frac{3 L+x}{c}\right)\right]
\end{aligned}
$$

for $0 \leq t \leq 4 L / c$.
The solution $u_{1}(x, t)$ for the first period $0 \leq t \leq 4 \mathrm{~L} / \mathrm{c}$ is made up of the first arrival of the wave at $\mathrm{t}=(\mathrm{L}-\mathrm{x}) / \mathrm{c}$ which is then followed by three reflections, two at $\mathrm{x}=0$ and one at $x=L$. This solution is shown graphically for the first period $t=4 \mathrm{~L} / \mathrm{c}$ in the accompanying plot, see Fig. 7.12. Note that from that time on, the displacement is periodic with a period of $T=4 \mathrm{~L} / \mathrm{c}$.

Use of the Laplace transform on the time variable $t$ requires that two initial values be given, which are required for uniqueness. However, use of the Laplace transform on the spatial variable $x$, requires two boundary conditions at $x=0$, of which only one is
prescribed. One can solve such problems by assuming the unknown boundary condition and then solve for it, by satisfying the remaining boundary condition.

Example 7.8 Wave Propagation in a Semi-Infinite String

A semi-infinite string, initially at rest, is excited to motion by a distributed load applied at $\mathrm{t}=\mathrm{t}_{\mathrm{o}}$ and given a displacement at $\mathrm{x}=0$ such that the displacement $\mathrm{y}(\mathrm{x}, \mathrm{t})$ satisfies:

$$
\begin{array}{lll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}+\frac{P_{o}}{T_{o}} e^{-b x} \delta\left(t-t_{o}\right) & x>0 & t, t_{o}>0 \\
y(0, t)=y_{o} H(t) & y\left(x, 0^{+}\right)=0 & \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0
\end{array}
$$

Obtain the solution $\mathrm{y}(\mathrm{x}, \mathrm{t})$ by using Laplace transform on the spatial variable x .
Define the Laplace transform on $x$ :

$$
L_{\mathrm{x}}[\mathrm{y}(\mathrm{x}, \mathrm{t})]=\mathrm{Y}(\mathrm{p}, \mathrm{t})=\int_{0}^{\infty} \mathrm{y}(\mathrm{x}, \mathrm{t}) \mathrm{e}^{-\mathrm{px}} \mathrm{dx}
$$

Applying the Laplace transform on the differential equation:

$$
p^{2} Y(x, p)-p y(0, t)-\frac{\partial y(0, t)}{\partial x}=\frac{1}{c^{2}} \frac{d^{2} Y(x, p)}{d t^{2}}+\frac{P_{0}}{T_{o}} \frac{\delta\left(t-t_{o}\right)}{p+b}
$$

Since the displacement at $\mathrm{x}=0$ was given, but not the slope, $\partial \mathrm{y} / \partial \mathrm{x}$ is not known, then assume that:

$$
\frac{\partial y}{\partial x}(0, t)=f(t)
$$

so that the differential equation takes the form:

$$
\frac{d^{2} Y}{d t^{2}}-c^{2} p^{2} Y=-c^{2} p^{2} y_{0} H(t)-c^{2} f(t)-c^{2} \frac{P_{0}}{T_{o}} \frac{\delta\left(t-t_{0}\right)}{p+b}=Q(t)
$$

The homogeneous and particular solutions are given by:

$$
\begin{aligned}
Y_{h} & =A \sinh (c p t)+B \cosh (c p t) \\
Y_{p} & =\frac{1}{c p} \int_{0}^{t} Q(u) \sin [c p(t-u)] d u \\
& =\frac{y_{o}}{p}(1-\cosh (c p t))-\frac{c}{p(p+b)} \frac{P_{o}}{T_{o}} \sinh [c p(t-u)] H\left[t-t_{o}\right] \\
& -\frac{c}{p} \int_{0}^{t} f(u) \sinh [c p(t-u)] d u
\end{aligned}
$$

Using initial conditions:

$$
Y(p, 0)=0=B
$$

$$
\frac{\mathrm{dY}(\mathrm{p}, 0)}{\mathrm{dt}}=\mathrm{pcA}=0
$$

so that $Y(p, t)=Y_{p}(p, t)$. The inverse transform of $Y(p, t)$ is then given by:

$$
\begin{aligned}
y(x, t)= & \frac{y_{0}}{2} H[c t-x]-\frac{c}{2} \int_{0}^{t} f(u)(H[x+c(t-u)]-H[x-c(t-u)]) d u \\
& -\frac{c P_{o}}{2 b T_{0}} H\left[t-t_{0}\right]\left[1-e^{-b\left[x+c\left(t-t_{0}\right)\right]}\right] H\left[x+c\left(t-t_{0}\right)\right] \\
& +\frac{c P_{o}}{2 b T_{o}} H\left[t-t_{0}\right]\left[1-e^{-b\left[x-c\left(t-t_{0}\right)\right]}\right] H\left[x-c\left(t-t_{0}\right)\right]
\end{aligned}
$$

The solution for $y(x, t)$ still contains the unknown boundary condition $f(t)$.
Differentiating y partially with $x$ and setting $x=0$ one obtains:

$$
\begin{aligned}
\frac{\partial y}{\partial x}(0, t) & =f(t)=-\frac{y_{o}}{2} \delta(c t)-\frac{c}{2} \int_{0}^{t} f(u)(\delta[c(t-u)]-\delta[c(u-t)]) d u \\
& -\frac{c P_{o}}{2 b T_{o}} H\left[t-t_{o}\right]\left(b e^{-b c\left(t-t_{0}\right)}+2 \sinh \left[b c\left(t-t_{0}\right)\right] \delta\left[c\left(t-t_{0}\right)\right]\right)
\end{aligned}
$$

where $\delta(\mathrm{u})=\delta(-\mathrm{u})$ and $\delta(\mathrm{cu})=\delta(\mathrm{u}) / \mathrm{c}$ were used (Appendix D).
The integral in the last expression can be shown to equal $f(t) / 2$, so that $f(t)$ is finally obtained as:

$$
f(t)=-\frac{y_{0}}{2} \delta(t)-\frac{c P_{o}}{b T_{o}} H\left[t-t_{0}\right]\left(b e^{-b c\left(t-t_{0}\right)}+2 \sinh \left[b c\left(t-t_{0}\right)\right] \delta\left[c\left(t-t_{0}\right)\right]\right)
$$

Substituting $f(t)$ into the integral term of $y(x, t)$ results in the following expression:

$$
\frac{y_{o}}{2} H[c t-x]-\frac{c P_{o}}{2 b T_{o}} H\left[c\left(t-t_{0}\right)-x\right] H\left[t-t_{0}\right]\left(e^{-b\left[x-c\left(t-t_{0}\right)\right]}-1\right)
$$

Substituting the last expression into that for $\mathrm{y}(\mathrm{x}, \mathrm{t})$ gives a final solution:

$$
\begin{aligned}
y(x, t)= & y_{0} H[c t-x]-\frac{c P_{0}}{b T_{0}} H\left[t-t_{0}\right] e^{-b x} \sinh \left[b c\left(t-t_{0}\right)\right] \\
& +\frac{c P_{o}}{b T_{0}} \sinh \left[b c\left(t-t_{0}\right)-b x\right] H\left[\left(t-t_{0}\right)-x / c\right]
\end{aligned}
$$

where $H(-u)=1-H(u)$ was used in the expression.

### 7.16 Operational Calculus with Fourier Cosine Transform

The Fourier cosine transform of a function $f(x)$ was defined in 7.2 as follows:

$$
F_{c}[f(x)]=F_{c}(u)=\int_{0}^{\infty} f(x) \cos (u x) d x
$$

then:

$$
f(x)=\frac{2}{\pi} \int_{0}^{\infty} F_{c}(u) \cos (u x) d u
$$

### 7.16.1 Fourier Cosine Transform of Derivatives

The Fourier transform of the derivative of $f(x)$ is derived as:

$$
\begin{aligned}
\mathrm{F}_{\mathrm{c}}\left[\frac{\partial f(x)}{\partial x}\right] & =\int_{0}^{\infty} \frac{\partial f(x)}{\partial x} \cos (u x) d x=\left.f(x) \cos (u x)\right|_{0} ^{\infty}+u \int_{0}^{\infty} f(x) \sin (u x) d x \\
& =u F_{s}(u)-f\left(0^{+}\right)
\end{aligned}
$$

The transform of the second derivative of $f(x)$ :

$$
\begin{aligned}
F_{c}\left[\frac{\partial^{2} f(x)}{\partial x^{2}}\right] & =\int_{0}^{\infty} \frac{\partial^{2} f(x)}{\partial x^{2}} \cos (u x) d x=\left.\frac{\partial f}{\partial x} \cos (u x)\right|_{0} ^{\infty}+u \int_{0}^{\infty} \frac{\partial f}{\partial x} \sin (u x) d x \\
& =-\frac{\partial f}{\partial x}\left(0^{+}\right)+\left.u f(x) \sin (u x)\right|_{0} ^{\infty}-u^{2} \int_{0}^{\infty} f(x) \cos (u x) d x \\
& =-u^{2} F_{c}(u)-\frac{\partial f}{\partial x}\left(0^{+}\right)
\end{aligned}
$$

In general, the Fourier cosine transform of even and odd derivatives are:

$$
F_{c}\left[\frac{\partial^{2 n} f}{\partial x^{2 n}}\right]=(-1)^{n} u^{2 n} F_{c}(u)-\sum_{m=0}^{n-1}(-1)^{m} u^{2 m} \frac{\partial^{2 n-2 m-1} f\left(0^{+}\right)}{\partial x^{2 n-2 m-1}} \quad n \geq 1
$$

$$
\begin{equation*}
\text { provided that }\left|\frac{\partial^{m^{m}}}{\partial \mathrm{x}^{\mathrm{m}}}\right| \rightarrow 0 \text { as } \mathrm{x} \rightarrow \infty \text { for } \mathrm{m} \leq(2 \mathrm{n}-1) \tag{7.45}
\end{equation*}
$$

and

$$
F_{c}\left[\frac{\partial^{2 n+1} f}{\partial x^{2 n+1}}\right]=(-1)^{n} u^{2 n+1} F_{s}(u)-\sum_{m=0}^{n}(-1)^{m} u^{2 m} \frac{\partial^{2 n-2 m} f\left(0^{+}\right)}{\partial x^{2 n-2 m}} \quad n \geq 0
$$

provided that $\left|\frac{\partial^{m} \mathrm{f}}{\partial \mathrm{x}^{m}}\right| \rightarrow 0$ as $\mathrm{x} \rightarrow \infty$ for $\mathrm{m} \leq 2 \mathrm{n}$
It should be noted the Fourier cosine transform of even derivatives of a function gives the Fourier cosine transform of the function, and requires initial conditions of odd derivatives. However, the Fourier cosine transform of odd derivatives leads to the Fourier sine transform of the function, and hence is not conducive to solving problems.

### 7.16.2 Convolution Theorem

The convolution theorem for Fourier cosine transform can be developed for products of transformed functions. Let $H_{c}(u)$ and $G_{c}(u)$ be the Fourier cosine transforms of $h(x)$ and $g(x)$, respectively. Then:

$$
\begin{align*}
F_{c}^{-1}\left[H_{c}(u) G_{c}(u)\right] & =\frac{2}{\pi} \int_{0}^{\infty} H_{c}(u) G_{c}(u) \cos (u x) d u \\
& =\frac{2}{\pi} \int_{0}^{\infty} H_{c}(u)\left\{\int_{0}^{\infty} g(\xi) \cos (u \xi) d \xi\right\} \cos (u x) d u \\
& =\int_{0}^{\infty} g(\xi)\left\{\frac{2}{\pi} \int_{0}^{\infty} H_{c}(u) \cos (u \xi) \cos (u x) d u\right\} d \xi \\
& =\int_{0}^{\infty} g(\xi)\left\{\frac{1}{\pi} \int_{0}^{\infty} H_{c}(u)[\cos (u(x+\xi))+\cos (u(x-\xi))] d u\right\} d \xi \\
& =\frac{1}{2} \int_{0}^{\infty} g(\xi)[h(x+\xi)+h(x-\xi)] d \xi \tag{7.47}
\end{align*}
$$

### 7.16.3 Parseval Formula

If one sets $x=0$ in eq. (7.47), one obtains:

$$
\begin{equation*}
\frac{2}{\pi} \int_{0}^{\infty} H_{c}(u) G_{c}(u) d u=\int_{0}^{\infty} g(\xi) h(\xi) d \xi \tag{7.48}
\end{equation*}
$$

If $G_{c}(u)=H_{c}(u)$, an integral known as the Parseval formula for the Fourier cosine transform is obtained:

$$
\begin{equation*}
\frac{2}{\pi} \int_{0}^{\infty} H_{c}^{2}(u) d u=\int_{0}^{\infty} h^{2}(\xi) d \xi \tag{7.49}
\end{equation*}
$$

The Fourier cosine transform can be used to evaluate definite improper integrals.

## Example 7.9

The Fourier cosine transform of the following exponentials:

$$
h(x)=\frac{e^{-a x}}{a} \quad a>0 \quad g(x)=\frac{e^{-b x}}{b} \quad b>0
$$

becomes:

$$
\mathrm{H}_{\mathrm{c}}(\mathrm{u})=\frac{1}{\mathrm{u}^{2}+\mathrm{a}^{2}} \quad \mathrm{G}_{\mathrm{c}}(\mathrm{u})=\frac{1}{\mathrm{u}^{2}+\mathrm{b}^{2}}
$$

Hence, one can evaluate the following integral:

$$
\int_{0}^{\infty} \frac{d u}{\left(u^{2}+a^{2}\right)\left(u^{2}+a^{2}\right)}=\frac{\pi}{2} \int_{0}^{\infty} \frac{e^{-a x}}{a} \frac{e^{-b x}}{b} d x=\frac{\pi}{2 a b(a+b)}
$$

by use of eq. (7.48).

## Example 7.10 Heat Flow in Semi-Infinite Rod

Obtain the heat flow in a semi-infinite rod, initially at zero temperature, where the heat flux at its end $x=0$ is prescribed, such that the temperature $T=T(x, t)$ satisfies the following system:

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t} & x>0 & t>0 \\
\frac{\partial T}{\partial x}(0, t)=-\frac{l(t)}{k} & T\left(x, 0^{+}\right)=0 & \lim _{x \rightarrow \infty} T(x, t) \rightarrow 0
\end{array}
$$

Since the Fourier cosine transform requires odd-derivative boundary conditions, see Equation 7.45, it is well suited for application to the present problem. Defining the transform of the temperature:

$$
\overline{\mathrm{T}}(\mathrm{u}, \mathrm{t})=\int_{0}^{\infty} \mathrm{T}(\mathrm{x}, \mathrm{t}) \cos (\mathrm{ux}) \mathrm{dx}
$$

then the application of Fourier cosine transform to the differential equation and initial condition results in:

$$
\begin{aligned}
& \mathrm{F}_{\mathrm{c}}\left[\frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{x}^{2}}\right]=-\mathrm{u}^{2} \overline{\mathrm{~T}}-\frac{\partial \mathrm{T}}{\partial \mathrm{x}}(0, \mathrm{t})=-\mathrm{u}^{2} \overline{\mathrm{~T}}+\frac{l(\mathrm{t})}{\mathrm{k}}=\frac{1}{\mathrm{~K}} \mathrm{~F}_{\mathrm{c}}\left[\frac{\partial \mathrm{~T}}{\partial \mathrm{x}}\right]=\frac{1}{\mathrm{~K}} \frac{\mathrm{~d} \overline{\mathrm{~T}}}{\mathrm{dt}} \\
& \mathrm{~F}_{\mathrm{c}}\left[\mathrm{~T}\left(\mathrm{x}, 0^{+}\right)\right]=\overline{\mathrm{T}}\left(\mathrm{u}, 0^{+}\right)=0
\end{aligned}
$$

Thus, the equation governing the transform of the temperature:

$$
\frac{\mathrm{d} \overline{\mathrm{~T}}}{\mathrm{dt}}+\mathrm{u}^{2} \mathrm{~K} \overline{\mathrm{~T}}=\mathrm{K} \frac{l(\mathrm{t})}{\mathrm{k}}
$$

can be written as an integral, eq. (1.9):

$$
\bar{T}(u, t)=\mathrm{Ce}^{-\mathbf{u}^{2} \mathrm{Kt}}+\frac{\mathrm{K}}{\mathrm{k}} \int_{0}^{\mathrm{t}} l(\mathrm{t}-\eta) \mathrm{e}^{-\mathrm{ku}^{2} \eta} \mathrm{~d} \eta
$$

which must satisfy the initial condition:

$$
\overline{\mathrm{T}}\left(\mathrm{u}, 0^{+}\right)=\mathrm{C}=0
$$

Thus, the solution is found in the form of an integral:

$$
\overline{\mathrm{T}}(\mathrm{u}, \mathrm{t})=\frac{\mathrm{K}}{\mathrm{k}} \int_{0}^{\mathrm{t}} l(\mathrm{t}-\eta) \mathrm{e}^{-\mathrm{ku} u^{2} \eta} \mathrm{~d} \eta
$$

Applying the inverse transformation on the exponential function within the integrand:

$$
\mathrm{T}(\mathrm{x}, \mathrm{t})=\frac{2}{\pi} \frac{K}{\mathrm{k}} \int_{0}^{\mathrm{t}} l(\mathrm{t}-\eta)\left\{\int_{0}^{\infty} \mathrm{e}^{-K u^{2} \eta} \cos (\mathrm{ux}) \mathrm{du}\right\} \mathrm{d} \eta
$$

Using integral or transform tables:

$$
I(x)=\int_{0}^{\infty} e^{-a u^{2}} \cos (u x) d u=\frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-x^{2} / 4 a}
$$

one finally obtains the solution:

$$
\mathrm{T}(\mathrm{x}, \mathrm{t})=\sqrt{\frac{\mathrm{K}}{\pi \mathrm{k}^{2}}} \int_{0}^{\mathrm{t}} \frac{l(\mathrm{t}-\eta)}{\sqrt{\eta}} \mathrm{e}^{-\mathrm{x}^{2} /(4 \mathrm{~K} \eta)} \mathrm{d} \eta
$$

### 7.17 Operational Calculus with Fourier Sine Transform

The Fourier sine transform, as defined in 7.3 , will be discussed in this section. Let the Fourier sine transform of a function $f(x)$ be defined as:

$$
F_{s}[f(x)]=F_{s}(u)=\int_{0}^{\infty} f(x) \sin (u x) d x
$$

then:

$$
f(|x|) \operatorname{sgn} x=\int_{0}^{\infty} F_{s}(u) \sin (u x) d u
$$

where the signum functions sgn is defined by:

$$
\operatorname{sgn}(x)= \begin{cases}x /|x| & x \neq 0 \\ 0 & x=0\end{cases}
$$

### 7.17.1 Fourier Sine Transform of Derivatives

The Fourier sine transform of the derivative of $f(x)$ can be derived as:

$$
F_{s}\left[\frac{\partial f(x)}{\partial x}\right]=\int_{0}^{\infty} \frac{\partial f(x)}{\partial x} \sin (u x) d x=\left.f(x) \sin (u x)\right|_{0} ^{\infty}-u \int_{0}^{\infty} f(x) \cos (u x) d x=-u F_{c}(u)
$$

The transform of the second derivative of $f(x)$ :

$$
\begin{aligned}
\mathrm{F}_{\mathrm{s}}\left[\frac{\partial^{2} f(x)}{\partial x^{2}}\right] & =\int_{0}^{\infty} \frac{\partial^{2} f(x)}{\partial x^{2}} \sin (u x) d x=\left.\frac{\partial f}{\partial x} \sin (u x)\right|_{0} ^{\infty}-u \int_{0}^{\infty} \frac{\partial f}{\partial x} \cos (u x) d x \\
& =0-u\left\{\left.f(x) \cos (u x)\right|_{0} ^{\infty}+u \int_{0}^{\infty} f(x) \sin (u x) d x\right\}=-u^{2} F_{s}(u)+u f\left(0^{+}\right)
\end{aligned}
$$

and in general:

$$
F_{s}\left[\frac{\partial^{2 n} f}{\partial x^{2 n}}\right]=(-1)^{n} u^{2 n} F_{s}(u)+\sum_{m=1}^{n}(-1)^{m+1} u^{2 m-1} \frac{\partial^{2 n-2 m} f\left(0^{+}\right)}{\partial x^{2 n-2 m}} \quad n \geq 1
$$

$$
\begin{equation*}
\text { provided that }\left|\frac{\partial^{m} f}{\partial x^{m}}\right| \rightarrow 0 \text { as } x \rightarrow \infty \text { for } m \leq(2 n-1) \tag{7.50}
\end{equation*}
$$

and

$$
F_{s}\left[\frac{\partial^{2 n+1} f}{\partial x^{2 n+1}}\right]=(-1)^{n+1} u^{2 n+1} F_{c}(u)+\sum_{m=1}^{n}(-1)^{m+1} u^{2 m-1} \frac{\partial^{2 n-2 m+1} f\left(0^{+}\right)}{\partial x^{2 n-2 m+1}} \quad n \geq 1
$$

provided that $\left|\frac{\partial^{m} f}{\partial x^{m}}\right| \rightarrow 0$ as $x \rightarrow \infty$ for $m \leq 2 n$
It should be noted that the Fourier sine transform of even derivatives of a function give the Fourier sine transform of the function, and requires initial conditions of even derivatives. The Fourier sine transform of odd derivatives give the Fourier cosine transform of the function, and thus cannot be used to solve problems.

### 7.17.2 Convolution Theorem

It can be shown that there is no convolution theorem for the Fourier sine transform. Let $H_{s}(u)$ and $G_{s}(u)$ be the Fourier sine transforms of $h(x)$ and $g(x)$ respectively. Then:

$$
\begin{aligned}
F_{s}^{-1}\left[H_{s}(u) G_{s}(u)\right] & =\frac{2}{\pi} \int_{0}^{\infty} H_{s}(u) G_{s}(u) \sin (u x) d u \\
& =\frac{2}{\pi} \int_{0}^{\infty} H_{s}(u)\left\{\int_{0}^{\infty} g(\xi) \sin (u \xi) d \xi\right\} \sin (u x) d u \\
& =\int_{0}^{\infty} g(\xi)\left\{\frac{2}{\pi} \int_{0}^{\infty} H_{s}(u) \sin (u \xi) \sin (u x) d u\right\} d \xi \\
& =\int_{0}^{\infty} g(\xi)\left\{\frac{1}{\pi} \int_{0}^{\infty} H_{s}(u)[\cos (u \mid x-\xi)-\cos (u(x+\xi))] d u\right\} d \xi
\end{aligned}
$$

which cannot be put in a convolution form, since the integrals are cosine and not sine transforms.

If $H_{s}(u)$ and $G_{c}(u)$ are the Fourier sine transform of $h(x)$ and the Fourier cosine transform of $g(x)$, respectively, then the inverse sine transform of this product becomes:

$$
\begin{align*}
& F_{s}^{-1}\left[H_{s}(u) G_{c}(u)\right]=\frac{2}{\pi} \int_{0}^{\infty} H_{s}(u) G_{c}(u) \sin (u x) d u \\
& =\frac{2}{\pi} \int_{0}^{\infty} G_{c}(u)\left\{\int_{0}^{\infty} h(\xi) \sin (u \xi) d \xi\right\} \sin (u x) d u \\
& =\int_{0}^{\infty} h(\xi)\left\{\frac{2}{\pi} \int_{0}^{\infty} G_{c}(u) \sin (u \xi) \sin (u x) d u\right\} d \xi \\
& =\int_{0}^{\infty} h(\xi)\left\{\frac{1}{\pi} \int_{0}^{\infty} G_{c}(u)[\cos (u(x-\xi))-\cos (u(x+\xi))] d u\right\} d \xi \\
& =\frac{1}{2} \int_{0}^{\infty} h(\xi)[g(|x-\xi|)-g(x+\xi)] d \xi \tag{7.52}
\end{align*}
$$

This means that if there is a product of two functions, $\mathrm{F}_{1}(\mathrm{u}) \cdot \mathrm{F}_{2}(\mathrm{u})$, then call $\mathrm{F}_{1}(\mathrm{u})=$ $\mathrm{H}_{s}(\mathrm{u})$, and $\mathrm{F}_{2}(\mathrm{u})=\mathrm{G}_{\mathrm{c}}(\mathrm{u})$. To use the convolution theorem use the inverse transform of $h(x)=F_{s}^{-1}\left(H_{s}(u)\right)$, and that of $g(x)=F_{c}^{-1}\left(G_{c}(u)\right)$, to obtain $h(x)$ and $g(x)$.

### 7.17.3 Parseval Formula

Consider the following integral:

$$
\begin{align*}
& \frac{2}{\pi} \int_{0}^{\infty} \mathrm{H}_{\mathrm{s}}(\mathrm{u}) \mathrm{G}_{\mathrm{s}}(\mathrm{u}) \cos (\mathrm{ux}) \mathrm{du}=\frac{2}{\pi} \int_{0}^{\infty} \mathrm{H}_{\mathrm{s}}(\mathrm{u})\left\{\int_{0}^{\infty} \mathrm{g}(\xi) \sin (\mathrm{u} \xi) \mathrm{d} \xi\right\} \cos (\mathrm{ux}) \mathrm{du} \\
& \quad=\int_{0}^{\infty} \mathrm{g}(\xi)\left\{\frac{2}{\pi} \int_{0}^{\infty} \mathrm{H}_{\mathrm{s}}(u) \sin (u \xi) \cos (\mathrm{ux}) \mathrm{du}\right\} \mathrm{d} \xi \\
& \quad=\int_{0}^{\infty} \mathrm{g}(\xi)\left\{\frac{1}{\pi} \int_{0}^{\infty} \mathrm{H}_{\mathrm{s}}(u)[\sin (u(x+\xi))+\sin (u(\xi-x))] d u\right\} d \xi \\
& \quad=\frac{1}{2} \int_{0}^{\infty} \mathrm{g}(\xi)[\mathrm{h}(\mathrm{x}+\xi)+\mathrm{h}(\mid \mathrm{x}-\xi) \operatorname{sgn}(\xi-\mathrm{x})] \mathrm{d} \xi \tag{7.53}
\end{align*}
$$

If $x$ is set to zero in (7.53), one obtains:

$$
\begin{equation*}
\frac{2}{\pi} \int_{0}^{\infty} H_{s}(u) G_{s}(u) d u=\int_{0}^{\infty} g(\xi) h(\xi) d \xi \tag{7.54}
\end{equation*}
$$

and if $H_{s}(u)=G_{s}(u)$, then:

$$
\begin{equation*}
\frac{2}{\pi} \int_{0}^{\infty} \mathrm{H}_{\mathrm{s}}^{2}(\mathrm{u}) \mathrm{du}=\int_{0}^{\infty} \mathrm{g}^{2}(\xi) \mathrm{d} \xi \tag{7.55}
\end{equation*}
$$

which is the Parseval formula for the Fourier sine transform.

## Example 7.11 Heat Flow in a Semi-Infinite Rod

Obtain the heat flow in a rod, initially at zero temperature, where the temperature is prescribed at its end $x=0$, such that $T(x, t)$ satisfies the following system:

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t} & x>0 & t>0 \\
T(0, t)=f(t) & T\left(x, 0^{+}\right)=0 &
\end{array}
$$

Since the Fourier sine transform requires even derivative boundary conditions, see equation (7.50), it is well suited for application to the present problem. Define:

$$
\begin{aligned}
& \bar{T}(u, t)=\int_{0}^{\infty} T(x, t) \sin (u x) d x \\
& \frac{d \bar{T}}{d t}+u^{2} K \bar{T}=K u f(t)
\end{aligned}
$$

Thus, the solution for the transform of T is given by eq. (1.9):

$$
\bar{T}(u, t)=\mathrm{Ce}^{-u^{2} K t}+K u \int_{0}^{t} f(t-\eta) e^{-K u^{2} \eta} d \eta
$$

Satisfying the initial condition:

$$
\bar{T}\left(u, 0^{+}\right)=C=0
$$

then the solution of the transform of T becomes:

$$
\overline{\mathrm{T}}(\mathrm{u}, \mathrm{t})=\mathrm{Ku} \int_{0}^{\mathrm{t}} \mathrm{f}(\mathrm{t}-\eta) \mathrm{e}^{-K u^{2} \eta} \mathrm{~d} \eta
$$

The inverse transform integral is then defined by:

$$
T(x, t)=\frac{2 K}{\pi} \int_{0}^{t} f(t-\eta)\left\{\int_{0}^{\infty} u e^{-K u^{2} \eta} \sin (u x) d u\right\} d \eta
$$

To evaluate the inner integral, one can use the integral tables:

$$
I(x)=\int_{0}^{\infty} e^{-a u^{2}} \cos (u x) d u=\frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-x^{2} / 4 a}
$$

Then, differentiating $I(x)$ with $x$, one can find the inverse transform of the solution:

$$
\frac{d I(x)}{d x}=-\frac{x}{4 a} \sqrt{\frac{\pi}{a}} e^{-x^{2} / 4 a}=-\int_{0}^{\infty} u e^{-a u^{2}} \sin (u x) d u
$$

so that the solution of the temperature is given by:

$$
\mathrm{T}(\mathrm{x}, \mathrm{t})=\frac{\mathrm{x}}{2 \sqrt{\pi \mathrm{~K}}} \int_{0}^{\mathrm{t}} \mathrm{f}(\mathrm{t}-\eta) \eta^{-3 / 2} \mathrm{e}^{-\mathrm{x}^{2} /(4 \mathrm{~K} \eta)} \mathrm{d} \eta
$$

Compare this result with the result of Example 7.6.

## Example 7.12 Free Vibration of a Stretched Semi-Infinite String

Obtain the amplitude of vibration in a stretched, free, semi-infinite string, such that, $y=y(x, t)$ satisfies the following system:

$$
\begin{array}{lll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} & x>0 & t>0 \\
y(0, t)=0 & \lim _{x \rightarrow \infty} y(x, t) \rightarrow 0 & \\
y\left(x, 0^{+}\right)=f(x) & \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=g(x) &
\end{array}
$$

Since the boundary condition is an even derivative, then apply Fourier sine transform to the system. Defining $Y(u, t)$ as the transform of $y(x, t)$, then application of Fourier sine transform to the differential equation and the initial conditions results in:

$$
\begin{aligned}
& F_{s}\left[\frac{\partial^{2} y}{\partial x^{2}}\right]=-u^{2} Y+u y(0, t)=-u^{2} Y=\frac{1}{c^{2}} F_{s}\left[\frac{\partial^{2} y}{\partial t^{2}}\right]=\frac{1}{c^{2}} \frac{d^{2} Y}{d t^{2}} \\
& F_{s}\left[y\left(x, 0^{+}\right)\right]=Y\left(u, 0^{+}\right)=F_{s}(f(x))=F(u) \\
& F_{s}\left[\frac{\partial y}{\partial t}\left(x, 0^{+}\right)\right]=\frac{d Y}{d t}\left(u, 0^{+}\right)=F_{s}[g(x)]=G(u)
\end{aligned}
$$

Thus, the transformed system of differential equation and initial conditions:

$$
\frac{d^{2} \mathrm{Y}}{\mathrm{dt}^{2}}+\mathrm{c}^{2} \mathrm{u}^{2} \mathrm{Y}=0, \quad \mathrm{Y}\left(\mathrm{u}, 0^{+}\right)=\mathrm{F}(\mathrm{u}), \quad \frac{\mathrm{dY}}{\mathrm{dt}}\left(\mathrm{u}, 0^{+}\right)=\mathrm{G}(\mathrm{u})
$$

$$
Y=A \sin (u c t)+B \cos (u c t)
$$

Satisfying the two initial conditions yields the final transformed solution:

$$
Y(u, t)=\frac{G(u)}{u c} \sin (u c t)+F(u) \cos (u c t)
$$

and the solution $y(x, t)$ can now be written in terms of two inverse transform integrals:

$$
y(u, t)=\frac{2}{\pi} \int_{0}^{\infty} \frac{G(u)}{u c} \sin (u c t) \sin (u x) d u+\frac{2}{\pi} \int_{0}^{\infty} F(u) \cos (u c t) \sin (u x) d u
$$

The second integral can be evaluated readily:

$$
\begin{aligned}
\frac{2}{\pi} \int_{0}^{\infty} F(u) \cos (u c t) \sin (u x) d u & =\frac{1}{\pi} \int_{0}^{\infty} F(u)[\sin (u(x+c t))+\sin (u(x-c t))] d u \\
& =\frac{1}{2}[f(x+c t)+f(\mid x-c t) \operatorname{Sng}(x-c t)]
\end{aligned}
$$

The first integral can be evaluated as follows:

$$
\frac{1}{\pi c} \int_{0}^{\infty} \frac{G(u)}{u}[\cos (u(x-c t)-\cos (u(x+c t))] d u
$$

Since:

$$
g\left(|v| \operatorname{Sgn} v=\frac{2}{\pi} \int_{0}^{\infty} g(u) \sin (u v) d u\right.
$$

then:

$$
\int_{0}^{\mathbf{v}} \mathrm{g}(\eta \mid) \operatorname{Sgn} \eta d \eta=\frac{2}{\pi} \int_{0}^{\infty} G(u)\left\{\int_{0}^{v} \sin (u \eta) d \eta\right\} d u=-\frac{2}{\pi} \int_{0}^{\infty} \frac{G(u)}{u} \cos (u v) d u+F
$$

where $F=\frac{2}{\pi} \int_{0}^{\infty} \frac{G(u)}{u} d u$.
Thus:

$$
\frac{2}{\pi} \int_{0}^{\infty} \frac{G(u)}{u} \cos (u v) d u=-\int_{0}^{v} g(|\eta|) \operatorname{Sgn} \eta d \eta+F=\int_{|v|}^{0} g(\eta \mid) d \eta+F
$$

The first integral then becomes:

$$
\begin{aligned}
& \frac{1}{\pi c} \int_{0}^{\infty} \frac{G(u)}{u}[\cos (u(x-c t)-\cos (u(x+c t))] d u \\
& \quad=\frac{1}{2 c}\left(\int_{|x-c t|}^{0} g(\eta) d \eta+F\right)-\frac{1}{2 c}\left(\int_{x+c t}^{0} g(\eta) d \eta+F\right) \\
& \quad=\frac{1}{2 c} \int_{|x-c t|}^{x+c t} g(\eta) d \eta
\end{aligned}
$$

Thus, the total solution becomes:

$$
y(x, t)=\frac{1}{2}[f(x+c t)+f(\mid x-c t) \operatorname{Sng}(x-c t)]+\frac{1}{2 c} \int_{|x-c t|}^{x+c t} g(\eta) d \eta
$$

### 7.18 Operational Calculus with Complex Fourier Transform

The complex Fourier transform was defined in eq. (7.4). Let $\mathrm{F}(\mathrm{u})$ represent the complex Fourier transform of $f(x)$, defined as follows:

$$
F(f(x))=F(u)=\int_{-\infty}^{\infty} f(x) e^{i u x} d x
$$

then:

$$
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u) e^{-i u x} d u
$$

### 7.18.1 Complex Fourier Transform of Derivatives

The complex Fourier transform of the first derivative is easily calculated:

$$
F\left[\frac{\partial f}{\partial x}\right]=\int_{-\infty}^{\infty} \frac{\partial f}{\partial x} e^{i u x} d x=\left.f(x) e^{i u x}\right|_{-\infty} ^{\infty}-i u \int_{-\infty}^{\infty} f(x) e^{i u x} d x=(-i u) F(u)
$$

The transform of the second derivative of $f(x)$ is:

$$
\begin{aligned}
F\left[\frac{\partial^{2} f}{\partial x^{2}}\right] & =\int_{-\infty}^{\infty} \frac{\partial^{2} f}{\partial x^{2}} e^{i u x} d x=\left.\frac{\partial f}{\partial x} e^{i u x}\right|_{-\infty} ^{\infty}-i u \int_{-\infty}^{\infty} \frac{\partial f}{\partial x} e^{i u x} d x \\
& =-i u\left\{\left.f e^{i u x}\right|_{-\infty} ^{\infty}-i u \int_{-\infty}^{\infty} f^{i u x} d x\right\}=(i u)^{2} F(u)
\end{aligned}
$$

In general:

$$
\begin{equation*}
\mathrm{F}\left[\frac{\partial^{\mathrm{n}} \mathrm{f}}{\partial \mathrm{x}^{\mathrm{n}}}\right]=(-\mathrm{iu})^{\mathrm{n}} \mathrm{~F}(\mathrm{u}) \quad \mathrm{n} \geq 0 \tag{7.56}
\end{equation*}
$$

provided that $\left|\frac{\partial^{m} f}{\partial x^{m}}\right| \rightarrow 0$ as $x \rightarrow \infty$ for $m \leq(n-1)$

### 7.18.2 Convolution Theorem

The Convolution theorem for the complex Fourier transform for a product of transforms is developed in this section. Let $F(u)$ and $G(u)$ represent the complex Fourier transform of $f(x)$ and $g(x)$, respectively. Then, the inverse transform of the product is defined as:

$$
\begin{aligned}
F^{-1}[F(u) G(u)] & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u) G(u) e^{-i u x} d u \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u)\left\{\int_{0}^{\infty} g(\xi) e^{i u \xi} d \xi\right\} e^{-i u x} d u \\
& =\int_{-\infty}^{\infty} g(\xi)\left\{\frac{1}{2 \pi} \int_{0}^{\infty} F(u) e^{-i u(x-\xi)} d u\right\} d \xi \\
& =\int_{-\infty}^{\infty} g(\xi) f(x-\xi) d \xi
\end{aligned}
$$

Similarly, it can be shown that the last integral can also be written in the form:

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(\xi) g(x-\xi) d \xi \tag{7.57}
\end{equation*}
$$

### 7.18.3 Parseval Formula

If one sets $x=0$ in eq. (7.57) one obtains:

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{F}(\mathrm{u}) \mathrm{G}(\mathrm{u}) \mathrm{du}=\int_{-\infty}^{\infty} \mathrm{g}(\xi) \mathrm{f}(-\xi) \mathrm{d} \xi=\int_{-\infty}^{\infty} \mathrm{g}(-\xi) \mathrm{f}(\xi) \mathrm{d} \xi \tag{7.58}
\end{equation*}
$$

which does not lead to a Parseval formula. However, if one defines the complex conjugate of $G(u)$ as follows:

$$
G^{*}(u)=\int_{-\infty}^{\infty} g(x) e^{-i u x} d x
$$

then:

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u) G^{*}(u) e^{-i u x} d u=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u)\left\{\int_{-\infty}^{\infty} g(\xi) e^{-i u \xi} d \xi\right\} e^{-i u x} d u \\
& \quad=\int_{-\infty}^{\infty} g(\xi)\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u) e^{-i u(\xi+x)} d u\right\} d \xi=\int_{-\infty}^{\infty} g(\xi) f(\xi+x) d \xi \tag{7.59}
\end{align*}
$$

If one again sets $x=0$ in eq. (7.59), one obtains:

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{F}(\mathrm{u}) \mathrm{G}^{*}(\mathrm{u}) \mathrm{du}=\int_{-\infty}^{\infty} \mathrm{g}(\xi) \mathrm{f}(\xi) \mathrm{d} \xi \tag{7.60}
\end{equation*}
$$

If $g(x)=f(x)$, then one obtains the Parseval formula for complex Fourier transforms:

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u) F^{*}(u) d u=\frac{1}{2 \pi} \int_{-\infty}^{\infty}|F(u)|^{2} d u=\int_{-\infty}^{\infty} f^{2}(\xi) d \xi \tag{7.61}
\end{equation*}
$$

## Example 7.13 Vibration of a Free Infinite String

A free infinite string is induced to motion by imparting it with an initial displacement and velocity. Let the displacement $y=y(x, t)$, then the equation of motion and initial conditions are:

$$
\begin{array}{lll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} & -\infty<x<\infty & t>0 \\
y\left(x, 0^{+}\right)=f(x) & \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=g(x) &
\end{array}
$$

Using the complex Fourier transform on $x$, one obtains, with $Y(u, t)$ being the transform of $y(x, t)$ :

$$
\begin{aligned}
& -u^{2} Y=\frac{1}{c^{2}} \frac{d^{2} Y}{{d t^{2}}^{2}} \\
& Y\left(u, 0^{+}\right)=F(u) \quad \frac{d Y}{d t}\left(u, 0^{+}\right)=G(u)
\end{aligned}
$$

The solution of the differential equation is readily obtained as:

$$
Y(u, t)=A \sin (u c t)+B \cos (u c t)
$$

which, after satisfying the transformed initial conditions gives the final solution:

$$
Y(u, t)=\frac{G(u)}{u c} \sin (u c t)+F(u) \cos (u c t)
$$

The inversion of the transformed solution can be evaluated in two parts:

$$
\begin{aligned}
\mathrm{F}^{-1}[\mathrm{~F}(\mathrm{u}) \cos (\mathrm{uct})] & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{F}(\mathrm{u}) \frac{\mathrm{e}^{\mathrm{iuct}}+\mathrm{e}^{-\mathrm{iuct}}}{2} \mathrm{e}^{-\mathrm{iux}} d \mathbf{u} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{2} \mathrm{~F}(\mathrm{u})\left(\mathrm{e}^{-\mathrm{iu}(\mathrm{x}-\mathrm{ct})}+\mathrm{e}^{-\mathrm{iu}(x+c t)}\right) \mathrm{du} \\
& =\frac{1}{2}[f(\mathrm{x}-\mathrm{ct})+\mathrm{f}(\mathrm{x}+\mathrm{ct})]
\end{aligned}
$$

and

$$
\begin{aligned}
F^{-1}\left[\frac{G(u)}{u c} \sin (u c t)\right] & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} G(u) \frac{e^{i u c t}-e^{-i u c t}}{2 i u c} e^{-i u x} d u \\
& =\frac{1}{4 \pi} \int_{-\infty}^{\infty} \frac{G(u)}{i u c}\left(e^{-i u(x-c t)}-e^{-i u(x+c t)}\right) d u
\end{aligned}
$$

Since the integral definition of the inverse transform is:

$$
g(\eta)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} G(u) e^{-i u \eta} d u
$$

then integrating this again results in the following relationship:

$$
\frac{1}{c} \int_{0}^{\mathbf{v}} \mathrm{g}(\eta) \mathrm{d} \eta=-\frac{1}{2 \pi \mathrm{c}} \int_{-\infty}^{\infty} \frac{\mathrm{G}(\mathrm{u})}{\mathrm{iu}}\left[\mathrm{e}^{-\mathrm{iuv}}-1\right] \mathrm{du}
$$

Using this form, the two integrals in the inverse transform of $\mathrm{G}(\mathrm{u}) / \mathrm{cu}$ become:

$$
\frac{1}{2 \pi c} \int_{-\infty}^{\infty} \frac{G(u)}{i u} e^{-i u(x-c t)} d u=-\frac{1}{c} \int_{0}^{x-c t} g(\eta) d \eta+\frac{1}{2 \pi c} \int_{-\infty}^{\infty} \frac{G(u)}{i u} d u
$$

and

$$
\frac{1}{2 \pi c} \int_{-\infty}^{\infty} \frac{G(u)}{i u} e^{-i u(x+c t)} d u=-\frac{1}{c} \int_{0}^{x+c t} g(\eta) d \eta+\frac{1}{2 \pi c} \int_{-\infty}^{\infty} \frac{G(u)}{i u} d u
$$

Finally, adding the two expressions, one obtains:

$$
F^{-1}\left[\frac{G(u)}{u c} \sin (u c t)\right]=\frac{1}{2 c} \int_{x-c t}^{x+c t} g(\eta) d \eta
$$

The total solution $y(x, t)$ is recovered by adding the two parts:

$$
y(x, t)=\frac{1}{2}[f(x+c t)+f(x-c t)]+\frac{1}{2 c} \int_{x-c t}^{x+c t} g(\eta) d \eta
$$

The solution given above is the well-known solution for wave propagation in an infinite one-dimensional medium.

Example 7.14 Heat Flow in an Infinite Rod
Obtain the temperature in a given infinite rod, with a given initial temperature distribution. Let $T=T(x, t)$, then the temperature $T$ satisfies the system:

$$
\frac{\partial^{2} T}{\partial \mathrm{x}^{2}}=\frac{1}{\mathrm{~K}} \frac{\partial \mathrm{~T}}{\partial \mathrm{t}} \quad-\infty<\mathrm{x}<\infty \quad \mathrm{t}>0
$$

and

$$
\mathrm{T}\left(\mathrm{x}, 0^{+}\right)=\mathrm{f}(\mathrm{x})
$$

Applying the complex Fourier transform on the space variable $x$, the differential equation and the initial condition are transformed to:

$$
-\mathrm{u}^{2} \mathrm{~T}^{*}=\frac{1}{\mathrm{~K}} \frac{\mathrm{dT}^{*}}{\mathrm{dt}}
$$

and

$$
T^{*}\left(x, 0^{+}\right)=F(x)
$$

where $T^{*}(u, t)$ is the transform of $T(x, t)$. The solution to the first order equation is given by eq. (1.9):

$$
\mathrm{T}^{*}(\mathrm{u}, \mathrm{t})=\mathrm{Ce}^{-\mathrm{u}^{2} \mathrm{Kt}}
$$

which, upon satisfaction of the initial condition, results in the final transformed solution:

$$
\mathrm{T}^{*}(\mathrm{u}, \mathrm{t})=\mathrm{F}(\mathrm{u}) \mathrm{e}^{-\mathrm{u}^{2} \mathrm{Kt}}
$$

The inversion of the solution can be written in terms of convolution integrals. Starting with the inverse of the exponential term:

$$
\begin{aligned}
\mathrm{F}^{-1}\left[\mathrm{e}^{-\mathrm{u}^{2} \mathrm{Kt}}\right] & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{u}^{2} \mathrm{Kt}} \mathrm{e}^{-\mathrm{iux}} \mathrm{du}=\frac{1}{\pi} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{u}^{2} \mathrm{Kt}} \cos (\mathrm{ux}) \mathrm{du}= \\
& =\frac{1}{\sqrt{4 \pi \mathrm{Kt}}} \mathrm{e}^{-\mathrm{x}^{2} /(4 \mathrm{Kt})}
\end{aligned}
$$

Thus, using the convolution theorem in eq. (7.57), one obtains:

$$
T(x, t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(u) e^{-u^{2} K t} e^{-i u x} d u=\frac{1}{\sqrt{4 \pi K t}} \int_{-\infty}^{\infty} f(x-\xi) e^{-\xi^{2} /(4 K t)} d \xi
$$

### 7.19 Operational Calculus with Multiple Fourier Transform

Multiple Fourier transforms were discussed in Section 7.5, and given in eq. (7.5).
Let:

$$
f=f(x, y) \quad-\infty<x<\infty \quad-\infty<y<\infty
$$

be an absolutely integrable function, then define:

$$
F_{x y}[f(x, y)]=F(u, v)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{i(u x+v y)} d x d y
$$

and

$$
f(x, y)=\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v) e^{-i(u x+v y)} d u d v
$$

### 7.19.1 Multiple Transform of Partial Derivatives

The multiple transform of partial derivatives is defined as follows:

$$
\begin{align*}
& \mathrm{F}_{\mathrm{xy}}\left[\frac{\partial^{n+m} \mathrm{f}}{\partial \mathrm{x}^{n} \partial y^{m}}\right]=(-i u)^{n}(-i v)^{m} \mathrm{~F}(\mathrm{u}, \mathrm{v})  \tag{7.62}\\
& \begin{aligned}
\mathrm{F}_{\mathrm{xy}}\left[\nabla^{2} f\right] & =F_{x y}\left[\frac{\partial^{2} f}{\partial x^{2}}+\frac{\partial^{2} f}{\partial y^{2}}\right]=(-i u)^{2} F(u, v)+(-i v)^{2} F(u, v) \\
& =-\left(u^{2}+v^{2}\right) F(u, v)
\end{aligned}  \tag{7.63}\\
& F_{x y}\left[\nabla^{4} f\right]=F_{x y}\left[\frac{\partial^{4} f}{\partial x^{4}}+2 \frac{\partial^{4} f}{\partial x^{2} \partial y^{2}}+\frac{\partial^{4} f}{\partial y^{4}}\right]=\left(u^{2}+v^{2}\right)^{2} F(u, v)
\end{align*}
$$

### 7.19.2 Convolution Theorem

The convolution theorem for multiple transforms can be treated in the same manner as single transforms. Let $\mathrm{F}(\mathrm{u}, \mathrm{v})$ and $\mathrm{G}(\mathrm{u}, \mathrm{v})$ be the Fourier multiple transform of the functions $f(x, y)$ and $g(x, y)$, respectively. Then:

$$
\begin{align*}
& \frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v) G(u, v) e^{-i(u x+v y)} d u d v \\
& \quad=\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v)\left\{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(\xi, \eta) e^{i(u \xi+v \eta)} d \xi d \eta\right\} e^{-i(u x+v y)} d u d v \\
& \quad=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(\xi, \eta)\left\{\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v) e^{-i[u(x-\xi)+v(y-\eta)]} d u d v\right\} d \xi d \eta \\
& \quad=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(\xi, \eta) f(x-\xi, y-\eta) d \xi d \eta \tag{7.65}
\end{align*}
$$

## Example 7.15 Wave Propagation in Infinite Plates

A free, infinite plate is induced to vibration by initially displacing it from equilibrium, and releasing it from rest. Let $w=w(x, y, t)$, then the equation of motion and the initial conditions are:

$$
\nabla^{4} w+\beta^{4} \frac{\partial^{2} w}{\partial t^{2}}=0 \quad|x|<\infty \quad|y|<\infty \quad t>0
$$

where $\beta^{4}=\rho h / D$, and

$$
w\left(x, y, 0^{+}\right)=f(x, y) \quad \frac{\partial w}{\partial t}\left(x, y, 0^{+}\right)=0
$$

Applying the multiple Fourier transforms on the space variables $x$ and $y$ :

$$
\begin{aligned}
& F_{x y}\left[\nabla^{4} w\right]=\left(u^{2}+v^{2}\right)^{2} W \\
& F_{x y}\left[\frac{\partial^{2} w}{\partial t^{2}}\right]=\frac{d^{2} w}{d t^{2}}
\end{aligned}
$$

where:

$$
W(u, v, t)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w(x, y, t) e^{i(u x+v y)} d x d y
$$

The equation of motion and the initial condition transform to the following system:

$$
\left(u^{2}+v^{2}\right)^{2} W+\beta^{4} \frac{d^{2} W}{d t^{2}}=0
$$

and

$$
\mathrm{W}\left(\mathrm{u}, \mathrm{v}, 0^{+}\right)=\mathrm{f}(\mathrm{x}, \mathrm{y}) \quad \frac{\mathrm{dW}}{\mathrm{dt}}\left(\mathrm{u}, \mathrm{v}, 0^{+}\right)=0
$$

The solution for the transform W becomes:

$$
\mathrm{W}=\mathrm{A} \sin \left(\frac{\mathrm{u}^{2}+\mathrm{v}^{2}}{\beta^{2}} \mathrm{t}\right)+\mathrm{B} \cos \left(\frac{\mathrm{u}^{2}+\mathrm{v}^{2}}{\beta^{2}} \mathrm{t}\right)
$$

which results in the following solution upon satisfaction of the two initial conditions:

$$
\mathrm{W}=\mathrm{F}(\mathrm{u}, \mathrm{v}) \cos \left(\frac{\mathrm{u}^{2}+\mathrm{v}^{2}}{\beta^{2}} \mathrm{t}\right)
$$

Since $\cos \left(\left(u^{2}+v^{2}\right) t / \beta^{2}\right)$ is not absolutely integrable, then one cannot obtain its multiple complex inverse readily. This can be rectified by adding a diminishingly small damping by defining $G(u)$ as:

$$
\mathrm{G}(\mathrm{u})=\mathrm{e}^{-\varepsilon \mathrm{u}^{2}} \mathrm{e}^{\mathrm{iau}}{ }^{2} \quad \varepsilon>0
$$

which reverts to the function $\exp \left(\mathrm{iau}^{2}\right)$ when $\varepsilon \rightarrow 0$. The inverse transform of $\mathrm{G}(\mathrm{u})$ is defined by:

$$
\begin{aligned}
g(x) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{-(\varepsilon-i a) u^{2}} \mathrm{e}^{-i u x} d u=\frac{1}{\pi} \int_{0}^{\infty} \mathrm{e}^{-(\varepsilon-i a) u^{2}} \cos (u x) d u \\
& =\frac{1}{2 \pi} \sqrt{\frac{\pi}{\varepsilon-i a}} \mathrm{e}^{-\mathrm{x}^{2} /(4(\varepsilon-i a))}
\end{aligned}
$$

Taking the limit $\varepsilon \rightarrow 0$ in the integral, one can readily obtain the inverse:

$$
\frac{1}{2 \pi} \int_{-\infty}^{\infty} \cos \left(a u^{2}\right) e^{-i u x} d u=\frac{1}{\sqrt{8 \pi a}}\left[\cos \left(\frac{x^{2}}{4 a}\right)+\sin \left(\frac{x^{2}}{4 a}\right)\right]
$$

and

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} \sin \left(\mathrm{au}^{2}\right) \mathrm{e}^{-\mathrm{iux}} \mathrm{du}=\frac{1}{\sqrt{8 \pi \mathrm{a}}}\left[\cos \left(\frac{\mathrm{x}^{2}}{4 \mathrm{a}}\right)-\sin \left(\frac{\mathrm{x}^{2}}{4 \mathrm{a}}\right)\right] \tag{7.66}
\end{equation*}
$$

In a similar manner, one can use the limiting process on the double integral where one defines $G(u, v)$ as:

$$
G(u, v)=e^{-\varepsilon\left(u^{2}+v^{2}\right)} e^{i a\left(u^{2}+v^{2}\right)} \quad \varepsilon>0
$$

then:

$$
\begin{aligned}
g(x, y) & =\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathrm{e}^{-\varepsilon\left(\mathrm{u}^{2}+\mathrm{v}^{2}\right)} \mathrm{e}^{\mathrm{i}\left(\mathrm{u}^{2}+\dot{v}^{2}\right)} \mathrm{e}^{-\mathrm{i}(u x+v y)} \mathrm{dudv} \\
& \rightarrow \frac{-\mathrm{i}}{4 \pi \mathrm{a}} \mathrm{e}^{-\mathrm{i}\left(\mathrm{x}^{2}+\mathrm{y}^{2}\right) / 4 \mathrm{a}} \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

Hence:

$$
\begin{equation*}
\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cos \left[a\left(u^{2}+v^{2}\right)\right] e^{-i(u x+v y)} d u d v=\frac{1}{4 \pi a} \sin \left(\frac{x^{2}+y^{2}}{4 a}\right) \tag{7.67}
\end{equation*}
$$

and

$$
\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sin \left[a\left(u^{2}+v^{2}\right)\right] \mathrm{e}^{-\mathrm{i}(u x+v y)} \mathrm{dudv}=\frac{1}{4 \pi a} \cos \left(\frac{\mathrm{x}^{2}+\mathrm{y}^{2}}{4 a}\right)
$$

Once the inverse transform of $\cos \left(\left(u^{2}+v^{2}\right) t / \beta^{2}\right)$ is found, one then substitutes this into the convolution theorem, eq. (7.65), giving the final solution:

$$
w(x, y, t)=\frac{\beta^{2}}{4 \pi t} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x-\xi, y-\eta) \sin \left(\beta^{2} \frac{\xi^{2}+\eta^{2}}{4 t}\right) d \xi d \eta
$$

### 7.20 Operational Calculus with Hankel Transform

The Hankel transform of order zero was discussed in Section 7.6 and was defined in eq. (7.6) and Hankel transform of order $v$ was discussed in Section 7.7 and was given in eq. (7.10).

Define the Hankel transform of order $v$ as:

$$
\begin{equation*}
H_{v}[f(r)]=F_{v}(\rho)=\int_{0}^{\infty} r f(r) J_{v}(r \rho) d r \quad v \geq-\frac{1}{2} \tag{7.68}
\end{equation*}
$$

### 7.20.1 Hankel Transform of Derivatives

$$
H_{v}\left[\frac{\partial f}{\partial r}\right]=\int_{0}^{\infty} \frac{\partial f}{\partial r} J_{v}(r \rho) r d r=\left.f(r) J_{v}(r \rho) r\right|_{0} ^{\infty}-\int_{0}^{\infty} f(r) \frac{\partial}{\partial r}\left(r J_{v}(r \rho)\right) d r
$$

Using the identity, see equation 3.13 :

$$
\left.\frac{\mathrm{d}}{\mathrm{dr}}\left(\mathrm{r} \mathrm{~J}_{v}(\mathrm{r} \rho)\right)=\mathrm{J}_{v}(\mathrm{r} \rho)+\mathrm{r} \frac{\mathrm{dJ}}{v}(\mathrm{r} \rho) \mathrm{dr}\right)=\rho \mathrm{rJ} \mathrm{~J}_{v-1}(\mathrm{r} \rho)-(v-1) \mathrm{J}_{v}(\mathrm{r} \rho)
$$

then the integral becomes:

$$
-\int_{0}^{\infty} \mathrm{f}(\mathrm{r})\left[\rho \mathrm{r} \mathrm{~J}_{v-1}(\mathrm{r} \rho)-(v-1) \mathrm{J}_{v}(\mathrm{r} \rho)\right] \mathrm{dr}=-\rho \mathrm{F}_{v-1}(\rho)+(v-1) \int_{0}^{\infty} \mathrm{f}(\mathrm{r}) \mathrm{J}_{v}(\mathrm{r} \rho) \mathrm{dr}
$$

Using the identity given in eq. (3.16), the last equation becomes:

$$
\begin{aligned}
& -\rho F_{v-1}(\rho)+\rho \frac{v-1}{2 v}\left[\int_{0}^{\infty} r f(r) J_{v+1}(r \rho) d r+\int_{0}^{\infty} r f(r) J_{v-1}(r \rho) d r\right] \\
& \quad=-\rho F_{v-1}(\rho)+\frac{v-1}{2 v} \rho\left[F_{v+1}(\rho)+F_{v-1}(\rho)\right] \\
& \quad=-\frac{\rho}{2 v}\left[(v+1) F_{v-1}(\rho)-(v-1) F_{v+1}(\rho)\right]
\end{aligned}
$$

Finally, the Hankel transform of the first derivative becomes:

$$
\begin{equation*}
H_{v}\left(\frac{\partial f}{\partial r}\right)=\frac{\rho}{2 v}\left[(v-1) F_{v+1}(\rho)-(v+1) F_{v-1}(\rho)\right] \tag{7.69}
\end{equation*}
$$

provided that:

$$
\lim _{r \rightarrow 0} r^{v+1} f(r) \rightarrow 0 \text { and } \lim _{r \rightarrow \infty} \sqrt{r} f(r) \rightarrow 0
$$

Similarly, using eq. (7.69):

$$
\begin{align*}
H_{v}\left(\frac{\partial^{2} f}{\partial r^{2}}\right) & =H_{v}\left(\frac{\partial}{\partial r} \frac{\partial f}{\partial r}\right)=\frac{\rho}{2 v}\left[(v-1) H_{v+1}\left(\frac{\partial f}{\partial r}\right)-(v+1) H_{v-1}\left(\frac{\partial f}{\partial r}\right)\right] \\
& =\frac{\rho^{2}}{4 v}\left\{\frac{v+1}{v-1}\left[v F_{v-2}-(v-2) F_{v}\right]-\frac{v-1}{v+1}\left[(v+2) F_{v}-v F_{v+2}\right]\right\} \\
& =\frac{\rho^{2}}{4}\left\{\frac{v+1}{v-1} F_{v-2}(\rho)-2 \frac{v^{2}-3}{v^{2}-1} F_{v}(\rho)+\frac{v-1}{v+1} F_{v+2}(\rho)\right\} \tag{7.70}
\end{align*}
$$

provided that:

$$
\lim _{r \rightarrow 0} r^{v+1} f^{\prime}(r) \rightarrow 0 \text { and } \lim _{r \rightarrow \infty} \sqrt{r} f^{\prime}(r) \rightarrow 0
$$

as well as the limit requirements on $f(r)$ in eq. (7.69).
The transform of the two dimensional Laplacian in cylindrical coordinates defined as:

$$
\nabla^{2} \mathrm{f}=\frac{\mathrm{d}^{2} \mathrm{f}}{\mathrm{dr}^{2}}+\frac{1}{\mathrm{r}} \frac{\mathrm{df}}{\mathrm{dr}} \quad \text { with } \quad \mathrm{f}=\mathrm{f}(\mathrm{r})
$$

can be obtained as follows:

$$
\begin{aligned}
H_{v}\left(\nabla^{2} f\right) & =\int_{0}^{\infty} r\left\{\frac{d^{2} f}{d r^{2}}+\frac{1}{r} \frac{d f}{d r}\right\} J_{v}(r \rho) d r=\int_{0}^{\infty} \frac{d}{d r}\left(r \frac{d f}{d r}\right) J_{v}(r \rho) d r \\
& =\left.r \frac{d f}{d r} J_{v}(r \rho)\right|_{0} ^{\infty}-\int_{0}^{\infty} r \frac{d f}{d r} \frac{d J_{v}(r \rho)}{d r} d r \\
& =-\left.r f(r) \frac{d f}{d r} J_{v}(r \rho)\right|_{0} ^{\infty}+\int_{0}^{\infty} f(r) \frac{d}{d r}\left[r \frac{d J_{v}(r \rho)}{d r}\right] d r
\end{aligned}
$$

$$
=\int_{0}^{\infty} f(r)\left[\frac{v^{2}}{r^{2}}-\rho^{2}\right] r J_{v}(r \rho) d r
$$

where Bessel's equation in eq. (3.161) was used, and provided that:

$$
\lim _{r \rightarrow 0}\left(-r^{v+2}+v r^{v}\right) f(r) \rightarrow 0 \quad \lim _{r \rightarrow \infty} \sqrt{r} f(r) \rightarrow 0
$$

and

$$
\lim _{r \rightarrow 0} r^{v+1} f^{\prime}(r) \rightarrow 0 \quad \lim _{r \rightarrow \infty} \sqrt{r} f^{\prime}(r) \rightarrow 0
$$

Thus, the Hankel transform of order $v$ of the $v^{\text {th }}$ Laplacian becomes:

$$
\begin{equation*}
H_{v}\left(\frac{d^{2} f}{d r^{2}}+\frac{1}{r} \frac{d f}{d r}-\frac{v^{2}}{r^{2}} f\right)=-\rho^{2} H_{v}(f(r))=-\rho^{2} F_{v}(\rho) \tag{7.71}
\end{equation*}
$$

and for $v=0$, the Hankel transform of order zero of the axisymmetric Laplacian becomes:

$$
\begin{equation*}
\mathrm{H}_{0}\left(\frac{\mathrm{~d}^{2} \mathrm{f}}{\mathrm{dr}^{2}}+\frac{1}{\mathrm{r}} \frac{\mathrm{df}}{\mathrm{dr}}\right)=-\rho^{2} \mathrm{~F}_{0}(\rho) \tag{7.72}
\end{equation*}
$$

### 7.20.2 Convolution Theorem

It can be shown that there is no closed form convolution theorem for the Hankel transforms. Let $F_{v}(\rho)$ and $G_{v}(\rho)$ be the Hankel transform of order $v$ of $f(r)$ and $g(r)$, respectively. Then:

$$
\begin{aligned}
\int_{0}^{\infty} F_{v}(\rho) G_{v}(\rho) J_{v}(r \rho) \rho d \rho & =\int_{0}^{\infty} F_{v}(\rho)\left\{\int_{0}^{\infty} g(\eta) J_{v}(\eta \rho) \eta d \eta\right\} J_{v}(r \rho) \rho d \rho \\
& =\int_{0}^{\infty} g(\eta)\left\{\int_{0}^{\infty} F_{v}(\rho) J_{v}(r \rho) J_{v}(\eta \rho) \rho d \rho\right\} \eta d \eta
\end{aligned}
$$

The inner integral contains a product of $\mathrm{J}_{\mathrm{v}}(\mathrm{r} \rho) \mathrm{J}_{\mathrm{v}}(\eta \rho)$, which cannot be written in an additive form in a simple manner.

### 7.20.3 Parseval Formula

Let $F_{v}(\rho)$ and $G_{v}(\rho)$ be the Hankel transforms of order $v$ of the functions $f(r)$ and $g(r)$, respectively, then:

$$
\begin{align*}
& \int_{0}^{\infty} F_{v}(\rho) G_{v}(\rho) \rho d \rho=\int_{0}^{\infty} F_{v}(\rho)\left\{\int_{0}^{\infty} g(r) J_{v}(r \rho) r d r\right\} \rho d \rho \\
& \quad=\int_{0}^{\infty} g(r)\left\{\int_{0}^{\infty} F_{v}(\rho) J_{v}(r \rho) \rho d \rho\right\} r d r=\int_{0}^{\infty} g(r) f(r) r d r \tag{7.73}
\end{align*}
$$

Also, for $f(r)=g(r)$ results in a Parsveal Formula for Hankel transform:

$$
\int_{0}^{\infty} F_{v}^{2}(\rho) \rho d \rho=\int_{0}^{\infty} f^{2}(r) r d r
$$

## Example 7.16 Axisymmetric Wave Propagation in an Infinite Membrane

A stretched infinite membrane is initially deformed such that the axisymmetric displacement $w(r, t)$ satisfies the following equation and initial conditions:

$$
\begin{array}{ll}
\nabla^{2} w=\frac{1}{c^{2}} \frac{\partial^{2} w}{\partial t^{2}} & r \geq 0 \\
w\left(r, 0^{+}\right)=f(r) & \frac{\partial w}{\partial r}\left(r, 0^{+}\right)=g(r)
\end{array}
$$

Since the problem is axisymmetric, without dependence on the rotational angle $\theta$, a Hankel transform of order zero is appropriate. Applying the Hankel transform of order zero to the differential equation and initial conditions one obtains:

$$
\begin{aligned}
& H_{0}\left(\nabla^{2} w\right)=H_{0}\left(\frac{d^{2} w}{d r^{2}}+\frac{1}{r} \frac{d w}{d r}\right)=-\rho^{2} W(\rho, t)=\frac{1}{c^{2}} H_{0}\left(\frac{\partial^{2} w}{\partial t^{2}}\right)=\frac{1}{c^{2}} \frac{d^{2} W}{{d t^{2}}^{2}} \\
& H_{0}\left(w\left(r, 0^{+}\right)\right)=W\left(\rho, 0^{+}\right)=F_{0}(\rho) \\
& H_{0}\left(\frac{\partial w}{\partial t}\left(r, 0^{+}\right)\right)=\frac{d W}{d t}\left(\rho, 0^{+}\right)=G_{0}(\rho)
\end{aligned}
$$

where:

$$
W(\rho, t)=\int_{0}^{\infty} r w(r, t) J_{0}(r \rho) d r
$$

Then, the equation of motion transforms to:

$$
\frac{\mathrm{d}^{2} \mathrm{~W}}{\mathrm{dt}^{2}}+\rho^{2} \mathrm{c}^{2} \mathrm{~W}=0
$$

whose solution, satisfying the two initial conditions becomes:

$$
W(\rho, t)=F_{0}(\rho) \cos (\rho c t)+\frac{G_{0}(\rho)}{\rho c} \sin (\rho c t)
$$

Since there is no convolution theorem, one must invert the total solution, which can only be done if $f(r)$ and $g(r)$ are given explicitly, e.g., if the initial displacement $f(r)$ is given by:

$$
f(r)=w_{0} \frac{a}{\sqrt{a^{2}+r^{2}}}
$$

and the initial velocity $g(r)=0$, then the transform (from transform tables) of $f(r)$ becomes:

$$
\int_{0}^{\infty} \frac{r \mathrm{~J}_{0}(\mathrm{r} \rho)}{\sqrt{\mathrm{r}^{2}+\mathrm{k}^{2}}} d r=\frac{\mathrm{e}^{-\mathrm{k} \rho}}{\rho}
$$

Thus, the transform of the initial displacement field is given by:

$$
F_{0}(\rho)=w_{0} \frac{a}{\rho} e^{-a \rho} \quad \text { and } \quad G_{0}(\rho)=0
$$

and, the transform of the displacement $w(r, t)$ is given by the expression:

$$
W(\rho, t)=w_{0} \frac{a}{\rho} e^{-a \rho} \cos (\rho c t)=w_{0} \frac{a}{\rho} e^{-a \rho} \operatorname{Re}\left[e^{-i \rho c t}\right]
$$

Letting $\mathrm{H}(\rho, \mathrm{t})$ represent the complex function in $\mathrm{W}(\rho, \mathrm{t}$ ):

$$
H(\rho, t)=w_{0} \frac{a}{\rho} e^{-\rho(a+i c t)}
$$

then its inverse Hankel transform can be written in an integral form:

$$
h(r, t)=H_{0}^{-1}[H(\rho, t)]=w_{0} a \int_{0}^{\infty} e^{-\rho(a+i c t)} J_{0}(r \rho) d \rho
$$

Noting that the inversion of the Hankel transform of $\exp [\mathrm{k} \mathrm{\rho}] / \rho$ is given by:

$$
\int_{0}^{\infty} \frac{\mathrm{e}^{-\mathrm{k} \rho}}{\rho} \mathrm{~J}_{0}(\mathrm{r} \rho) \rho \mathrm{d} \rho=\frac{1}{\sqrt{\mathrm{r}^{2}+\mathrm{k}^{2}}}
$$

then the inverse transform of $\mathrm{H}(\rho, \mathrm{t})$ becomes:

$$
h(r, t)=w_{0} a \frac{1}{\sqrt{(a+i c t)^{2}+r^{2}}}
$$

and the solution can be obtained explicitly:

$$
\mathrm{w}(\mathrm{r}, \mathrm{t})=\operatorname{Re}[\mathrm{h}(\mathrm{r}, \mathrm{t})]=\frac{\mathrm{w}_{0} \mathrm{a}}{\sqrt{2 \mathrm{R}}}\left[1+\frac{\mathrm{r}^{2}+\mathrm{a}^{2}-\mathrm{c}^{2} \mathrm{t}^{2}}{\mathrm{r}^{2}}\right]^{1 / 2}
$$

where:

$$
R=\left(r^{2}+a^{2}-c^{2} t^{2}\right)^{2}+4 a^{2} c^{2} t^{2}
$$

## PROBLEMS

## Section 7.14

1. Find the Laplace transform of the following functions using the various theorems in Section 7.14 and without resorting to integrations:
(a) $\cos (a t)$
(b) $t \sin (a t)$
(c) $\mathrm{e}^{\mathrm{at}} \cos (\mathrm{bt})$
(d) $\sin (a t) \sinh (a t)$
(e) $\mathrm{t}^{\mathrm{n}} \mathrm{e}^{-\mathrm{at}}$
(f) $\cos (a t) \sinh (a t)$
2. Obtain the Laplace transform of the following functions:
(a) $f(t / a)$
(b) $e^{b t} f(t / a)$
(c) $\frac{d}{d t}\left[e^{-a t} f(t)\right]$
(d) $\left.\frac{d}{d t}\left[t^{2} f(t)\right]\right)$
(e) $t e^{-a t} f(t)$
(f) $e^{t} \frac{d^{2} f}{d t^{2}}$
(g) $t^{n} f(t / a)$
(h) $\frac{\mathrm{d}}{\mathrm{dt}}\left[\mathrm{e}^{\mathrm{at}} \frac{\mathrm{df}}{\mathrm{dt}}\right]$
(i) $\frac{\mathrm{d}}{\mathrm{dt}}[\mathrm{tf}(\mathrm{t})]$
(j) $\sinh (a t) f(t)$
(k) $\int_{0}^{t} x f(x) d x$
(l) $\int_{0}^{t} f(t-x) d x$
3. Obtain the Laplace transform of the following periodic functions; where $f(t+T)=f(t)$ and $f_{1}(t)$ represents the function defined over the first period:
(a) $\mathrm{f}_{1}(\mathrm{t})=\mathrm{t} \quad 0 \leq \mathrm{t} \leq \mathrm{T}$
(b) $f(t)=|\sin (a t)|$
(c) $\mathrm{f}_{1}(\mathrm{t})= \begin{cases}+1 & 0 \leq t<\mathrm{T} / 2 \\ -1 & \mathrm{~T} / 2<\mathrm{t} \leq \mathrm{T}\end{cases}$
(d) $\mathrm{f}_{1}(t)=t(\pi-t) \quad T=\pi$
(e) $\mathrm{f}_{\mathrm{l}}(\mathrm{t})= \begin{cases}1 & 0 \leq \mathrm{t}<\mathrm{T} / 2 \\ 0 & \mathrm{~T} / 2<\mathrm{t} \leq \mathrm{T}\end{cases}$
(f) $\mathrm{f}_{1}(\mathrm{t})=\left\{\begin{array}{lc}0 & 0 \leq \mathrm{t}<\mathrm{T} / 4 \\ 1 & \mathrm{~T} / 4<\mathrm{t}<3 \mathrm{~T} / 4 \\ 0 & 3 \mathrm{~T} / 4<\mathrm{t} \leq \mathrm{T}\end{array}\right.$
(g) $|\cos (\omega t)|$
4. Obtain the inverse Laplace transform of the following transforms by using the theorems in Section 7.14:
(a) $\frac{1}{(p-a)(p-b)}$
(b) $\frac{\mathrm{a}^{2}}{\mathrm{p}\left(\mathrm{p}^{2}+\mathrm{a}^{2}\right)}$
(c) $\frac{\mathrm{a}^{3}}{\mathrm{p}^{2}\left(\mathrm{p}^{2}+\mathrm{a}^{2}\right)}$
(d) $\frac{2 \mathrm{a}^{3}}{\left(\mathrm{p}^{2}+\mathrm{a}^{2}\right)^{2}}$
(e) $\frac{2 a p}{\left(\mathrm{p}^{2}+\mathrm{a}^{2}\right)^{2}}$
(f) $\frac{4 a^{3}}{p^{4}+4 a^{4}}$
(g) $\frac{2 a p^{2}}{\left(p^{2}+a^{2}\right)^{2}}$
(h) $\frac{2 a^{3}}{p^{4}-a^{4}}$

## Section 7.15

5. Obtain the solution to the following ordinary differential equations subject to the stated initial conditions by the use of Laplace transform on $y(t)$ :
(a) $y^{\prime \prime}+k^{2} y=f(t)$
$y(0)=A \quad y^{\prime}(0)=B$
(b) $y^{\prime \prime}-k^{2} y=f(t)$
$y(0)=A \quad y^{\prime}(0)=B$
(c) $\mathrm{y}^{\text {(iv) }}-\mathrm{a}^{4} \mathrm{y}=0$
$y(0)=0 \quad y^{\prime}(0)=0$
$y^{\prime \prime}(0)=A \quad y^{\prime \prime \prime}(0)=B$
(d) $y^{(\text {iv })}-a^{4} y=f(t)$
$y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0$
(e) $y^{\prime \prime \prime}+6 y^{\prime \prime}+11 y^{\prime}+6 y=f(t)$
$y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=0$
(f) $y^{\prime \prime \prime}+5 y^{\prime \prime}+8 y^{\prime}+4 y=f(t)$
$y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=0$
(g) $y^{(i v)}+4 y^{\prime \prime \prime}+6 y^{\prime \prime}+4 y^{\prime}+y=f(t)$
$y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0$
(h) $y^{\prime \prime}+2 y^{\prime}+y=f(t)$
$y(0)=y^{\prime}(0)=0$
(i) $y^{\prime \prime}+4 y^{\prime}+4 y=A t \delta\left(t-t_{0}\right)$
$y(0)=1 \quad y^{\prime}(0)=0 t_{0}>0$
(j) $y^{\prime \prime}+y^{\prime}-2 y=1-2 t$
$y(0)=0 \quad y^{\prime}(0)=4$
(k) $y^{\prime \prime}-5 y^{\prime}+6 y=A \delta\left(t-t_{0}\right)$
$y(0)=0 \quad y^{\prime}(0)=B t_{o}>0$
6. Obtain the solution to the following integro-differential equation subject to the stated initial conditions by use of the Laplace transform on $y(t)$ :
(a) $y^{\prime \prime}+3.5 y^{\prime}+2 y=2 \int_{0}^{t} y(x) d x+A \delta\left(t-t_{o}\right) \quad y(0)=y^{\prime}(0)=0 \quad t_{o}>0$
(b) $y^{\prime}+\int_{0}^{t} y(x) \cosh (t-x) d x=0 \quad y(0)=A$
(c) $y^{\prime}-\int_{0}^{t} y(x) d x=2$

$$
y(0)=1
$$

(d) $y^{\prime \prime}+k^{2} y=f(t)+\int_{0}^{t} g(t-x) y(x) d x \quad y(0)=y^{\prime}(0)=0$
(e) $y^{\prime}+3 a y+a^{2} \int_{0}^{t} y(x) e^{-a(t-x)} d x=\delta(t) \quad y(0)=1$
(f) $y^{\prime}+5 y+4 \int_{0}^{t} y(x) d x=f(t)$

$$
y(0)=0
$$

(g) $y^{\prime}+3 y+2 \int_{0}^{t} y(x) d x=A e^{-a t}$ $y(0)=B$
(h) $y^{\prime}+\int_{0}^{t} y(x) d x=f(t)$
$y(0)=0$
(i) $y^{\prime}-a y+\int_{0}^{t} y(x) e^{a(t-x)} d x=f(t)$ $y(0)=0$
(j) $y^{\prime \prime}+3 y^{\prime}+3 y+\int_{0}^{t} y(x) d x=f(t)$ $y(0)=y^{\prime}(0)=0$
7. Solve the following coupled ordinary differential equations subject to the stated initial conditions by the use of Laplace transform, where $x=x(t)$ and $y=y(t)$ :
(a) $y^{\prime \prime}-a^{2} x=U$ $x^{\prime \prime}+a^{2} y=V$
$U$ and $V$ are constants

$$
x(0)=x^{\prime}(0)=y(0)=y^{\prime}(0)=0
$$

(b) $y^{\prime \prime}+2 x^{\prime}+y=0$
$x(0)=y(0)=1$
$x^{\prime \prime}+2 y^{\prime}+x=0$
$x^{\prime}(0)=y^{\prime}(0)=0$
(c) $y^{\prime \prime}-3 x^{\prime}+x=0$

$$
x^{\prime \prime}-3 y^{\prime}+y=0
$$

$$
\begin{array}{ll}
x(0)=1 & y(0)=3 \\
x^{0}(0)=2 &
\end{array}
$$

(d) $x^{\prime}+x+y^{\prime}+2 y=f(t)$
$\mathrm{f}(0)=\mathrm{g}(0)=0$
$x^{\prime}+2 x+y^{\prime}+y=g(t)$
$x(0)=y(0)=0$
(e) $x^{\prime \prime}+y=g(t)$
$x(0)=y(0)=0$
$y^{\prime \prime}+x=f(t)$
$x^{\prime}(0)=y^{\prime}(0)=0$
(f) $x^{\prime}+y=g(t)$
$x(0)=y(0)=0$ $y^{\prime}+x=f(t)$
(g) $y^{\prime \prime}+2 x+3 y^{\prime}=A=$ constant $x(0)=x_{0} \quad y(0)=y_{o}$
$x^{\prime \prime}+2 y+3 x^{\prime}=B=$ constant $x^{\prime}(0)=y^{\prime}(0)=0$
8. The wave equation for a one-dimensional medium under a distributed pulsed load is given by:
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}+A e^{-b x} \delta\left(t-t_{0}\right) \quad b>0 \quad t, t_{0}>0$
$y(0, t)=0 \quad y(x, 0)=0 \quad \frac{\partial y}{\partial t}(x, 0)=0$
Obtain the solution $y(x, t)$ by use of the Laplace transform.
9. The following system obeys the diffusion equation with a time decaying source:

$$
\left.\begin{array}{llll}
\frac{\partial^{2} u}{\partial x^{2}}=\frac{1}{K} \frac{\partial u}{\partial t}-Q_{0} e^{-b t} & x>0 & t>0 & a>0
\end{array} \quad b>0\right)
$$

Obtain the solution $\mathrm{u}(\mathrm{x}, \mathrm{t})$ by the use of the Laplace transform.
10. The wave equation for a semi-infinite rod under the influence of a point force is given by:

$$
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}-y_{0} \delta\left(x-x_{0}\right) \delta\left(t-t_{0}\right) \quad x>0 \quad t, t_{0}>0
$$

where:

$$
y=y(x, t) \quad \frac{\partial y}{\partial x}(0, t)=0 \quad y\left(x, 0^{+}\right)=0 \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0
$$

and $\delta$ is the Dirac delta function. Obtain the solution $y(x, t)$ explicitly by use of the Laplace transform.
11. The temperature distribution in a semi-infinite rod obeys the diffusion equation such that:

$$
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-Q_{0} \delta\left(x-x_{0}\right) \delta\left(t-t_{0}\right) \quad x>0 \quad t, t_{0}>0
$$

where:

$$
T=T(x, t) \quad T(0, t)=0 \quad T\left(x, 0^{+}\right)=0
$$

Obtain explicitly the temperature distribution in the rod by use of Laplace transform.
12. A finite string is excited to motion such that its deflection $y(x, t)$ is governed by the wave equation:
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} \quad 0 \leq x \leq L \quad t>0$
$\frac{\partial y}{\partial x}(0, t)=0 \quad \frac{\partial y}{\partial x}(L, t)=0 \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0$
$y\left(x, 0^{+}\right)=y_{0}\left(x-\frac{L}{2}\right)^{2}$
Obtain an explicit expression for the displacement $y(x, t)$ by use of Laplace transform on time.
13. The displacement $y(x, t)$ in a semi-infinite rod is governed by:
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} \quad x>0 \quad t>0$
$\mathrm{y}(0, \mathrm{t})=\mathrm{V}_{\mathrm{o}} \mathrm{t} \quad \frac{\partial \mathrm{y}}{\partial \mathrm{t}}\left(\mathrm{x}, 0^{+}\right)=-\mathrm{V}_{\mathrm{o}} \quad \mathrm{y}\left(\mathrm{x}, 0^{+}\right)=0$
Obtain the solution $y(x, t)$ explicitly by Laplace transform.
14. A finite rod is undergoing a displacement $y(x, t)$ such that:

$$
\begin{array}{ll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} & 0 \leq x \leq L \\
y(0, t)=y_{o} H(t) & y(L, t)=-y_{0} H(t) \\
\frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0 & y\left(x, 0^{+}\right)=0
\end{array}
$$

Obtain an expression for the displacement y $(\mathrm{x}, \mathrm{t})$ explicitly by Laplace transform. Sketch the displacement $y(L / 4, t)$, using at least the first four terms in the solution, in their order of the arrival times.
15. A stretched semi-infinite string is excited to vibration such that $y=y(x, t)$ :
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}+\frac{P_{o}}{T_{o}} e^{-b x} \delta\left(t-t_{o}\right) \quad x>0 \quad t, t_{o}>0$
$y(0, t)=y_{o} H(t) \quad y\left(x, 0^{+}\right)=0 \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0$
where $\delta$ is the Dirac delta function. Obtain the solution $y(x, t)$ explicitly by use of Laplace transforms.
16. A semi-infinite rod is heated such that the temperature $y=y(x, t)$ satisfies the following system:
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{K} \frac{\partial y}{\partial t} \quad x>0 \quad t, t_{0}>0$
$y(0, t)=T_{o} \delta\left(t-t_{0}\right) \quad y\left(x, 0^{+}\right)=T_{o}$
where $\delta$ is the Dirac delta function. Obtain the temperature distribution $y(x, t)$ explicitly by use of Laplace transforms.
17. A semi-infinite rod is heated such that:
$\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t} \quad x>0 \quad t>0$
$T=T(x, t) \quad T(0, t)=0 \quad T\left(x, 0^{+}\right)=T_{0} e^{-b x}$
Obtain the solution $\mathrm{T}(\mathrm{x}, \mathrm{t})$ explicitly, using the Laplace transform.
18. A stretched semi-infinite string is excited to motion such that:

$$
\begin{array}{lll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} & y=y(x, t) & x>0 \\
y\left(x, 0^{+}\right)=0 & \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0 &
\end{array}
$$

$$
\frac{\partial y}{\partial x}(0, t)-\gamma y(0, t)=H(t)
$$

where $\gamma$ is the spring constant. Find the displacement $y$ ( $x, t$ ) explicitly, using Laplace transform.
19. Find the displacement $y(x, t)$ explicitly by use of Laplace transforms:

$$
\begin{array}{ll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} & x \geq 0 \quad t \geq 0 \\
y\left(x, 0^{+}\right)=0 & \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=V_{0} \quad y(0, t)=-\frac{1}{2} a_{0} t^{2}
\end{array}
$$

20. Find the temperature distribution $\mathrm{T}(\mathrm{x}, \mathrm{t})$ by use of Laplace transforms:

$$
\begin{aligned}
& \frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-Q_{0} \delta\left(t-t_{0}\right) \quad b>0 \quad x \geq 0 \quad t, t_{0}>0 \\
& T\left(x, 0^{+}\right)=0 \quad \frac{\partial T}{\partial x}(0, t)-b T(0, t)=-b T_{0}
\end{aligned}
$$

21. The temperature in a semi-infinite bar is governed by the following equation. Obtain the solution by use of the Laplace transform.
$\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-\frac{Q_{\mathrm{O}}}{k} e^{-a t} \quad x>0 \quad t>0$
$\mathrm{T}\left(\mathrm{x}, 0^{+}\right)=0 \quad \mathrm{~T}(0, \mathrm{t})=\mathrm{T}_{\mathrm{o}} \mathrm{H}(\mathrm{t})$
22. A finite bar, initially at rest and fixed at both ends, is induced to vibration such that the displacement $\mathrm{y}(\mathrm{x}, \mathrm{t})$ is governed by:
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}-\frac{F_{0}}{A E} \delta\left(x-x_{0}\right) \delta\left(t-t_{0}\right) \quad 0 \leq x, x_{0} \leq L t, t_{0} \geq 0$
$y\left(x, 0^{+}\right)=\frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0 \quad y(0, t)=y(L, t)=0$
Obtain the solution $\mathrm{y}(\mathrm{x}, \mathrm{t})$ by use of Laplace transforms.
23. A finite bar, initially at rest, is induced to vibration such that the displacement $y(x, t)$ is governed by:
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}-\frac{F_{0}}{A E} \sin (a t) \quad 0 \leq x \leq L \quad t \geq 0$
$y\left(x, 0^{+}\right)=\frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0 \quad y(0, t)=y(L, t)=0$
Obtain the solution $y(x, t)$ by use of Laplace transforms.
24. The temperature in a semi-infinite bar is governed by the following system. Obtain the solution by use of the Laplace transform:

$$
\begin{aligned}
& \frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-\frac{Q_{0}}{k} \delta\left(t-t_{0}\right) \quad x>0 \quad t, t_{0}>0 \\
& T\left(x, 0^{+}\right)=0 \quad T(0, t)=T_{o} \frac{t}{a} \begin{cases}1 & t \leq a \\
0 & t>a\end{cases}
\end{aligned}
$$

25. A semi-infinite stretched string is induced to vibration such that $y=y(x, t)$ :

$$
\begin{array}{ll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}+\frac{P_{o}}{T_{o}} e^{-b x} \sin (a t) & x>0, \quad t>0, \quad b>0 \\
y\left(x, 0^{+}\right)=0 & \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0
\end{array} \quad y(0, t)=0, ~ l
$$

Obtain the solution $\mathrm{y}(\mathrm{x}, \mathrm{t})$ by use of Laplace transform.
26. A semi-infinite rod is heated such that the temperature, $T(x, t)$, satisfies:

$$
\begin{array}{lll}
\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}+Q & x>0 & t>0 \\
T(0, t)=T_{0} \delta\left(t-t_{0}\right) & T\left(x, 0^{+}\right)=0
\end{array}
$$

where $Q$ is a constant. Obtain the solution by use of the Laplace transform.
27. Find the displacement $y(x, t)$ explicitly by use of Laplace transforms:

$$
\begin{array}{ll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}-\frac{F_{0}}{A E} e^{-a t} & x>0, \quad t>0, \quad a>0 \\
\frac{\partial y}{\partial t}\left(x, 0^{+}\right)=y\left(x, 0^{+}\right)=0 & y(0, t)=y_{o} \cos (b t)
\end{array}
$$

28. The temperature, $\mathrm{T}(\mathrm{x}, \mathrm{t})$, in a semi-infinite bar is governed by the following equation. Obtain the solution by use of the Laplace transform:

$$
\begin{aligned}
& \frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-\frac{Q_{0}}{k} \delta\left(t-t_{0}\right) \quad x>0 \quad t, t_{0}>0 \\
& T\left(x, 0^{+}\right)=0 \quad \frac{\partial T}{\partial x}(0, x)=F t e^{-a t} \quad a>0
\end{aligned}
$$

29. A semi-infinite stretched string is induced to vibration such that the displacement, $y(x, t)$ satisfies:

$$
\begin{array}{lll}
\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}} & x>0 \quad t>0 \quad b>0 \\
y\left(x, 0^{+}\right)=y_{0} e^{-b x} & \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0 & y(0, t)=A ~ H(t)
\end{array}
$$

Obtain the solution $\mathrm{y}(\mathrm{x}, \mathrm{t})$ by use of the Laplace transform.
30. A semi-infinite rod is heated such that the temperature satisfies:

$$
\begin{aligned}
& \frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}+Q_{0} \sin (a t) \quad x>0 \quad t>0 \quad a>0 \\
& T=T(x, t) \quad T(0, t)=T_{0} t \quad T\left(x, 0^{+}\right)=0
\end{aligned}
$$

Obtain the solution by use of the Laplace transform.

## Section 7.16

31. Do problem 8 by Fourier cosine Transform.
32. Do problem 9 by Fourier cosine Transform.
33. Do problem 11 by Fourier cosine Transform.
34. Do problem 14 by Fourier cosine Transform.
35. Do problem 15 by Fourier cosine Transform.
36. Do problem 16 by Fourier cosine Transform.
37. Do problem 17 by Fourier cosine Transform.
38. Do problem 19 by Fourier cosine Transform.
39. Do problem 21 by Fourier cosine Transform.
40. Do problem 24 by Fourier cosine Transform.
41. Do problem 26 by Fourier cosine Transform.
42. Do problem 26 by Fourier cosine Transform.
43. Do problem 27 by Fourier cosine Transform.
44. Do problem 29 by Fourier cosine Transform.
45. Do problem 30 by Fourier cosine Transform.

## Section 7.17

46. Do problem 10 by Fourier sine Transform.
47. Do problem 18 by Fourier sine Transform.
48. Do problem 20 by Fourier sine Transform.
49. Do problem 28 by Fourier sine Transform.

## Section 7.18

50. Obtain the response of an infinite vibrating bar under distributed load by use of complex Fourier transform:
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}-A e^{-b|x|} H(t) \quad-\infty<x<\infty, t>0, \quad b>0$
$y\left(x, 0^{+}\right)=0 \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0$
51. Obtain the response of an infinite string under distributed loads by use of complex Fourier transform:

$$
\begin{aligned}
& \frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}-\frac{q_{o}}{\tau_{o}} e^{-b x \mid} \sin (\omega t)-\infty<x<\infty, t>0, \quad b>0 \\
& y\left(x, 0^{+}\right)=0 \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0
\end{aligned}
$$

52. Obtain the response of an infinite string subject to a point load by use of complex Fourier transform:
$\frac{\partial^{2} y}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} y}{\partial t^{2}}-\frac{P_{0}}{T_{0}} \delta\left(x-x_{0}\right) \sin (\omega t) . \quad-\infty<x<\infty, t>0$
$y\left(x, 0^{+}\right)=0 \quad \frac{\partial y}{\partial t}\left(x, 0^{+}\right)=0$
53. Obtain the temperature distribution, $T(x, t)$, in an infinite rod, by use of complex Fourier transform:

$$
\begin{aligned}
& \frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{x}^{2}}=\frac{1}{\mathrm{~K}} \frac{\partial \mathrm{~T}}{\partial \mathrm{t}}-\frac{\mathrm{Q}_{\mathrm{o}}}{\mathrm{k}} \mathrm{e}^{-b|\mathrm{x}|} \quad-\infty<\mathrm{x}<\infty, \mathrm{t}>0, \quad \mathrm{~b}>0 \\
& \mathrm{~T}\left(\mathrm{x}, 0^{+}\right)=0
\end{aligned}
$$

54. Obtain the temperature distribution, $T(x, t)$, in an infinite rod, by use of complex Fourier transform:
$\frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-\frac{Q_{0}}{k} \delta\left(x-x_{0}\right) \sin (\omega t) \quad-\infty<x<\infty, t>0$
$\mathrm{T}\left(\mathrm{x}, 0^{+}\right)=0$
55. Obtain the temperature distribution, $T(x, t)$, in an infinite rod, by use of complex Fourier transform:

$$
\begin{aligned}
& \frac{\partial^{2} T}{\partial x^{2}}=\frac{1}{K} \frac{\partial T}{\partial t}-\frac{Q_{0}}{k} e^{-b|x|} \delta\left(t-t_{0}\right) \quad-\infty<x<\infty, t>0, \quad b>0 \\
& T\left(x, 0^{+}\right)=0
\end{aligned}
$$

## 8

## GREEN'S FUNCTIONS

### 8.1 Introduction

In this chapter, the solution of non-homogeneous ordinary and partial differential equations is obtained by an integral technique known as Green's function method. In essence, the system's response is sought for a point source, known as Green's function, so that the solution for a distributed source is obtained as an integral of this function over the source strength region.

### 8.2 Green's Function for Ordinary Differential Boundary Value Problems

Consider the following ordinary linear boundary value problem:

$$
\mathbf{L} y=\left\{\begin{array}{lc}
f(x) & a<x<b  \tag{8.1}\\
0 & x<a \text { or } x>b
\end{array}\right.
$$

$$
\begin{equation*}
\mathbf{U}_{\mathrm{i}}(\mathrm{y})=\gamma_{\mathrm{i}} \quad \mathrm{i}=1,2, \ldots, \mathrm{n} \tag{8.2}
\end{equation*}
$$

where $\mathbf{L}$ is an nth order ordinary, linear, differential operator with non-constant coefficients, given in (4.27) and $\mathbf{U}_{\mathrm{i}}$ are the non-homogeneous boundary conditions in (4.35).

Define the Green's function $g(x \mid \xi)$ :

$$
\begin{align*}
& \mathbf{L} \mathrm{g}(\mathrm{x} \mid \xi)=\delta(\mathrm{x}-\xi)  \tag{8.3}\\
& \mathbf{U}_{\mathrm{i}}(\mathrm{~g})=0 \quad \mathrm{i}=1,2, \ldots, \mathrm{n} \tag{8.4}
\end{align*}
$$

where $\delta(x)$ is the Dirac delta function (Appendix D). The solution $g(x \mid \xi)$ is then the solution of the system due to a point source located at $x=\xi$, satisfying homogeneous boundary conditions. The solution of (8.3-8.4) gives the Green's function for the problem. It should be noted that, in general, $\mathrm{g}(\mathrm{x} \mid \xi)$ is not symmetric in ( $\mathrm{x}, \xi$ ). Rewriting (8.1) and substituting (8.3) for the operator $L$ :

$$
L y=f(x)=\int_{a}^{b} f(\xi) \delta(x-\xi) d \xi=\int_{a}^{b} L g(x \mid \xi) f(\xi) d \xi=L \int_{a}^{b} g(x \mid \xi) f(\xi) d \xi
$$

Hence, the particular solution of the system in (8.1) $y_{p}(x)$ is given by:

$$
\begin{equation*}
y_{p}=\int_{a}^{b} f(\xi) g(x \mid \xi) d \xi \tag{8.5}
\end{equation*}
$$

Substituting the particular solution $y_{p}$ in (8.5) in the boundary conditions, one finds that they satisfy homogeneous conditions; since the Green's function $\mathrm{g}(\mathrm{x} \mid \xi)$ satisfies the same:

$$
U_{i}\left(y_{p}(x)\right)=U_{i}\left\{\int_{a}^{b} f(\xi) g(x \mid \xi) d \xi\right\}=\int_{a}^{b} f(\xi) U_{i}(g(x \mid \xi)) d \xi=0
$$

Thus, the total solution for the boundary value problem posed in (8.1-8.2) is:

$$
y=y_{h}(x)+y_{p}(x)
$$

where $y_{h}(x)$ is the homogeneous solution of the differential equations $L y=0$, and $y_{p}$ is the particular solution that satisfies the non-homogeneous equation with homogeneous boundary condition. It follows that the homogeneous solutions, with $n$ independent solutions $\left\{\mathbf{y}_{\mathrm{i}}(\mathrm{x})\right\}$ satisfies the non-homogeneous boundary conditions (8.2).

## Example 8.1

Obtain the total solution for the following system:

$$
\begin{array}{ll}
\mathbf{L} y=x^{2} y^{\prime \prime}-2 x y^{\prime}+2 y=1 & 1<x<2 \\
y(1)=3 & y^{\prime}(2)=2
\end{array}
$$

The homogeneous equation $L y=0$ yields the following two independent solutions:

$$
y_{1}(x)=x^{2} \quad y_{2}(x)=x
$$

To obtain the Green's function for this system, $\mathrm{g}(\mathrm{x} \mid \xi)$ satisfies:

$$
\begin{array}{ll}
\operatorname{Lg}(x \mid \xi)=x^{2} \frac{d^{2} g(x \mid \xi)}{d x^{2}}-2 x \frac{d g(x \mid \xi)}{d x}+2 g(x \mid \xi)=\delta(x-\xi) \\
g(1 \mid \xi)=0 & \frac{d g}{d x}(2 \mid \xi)=0
\end{array}
$$

To evaluate the Green's function, let:

$$
g(x \mid \xi)=g_{h}(x \mid \xi)+g_{p}(x \mid \xi)
$$

where:

$$
\mathbf{L} g_{h}(x \mid \xi)=0
$$

and

$$
\mathbf{L} g_{p}(x \mid \xi)=\delta(x-\xi)
$$

so that:

$$
\mathrm{g}_{\mathrm{h}}(\mathrm{x} \mid \xi)=\mathrm{A} \mathrm{x}^{2}+\mathrm{Bx}
$$

To obtain the particular solution, one needs to resort to the method of variation of the parameters (section 1.7), i.e.:

$$
g_{p}(x \mid \xi)=v_{1}(x) x^{2}+v_{2}(x) x
$$

so that the solution for a second order differential equation is given by (1.26) as:

$$
g_{p}(x \mid \xi)=\int_{1}^{x} \frac{\eta^{2} x-\eta x^{2}}{\left(-\eta^{2}\right)} \frac{\delta(\eta-\xi)}{\eta^{2}} d \eta=\left[\frac{x^{2}}{\xi^{3}}-\frac{x}{\xi^{2}}\right] H(x-\xi)
$$

The total Green's function becomes:

$$
\mathrm{g}(\mathrm{x} \mid \xi)=A x^{2}+B \mathrm{x}+\left[\frac{\mathrm{x}^{2}}{\xi^{3}}-\frac{\mathrm{x}}{\xi^{2}}\right] \mathrm{H}(\mathrm{x}-\xi)
$$

Satisfying the boundary condition on $\mathrm{g}(\mathrm{x} \mid \xi)$ results in:

$$
A=-B=\frac{1}{3}\left[\frac{1}{\xi^{2}}-\frac{4}{\xi^{3}}\right]
$$

and the Green's function for this problem is given by:

$$
g(x \mid \xi)=\frac{1}{3}\left(\frac{1}{\xi^{2}}-\frac{4}{\xi^{3}}\right)\left(x^{2}-x\right)+\left(\frac{x^{2}}{\xi^{3}}-\frac{x}{\xi^{2}}\right) H(x-\xi)
$$

It should be noted that this Green's function is not symmetric, i.e. $g(x \mid \xi) \neq g(\xi \mid x)$. Using the Green's function, the particular solution $y_{p}(x)$ is:

$$
y_{p}(x)=\int_{1}^{2} g(x \mid \xi) f(\xi) d \xi=\frac{1}{6}\left(x^{2}-4 x+3\right)
$$

Note that:

$$
y_{p}(1)=0, \quad \text { and } \quad y_{p}^{\prime}(2)=0
$$

Thus, the total solution becomes:

$$
y=y_{h}+y_{p} \quad y_{h}=c_{1} x^{2}+c_{2} x
$$

which upon satisfying the non-homogeneous boundary gives:

$$
y_{h}=\left(10 x-x^{2}\right) / 3
$$

and

$$
y(x)=\left(-x^{2}+16 x+3\right) / 6
$$

### 8.3 Green's Function for an Adjoint System

One can develop a Green's function for the adjoint system to a given boundary value problem. For the boundary value problem in (8.1-8.2), there exists an adjoint differential operator $\mathbf{K}$ given in (4.28) and the associated adjoint boundary condition $\mathbf{V}_{\mathbf{i}}(\mathbf{y})=0$ in
(4.36). Let the Green's function for the adjoint system $\mathrm{g}^{*}(\mathrm{x} \mid \xi)$ satisfy:

$$
\begin{equation*}
\mathbf{K} \mathrm{g}^{*}(\mathrm{x} \mid \xi)=\delta(\mathrm{x}-\xi) \tag{8.6}
\end{equation*}
$$

and satisfy the adjoint boundary conditions:

$$
\begin{equation*}
\mathbf{V}_{\mathrm{i}}\left(\mathrm{~g}^{*}(\mathrm{x} \mid \xi)\right)=0 \tag{8.7}
\end{equation*}
$$

The resulting adjoint Green's function $\mathrm{g}^{*}(\mathrm{x} \mid \xi)$ is, in general, not symmetric in $(\mathrm{x}, \xi)$.
Multiplying (8.6) by $y_{p}(x)$ and (8.1) by $g^{*}(x \mid \xi)$ and after subtracting the two equations and integrating over the range ( $\mathrm{a}, \mathrm{b}$ ), one obtains:

$$
\begin{equation*}
\int_{\mathbf{a}}^{\mathbf{b}}\left(g^{*} L y_{p}-y_{p} K g^{*}\right) d x=\int_{a}^{b}\left[g^{*}(x \mid \xi) f(x)-y_{p}(x) \delta(x-\xi)\right] d x \tag{8.8}
\end{equation*}
$$

The left-hand side of (8.8) vanishes due to the definition of an adjoint system (see section 4.12). The right-hand side then gives:

$$
\begin{equation*}
y_{p}(x)=\int_{a}^{b} f(\xi) g^{*}(\xi \mid x) d \xi \tag{8.9}
\end{equation*}
$$

Thus, the particular solution can also be obtained as an integral over the source distribution $f(x)$ and the adjoint Green's function $g^{*}(x \mid \xi)$.

## Example 8.2

For the system given in Example 8.1, obtain the adjoint Green's function $\mathrm{g}^{*}$ ( $\mathbf{x} \mathbf{I \xi}$ ).
The adjoint operator K:

$$
K \mathrm{~g}^{*}(\mathrm{x} \mid \xi)=\mathrm{x}^{2} \mathrm{~g}^{*^{\prime \prime}}+6 \mathrm{xg}^{*^{\prime}}+6 \mathrm{~g}^{*}=\delta(\mathrm{x}-\xi)
$$

and the adjoint boundary conditions become:

$$
\mathrm{g}^{*}(1 \mid \xi)=0 \quad \mathrm{~g}^{*^{\prime}}(2 \mid \xi)+2 \mathrm{~g}^{*}(2 \mid \xi)=0
$$

Following a similar method of solution, one obtains the Green's function $\mathrm{g}^{*}(\mathrm{x} \mid \xi)$ as:

$$
\mathrm{g}^{*}(\mathrm{x} \mid \xi)=\frac{1}{3}\left(\xi^{2}-4 \xi\right)\left(\frac{1}{\mathrm{x}^{2}}-\frac{1}{\mathrm{x}^{3}}\right)+\left(\frac{\xi}{\mathrm{x}^{2}}-\frac{\xi^{2}}{\xi^{3}}\right) \mathrm{H}(\mathrm{x}-\xi)
$$

It should be noted that $\mathrm{g}^{*}(\mathrm{x} \mid \xi)$ is not symmetric in $(\mathrm{x}, \xi)$.

### 8.4 Symmetry of the Green's Functions and Reciprocity

In general, both Green's functions are not symmetric in ( $x, \xi$ ). However, the Green's function $\mathrm{g}(\mathrm{x} \mid \xi)$ and its adjoint form $\mathrm{g}^{*}(\mathrm{x} \mid \xi)$ are related. Rewriting the two ordinary differential equations (8.3) and (8.6) as:

$$
\begin{align*}
& \mathbf{L} g(x \mid \xi)=\delta(x-\xi)  \tag{8.3}\\
& \mathbf{K} g^{*}(x \mid \eta)=\delta(x-\eta) \tag{8.6}
\end{align*}
$$

multiplying (8.3) by $\mathrm{g}^{*}(\mathrm{xm})$ and (8.6) by $\mathrm{g}(\mathrm{x} \mid \xi)$, subtracting and integrating the resulting two equalities one obtains:


The left-hand side vanishes and the right-hand side gives:

$$
\begin{equation*}
\mathbf{g}^{*}(\xi \mid \eta)=\mathbf{g}(\eta \mid \xi) \tag{8.10}
\end{equation*}
$$

This means that while the two Green's functions are not symmetric, they are symmetric with each other. This can be seen in Examples 8.1 and 8.2.

If the operator $L$ is self-adjoint (see (4.34)), then $\mathbf{L}=\mathbf{K}$ and $\mathbf{U}_{\mathbf{i}}(\mathbf{y})=\mathbf{V}_{\mathbf{i}}(\mathbf{y})$. This means that $g^{*}(x \mid \xi)=g(x \mid \xi)$ and hence:

$$
\begin{equation*}
g(x \mid \xi)=g(\xi \mid x) \tag{8.11}
\end{equation*}
$$

which means that Green's function is symmetric in ( $x, \xi$ ). This symmetry is known as the "Reciprocity" principle in physical systems. It indicates that the response of a system at $x$ due to a point source at $\xi$ is equal to the response at $\xi$ due to a point source at $x$.

## Example 8.3

If one rewrites the operator in Example 8.1 into a self-adjoint form $\overline{\mathbf{L}}$, (see section 4.11), one obtains:

$$
\overline{\mathbf{L}}_{y}=\frac{d}{d x}\left(\frac{1}{x^{2}} \frac{d y}{d x}\right)+\frac{2}{x^{4}} y=\frac{1}{x^{4}} \quad 1<x<2
$$

Note that the source function becomes $f(x)=x^{-4}$. Defining $\bar{g}(x \mid \xi)$ as the Green's function for the self-adjoint operator $\overline{\mathbf{L}}$ :

$$
\begin{aligned}
& \overline{\mathbf{L}} \bar{g}(x \mid \xi)=\frac{d}{d x}\left(\frac{1}{x^{2}} \frac{d \bar{g}}{d x}\right)+\frac{2}{x^{4}} \bar{g}=\delta(x-\xi) \\
& \bar{g}(x \mid \xi)=0
\end{aligned}
$$

Following the method used to find the Green's function in Examples 8.1 and 8.2 results in:

$$
\bar{g}(x \mid \xi)=\frac{1}{3}\left(\xi^{2}-4 \xi\right)\left(x^{2}-x\right)+\left(x^{2} \xi-x \xi^{2}\right) H(x-\xi)
$$

Note that:

$$
\bar{g}(x \mid \xi)=\bar{g}(\xi \mid x)
$$

The particular solution is now given by:

$$
y_{p}(x)=\int_{1}^{2} \bar{g}(x \mid \xi) \frac{1}{\xi^{4}} d \xi
$$

which is the same as in Example 8.1.

### 8.5 Green's Function for Equations with Constant Coefficients

If the operator $\mathbf{L}$ is one with constant coefficients, one can show that:

$$
\begin{equation*}
g_{p}(x \mid \xi)=g_{p}(x-\xi) \tag{8.12}
\end{equation*}
$$

This can be done by making the transformation, $\eta=x-\xi$, so that:

$$
\mathbf{L}_{\mathrm{x}}=\mathbf{L}_{\eta}
$$

and

$$
\mathbf{L}_{\eta} \overline{\mathrm{g}}_{\mathrm{p}}(\eta \mid 0)=\delta(\eta)
$$

resulting in:

$$
g_{p}=g_{p}(\eta) \quad \text { or } \quad g_{p}=g_{p}(x-\xi)
$$

One still has to add the homogeneous solution $\mathrm{g}_{\mathrm{h}}$, so that the total Green's function satisfies the boundary condition. The resulting Green's function then, would not be dependent on $x-\xi$.

## Example 8.4

For static longitudinal deformation of a bar under a distributed force field:

$$
\begin{array}{ll}
\frac{\mathrm{d}^{2} \mathrm{u}}{\mathrm{dx}^{2}}=\mathrm{f}(\mathrm{x})=\mathrm{x} & 0<\mathrm{x}<\mathrm{L} \\
\mathrm{u}(0)=0 & \mathrm{u}(\mathrm{~L})=0
\end{array}
$$

To construct the Green's function, let:

$$
\begin{array}{ll}
\frac{d^{2} g}{d x^{2}}=\delta(x-\xi) \\
g(0 \mid \xi)=0 & g(L \mid \xi)=0
\end{array}
$$

Since the equation is one with constant coefficients, then one can solve for $\mathrm{g}(\mathrm{x} 10)$ :

$$
\frac{\mathrm{d}^{2} g}{\mathrm{dx}^{2}}=\delta(\mathrm{x})
$$

To obtain the solution by direct integration:

$$
\begin{aligned}
& \frac{d g_{p}}{d x}=\int_{0}^{x} \delta(x) d x=H(x), \quad g_{p}(x)=\int_{0}^{x} H(x) d x=x H(x) \\
& g_{p}(x \mid \xi)=g(x-\xi)=(x-\xi) H(x-\xi) \\
& g_{h}=C_{1} x+C_{2}, \quad g(0 \mid \xi)=C_{2}=0 \\
& g(L \mid \xi)=(L-\xi)+C_{1} L=0 \quad C_{1}=\frac{\xi-L}{L}
\end{aligned}
$$

$$
\begin{aligned}
& g(x \mid \xi)=(x-\xi) H(x-\xi)+x \frac{\xi-L}{L} \\
& u(x)=\int_{0}^{L} g(x \mid \xi) f(\xi) d \xi=\frac{x}{6}\left(x^{2}-L^{2}\right)
\end{aligned}
$$

### 8.6 Green's Functions for Higher Ordered Sources

If the source field of a system is a distributed field of higher order than a simple source, one can show that the Green's function for such a system is obtainable from that for a simple source. For example, if the Green's function for a dipole source or a mechanical couple is desired then:

$$
\begin{equation*}
\operatorname{Lg}_{1}(x \mid \xi)=\delta_{1}(x-\xi)=-\frac{d \delta(x-\xi)}{d x} \tag{8.13}
\end{equation*}
$$

where $\delta_{1}(x-\xi)$ represents a positive unit couple or dipole, see section D.2, and $g_{1}(x \mid \xi)$ is the Green's function for a dipole/couple source. Starting with the definition of $g(x \mid \xi)$ for a point source:

$$
\begin{equation*}
\mathbf{L} g(x \mid \xi)=\delta(x-\xi) \tag{8.3}
\end{equation*}
$$

and differentiating (8.3) once partially with $\xi$, one gets:

$$
\mathbf{L} \frac{\partial g}{\partial \xi}(x \mid \xi)=\frac{\partial \delta(x-\xi)}{\partial \xi}=-\frac{\partial \delta(x-\xi)}{\partial x}=\delta_{1}(x-\xi)
$$

where the last equality is the identity (D.49). Thus:

$$
\begin{equation*}
\mathrm{g}_{1}(\mathrm{x} \mid \xi)=\frac{\partial \mathrm{g}}{\partial \xi}(\mathrm{x} \mid \xi) \tag{8.14}
\end{equation*}
$$

In a similar fashion, one can obtain the Green's function for distributed source fields of higher ordered sources (quadrupoles, octopoles, etc.):

$$
\begin{equation*}
\operatorname{Lg}_{N}(x \mid \xi)=\delta_{N}(x-\xi)=(-1)^{N} \frac{\partial^{N} \delta(x-\xi)}{\partial x^{N}} \tag{8.15}
\end{equation*}
$$

where $\delta_{\mathrm{N}}(\mathrm{x})$ is the $\mathrm{N}^{\text {th }}$ order Dirac delta function, see section D .3 , then one can show that:

$$
\begin{equation*}
\mathrm{g}_{\mathrm{N}}(\mathrm{x} \mid \xi)=\frac{\partial^{N} \mathrm{~g}(\mathrm{x} \mid \xi)}{\partial \xi^{N}} \tag{8.16}
\end{equation*}
$$

### 8.7 Green's Function for Eigenvalue Problems

Consider a non-homogeneous eigenvalue problem obeying the Sturm-Liouiville system of $2^{\text {nd }}$ order (see section 4.15), i.e.:

$$
\begin{array}{ll}
\frac{d}{d x}\left(p \frac{d y}{d x}\right)+(q+\lambda r) y=f(x) & a<x<b \\
U_{i}(y)=0 & i=1,2 \tag{8.18}
\end{array}
$$

where $p(x), q(x)$ and $r(x)$ are defined for a positive-definite system and the boundary conditions in (8.18) are any pair allowed in this system and detailed in section 4.15. Since the operator is self-adjoint, the resulting Green's function is symmetric in $(\mathrm{x}, \xi)$. The Green's function depends on $(\mathrm{x}, \xi)$ and the parameter $\lambda$. Thus $\mathrm{g}=\mathrm{g}(\mathrm{x} \mid \xi, \lambda)$ satisfies the following:

$$
\begin{align*}
& \frac{d}{d x}\left(p \frac{d g}{d x}\right)+(q+\lambda r) g=\delta(x-\xi)  \tag{8.19}\\
& \mathbf{U}_{i}(g)=0 \quad i=1,2 \tag{8.20}
\end{align*}
$$

The total solution for the system (8.17-8.18) then becomes:

$$
\begin{equation*}
y(x)=\int_{a}^{b} f(\xi) g(x \mid \xi, \lambda) d \xi \tag{8.21}
\end{equation*}
$$

## Example 8.5 Green's function for the vibration of a finite string

Consider the forced vibration of a stretched string of length $L$ under a distributed time harmonic source $f(x)$. The equation of motion for the string is:

$$
\begin{aligned}
& \frac{d^{2} y}{d x^{2}}+\frac{\omega^{2}}{c^{2}} y=-\frac{f(x)}{T_{0}} \quad 0<x<L \\
& y(0)=0 \quad y(L)=0
\end{aligned}
$$

where $\omega$ is the frequency of the source field, $\mathrm{T}_{0}$ is the tension in the string and c is the sound speed, see section 4.10.

The Green's function satisfies:

$$
\begin{array}{ll}
\frac{d^{2} g}{d x^{2}}+k^{2} g=\delta(x-\xi) & 0<x, \xi<L \\
g(0 \mid \xi, k)=0 & g(L \mid \xi, k)=0
\end{array}
$$

where:

$$
\mathrm{k}=\omega / \mathrm{c}
$$

The method is used to obtain the homogeneous and particular parts of the Green's function.

$$
\begin{aligned}
& g=g_{h}+g_{p} \\
& g_{h}=A \sin (k x)+B \cos (k x) \\
& g_{p}=v_{1}(x) \sin (k x)+v_{2}(x) \cos (k x)
\end{aligned}
$$

The particular solution of $g$ becomes, using the results of the solution of problem 7(a) in Chapter 1:

$$
\begin{aligned}
& g_{p}(x \mid \xi, k)=\frac{1}{k} \sin (k(x-\xi)) H(x-\xi) \\
& g=A \sin (k x)+B \cos (k x)+\frac{1}{k} \sin (k(x-\xi)) H(x-\xi)
\end{aligned}
$$

satisfying both boundary conditions:

$$
\mathrm{g}(0 \mid \xi, \mathrm{k})=0 \quad \mathrm{~g}(\mathrm{~L} \mid \xi, \mathrm{k})=0
$$

results in:

$$
g(x \mid \xi, k)=\frac{1}{k \sin (k L)}[\sin (k L) \sin (k(x-\xi)) H(x-\xi)-\sin (k x) \sin (k(L-\xi))]
$$

This is a closed form Green's function. Note that if $\sin (k L)=0$ or $k_{n}=n \pi / L$, the Green's function becomes unbounded. These are the resonance frequencies of the stretched string.

In general, one can do the same for the general eigenvalue problems in section 4.13. Let the non-homogeneous eigenvalue problem be defined as in section 4.13 as:

$$
\begin{array}{ll}
L y+\lambda M y=f(x) & \quad a<x<b  \tag{8.22}\\
U_{i}(y)=0 & i=1,2, \ldots, 2 n
\end{array}
$$

where $\mathbf{L}$ is $2 \mathrm{n}^{\text {th }}$ and $\mathbf{M}$ is $2 \mathrm{~m}^{\text {th }}$ self-adjoint ordinary differential operators, with $\mathrm{n}>\mathrm{m}$. Define Green's function to satisfy the following equation and boundary conditions:

$$
\begin{equation*}
\mathbf{L g}+\lambda \mathbf{M g}=\delta(\mathbf{x}-\xi) \tag{8.23}
\end{equation*}
$$

$$
\mathrm{U}_{\mathrm{i}}(\mathrm{~g})=0 \quad \mathrm{i}=1,2, \ldots, 2 \mathrm{n}
$$

The solution for the Green's function above is obtainable in a closed form. One can also derive the Green's function in terms of the eigenfunction of the system defined by (8.22). Let the eigenfunction $\phi_{\ell}(\mathrm{x})$ and eigenvalue $\lambda_{\ell}$ be the solution of:

$$
\begin{aligned}
& \mathbf{L} \phi_{\ell}+\lambda_{\ell} \mathbf{M} \phi_{\ell}=0 \\
& \mathrm{U}_{\mathrm{i}}\left(\phi_{\ell}\right)=0 \quad \mathrm{i}=1,2, \ldots, 2 \mathrm{n}
\end{aligned}
$$

Since $\mathbf{L}$ and $\mathbf{M}$ are self-adjoint, the eigenfunctions are orthogonal, with the orthogonality defined in (4.45). Expanding the Green's function in a series of the eigenfunctions:

$$
\begin{equation*}
\mathrm{g}(\mathrm{x} \mid \xi, \lambda)=\sum_{\ell} \mathrm{E}_{\ell} \phi_{\ell}(\mathrm{x}) \tag{8.24}
\end{equation*}
$$

then the expansion constants $\mathrm{E}_{\ell}$ are given by (4.73) as:

$$
\begin{equation*}
E_{\ell}=\frac{1}{\left(\lambda-\lambda_{\ell}\right) N_{\ell}} \int_{\mathrm{a}}^{\mathrm{b}} \delta(x-\xi) \phi_{\ell}(x) \mathrm{dx}=\frac{\phi_{\ell}(\xi)}{\left(\lambda-\lambda_{\ell}\right) \mathrm{N}_{\ell}} \tag{8.25}
\end{equation*}
$$

where $N_{\ell}$ is the normalization constant (4.45). The resulting Green's function becomes:

$$
\begin{equation*}
\mathrm{g}(\mathrm{x} \mid \xi, \lambda)=\sum_{\ell} \frac{\phi_{\ell}(\xi) \phi_{\ell}(\mathrm{x})}{\left(\lambda-\lambda_{\ell}\right) N_{\ell}} \tag{8.26}
\end{equation*}
$$

It should be noted that the Green's function in (8.26) is a symmetric function in ( $\mathrm{x}, \xi$ ). The total solution is in the form of an infinite series resulting from the substitution of (8.26) in the integral (8.21).

Example 8.6 Green's function for the vibration of a finite string
Following Example 8.5, one can obtain the Green's function for the stretched string using eigenfunction expansion. Starting with the homogeneous equation:

$$
\begin{array}{ll}
u^{\prime \prime}+\lambda u=0 & \\
u(0)=0 & u(L)=0
\end{array}
$$

one can show that the eigenfunctions and eigenvalues are:

$$
\begin{aligned}
& \phi_{\mathrm{n}}(\mathrm{x})=\sin (\mathrm{n} \pi \mathrm{x} / \mathrm{L}) \quad \mathrm{n}=1,2, \ldots \\
& \lambda_{\mathrm{n}}=\mathrm{n}^{2} \pi^{2} / L^{2} \quad \mathrm{n}=1,2, \ldots
\end{aligned}
$$

The Green's function then becomes:

$$
g(x \mid \xi, \lambda)=\frac{2}{L} \sum_{n=1}^{\infty} \frac{\sin (n \pi x / L) \sin (n \pi \xi / L)}{\left(\lambda-\lambda_{n}\right)}
$$

### 8.8 Green's Function for Semi-infinite One-Dimensional Media

The Green's function for semi-infinite media cannot be obtained through the methods outlined in the previous sections. Essentially, the dependent variables $\mathrm{y}(\mathrm{x})$ must be absolutely integrable over the semi-infinite region. Furthermore, boundary value problems in a semi-infinite region have boundary conditions on one end only. In such problems, use of integral transforms such as Fourier transforms becomes necessary. There is no general method of solution, as each problem requires the use of a specific transform tailored for that problem.

## Example 8.7 Green's function for the longitudinal vibration of a semi-infinite bar

Obtain the response of a semi-infinite bar vibrating in longitudinal mode. The bar is excited to vibration by a distributed harmonic force $f(x) e^{-i \omega t}$, where $f(x)$ is bounded and absolutely integrable. The longitudinal displacement of the bar $y(x) e^{-i \omega t}$ obeys the following equation (see section 4.3):

$$
\begin{aligned}
& -\frac{d^{2} y}{d x^{2}}-k^{2} y=\frac{f(x)}{A E} \quad x>0 \\
& y(0)=0 \quad k^{2}=\omega^{2} / c^{2} \quad c=\sqrt{E / \rho}
\end{aligned}
$$

where A is the cross-sectional area and E is the Young's modulus. The Green's function then satisfies the following system:

$$
-\frac{d^{2} g}{d x^{2}}-k^{2} g=\delta(x-\xi), \quad g(0 \mid \xi)=0
$$

The Dirichlet boundary condition at $\mathrm{x}=0$ requires the use of Fourier sine transform, as it requires even-derivative boundary conditions, see section 7.16. Applying the Fourier sine transform on the differential equation on the Green's function, eq. (7.50):

$$
u^{2} \bar{g}(u)-k^{2} \bar{g}+u g(0)=\int_{0}^{\infty} \delta(x-\xi) \sin (u x) d x=\sin (u \xi)
$$

where $\bar{g}(u)$ is the Fourier sine transform of $g(x \mid \xi)$ and $u$ is the transform variable. The transform of $g(x)$ is obtained from above as:

$$
\overline{\mathrm{g}}(\mathrm{u})=\frac{\sin (\mathrm{u} \xi)}{\mathrm{u}^{2}-\mathrm{k}^{2}}
$$

The inverse Fourier sine transform of $\vec{g}(u)$ is thus given by:

$$
g(x \mid \xi)=\frac{2}{\pi} \int_{0}^{\infty} \frac{\sin (u \xi) \sin (u x)}{u^{2}-k^{2}} d u
$$

In the inverse transformation, care must be taken to insure that waves propagate outward in the farfield and no waves are reflected from the farfield, i.e. no incoming waves in the farfield. To insure this, one would assume that the medium has material absorption that would insure that outgoing waves decay and hence no incoming (i.e. reflected) waves could possibly originate from the farfield. This can be accomplished by making the material constant complex. Letting the Young's modulus become complex:

$$
\mathrm{E}^{*}=\mathrm{E}(1-\mathrm{i} \eta) \quad \eta \ll 1
$$

then:

$$
c^{*}=\sqrt{\frac{E^{*}}{\rho}} \cong c(1-i \eta / 2)
$$

so that:

$$
\mathrm{k}^{*}=\frac{\omega}{\mathrm{c}^{*}} \cong \mathrm{k}(1+\mathrm{i} \eta / 2)
$$

is a complex number.
Rewriting the inverse transform with complex $\mathrm{k}^{*}$ results in:

$$
g(x \mid \xi)=\frac{1}{\pi} \int_{0}^{\infty} \frac{\cos (u(x-\xi))-\cos (u(x+\xi))}{u^{2}-k^{* 2}} d u
$$

The integrals can be evaluated using integration in the complex plane. The first integral becomes:

$$
\begin{aligned}
\int_{0}^{\infty} \frac{\cos (u(x+\xi))}{u^{2}-k^{* 2}} d u & =\frac{1}{2} \int_{-\infty}^{\infty} \frac{\cos (u(x+\xi))}{u^{2}-k^{* 2}} d u \\
& =\frac{1}{4} \int_{-\infty}^{\infty} \frac{e^{i u(x+\xi)}}{u^{2}-k^{* 2}} d u+\frac{1}{4} \int_{-\infty}^{\infty} \frac{e^{-i u(x+\xi)}}{u^{2}-k^{* 2}} d u
\end{aligned}
$$

To evaluate the first integral, one can close the real axis path with a semi-circular contour of radius $R$ in upper-half plane. Using the residue theorem for the simple pole at $u=k^{*}$ :

$$
\int_{-\infty}^{\infty}+\int_{C_{R}}=2 i \pi r\left(k^{*}\right)=\left.\frac{2 i \pi}{4} \frac{e^{i u(x+\xi)}}{2 u}\right|_{u=k^{*}}=\frac{i \pi}{4} \frac{e^{i k^{*}(x+\xi)}}{k^{*}}
$$

The integral on $\mathrm{C}_{\mathrm{R}}$ vanishes as the radius $\mathrm{R} \rightarrow \infty$. Similarly, the second integral can be evaluated by closing the real axis with a semi-circular contour of radius $R$ in the lowerhalf plane.

$$
\int_{-\infty}^{\infty}+\int_{C_{R}}=-\frac{2 i \pi}{4} r\left(-\mathbf{k}^{*}\right)=-\left.\frac{i \pi}{2} \frac{e^{-i u(x+\xi)}}{2 u}\right|_{u=k^{*}}=\frac{i \pi}{4} \frac{e^{i k^{*}(x+\xi)}}{k^{*}}
$$

The sum of the two integrals then becomes:

$$
\frac{\mathrm{i} \pi}{2} \frac{\mathrm{e}^{\mathrm{i} k^{\cdot}(x+\xi)}}{\mathrm{k}^{*}}
$$

The second integral can be evaluated by similar methods:

$$
\int_{0}^{\infty} \frac{\cos u(x-\xi)}{u^{2}-k^{* 2}} d u=\frac{1}{2} \int_{-\infty}^{\infty} \frac{\cos u(x-\xi)}{u^{2}-k^{* 2}}=\frac{1}{4} \int_{-\infty}^{\infty} \frac{e^{i u(x-\xi)}+e^{-i u(x-\xi)}}{u^{2}-k^{* 2}} d u
$$

Again, these integrals will be evaluated by closing them in the complex plane. However, since the sign of $x-\xi$ could change depending on $x>\xi$ or $x<\xi$, it also would change whether one closes the contours in the upper or lower half-planes of the complex u-plane.

## For $\mathrm{x}>\boldsymbol{\xi}$

Since $x-\xi>0$, then one can use the results of the first integral, giving the integral as:

$$
\mathrm{i} \frac{\pi}{2} \frac{\mathrm{e}^{\mathrm{ik} k^{*}(\mathrm{x}-\xi)}}{\mathrm{k}^{*}}
$$

## For $\mathrm{x}<\xi$

Since $\xi-x>0$, then rewrite the integral as:

$$
\int_{-\infty}^{\infty} \frac{e^{i u(x-\xi)}}{u^{2}-k^{* 2}} d u=\int_{-\infty}^{\infty} \frac{e^{-i u(\xi-x)}}{u^{2}-k^{* 2}} d u
$$

resulting in the integral as:

$$
=\frac{i \pi}{2} \frac{\mathrm{e}^{\mathrm{i} \mathbf{k}^{\cdot}(\xi-\mathrm{x})}}{\mathrm{k}^{*}}
$$

Finally, assembling the two integrals, one obtains the Green's function for $x>\xi$ or $x<\xi$. Letting $\eta \rightarrow 0, k^{*} \rightarrow k$, results in the final solution for $\left.g(x) \xi\right)$ :

$$
g(x \mid \xi)= \begin{cases}\frac{i}{2 k}\left[e^{i k(\xi+x)}-e^{i k(\xi-x)}\right]=-\frac{e^{i k \xi}}{k} \sin (k x) & x<\xi \\ \frac{i}{2 k}\left[e^{i k(\xi+x)}-e^{i k(x-\xi)}\right]=-\frac{e^{i k x}}{k} \sin (k \xi) & x>\xi\end{cases}
$$

Note that the Green's function $\mathrm{g}(\mathrm{x} \mid \xi) \mathrm{e}^{-\mathrm{i} \omega t}$ represents only outgoing waves in the farfield, $x>\xi$ but has a standing wave for $0<x<\xi$. The response of the bar to a distributed load is the integral of the Green's function convolved with the source term, i.e.:

$$
y(x)=\int_{0}^{\infty} g(x \mid \xi) \frac{f(\xi)}{A E} d \xi=+\frac{1}{A E}\left\{e^{i k x} \int_{0}^{\infty} f(\xi) \sin (k \xi) d \xi+\sin (k x) \int_{x}^{\infty} e^{i k \xi} f(\xi) d \xi\right\}
$$

### 8.9 Green's Function for Infinite One-Dimensional Media

For infinite media, one must apply Fourier Complex transform. In this case, the dependent variable and all its derivatives up to ( $2 \mathrm{n}-1$ ) must decay at some rate.
Furthermore, the source distribution must be absolutely integrable.

## Example 8.8 Green's functionfor the vibration in an infinite string

Obtain the displacement field of an infinite vibrating stretched string undergoing forced vibration due to a distributed time-harmonic load $f(x) e^{-i \omega t}$. Since the string is infinite in extent, there are no boundary conditions to satisfy. For this problem, Fourier Complex transform is an ideal transform. The equation of motion of the string (section 4.2) is given as:

$$
-\frac{d^{2} y}{d x^{2}}-k^{2} y=\frac{f(x)}{T_{0}} \quad-\infty<x<\infty
$$

The Green's function satisfies the differential equation:

$$
-\frac{d^{2} g}{d x^{2}}-k^{2} g=\delta(x-\xi)
$$

Applying the Fourier Complex transform (see section 7.17) to the differential equation on the independent variable $x$, one obtains:

$$
u^{2} g^{*}-k^{2} g^{*}=e^{-i u \xi}
$$

where:

$$
\mathrm{g}^{*}(u)=\int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{iux}} g(\mathrm{x} \mid \xi) d x
$$

solving for $\mathrm{g}^{*}$, one gets:

$$
\mathrm{g}^{*}(\mathrm{u})=\frac{\mathrm{e}^{-\mathrm{iu} \xi}}{\mathrm{u}^{2}-\mathrm{k}^{2}}
$$

The Green's function is evaluated from the inverse transform of $\mathrm{g}^{*}(\mathrm{u})$ :

$$
g(x \mid \xi)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} g^{*}(u) e^{+i u x} d u=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{e^{i u(x-\xi)}}{u^{2}-k^{2}} d u
$$

Depending on whether $x>\xi$ or $x<\xi$, one may close the path on the real axis with a circular contour in the upper/lower half planes of the complex u-plane. In order to avoid the creation of reflected waves from the farfield region $x \rightarrow \pm \infty$, one must again add a limiting absorption to the material constants, as was done in Example 8.7. Thus, the Green's function written for $\mathrm{k}=\mathrm{k}^{*}$ becomes:

$$
\mathrm{g}(\mathrm{x} \mid \xi)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{iu}(\mathrm{x}-\xi)}}{\mathrm{u}^{2}-\mathrm{k}^{* 2}} \mathrm{du}
$$

For $\mathrm{x}<\xi$, closure is made in the lower-half plane, resulting in Green's function, after making $\mathrm{k}^{*} \rightarrow \mathrm{k}$, as:

$$
g(x \mid \xi)=\frac{i}{2 k} e^{i k(\xi-x)} \quad x<\xi
$$

For $x>\xi$, the closure is performed in the upper-half plane, resulting in a Gireen's function of:

$$
g(x \mid \xi)=\frac{i}{2 k} e^{i k(x-\xi)} \quad x>\xi
$$

The Green's function for the different regions can be written in one compact form as:

$$
g(x \mid \xi)=\frac{i}{2 k} e^{i k|x-\xi|}
$$

Note that the Green's function represents outgoing waves in the farfield $x \rightarrow \infty$ or $-\infty$. The displacement field due to a source distribution $f(x)$ as:

$$
y(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} g(x \mid \xi) \frac{f(\xi)}{T_{0}} d \xi=\frac{i}{2 \pi k T_{0}}\left\{e^{i k x} \int_{-\infty}^{x} e^{-i k \xi} f(\xi) d \xi+e^{-i k x} \int_{x}^{\infty} e^{i k \xi} f(\xi) d \xi\right\}
$$

### 8.10 Green's Function for Partial Differential Equations

The use of Green's function for partial differential equations parallels the treatment given to ordinary differential equations. There are, however, some differences that need to be
clarified. The first being the definition of a self-adjoint operator. Let the linear partial differential operator $L$ be defined as (see section D.7):

$$
\begin{equation*}
\mathbf{L} \phi(\mathbf{x})=\sum_{|\mathbf{k}| \leq \mathrm{n}} \mathbf{a}_{\mathbf{k}}(\mathbf{x}) \partial^{\mathrm{k}} \phi(\mathbf{x}) \tag{8.27}
\end{equation*}
$$

where $\mathbf{x}$ is an $\mathrm{m}^{\text {th }}$ dimensional independent variable and n is the highest order partial derivative of the operator $\mathbf{L}$. The adjoint operator $\mathbf{K}$ then is defined as:

$$
\begin{equation*}
\mathbf{K} \phi(\mathbf{x})=\sum_{|\mathbf{k}| \leq \mathrm{n}}(-1)^{|\mathrm{k}|} \partial^{\mathrm{k}}\left[\mathrm{a}_{\mathrm{k}}(\mathbf{x}) \phi(\mathbf{x})\right] \tag{8.28}
\end{equation*}
$$

If $\mathbf{K}=\mathbf{L}$, then $\mathbf{L}$ is self-adjoint.

## Example 8.9

The Laplacian operator $\nabla^{2}$ in cartesian coordinates in three dimensions:

$$
\nabla^{2} \psi=\frac{\partial^{2} \psi}{\partial^{2} x}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}
$$

and is self-adjoint, since $\mathrm{a}_{\mathrm{k}}$ are constants. The Laplacian operator in cylindrical coordinates ( $(r, \theta, z)$ written as:

$$
\mathrm{L} \psi=\nabla^{2} \psi=\frac{\partial^{2} \psi}{\partial \mathrm{r}^{2}}+\frac{1}{\mathrm{r}} \frac{\partial \psi}{\partial \mathrm{r}}+\frac{\partial^{2} \psi}{\partial z^{2}}+\frac{1}{\mathrm{r}^{2}} \frac{\partial^{2} \psi}{\partial \theta^{2}}
$$

is not self-adjoint, since the adjoint operator $\mathbf{K}$ is given by:

$$
\mathbf{K} \psi=\frac{\partial^{2} \psi}{\partial \mathbf{r}^{2}}-\frac{1}{\mathrm{r}} \frac{\partial \psi}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}^{2}} \psi+\frac{\partial^{2} \psi}{\partial \mathrm{z}^{2}}+\frac{1}{\mathrm{r}^{2}} \frac{\partial^{2} \psi}{\partial \theta^{2}}
$$

and is not equal to $L$.
However, if one modifies $\mathbf{L}$ such that:

$$
\overline{\mathbf{L}} \psi=r \mathbf{L} \psi=r \frac{\partial^{2} \psi}{\partial r^{2}}+\frac{\partial \psi}{\partial r}+r \frac{\partial^{2} \psi}{\partial z^{2}}+\frac{1}{r} \frac{\partial^{2} \psi}{\partial \theta^{2}}
$$

then $\overline{\mathbf{K}}=\overline{\mathbf{L}}$, i.e. the operator $\overline{\mathbf{L}}$ is self-adjoint.
For the general partial differential equation, one can show that:

$$
\begin{equation*}
v(\mathbf{x}) \mathbf{L} u(\mathbf{x})-u(\mathbf{x}) K v(\mathbf{x})=\nabla \cdot \overrightarrow{\mathbf{P}}(u, v) \tag{8.29}
\end{equation*}
$$

where $\nabla$ is the gradient in $n$-dimensional space defined by:

$$
\begin{equation*}
\nabla=\vec{e}_{1} \frac{\partial}{\partial x_{1}}+\vec{e}_{2} \frac{\partial}{\partial x_{2}}+\ldots+\vec{e}_{n} \frac{\partial}{\partial x_{n}} \tag{8.30}
\end{equation*}
$$

$P$ is a bi-linear form of $u$ and $v$, and $\vec{e}_{j}$ are the unit base vectors. Integrating the two sides of (8.29) over the volume:

$$
\begin{equation*}
\int_{R}(v L u-u K v) d x=\int_{R} \nabla \cdot \overrightarrow{\mathrm{P}} d x=\int_{S} \overrightarrow{\mathrm{n}} \cdot \overrightarrow{\mathrm{P}} \mathbf{d S} \tag{8.31}
\end{equation*}
$$

where $\overrightarrow{\mathrm{n}}$ is the outward normal to the surface enclosing the region $R$. The last integral transformation is the divergence theorem stated as:
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$$
\begin{equation*}
\int_{R} \nabla \cdot \overrightarrow{\mathbf{B}} \mathbf{d x}=\int_{S} \overrightarrow{\mathbf{n}} \cdot \overrightarrow{\mathbf{B}} \mathbf{d S} \tag{8.32}
\end{equation*}
$$

where $\overrightarrow{\mathbf{B}}$ is a vector function and $\nabla$ - is the divergence of a vector. In this integral $\mathbf{d x}$ is a volume element in the region $R$ (shaded region), $\vec{n}$ is a unit outward normal vector, defined positive away from the region $\mathbf{R}$, and $\mathbf{S}$ is the sum of all the surfaces enclosing the region R, see Figure 8.1.

## Example 8.10

For the Laplacian in cylindrical coordinates in three dimensional space given in Example 8.9:

$$
\begin{aligned}
v \mathbf{L} u-u \mathbf{K} v & =\nabla \cdot\left\{\left[\frac{u v}{r}-u \frac{\partial v}{\partial r}+v \frac{\partial u}{\partial r}\right] \vec{e}_{r}+\left[\frac{v}{r} \frac{\partial u}{\partial \theta}-\frac{u}{r} \frac{\partial v}{\partial \theta}\right] \vec{e}_{\theta}+\left[v \frac{\partial u}{\partial z}-u \frac{\partial v}{\partial z}\right] \vec{e}_{z}\right\} \\
& =\nabla \cdot \overrightarrow{\mathbf{P}}(u, v)
\end{aligned}
$$

### 8.11 Green's Identities for the Laplacian Operator

In this section, the derivation of the transformation given for the integrals in (8.31) are performed for the Laplacian operator. Since the Laplacian operator is self-adjoint in cartesian coordinates, then $\mathbf{L}=-\nabla^{2}=\mathbf{K}$.

If one lets $\overrightarrow{\mathbf{B}}=v \nabla u$, in (8.32) where $v$ and $u$ are scalar functions and $\nabla$ is the gradient, then:

$$
\begin{equation*}
\nabla \cdot \overrightarrow{\mathbf{B}}=\mathrm{v} \nabla^{2} \mathrm{u}+(\nabla \mathrm{u}) \cdot(\nabla \mathrm{v}) \tag{8.33}
\end{equation*}
$$

Similarly, if one lets $\overrightarrow{\mathbf{B}}=u \nabla v$, in (8.32) then one gets:

$$
\begin{equation*}
\nabla \cdot \overrightarrow{\mathbf{B}}=u \nabla^{2} v+(\nabla u) \cdot(\nabla v) \tag{8.34}
\end{equation*}
$$

subtraction of the two identities (8.33) and (8.34) results in a new identity:

$$
\begin{equation*}
u \nabla^{2} v-v \nabla^{2} u=\nabla \cdot(u \nabla v-v \nabla u)=\nabla \cdot \overrightarrow{\mathbf{P}} \tag{8.35}
\end{equation*}
$$

where:
is a bi-linear function of $u$ and $v$. Integrating eq. (8.35) over the volume $R$ :

$$
\begin{equation*}
\int_{R}\left(v \nabla^{2} u-u \nabla^{2} v\right) d x=\int_{R} \nabla \cdot \overrightarrow{\mathbf{P}} d x=\int_{S} \vec{n} \cdot \overline{\mathbf{P}} d S \tag{8.37}
\end{equation*}
$$

where the last integral resulted from the use of the divergence theorem.
The last integral can be simplified to:

$$
\int_{S} \bar{n} \cdot(v \nabla u-u \nabla v) d S=\int_{S}\left(v \frac{\partial u}{\partial n}-u \frac{\partial v}{\partial n}\right) d S
$$

resulting in the identity:

$$
\begin{equation*}
\int_{R}\left(v \nabla^{2} u-u \nabla^{2} v\right) d x=\int_{S}\left(v \frac{\partial u}{\partial n}-u \frac{\partial v}{\partial n}\right) d S \tag{8.38}
\end{equation*}
$$

The terms in the integral over the surface $S$ represent boundary conditions.

### 8.12 Green's Identity for the Helmholtz Operator

The Helmholtz equation has an operator given as:

$$
\mathbf{L}=-\nabla^{2}-\lambda
$$

so that it is also self-adjoint, since the Laplacian is a self-adjoint operator. Substituting for $\nabla^{2}$ in eq. (8.35) by $L$ above then:

$$
v(-\mathbf{L}-\lambda) u-u(-\mathbf{L}-\lambda) \mathbf{v}=\mathbf{u L v}-v \mathbf{L} \mathbf{u}=\nabla \cdot \overrightarrow{\mathbf{p}}
$$

The Green's identity for this operator becomes:

$$
\begin{equation*}
\int_{R}(u L v-v L u) d x=\int_{S}\left(u \frac{\partial v}{\partial n}-v \frac{\partial u}{\partial n}\right) d S \tag{8.39}
\end{equation*}
$$

The terms in the integral over the surface $S$ represent boundary conditions.

### 8.13 Green's Identity for Bi-Laplacian Operator

The bi-Laplacian operator $\nabla^{4}$ is defined as:

$$
\mathbf{L}=-\nabla^{4}=-\nabla^{2} \nabla^{2}
$$

which is a self-adjoint operator and shows up in the theory of elastic plates. In order to use the results for the Green's identity for the Laplacian, let $\nabla^{2} u=U$ and $\nabla^{2} v=V$, then:

$$
\begin{aligned}
u L v-v L u & =v \nabla^{4} u-u \nabla^{4} v=v \nabla^{2} U-u \nabla^{2} v \\
& =[\nabla \cdot(v \nabla U)-\nabla v \cdot \nabla U]-[\nabla \cdot(u \nabla V)-\nabla u \cdot \nabla V] \\
& =\nabla \cdot\left[v \nabla\left(\nabla^{2} u\right)-u \nabla\left(\nabla^{2} v\right)\right]+\left[\nabla u \cdot \nabla\left(\nabla^{2} v\right)-\nabla v \cdot \nabla\left(\nabla^{2} u\right)\right]
\end{aligned}
$$

Rewriting the terms in the second bracketed quantities:

$$
\nabla \mathrm{u} \cdot \nabla\left(\nabla^{2} \mathrm{v}\right)=\nabla \cdot\left[(\nabla \mathrm{u})\left(\nabla^{2} \mathrm{v}\right)\right]-\left(\nabla^{2} \mathrm{u}\right)\left(\nabla^{2} \mathrm{v}\right)
$$

$$
\nabla v \cdot \nabla\left(\nabla^{2} u\right)=\nabla \cdot\left[(\nabla v)\left(\nabla^{2} u\right)\right]-\left(\nabla^{2} v\right)\left(\nabla^{2} u\right)
$$

then the Green's identity for the bi-Laplacian can be written as:

$$
\begin{equation*}
v \nabla^{4} u-u \nabla^{4} v=\nabla \cdot\left\{v \nabla\left(\nabla^{2} u\right)-u \nabla\left(\nabla^{2} v\right)+\nabla u\left(\nabla^{2} v\right)-\nabla v\left(\nabla^{2} u\right)\right\}=\nabla \cdot \overrightarrow{\mathbf{P}} \tag{8.40}
\end{equation*}
$$

Integrating eq. (8.40) over the volume R :

$$
\begin{align*}
& \int_{R}\left(v \nabla^{4} u-u \nabla^{4} v\right) \mathbf{d x}=\int_{R} \nabla \cdot \overrightarrow{\mathbf{P}} \mathbf{d x}=\int_{S} \overrightarrow{\mathbf{n}} \cdot \overrightarrow{\mathbf{P}} \mathbf{d S} \\
&=\int_{S}\left[v \frac{\partial\left(\nabla^{2} u\right)}{\partial n}-u \frac{\partial\left(\nabla^{2} v\right)}{\partial n}+\nabla^{2} v \frac{\partial u}{\partial n}-\nabla^{2} u \frac{\partial v}{\partial n}\right] \mathbf{d S} \tag{8.41}
\end{align*}
$$

The terms in the integral over the surface $S$ represent boundary conditions.
Similarly, if one has a bi-Laplacian Helmholtz type operator, i.e. if $L=-\nabla^{4}+\lambda$, then:

$$
\begin{align*}
\int_{R}(u \mathbf{L} v-v \mathbf{L u}) \mathbf{d x} & =\int_{R} \nabla \cdot \overrightarrow{\mathbf{P}} \mathbf{d x}=\int_{S} \overrightarrow{\mathrm{n}} \cdot \overrightarrow{\mathbf{P}} \mathbf{d S} \\
& =\int_{S}\left[v \frac{\partial\left(\nabla^{2} u\right)}{\partial n}-u \frac{\partial\left(\nabla^{2} v\right)}{\partial n}+\nabla^{2} v \frac{\partial u}{\partial n}-\nabla^{2} u \frac{\partial v}{\partial n}\right] d \mathbf{S} \tag{8.42}
\end{align*}
$$

### 8.14 Green's Identity for the Diffusion Operator

For the diffusion equation, the operator and its adjoint are defined as:

$$
\begin{equation*}
\mathbf{L}=\frac{\partial}{\partial t}-\kappa \nabla^{2} \quad \text { and } \quad \mathbf{K}=-\frac{\partial}{\partial t}-\kappa \nabla^{2} \tag{8.43}
\end{equation*}
$$

Thus, these operators give the following identity:

$$
\begin{align*}
v L u-u K v & =\left(v \frac{\partial u}{\partial t}+u \frac{\partial v}{\partial t}\right)-\kappa\left(v \nabla^{2} u-u \nabla^{2} v\right) \\
& =\frac{\partial}{\partial t} u v-\kappa \nabla \cdot(v \nabla u-u \nabla v) \tag{8.44}
\end{align*}
$$

Here we are dealing in four dimensional space, i.e. ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ and t ). In this space one defines a new gradient $\overrightarrow{\bar{\nabla}}$ as:

$$
\begin{equation*}
\overline{\bar{\nabla}}=\frac{\partial}{\partial \mathrm{t}} \overrightarrow{\mathrm{e}}_{\mathrm{t}}+\vec{\nabla} \tag{8.45}
\end{equation*}
$$

where $\vec{\nabla}$ is the spatial gradient defined in (8.30) and $\vec{e}_{\mathrm{t}}$ is a unit temporal base vector in time, orthogonal to the spatial unit base vectors. Using the new gradient, one can rewrite (8.44) as:

$$
\begin{equation*}
\mathrm{vLu}-\mathrm{uK} \mathrm{v}=\overrightarrow{\bar{\nabla}} \cdot \overrightarrow{\mathbf{P}}(\mathrm{u}, \mathrm{v}) \tag{8.46}
\end{equation*}
$$

where $\overline{\mathbf{P}}(\mathrm{u}, \mathrm{v})$ is defined as:

$$
\begin{equation*}
\overrightarrow{\mathbf{P}}=u v \vec{e}_{t}-\kappa(v \vec{\nabla} u-u \bar{\nabla} v) \tag{8.47}
\end{equation*}
$$
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Integrating the identity in (8.46), one obtains:

$$
\begin{equation*}
\int_{0}^{\mathrm{t}} \int_{\mathrm{R}}(\mathrm{v} \mathbf{L} u-u \mathbf{K} v) \mathrm{dx} \mathrm{dt}=\int_{\overline{\mathrm{S}}} \overline{\overline{\mathrm{n}}} \cdot \stackrel{\rightharpoonup}{\mathbf{P}} \mathrm{~d} \overline{\mathrm{~S}} \tag{8.48}
\end{equation*}
$$

where $\overline{\bar{n}}$ is a unit normal to surface $\overline{\mathrm{S}}$ enclosing the region ( $\mathrm{R}, \mathrm{t}$ ) in ( $\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}$ ) space, see Figure 8.2. The unit normal $\overrightarrow{\bar{n}}$ to the surface $\overline{\mathrm{S}}$ can be resolved into temporal and unit spatial base vectors as:

$$
\overrightarrow{\bar{n}}=n_{t} \vec{e}_{t}+\vec{n}
$$

with $\vec{n}$ being the unit normal to the surface $S(x, y, z, t)$ enclosing the region $R(x, y, z, t)$. Note that $\overrightarrow{\bar{n}}$ on the surface $\bar{S}(x, y, z, t=0)$ is $-\vec{e}_{t}$ and that on $\bar{S}(x, y, z, t)$ is $+\vec{e}_{t}$. The terms in the surface integral $\bar{S}$ represent boundary and initial conditions.

### 8.15 Green's Identity for the Wave Operator

The scalar wave equation operator can be defined as:

$$
\begin{equation*}
\mathbf{L}=\frac{\partial^{2}}{\partial t^{2}}-c^{2} \nabla^{2} \tag{8.49}
\end{equation*}
$$

which is a self-adjoint operator, so that the identity can be developed by:

$$
\begin{align*}
v L u-u \mathbf{L} v & =\left[v \frac{\partial^{2} u}{\partial t^{2}}-u \frac{\partial^{2} v}{\partial t^{2}}\right]-c^{2}\left(v \nabla^{2} u-u \nabla^{2} v\right) \\
& =\frac{\partial}{\partial t}\left[v \frac{\partial u}{\partial t}-u \frac{\partial v}{\partial t}\right]-c^{2} \nabla \cdot(v \nabla u-u \nabla v)=\vec{\nabla} \cdot \overrightarrow{\mathbf{P}}(u, v) \tag{8.50}
\end{align*}
$$

with $\overrightarrow{\mathbf{P}}(u, v)$ defined as:

$$
\begin{equation*}
\overrightarrow{\mathbf{P}}(u, v)=\vec{e}_{t}\left[v \frac{\partial u}{\partial t}-u \frac{\partial v}{\partial t}\right]-c^{2}[v \nabla u-u \nabla v] \tag{8.51}
\end{equation*}
$$

and the gradient $\overline{\bar{\nabla}}$ given in (8.45). Integrating the identity (8.50) over the spatial region R and time, one obtains:

$$
\begin{equation*}
\int_{0}^{\mathrm{t}} \int_{\mathrm{R}}(\mathrm{v} \mathbf{L u}-u \mathbf{L} v) \mathrm{dx} d \mathrm{t}=\int_{0}^{\mathrm{t}} \int_{\mathrm{R}} \overline{\vec{\nabla}} \cdot \overrightarrow{\mathbf{P}} \mathrm{dx} \mathrm{dt}=\int_{\overline{\mathrm{S}}} \overrightarrow{\overline{\mathrm{n}}} \cdot \overrightarrow{\mathbf{P}} \mathrm{~d} \overline{\mathbf{S}} \tag{8.52}
\end{equation*}
$$

The terms in the surface integral over $\overline{\mathrm{S}}$ has both initial and boundary conditions.

### 8.16 Green's Function for Unbounded Media-Fundamental Solution

Consider the following system on the independent variable $u(\mathbf{x})$ :

$$
\begin{equation*}
\mathbf{L u}(\mathbf{x})=f(\mathbf{x}) \quad \mathbf{x} \text { in } R_{n} \tag{8.53}
\end{equation*}
$$

where $\mathbf{L}$ is an operator in n-dimensional space and $f(\mathbf{x})$ is the source term that is absolutely integrable over the unbounded region $\mathrm{R}_{\mathrm{n}}$. Define the Green's function $\mathrm{g}(\mathbf{x} \mid \xi)$ for the unbounded region, known as the Fundamental solution, and the Green's function $\mathrm{g}^{*}(\mathrm{x} \mid \xi)$ for the adjoint operator $\mathbf{K}$ to satisfy:

$$
\begin{align*}
& \operatorname{Lg}(\mathbf{x} \mid \xi)=\delta(\mathbf{x}-\xi)  \tag{8.54}\\
& \operatorname{Kg}^{*}(\mathbf{x} \mid \xi)=\delta(\mathbf{x}-\xi) \tag{8.55}
\end{align*}
$$

where $g(x \mid \xi)$ and $g^{*}(\mathbf{x} \mid \xi)$ must decay in the farfield at a prescribed manner. It should be noted that $\mathrm{g}^{*}(\mathrm{x} \mid \xi)=\mathrm{g}(\xi \mid \mathbf{x})$. Multiplying (8.53) by $\mathrm{g}^{*}(\mathbf{x} \mid \xi)$ and (8.55) by $\mathrm{u}(\mathbf{x})$ and integrating over the unbounded region, one obtains:

$$
\begin{aligned}
\int_{R_{n}}\left(u K g^{*}-g^{*} L u\right) d x & =\int_{R_{n}}\left[u(x) \delta(x-\xi)-g^{*}(x \mid \xi) f(x)\right] d x \\
& =u(\xi)-\int_{R_{n}} g^{*}(x \mid \xi) f(x) d x
\end{aligned}
$$

The integral on the left-hand side can be written as a surface integral, see (8.31), over the surface $S_{n}$. The surface $S_{n}$ of an unbounded medium could be taken as a large spherical surface with a radius $\mathrm{R} \rightarrow \infty$. The integrand then must decay with R at a rate that would make the integral vanish. The condition on $g(x \mid \xi)$ would also require that it decays at a prescribed rate as $\mathrm{R} \rightarrow \infty$. Thus, if the left-hand side of (8.31) vanishes, then:

$$
u(\xi)=\int_{R_{n}} g^{*}(x \mid \xi) f(x) d x=\int_{R_{n}} g(\xi \mid x) f(x) d x
$$

Changing $\mathbf{x}$ by $\xi$ and vice versa, one can write the solution for $\mathrm{u}(\mathbf{x})$ as:

$$
\begin{equation*}
u(x)=\int_{R_{n}} g(x \mid \xi) f(\xi) d \xi \tag{8.56}
\end{equation*}
$$

If the operator $L$ is self-adjoint, then the Green's function is symmetric, i.e., $g(x / \xi)=$ $g(\xi \mid x)$. Furthermore, if the operator $L$ is one with constant coefficients, then:

$$
\begin{equation*}
g(x \mid \xi)=g(x-\xi) \tag{8.57}
\end{equation*}
$$

### 8.17 Fundamental Solution for the Laplacian

Consider the Poisson equation in cartesian coordinates:

$$
\begin{equation*}
-\nabla^{2} u=f(x) \quad x \text { in } R_{n} \tag{8.58}
\end{equation*}
$$

where the Laplacian is a self-adjoint operator with constant coefficients. The solution $\mathbf{u}(\mathbf{x})$ can be obtained as an integral over the Green's function and the source $f(\mathbf{x})$ given in (8.56).

### 8.17.1 Three dimensional space

Define the Fundamental solution $g(x \mid \xi)$ to satisfy:

$$
-\nabla^{2} g(x \mid \xi)=\delta(x-\xi)=\delta\left(x_{1}-\xi_{1}\right) \delta\left(x_{2}-\xi_{2}\right) \delta\left(x_{3}-\xi_{3}\right)
$$

Since the Laplacian has constant coefficients, then one solves for the Green's function with $\boldsymbol{\xi}=0$, i.e. the point source is transferred to the origin:

$$
\begin{equation*}
-\nabla^{2} \mathrm{~g}=\delta\left(\mathrm{x}_{1}\right) \delta\left(\mathrm{x}_{2}\right) \delta\left(\mathrm{x}_{3}\right) \tag{8.59}
\end{equation*}
$$

Since the source is at the origin, one can transform the cartesian coordinates to spherical coordinates for a spherically symmetric source, with the point source defined in spherical coordinates as:

$$
\begin{equation*}
-\nabla^{2} g(r)=\frac{\delta(r)}{4 \pi r^{2}} \tag{8.60}
\end{equation*}
$$

To ascertain the rate of decay of $g(r)$ with $r$, integrate (8.59) over $R_{n}$, resulting

$$
\begin{equation*}
\int_{R_{n}} \nabla^{2} g d x=\left.\int_{S_{n}} \frac{\partial g}{\partial n}\right|_{o n S_{n}} d S=-1 \tag{8.61}
\end{equation*}
$$

Since $g$ depends on $r$ only, then $\frac{\partial g}{\partial n}$ on $S$, the spherical surface whose radius is $R$, becomes $\frac{d g}{d r}(R)$ which is a constant in the farfield $R$ since $g=g(r)$ only. The last integral in (8.61) then becomes:

$$
\frac{\mathrm{dg}}{\mathrm{dR}} \cdot 4 \pi \mathrm{R}^{2}=-1
$$

or

$$
\frac{d g}{d R} \cong-\frac{1}{4 \pi R^{2}} \quad \text { for } R \gg 1
$$

or

$$
\begin{equation*}
g(R) \cong \frac{1}{4 \pi R} \quad \text { for } R \gg 1 \tag{8.62}
\end{equation*}
$$

This means that the Green's function for an unbounded three dimensional region must decay as $1 /$. Returning to eq. (8.60), one can integrate the differential equation directly by writing the Laplacian in spherical coordinates in $r$ only, i.e.:

$$
\begin{equation*}
-\frac{1}{\mathrm{r}^{2}} \frac{\mathrm{~d}}{\mathrm{dr}}\left(\mathrm{r}^{2} \frac{\mathrm{dg}}{\mathrm{dr}}\right)=\frac{\delta(\mathrm{r})}{4 \pi \mathrm{r}^{2}} \tag{8.63}
\end{equation*}
$$

Direct integration results in:

$$
g(r)=\frac{1}{4 \pi r}+C
$$

since $g(R)$ for $R \gg 1$ must decay as $1 / R$, then $C \equiv 0$, giving:

$$
\begin{align*}
& g(r)=\frac{1}{4 \pi r}=\frac{1}{4 \pi\left[x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right]^{1 / 2}} \\
& g(x-\xi)=\frac{1}{4 \pi\left[\left(x_{1}-\xi_{1}\right)^{2}+\left(x_{2}-\xi_{2}\right)^{2}+\left(x_{3}-\xi_{3}\right)^{2}\right]^{1 / 2}}=\frac{1}{4 \pi|x-\xi|} \tag{8.64}
\end{align*}
$$

### 8.17.2 Two dimensional space

In two dimensional space, the Green's function satisfies:

$$
\begin{equation*}
-\nabla^{2} \mathrm{~g}(\mathrm{x} \mid \xi)=\delta(\mathrm{x}-\xi)=\delta\left(\mathrm{x}_{1}-\xi_{1}\right) \delta\left(\mathrm{x}_{2}-\xi_{2}\right) \tag{8.65}
\end{equation*}
$$

As the two dimensional Laplacian has constant coefficients, one can shift the source to the origin:

$$
\begin{equation*}
-\nabla^{2} \mathrm{~g}=\delta\left(\mathrm{x}_{1}\right) \delta\left(\mathrm{x}_{2}\right) \tag{8.66}
\end{equation*}
$$

Since the source is at the origin, then one can transform (8.66) to cylindrical coordinate in two dimensional space and the Green's function becomes $g(r)$ :

$$
\begin{equation*}
-\nabla^{2} \mathrm{~g}=-\frac{1}{\mathrm{r}} \frac{\mathrm{~d}}{\mathrm{dr}}\left(\mathrm{r} \frac{\mathrm{dg}}{\mathrm{dr}}\right)=\frac{\delta(\mathrm{r})}{2 \pi \mathrm{r}} \tag{8.67}
\end{equation*}
$$

Again, to define the behavior of $g(r)$ as $r \rightarrow \infty$, one can integrate (8.66) over the unbounded region $R_{n}$ :

$$
\int_{R_{n}} \nabla^{2} g d x=\left.\int_{S_{n}} \frac{\partial g}{\partial n}\right|_{0 n S_{n}} d S \cong \frac{d g}{d r}(R) \cdot 2 \pi R=-1
$$

so that:

$$
\frac{d g}{d R} \cong-\frac{1}{2 \pi R}
$$

or:

$$
\begin{equation*}
g(R) \cong-\frac{1}{2 \pi} \log R \quad \text { for } R \gg 1 \tag{8.68}
\end{equation*}
$$

Integrating (8.67) directly, one obtains:

$$
g(r)=-\frac{1}{2 \pi} \log r+C
$$

Again C must be neglected in order that $\mathrm{g}(\mathrm{r})$ behaves as in (8.68), giving:

$$
\begin{align*}
& g(r)=-\frac{1}{2 \pi} \log \mathrm{r}=-\frac{1}{2 \pi} \log \left[\mathrm{x}_{1}^{2}+\mathrm{x}_{2}^{2}\right]^{1 / 2} \\
& \left.\mathrm{~g}(\mathrm{x}-\xi)=-\frac{1}{2 \pi} \log \left[\left(\mathrm{x}_{1}-\xi_{1}\right)^{2}+\left(\mathrm{x}_{2}-\xi_{2}\right)^{2}\right]^{1 / 2}=-\frac{1}{2 \pi} \log \right\rvert\, x-\xi \tag{8.69}
\end{align*}
$$

### 8.17.3 One dimensional space

For the one dimensional case, $g$ satisfies:

$$
-\frac{\mathrm{d}^{2} \mathrm{~g}}{\mathrm{dx}}=\delta(\mathrm{x}-\xi)
$$

Direct integration yields the fundamental solution of:

$$
\begin{equation*}
g(x \mid \xi)=-\frac{1}{2}|x-\xi| \tag{8.70}
\end{equation*}
$$

### 8.17.4 Development by construction

One can derive the Green's function by construction, which is yet another method for development of the Green's function. First, enclose the source region at the origin by an infinitesimal sphere $R_{\varepsilon}$ of radius $\varepsilon$. Starting with the definition of Green's function:

$$
-\nabla^{2} g=\delta(\mathbf{x}) \quad \mathbf{x} \text { in } \mathrm{R}_{\varepsilon}
$$

then, since the source region is confined to the origin:

$$
\nabla^{2} g=0 \quad \text { outside } R_{\varepsilon}
$$

Rewriting the Laplacian in terms of spherical coordinates, then:

$$
\nabla^{2} \mathrm{~g}=\frac{1}{\mathrm{r}^{2}} \frac{\mathrm{~d}}{\mathrm{dr}}\left[\mathrm{r}^{2} \frac{\mathrm{dg}}{\mathrm{dr}}\right]=0 \text { outside } \mathrm{R}_{\varepsilon}
$$

By directly integrating the differential equation above, one obtains:

$$
g=\frac{C_{1}}{r}+C_{2}
$$

Since g decays as $\mathrm{r} \rightarrow \infty$, then $\mathrm{C}_{2}=0$. Integrating the equation over the infinitesimal sphere $R_{\varepsilon}$ :

$$
\begin{aligned}
-\int_{R_{\varepsilon}} \nabla^{2} g d x & =\int_{R_{\varepsilon}^{\prime}} \delta(x) d x=1 \\
& =-\int_{R_{\varepsilon}} \nabla \cdot \nabla g d x=-\left.\int_{S_{\varepsilon}} \frac{\partial g}{\partial n}\right|_{o n S_{\varepsilon}} d S \\
& =-\left.\int_{S_{\varepsilon}} \frac{\partial g}{\partial r}\right|_{r=\varepsilon} d S=\frac{C_{1}}{\varepsilon^{2}} \int_{S_{\varepsilon}} d S=4 \pi C_{1}
\end{aligned}
$$

where the normal derivative $\frac{\partial}{\partial n}=\frac{\partial}{\partial r}$. The constant becomes $C_{1}=\frac{1}{4 \pi}$ and the Green's function $g=\frac{1}{4 \pi r}$.

### 8.17.5 Behavior for large $R$

The behavior of $u(x)$ as $R \rightarrow \infty$ can be postulated from (8.38). The integration over the surface of an infinitely large sphere of radius R must vanish. Thus:

$$
\int_{R_{n}}(u L g-g L u) d x=\int_{S_{n}(R \rightarrow \infty)}\left(u \frac{\partial g}{\partial n}-g \frac{\partial u}{\partial n}\right) d S \rightarrow 0
$$

where $\overline{\mathrm{n}}$ is the unit outward normal and $\frac{\partial}{\partial \mathrm{n}}=\frac{\partial}{\partial \mathrm{R}}$. For three dimensional space, $\mathrm{g} \cong \frac{1}{\mathrm{R}}$, and $\frac{\partial \mathrm{g}}{\partial \mathrm{n}} \cong-\frac{1}{\mathrm{R}^{2}}$ so that the surface integral above becomes:

$$
\operatorname{Lim}_{\mathrm{R} \rightarrow \infty}\left[\frac{\mathrm{u}(\mathrm{R})}{\mathrm{R}^{2}}+\frac{\partial \mathrm{u}(\mathrm{R})}{\partial \mathrm{R}} \cdot \frac{1}{\mathrm{R}}\right] 4 \pi \mathrm{R}^{2} \rightarrow 0
$$

This requires that the function $u$ and its derivative behave as:

$$
\begin{equation*}
\mathrm{u}(\mathrm{R})+\mathrm{R} \frac{\partial \mathrm{u}(\mathrm{R})}{\partial \mathrm{R}} \approx \frac{1}{R^{p}} \quad \mathrm{p}>0 \tag{8.71}
\end{equation*}
$$

For two dimensional media, $\mathrm{g} \cong \log \mathrm{r}, \frac{\partial \mathrm{g}}{\partial \mathrm{n}} \cong \frac{1}{\mathrm{r}}$, so that the surface integral above becomes:

$$
\operatorname{Lim}_{R \rightarrow \infty}\left[\frac{u(R)}{R}+\frac{\partial u(R)}{\partial R} \cdot(\log R)\right] 2 \pi R \rightarrow 0
$$

This requires that the function $u$ and its derivative behave as:

$$
\begin{equation*}
\mathrm{u}(\mathrm{R})+\mathrm{R} \log \mathrm{R} \frac{\partial \mathrm{u}(\mathrm{R})}{\partial \mathrm{R}} \approx \frac{1}{\mathrm{R}^{\mathrm{p}}} \quad \mathrm{p}>0 \tag{8.72}
\end{equation*}
$$

### 8.18 Fundamental Solution for the Bi-Laplacian

Consider the bi-Laplacian in two dimensional space:

$$
\begin{equation*}
-\nabla^{4} g=\delta(\mathbf{x}-\xi) \quad \mathbf{x} \text { in } \mathrm{R}_{\mathrm{n}} \tag{8.73}
\end{equation*}
$$

then one can again shift the source to the origin, since the bi-Laplacian has constant coefficients.

$$
\begin{equation*}
-\nabla^{4} \mathrm{~g}=\delta(\mathbf{x})=\delta\left(\mathrm{x}_{1}\right) \delta\left(\mathrm{x}_{2}\right) \tag{8.74}
\end{equation*}
$$

Rewriting this equation in two dimensional cylindrical coordinates:

$$
\begin{equation*}
-\nabla^{4} g=-\left(\nabla^{2}\right)^{2} g=-\left[\frac{1}{r} \frac{d}{d r}\left(r \frac{d}{d r}\right)\right]^{2} g=\frac{\delta(r)}{2 \pi r} \tag{8.75}
\end{equation*}
$$

Direct integration of (8.75) results in:

$$
g=-\frac{r^{2}}{8 \pi}[\log r-1]+C_{1} r^{2} \log r+C_{2} r^{2}+C_{3}
$$

Integrating equation (8.74) over large circular area $R_{n}$ with $R \gg 1$, one obtains the condition that as $\mathrm{R} \rightarrow \infty$ :

$$
\nabla^{2} g \cong-\frac{1}{2 \pi} \log \mathrm{R} \quad \mathrm{R} \gg 1
$$

This requires that all the arbitrary constants $\mathrm{C}_{1}, \mathrm{C}_{2}$ and $\mathrm{C}_{3}$ vanish, giving g as:

$$
\begin{equation*}
\mathrm{g}=\frac{\mathrm{r}^{2}}{8 \pi}[1-\log \mathrm{r}] \tag{8.76}
\end{equation*}
$$

### 8.19 Fundamental Solution for the Helmholtz Operator

Consider the Helmholtz equation:

$$
\begin{equation*}
-\nabla^{2} u-\lambda u=f(x) \quad x \text { in } R_{n} \tag{8.77}
\end{equation*}
$$

where $L=-\nabla^{2}-\lambda$ is a self-adjoint operator. The Green's function satisfies the Helmholtz equation:

$$
\begin{equation*}
-\nabla^{2} g-\lambda g=\delta(x-\xi) \tag{8.78}
\end{equation*}
$$

Since the operator has constant coefficients, then once again, the source could be transformed to the origin. The solution for $u(x)$ can be obtained as an integral over the source term $f(x)$ and the Green's function, as in (8.56).

### 8.19.1 Three dimensional space

To develop the Green's function by construction, enclose the source at the origin by an infinitesimal sphere $R_{\varepsilon}$, such that:

$$
-\nabla^{2} g-\lambda g=0 \quad \text { outside } R_{\varepsilon}
$$

Replacing $\lambda$ by $\mathbf{k}^{2}$ and writing the equation in spherical coordinates one obtains a homogeneous equation:

$$
\frac{1}{r^{2}} \frac{d}{d r}\left[r^{2} \frac{d g}{d r}\right]+k^{2} g=0 \quad \text { outside } R_{\varepsilon}
$$

which has the solution:

$$
\begin{equation*}
\mathrm{g}=\mathrm{C}_{1} \frac{\mathrm{e}^{\mathrm{ikr}}}{\mathrm{r}}+\mathrm{C}_{2} \frac{\mathrm{e}^{-\mathrm{ikr}}}{\mathrm{r}} \tag{8.79}
\end{equation*}
$$

with $\mathrm{e}^{-\mathrm{i} \omega t}$ assumed for the time dependence leading to the Helmholtz equation, the two solutions represent outgoing and incoming waves, respectively. For outgoing waves, let $C_{2}=0$. Integrating (8.78) with the source at the origin over $R_{\varepsilon}$ :

$$
\begin{equation*}
-\int_{R_{\varepsilon}} \nabla^{2} g d x-k^{2} \int_{R_{\varepsilon}} g d x=1 \tag{8.80}
\end{equation*}
$$

The first integral can be transformed to a surface integral over the infinitesimal sphere:

$$
\begin{equation*}
\int_{R_{\varepsilon}} \nabla^{2} g d x=\left.\int_{S_{\varepsilon}} \frac{\partial \mathrm{g}}{\partial \mathrm{n}}\right|_{\mathrm{r}=\varepsilon} \mathrm{dS}=4 \pi \varepsilon^{2} \mathrm{C}_{1}\left(\frac{\mathrm{ik}}{\varepsilon}-\frac{1}{\varepsilon^{2}}\right) \mathrm{e}^{\mathrm{ik} \mathrm{\varepsilon}} \tag{8.81}
\end{equation*}
$$

Taking the limit of (8.81) as $\varepsilon \rightarrow 0$, the integral approaches $-4 \pi \mathrm{C}_{1}$. The second integral in (8.80) can also be shown to vanish in the limit as $\varepsilon \rightarrow 0$ :

$$
\left|\int_{R_{\varepsilon}} g \mathrm{dx}\right|=\left|\int_{0}^{\varepsilon} \frac{\mathrm{e}^{\mathrm{ikr}}}{\mathrm{r}} \cdot 4 \pi \mathrm{r}^{2} \mathrm{dr}\right| \leq 4 \pi\left|\int_{0}^{\varepsilon} \mathrm{rdr}\right|=2 \pi \varepsilon^{2}
$$

which vanishes as $\varepsilon \rightarrow 0$. This results in the evaluation of $C_{1}=\frac{1}{4 \pi}$, so that the Green's function becomes:

$$
\begin{equation*}
g=\frac{e^{i k r}}{4 \pi r} \tag{8.82}
\end{equation*}
$$

The Green's function for a general source location $\xi$ :

$$
\begin{equation*}
g(x-\xi)=\frac{e^{i k|x-\xi|}}{4 \pi|x-\xi|} \tag{8.83}
\end{equation*}
$$

### 8.19.2 Two dimensional space

Following the same procedure for the development of the Green's function in three dimensional space, the two dimensional analog can be written as:

$$
\begin{equation*}
-\nabla^{2} g-\lambda g=-\frac{1}{r} \frac{d}{d r}\left[r \frac{d g}{d r}\right]-\mathrm{k}^{2} \mathrm{~g}=\delta(\mathrm{x}) \tag{8.84}
\end{equation*}
$$

For the solution outside a small circular area $R_{\varepsilon}$ whose radius is $\varepsilon$, the homogeneous solution of (8.84) is given by:

$$
\begin{equation*}
\mathrm{g}=\mathrm{C}_{1} \mathrm{H}_{0}^{(1)}(\mathrm{kr})+\mathrm{C}_{2} \mathrm{H}_{0}^{(2)}(\mathrm{kr}) \tag{8.85}
\end{equation*}
$$

where $\mathrm{H}_{0}^{(1)}$ and $\mathrm{H}_{0}^{(2)}$ are the Hankel functions of the first and second kind, respectively. For outgoing waves in $R_{n}$, let $C_{2}=0$. Integrating (8.84) over a small circular area $R_{\varepsilon}$, one can evaluate the first integral as:

$$
\int_{R_{\varepsilon}} \nabla^{2} \mathrm{~g} \mathrm{dx}=\left.\int_{\mathrm{S}_{\varepsilon}} \frac{\partial \mathrm{g}}{\partial \mathrm{n}}\right|_{\mathrm{r}=\varepsilon} \mathrm{dS}=\mathrm{C}_{1} k \mathrm{H}_{0}^{(1)^{\prime}}(\mathrm{k} \mathrm{\varepsilon}) \cdot 2 \pi \varepsilon=-2 \pi \varepsilon \mathrm{C}_{1} k H_{\mathrm{l}}^{(1)}(\mathrm{k} \mathrm{\varepsilon})
$$

Taking the limit as $\varepsilon \rightarrow 0$, the integral approaches $4 \mathrm{iC}_{1}$. In a similar manner to the three dimensional Green's function, the second integral can be shown to vanish as $\varepsilon \rightarrow 0$.
Finally the Green's function can be written as:

$$
\begin{equation*}
g=\frac{i}{4} H_{0}^{(1)}(k r) \tag{8.86}
\end{equation*}
$$

which, when the source location is transferred from the origin to $\boldsymbol{\xi}$, gives:

$$
\begin{equation*}
g(x-\xi)=\frac{i}{4} H_{0}^{(1)}(k|x-\xi|) \tag{8.87}
\end{equation*}
$$

### 8.19.3 One dimensional space

The Green's function for the Helmholtz operator was worked out in Example 8.8 as:

$$
\begin{equation*}
g(x \mid \xi)=\frac{i}{2 k} e^{i k|x-\xi|} \tag{8.88}
\end{equation*}
$$

### 8.19.4 Behavior for Large $R$

The behavior of $u(\mathbf{x})$ for the Helmholtz operator as $r \rightarrow \infty$ can be postulated from (8.39). The integration over the surface of an infinitely large sphere of radius R must vanish. Thus:

$$
\begin{equation*}
\int_{R_{n}}(u L g-g L u) d x=\int_{S_{n}(R \rightarrow \infty)}\left(u \frac{\partial g}{\partial n}-g \frac{\partial u}{\partial n}\right) d S \rightarrow 0 \tag{8.39}
\end{equation*}
$$

where $\overrightarrow{\mathrm{n}}$ is the unit outward normal and $\frac{\partial}{\partial \mathrm{n}}=\frac{\partial}{\partial \mathrm{R}}$. For three dimensional space, $g \cong \frac{e^{i k R}}{R}$, and $\frac{\partial g}{\partial n} \cong \frac{e^{i k R}}{R^{2}}(i k R-1)$, so that the surface integral in (8.70) becomes:

$$
\operatorname{Lim}_{R \rightarrow \infty}\left[i k R \frac{u(R)}{R^{2}}-\frac{\partial u(R)}{\partial R} \cdot \frac{1}{R}\right] e^{i k R} R^{2} \rightarrow 0
$$

This is known as the Sommerfeld Radiation Condition for three dimensional space. This requires that the function $u$ and its derivative behave as:

$$
\begin{equation*}
\mathrm{iku}(\mathrm{R})-\frac{\partial \mathrm{u}(\mathrm{R})}{\partial \mathrm{R}} \approx \frac{1}{\mathrm{R}^{\mathrm{p}}} \quad \mathrm{p}>1 \tag{8.89}
\end{equation*}
$$

For two dimensional media, $\mathrm{g} \cong \mathrm{H}_{0}^{(1)}(\mathrm{kr})$, and $\frac{\partial \mathrm{g}}{\partial \mathrm{n}} \cong-\mathrm{k} H_{1}^{(1)}(\mathrm{kr})$, so that the surface integral in (8.70) becomes:

$$
\operatorname{Lim}_{\mathrm{R} \rightarrow \infty}\left[-\mathrm{k} \mathrm{H}_{1}^{(1)}(\mathrm{kR}) \mathrm{u}(\mathrm{R})-\mathrm{H}_{0}^{(1)}(\mathrm{kR}) \frac{\partial \mathrm{u}(\mathrm{R})}{\partial \mathrm{R}}\right] 2 \pi \mathrm{R} \rightarrow 0
$$

This is known as the Sommerfeld Radiation Condition for two dimensional space. This requires that the function $u$ and its derivative behave as:

$$
\begin{equation*}
\mathrm{ik} u(\mathrm{R})-\frac{\partial \mathrm{u}(\mathrm{R})}{\partial \mathrm{R}} \approx \frac{1}{\mathrm{R}^{\mathrm{P}}} \quad \mathrm{p}>1 / 2 \tag{8.90}
\end{equation*}
$$

### 8.20 Fundamental Solution for the Operator, $-\nabla^{\mathbf{2}}+\mu^{2}$

There is another operator that is related to the Helmholtz operator, defined as:

$$
\begin{equation*}
\mathbf{L} \mathbf{u}(\mathbf{x})=\left(-\nabla^{2}+\mu^{2}\right) \mathbf{u}(\mathbf{x})=\mathrm{f}(\mathbf{x}) \quad \mathbf{x} \text { in } \mathrm{R}_{\mathrm{n}} \tag{8.91}
\end{equation*}
$$

One can see that this operator is related to the Helmholtz operator by making $\lambda=-\mu^{2}$ or $\mu=-\mathrm{ik}=-\mathrm{i} \sqrt{\lambda}$. The substitution of $\mu$ in the final results for the Green's function for the Helmholtz operator:

$$
\begin{equation*}
\left(-\nabla^{2}+\mu^{2}\right) g(\mathbf{x} \mid \xi)=\delta(\mathbf{x}-\xi) \tag{8.92}
\end{equation*}
$$

results in the following Green's function.

### 8.20.1 Three dimensional space

Substitution of $\mu$ in (8.82) gives:

$$
\begin{equation*}
g(r)=\frac{e^{-\mu r}}{4 \pi r} \tag{8.93}
\end{equation*}
$$

### 8.20.2 Two dimensional space

Substitution of $\mu$ in (8.86) results in:

$$
\begin{equation*}
\mathrm{g}=\frac{\mathrm{i}}{4} \mathrm{H}_{0}^{(1)}(\mathrm{i} \mu \mathrm{r})=\frac{\mathrm{I}}{2 \pi} \mathrm{~K}_{0}(\mu \mathrm{r}) \tag{8.94}
\end{equation*}
$$

where $K_{0}$ is the modified Bessel function of the first kind.

### 8.20.3 One dimensional space

Substitution of $\mu$ in (8.88) results in the Green's function for one dimensional media as:

$$
\begin{equation*}
\mathrm{g}=\frac{\mathrm{e}^{-\mu|\mathrm{x}|}}{2 \mu} \tag{8.95}
\end{equation*}
$$

### 8.21 Causal Fundamental Solution for the Diffusion Operator

For the diffusion operator:

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\kappa \nabla^{2} u=f(\mathbf{x}, t) \quad \mathbf{x} \text { in } R_{n}, \quad t>0 \tag{8.96}
\end{equation*}
$$

the Green's function satisfies the following system:

$$
\begin{equation*}
\frac{\partial \mathrm{g}}{\partial \mathrm{t}}-\kappa \nabla^{2} \mathrm{~g}=\delta(\mathrm{x}-\xi) \delta(\mathrm{t}-\tau) \tag{8.97}
\end{equation*}
$$

where:

$$
g=g(x, t \mid \xi, \tau)
$$

satisfies the initial condition $g\left(\mathbf{x}, 0^{+} \mid \xi, \tau\right)=0$, and satisfies the causality condition:

$$
\mathrm{g}=0 \quad \text { for } \mathrm{t}<\tau
$$

which states that the solution is null until $\mathrm{t}=\boldsymbol{\tau}$. Since the diffusion operator has constant coefficients, one can shift the $\boldsymbol{\xi}$ and $\tau$ to the origin

$$
\mathrm{g}=\mathrm{g}(\mathbf{x}, \mathrm{t} \mid 0,0)=\mathrm{g}(\mathbf{x}, \mathrm{t})
$$

satisfying the diffusion operator:

$$
\begin{equation*}
\frac{\partial \mathrm{g}}{\partial \mathrm{t}}-\kappa \nabla^{2} \mathrm{~g}=\delta(\mathbf{x}) \delta(\mathrm{t}) \tag{8.98}
\end{equation*}
$$

with the causality condition now given by:

$$
\mathrm{g}=0 \quad \mathrm{t}<0
$$

In order to obtain the Fundamental solution, one can apply the Laplace transform on time. Using the definitions and operations of Laplace transform in section (7.14) and defining the Laplace transform:

$$
L \mathrm{~g}(\mathbf{x}, \mathrm{t})=\overline{\mathrm{g}}(\mathbf{x}, \mathrm{p})
$$

the differential equation (8.98) transforms to:

$$
\begin{equation*}
-\nabla^{2} \bar{g}+\frac{p}{\kappa} \bar{g}=\frac{\delta(\mathbf{x})}{\kappa} \tag{8.99}
\end{equation*}
$$

Equation (8.99) resembles eq. (8.92) with solutions for three and two dimensional media with $\mu^{2}=\frac{p}{\kappa}$.

### 8.21.1 Three dimensional space

With $\mu=\sqrt{\frac{\mathrm{p}}{\kappa}}$, the transform of the Green's function for three dimensional space in (8.93) gives:

$$
\overline{\mathrm{g}}(\mathrm{r}, \mathrm{p})=\frac{\mathrm{e}^{-\mathrm{r} \sqrt{\mathrm{p} / \kappa}}}{4 \pi \kappa \mathrm{r}}
$$

whose Laplace inverse transform gives:

$$
\begin{equation*}
g(r, t)=\frac{e^{-r^{2} /(4 \kappa t)}}{(4 \pi \kappa t)^{3 / 2}} H(t) \tag{8.100}
\end{equation*}
$$

Rewriting (8.100) to revert to the source space and time $\xi$ and $\tau$ gives:

$$
\begin{equation*}
g(x-\xi, t-\tau)=\frac{e^{-|x-\xi|^{2} /[4 \kappa(t-\tau)]}}{[4 \pi \kappa(t-\tau)]^{3 / 2}} H(t-\tau) \tag{8.101}
\end{equation*}
$$

note that the resulting expression for g is causal.

### 8.21.2 Two dimensional space

The transform of the Green's function in two dimensional space given in (8.92), with $\mu=\sqrt{\frac{\mathrm{p}}{\mathrm{K}}}$ is:

$$
\overline{\mathrm{g}}(\mathrm{r}, \mathrm{p})=\frac{1}{2 \pi \kappa} \mathrm{~K}_{0}(\mathrm{r} \sqrt{\mathrm{p} / \mathrm{K}})
$$

has an inverse Laplace transform of:

$$
\begin{equation*}
\mathrm{g}(\mathrm{r}, \mathrm{t})=\frac{1}{4 \pi \mathrm{kt}} \mathrm{e}^{-\mathrm{r}^{2} /(4 \mathrm{kt})} \mathrm{H}(\mathrm{t}) \tag{8.102}
\end{equation*}
$$

which, upon transforming the coordinates to the source location and time results in the following expression:

$$
\begin{equation*}
\mathrm{g}(\mathrm{x}-\xi, \mathrm{t}-\tau)=\frac{1}{[4 \pi \mathrm{k}(\mathrm{t}-\tau)]} \mathrm{e}^{-|\mathrm{x}-\xi|^{2} /[4 \mathrm{k}(\mathrm{t}-\tau)]} \mathrm{H}(\mathrm{t}-\tau) \tag{8.103}
\end{equation*}
$$

### 8.21.3 One dimensional space

with $\mu=\sqrt{\frac{p}{\kappa}}$, the transform of the Green's function for one dimensional medium can be written as (see (8.95)):

$$
\begin{equation*}
\overline{\mathrm{g}}(\mathrm{x}, \mathrm{p})=\frac{\mathrm{e}^{-\mathrm{x} \sqrt{\mathrm{p} / \kappa}}}{2 \sqrt{\mathrm{p} \mathrm{\kappa}}} \tag{8.104}
\end{equation*}
$$

The inverse Laplace transform of (8.104) can be shown to have the form:

$$
\begin{equation*}
\mathrm{g}(\mathrm{x}, \mathrm{t})=\frac{1}{[4 \pi \mathrm{kt}]^{1 / 2}} \mathrm{e}^{-\mathrm{x}^{2} /(4 \mathrm{k})} \mathrm{H}(\mathrm{t}) \tag{8.105}
\end{equation*}
$$

and transforming the origin to the actual location:

$$
\begin{equation*}
\mathrm{g}(\mathrm{x}-\xi, \mathrm{t}-\tau)=\frac{1}{[4 \pi \mathrm{k}(\mathrm{t}-\tau)]^{1 / 2}} \mathrm{e}^{-(\mathrm{x}-\xi)^{2} /[4 \mathrm{k}(\mathrm{t}-\tau)]} \mathrm{H}(\mathrm{t}-\tau) \tag{8.106}
\end{equation*}
$$

Defining the Green's function $\mathrm{g}^{*}(\mathrm{x} \mid \xi)$ for the adjoint operator K as:

$$
\mathbf{K g}^{*}=-\frac{\partial \mathrm{g}^{*}}{\partial \mathrm{t}}-\kappa \nabla^{2} \mathrm{~g}^{*}=\delta(\mathbf{x}-\xi) \delta(\mathrm{t}-\tau)
$$

and using the form (8.56), one can write down the solution for $\mathbf{u}(\mathbf{x}, \mathrm{t})$ as:

$$
\begin{equation*}
u(\mathbf{x}, t)=\int_{0}^{\infty} \int_{R_{n}} g(x, \psi \xi, \tau) f(\xi, \tau) d \xi d \tau \tag{8.107}
\end{equation*}
$$

### 8.22 Causal Fundamental Solution for the Wave Operator

For the wave operator, the solution $u(\mathbf{x})$ satisfies:

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2} \nabla^{2}\right) u(x, t)=f(x, t) \quad x \text { in } R_{n}, \quad t>0 \tag{8.108}
\end{equation*}
$$

and the Green's function then satisfies:

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2} \nabla^{2}\right) g(x, t \mid \xi, \tau)=\delta(x-\xi) \delta(t-\tau) \tag{8.109}
\end{equation*}
$$

satisfying the homogeneous initial conditions:

$$
g\left(\mathbf{x}, 0^{+} \mid \xi, \tau\right)=0 \quad \text { and } \quad \frac{\partial g}{\partial t}\left(x, 0^{+} \mid \xi, \tau\right)=0
$$

with the causality condition:

$$
\begin{equation*}
\mathrm{g}=0 \quad \text { and } \quad \frac{\partial \mathrm{g}}{\partial \mathrm{t}}=0 \quad \mathrm{t}<\tau \tag{8.110}
\end{equation*}
$$

since the wave operator has constant coefficients, the source location is transferred to the origin, such that (8.109) and (8.110) become:

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2} \nabla^{2}\right) g(x, t)=\delta(x) \delta(t) \tag{8.111}
\end{equation*}
$$

and

$$
\mathrm{g}=0 \quad \text { and } \frac{\partial \mathrm{g}}{\partial \mathrm{t}}=0 \quad \mathrm{t}<0
$$

Applying Laplace transform on time, one obtains the equation on the transform of the Green's function as:

$$
\begin{equation*}
\left(-\nabla^{2}+\frac{\mathrm{p}^{2}}{\mathrm{c}^{2}}\right) \overline{\mathrm{g}}(\mathrm{x}, \mathrm{p})=\frac{\delta(\mathrm{x})}{\mathrm{c}^{2}} \tag{8.112}
\end{equation*}
$$

The solution of (8.112) can be developed from eqs. (8.93-8.95) with $\mu^{2}=\frac{p^{2}}{\mathrm{c}^{2}}$.

### 8.22.1 Three dimensional space

The solution for the transform $\overline{\mathrm{g}}$ can be obtained from (8.93) with $\mu=\frac{\mathrm{p}}{\mathrm{c}}$ :

$$
\begin{equation*}
\overline{\mathrm{g}}(\mathrm{r}, \mathrm{p})=\frac{\mathrm{e}^{-\mathrm{pr} / \mathrm{c}}}{4 \pi \mathrm{c}^{2} \mathrm{r}} \tag{8.113}
\end{equation*}
$$

The inverse transform of $\overline{\mathrm{g}}(\mathrm{r}, \mathrm{t})$ then becomes:

$$
\begin{equation*}
\mathrm{g}(\mathrm{r}, \mathrm{t})=\frac{\delta\left(\mathrm{t}-\frac{\mathrm{r}}{\mathrm{c}}\right)}{4 \pi \mathrm{c}^{2} \mathrm{r}}=\frac{\delta(\mathrm{ct}-\mathrm{r})}{4 \pi \mathrm{cr}} \tag{8.114}
\end{equation*}
$$

Note that the Green's function is a spherical shell source at $\mathrm{r}=\mathrm{ct}$ of decreasing strength with $\frac{1}{\mathrm{r}}$. Transferring back to the location of the source:

$$
\begin{equation*}
g(x-\xi, t-\tau)=\frac{\delta[t-\tau-|x-\xi| / c]}{4 \pi c^{2}|x-\xi|} \tag{8.115}
\end{equation*}
$$

### 8.22.2 Two dimensional space

Here the Laplace transformed solution is given by:

$$
\begin{equation*}
\overline{\mathrm{g}}(\mathrm{r}, \mathrm{p})=\frac{1}{2 \pi \mathrm{c}^{2}} \mathrm{~K}_{0}\left(\frac{\mathrm{p}}{\mathrm{c}} \mathrm{r}\right) \tag{8.116}
\end{equation*}
$$

The inverse Laplace transform of (8.116) can be shown to be:

$$
\begin{equation*}
\mathrm{g}(\mathrm{r}, \mathrm{t})=\frac{\mathrm{H}(\mathrm{ct}-\mathrm{r})}{2 \pi \mathrm{c}\left[\mathrm{c}^{2} \mathrm{t}^{2}-\mathrm{r}^{2}\right]^{1 / 2}} \mathrm{H}(\mathrm{t}) \tag{8.117}
\end{equation*}
$$

Note that the Green's function has a trail that decays with ct at any fixed position $r$ with a sharp wavefront at $c t=r$. The Green's function can be transferred to the location of the source to give the Green's function as:

$$
\begin{equation*}
\mathrm{g}(\mathrm{x}-\xi, \mathrm{t}-\tau)=\frac{\mathrm{H}[\mathrm{c}(\mathrm{t}-\tau)-|\mathrm{x}-\xi|]}{2 \pi \mathrm{c}\left[\mathrm{c}^{2}(\mathrm{t}-\tau)^{2}-|\mathrm{x}-\xi|^{2}\right]^{1 / 2}} \mathrm{H}(\mathrm{t}-\tau) \tag{8.118}
\end{equation*}
$$

### 8.22.3 One dimensional space

For the one dimensional medium:

$$
\begin{equation*}
\overline{\mathrm{g}}(\mathrm{x}, \mathrm{p})=\frac{\mathrm{e}^{-\mathrm{p}|\mathrm{x}| / \mathrm{c}}}{2 \mathrm{pc}} \tag{8.119}
\end{equation*}
$$

which may be inverted by Laplace transform to give:

$$
\begin{equation*}
\mathrm{g}(\mathrm{x}, \mathrm{t})=\frac{\mathrm{H}[\mathrm{t}-|\mathrm{x}| / \mathrm{c}]}{2 \mathrm{c}} \mathrm{H}(\mathrm{t}) \tag{8.120}
\end{equation*}
$$

Note that the Green's function is constant, but has two sharp wavefronts at $\mathrm{x}= \pm \mathrm{ct}$. Upon transferring to the location of the source, one obtains:

$$
\begin{equation*}
g(x-\xi, t-\tau)=\frac{H[t-\tau-|x-\xi| / c]}{2 c} H(t-\tau) \tag{8.121}
\end{equation*}
$$

Since the wave operator is self-adjoint, then the solution $u(x, t)$ can be written from (8.56) as:

$$
u(x, t)=\int_{0}^{\infty} \int_{\mathbf{R}_{n}} g(x, 4 \xi, \tau) f(\xi, \tau) d \xi d \tau
$$

### 8.23 Fundamental Solutions for the Bi-Laplacian Helmholtz Operator

The fundamental solution for the Bi-Laplacian Helmholtz operator applies to the vibration of elastic plates. Since the plate is a two dimensional medium, then the Fundamental solution satisfies the following equation:

$$
\begin{equation*}
\left(-\nabla^{4}+k^{4}\right) g(x \mid \xi)=\delta(x-\xi) \quad x \text { in } R_{n} \tag{8.122}
\end{equation*}
$$

Since the operator has constant coefficients, then one can transform the source location to the origin and write out the operator in cylindrical coordinates in the radial distance:

$$
\begin{equation*}
\left(-\nabla^{4}+\mathrm{k}^{4}\right) \mathrm{g}(\mathrm{r})=\frac{\delta(\mathrm{r})}{2 \pi \mathrm{r}} \tag{8.123}
\end{equation*}
$$

To obtain the solution for $g(r)$, one can apply the Hankel transform on $r$, see Section 7.19, where the Hankel transform of $g(r)$ is $\bar{g}(\rho)$ :

$$
\left(\rho^{4}-k^{4}\right) \bar{g}(\rho)=-\frac{1}{2 \pi}
$$

resulting in the solution:

$$
\overline{\mathrm{g}}(\rho)=\frac{-1}{2 \pi\left(\rho^{4}-\mathrm{k}^{4}\right)}
$$

The inverse Hankel transform of $\bar{g}(\rho)$ can be shown to be:

$$
\begin{equation*}
g(r)=\frac{-1}{2 \pi} \int_{0}^{\infty} \frac{\rho J_{0}(r \rho)}{\rho^{4}-k^{4}} d \rho \tag{8.124}
\end{equation*}
$$

In order to perform the integration in the complex plane, one needs to extend the integration on $\rho$ to $(-\infty)$. Using the identities (3.38) and (3.39), one can substitute for $\mathrm{J}_{0}$ by $\mathrm{H}_{0}^{(1)}$ and $\mathrm{H}_{0}^{(2)}$ as:

$$
g(\mathrm{r})=-\frac{1}{4 \pi} \int_{0}^{\infty} \frac{\rho\left[\mathrm{H}_{0}^{(1)}(\mathrm{r} \rho)+\mathrm{H}_{0}^{(2)}(\mathrm{r} \rho)\right]}{\rho^{4}-\mathrm{k}^{4}} \mathrm{~d} \rho
$$

Since $H_{0}^{(2)}(\mathrm{r} \rho)=-\mathrm{H}_{0}^{(1)}(-\mathrm{r} \rho)$, the integral in (8.125) can be extended to $-\infty$ giving:

$$
\begin{equation*}
g(r)=-\frac{1}{4 \pi} \int_{-\infty}^{\infty} \frac{\rho H_{0}^{(1)}(r \rho)}{\rho^{4}-k^{4}} d \rho \tag{8.125}
\end{equation*}
$$

Since $H_{0}^{(1)}(x)$ behaves as $\mathrm{e}^{\mathrm{ix}} / \sqrt{\mathrm{x}}$ for $\mathrm{x} \gg 1$, then one can close the contour in the upper half-plane. The integrand has four simple poles, two real and two imaginary. Using the principle of limiting absorption then the four simple poles would rotate counterclockwise by an angle equal to the infinitesimal damping coefficient $\eta$, such that $k^{*}=k(1+i \eta)$.
The two simple poles that fall in the upper-half plane are $\mathbf{k}^{*}$ and $\mathrm{ik}^{*}$. The final solution for $g(r)$ becomes the sum of two residues after letting $\mathrm{k}^{*} \rightarrow \mathrm{k}$ :

$$
\begin{equation*}
\mathrm{g}(\mathrm{r})=-\frac{\mathrm{i}}{8 \mathrm{k}^{2}}\left[\mathrm{H}_{0}^{(1)}(\mathrm{kr})-\mathrm{H}_{0}^{(1)}(\mathrm{ikr})\right] \tag{8.126}
\end{equation*}
$$

The Hankel function of an imaginary argument can be replaced by $-2 \mathrm{i}_{0}(\mathrm{kr}) / \pi$, so that the final expression for the Fundamental solution is written as:

$$
\begin{equation*}
\mathrm{g}(\mathrm{r})=-\frac{1}{8 \mathrm{k}^{2}}\left[\mathrm{iH}_{0}^{(1)}(\mathrm{kr})-\frac{2}{\pi} \mathrm{~K}_{0}(\mathrm{kr})\right] \tag{8.127}
\end{equation*}
$$

### 8.24 Green's Function for the Laplacian Operator for Bounded Media

In this section, the Green's function is developed for bounded media for the Laplacian operator. This is accomplished through the surface integrals that were developed when the

Green's identities were derived earlier. For the Laplacian operator, start with the Green's identity in eq. (8.38) and the differential equation (8.58). Let $\mathrm{v}=\mathrm{g}(\mathbf{x} \mid \boldsymbol{\xi})$ in (8.38) and $\mathrm{u}(\mathbf{x})$ from (8.58), one obtains the following:

$$
\int_{R}[-g(x \mid \xi) f(x)+u \delta(x-\xi)] d x=\int_{S}\left[g \frac{\partial u}{\partial n}-u \frac{\partial g}{\partial n}\right]_{S} d S
$$

which, upon rearrangement gives:

$$
u(\xi)=\int_{R} g(x \mid \xi) f(x) d x+\int_{S}\left[g(x \mid \xi) \frac{\partial u(x)}{\partial n_{x}}-u(x) \frac{\partial g(x \mid \xi)}{\partial n_{x}}\right] d S_{x}
$$

Since the Laplacian is a self-adjoint operator, then one can change the independent variable $\mathbf{x}$ to $\boldsymbol{\xi}$ and vice versa, giving:

$$
\begin{equation*}
u(x)=\int_{R} g(x \mid \xi) f(\xi) d \xi+\int_{S_{\xi}}\left[g(x \mid \xi) \frac{\partial u(\xi)}{\partial n_{\xi}}-u(\xi) \frac{\partial g(\mathbf{x} \mid \xi)}{\partial n_{\xi}}\right]_{S_{\xi}} d S_{\xi} \tag{8.128}
\end{equation*}
$$

This solution is composed of two integrals. The first is a volume integral over the volume source distribution. The second is a surface integral that requires the specification of the function $u(x)$ and the normal derivative $\partial u(x) \mid \partial n$ at every point on the surface.
Those requirements would over-specify the boundary conditions. Only one boundary condition can be prescribed at every point of the surface for a unique solution. To adjust the surface integrals so that only one boundary condition needs to be specified at each point of the surface, an auxiliary function $\overline{\mathbf{g}}$ is defined such that:

$$
\begin{equation*}
-\nabla^{2} \bar{g}(\mathbf{x} \mid \xi)=0 \quad x \text { in } R \tag{8.129}
\end{equation*}
$$

Substituting $v=\bar{g}(x \mid \xi)$ in (8.38) one obtains:

$$
-\int_{R} \bar{g}(x \mid \xi) f(x) d x=\int_{S_{x}}\left[\bar{g} \frac{\partial u}{\partial n}-u \frac{\partial \bar{g}}{\partial n}\right]_{S_{x}} d S_{x}
$$

Again switching $\mathbf{x}$ to $\xi$ and vice versa, one obtains a new identity on the auxiliary function:

$$
\begin{equation*}
-\int_{R} \bar{g}(\mathbf{x} \mid \xi) f(\xi) d \xi=\int_{S_{\xi}}\left[\bar{g}(x \mid \xi) \frac{\partial u(\xi)}{\partial n_{\xi}}-u(\xi) \frac{\partial \bar{g}(x \mid \xi)}{\partial n_{\xi}}\right]_{S_{\xi}} d S_{\xi} \tag{8.130}
\end{equation*}
$$

Defining $\mathrm{G}(\mathbf{x} \mid \xi)=\mathrm{g}-\overline{\mathrm{g}}$ and subtracting (8.130) and (8.128) results in a new identity:

$$
\begin{equation*}
u(x)=\int_{R} G(x \mid \xi) f(\xi) d \xi-\int_{S_{\xi}}\left[u(\xi) \frac{\partial G(x \mid \xi)}{\partial n_{\xi}}-G(x \mid \xi) \frac{\partial u(\xi)}{\partial n_{\xi}}\right]_{S_{\xi}} d S_{\xi} \tag{8.131}
\end{equation*}
$$

Depending on the prescribed boundary condition, one can eliminate one of the two surface integrals.

### 8.24.1 Dirichlet boundary condition

If the function is prescribed on the boundary:

$$
\mathbf{u}(\mathbf{x})=\mathrm{h}(\mathbf{x}) \quad \mathbf{x} \text { on } \mathrm{S}
$$

then one needs to drop the second integral in (8.131) by requiring that:

$$
\left.\mathrm{G}(\mathrm{x} \mid \xi)\right|_{\mathrm{S}_{\xi}}=0 \quad \xi \text { on } \mathrm{S}_{\xi}
$$

or, due to the symmetry of the Green's function:

$$
\mathrm{G}(\mathrm{x} \mid \xi) \mid \mathrm{S}_{\mathrm{x}}=0 \quad \mathrm{x} \text { on } \mathrm{S}_{\mathrm{x}}
$$

The function G must satisfy either of these conditions. Substituting this condition on G into (8.131) results in the final form of the solution:

$$
\begin{equation*}
u(x)=\int_{R} G(x \mid \xi) f(\xi) d \xi-\left.\int_{S_{\xi}} h(\xi) \frac{\partial G}{\partial n_{\xi}}\right|_{S_{\xi}} d S_{\xi} \tag{8.132}
\end{equation*}
$$

### 8.24.2 Neumann boundary condition

If the normal derivative is specified on the surface, i.e.:

$$
\frac{\partial u(x)}{\partial n}=h(x) \quad x \text { on } S
$$

then one needs to eliminate the first integral of (8.125) by letting:

$$
\left.\frac{\partial \mathrm{G}(\mathrm{x} \mid \xi)}{\partial \mathrm{n}_{\xi}}\right|_{S_{\xi}}=0 \quad \xi \text { on } S_{\xi}
$$

or, due to the symmetry of the Green's function:

$$
\left.\frac{\partial \mathrm{G}(\mathrm{x} \mid \xi)}{\partial \mathrm{n}_{\mathrm{x}}} \right\rvert\, S_{\mathrm{x}}=0 \quad x \text { on } S_{x}
$$

Again, the function G must satisfy either of these two conditions. Substituting this condition into (8.131) results in the final solution expressed as:

$$
\begin{equation*}
u(x)=\int_{R} G(x \mid \xi) f(\xi) d \xi+\int_{S_{\xi}} G(x \mid \xi) \mid S_{\xi} h(\xi) d S_{\xi} \tag{8.133}
\end{equation*}
$$

### 8.24.3 Robin boundary condition

For impedance-type Robin boundary condition expressed as:

$$
\begin{equation*}
\frac{\partial u(x)}{\partial n}+\gamma u(x)=h(x) \quad \quad x \text { on } S \tag{8.134}
\end{equation*}
$$

substituting (8.134) in (8.131) and rearranging the terms
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For the interior problem, see Figure 8.5, let us use the equality in (8.141) to guide the choice of the auxiliary function $\overline{\mathrm{g}}$, i.e. let:

$$
\begin{equation*}
\overline{\mathrm{g}}=\frac{\mathrm{C}}{4 \pi} \log \left(\frac{\rho}{\mathrm{a}} \mathrm{r}_{2}\right)^{-2} \tag{8.141}
\end{equation*}
$$

The choice of the auxiliary function with a constant multiplier $\rho / a$ is dictated by the equality given above. It should be noted that since the factor $\rho /$ /a is constant in $(r, \theta)$ coordinates, then $\nabla^{2} \overline{\mathrm{~g}}=0$ for $\mathrm{r}>\mathrm{a}$.

With the definition $G=g-\bar{g}$, then $G(a t \rho=a$ or $r=a)=0$. Note that on $S_{\xi}, \rho=a$, then $\bar{\rho}=a$, and hence $r_{1}=r_{2}=r_{0}$, then the constant $C$ must be set to one. Similarly, $\mathrm{G}=0$ is also satisfied on $S_{\mathrm{x}}$ at $\mathrm{r}=\mathrm{a}$, where $\mathrm{C}=1$. Thus, the function G becomes:

$$
\begin{equation*}
\mathrm{G}=\frac{1}{4 \pi}\left\{\log \left(\frac{\rho}{\mathrm{a}} \mathrm{r}_{2}\right)^{2}-\log \left(\mathrm{r}_{1}^{2}\right)\right\}=\frac{1}{4 \pi} \log \left(\frac{\rho^{2} \mathrm{r}_{2}^{2}}{\mathrm{a}^{2} \mathrm{r}_{1}^{2}}\right) \tag{8.142}
\end{equation*}
$$

Since $\partial / \partial n=\partial / \partial \rho$ on C, differentiating (8.144) and evaluating the gradient at the surface $\rho=\bar{\rho}=\mathrm{a}$, results in the expression:

$$
\left.\frac{\partial G}{\partial \mathrm{n}}\right|_{C}=-\frac{1}{2 \pi \mathrm{a}} \frac{\mathrm{a}^{2}-\mathrm{r}^{2}}{\mathrm{a}^{2}+\mathrm{r}^{2}-2 \operatorname{ar} \cos (\theta-\phi)}
$$

The final solution for $u(r, \theta)$ can be expressed by area and contour integrals as, see (8.132):
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$$
\begin{align*}
4 \pi u(r, \theta)= & -\int_{0}^{a} \int_{0}^{2 \pi} \log \left(\frac{a}{\rho} \frac{r_{1}}{r_{2}}\right)^{2} f(\rho, \phi) \rho d \rho d \phi \\
& +\frac{2\left(a^{2}-r^{2}\right)}{a} \int_{0}^{2 \pi} \frac{h(\phi) a d \phi}{r^{2}+a^{2}-2 a r \cos (\theta-\phi)} \tag{8.143}
\end{align*}
$$

The same Green's function can be obtained by the use of image sources and by requiring the Green's function satisfy the boundary conditions. Starting with:

$$
\overline{\mathrm{g}}=\frac{\mathrm{C}}{4 \pi} \log \mathrm{r}_{2}^{2}+\frac{\mathrm{D}(\mathrm{r}, \rho)}{4 \pi}
$$

where $\nabla^{2} \mathrm{D}=0$, and solving the homogeneous equation on D results in: $\mathrm{D}=\mathrm{E}(\rho) \log \mathrm{r}+$ $F(\rho)$. The constant $C$ as well as the functions $E(\rho)$ and $F(\rho)$ will be evaluated through the satisfaction of the boundary conditions at $\mathrm{r}=\mathrm{a}$ or $\rho=\mathrm{a}$.

$$
\begin{aligned}
& \mathrm{G}=\mathrm{g}-\overline{\mathrm{g}}=-\frac{1}{4 \pi}\left\{\log \mathrm{r}_{1}^{2}+\mathrm{C} \log \mathrm{r}_{2}^{2}+\mathrm{E}(\rho) \log \mathrm{r}+\mathrm{F}(\rho)\right\} \\
& \left.\mathrm{G}\right|_{\rho=\bar{\rho}=\mathrm{a}}=0=-\frac{1}{4 \pi}\left\{\log \mathrm{r}_{0}^{2}+\mathrm{C} \log \mathrm{r}_{0}^{2}+\mathrm{E}(\mathrm{a}) \log \mathrm{r}+\mathrm{F}(\mathrm{a})\right\}=0
\end{aligned}
$$

Thus, $\mathrm{C}=-1, \mathrm{E}(\mathrm{a})=0$ and $\mathrm{F}(\mathrm{a})=0$.

$$
\left.\mathrm{G}\right|_{\mathrm{r}=\mathrm{a}}=0=-\frac{1}{4 \pi}\left\{\log \mathrm{r}_{1}^{2}(\mathrm{a})-\log \mathrm{r}_{2}^{2}(\mathrm{a})+\mathrm{E}(\rho) \log \mathrm{a}+\mathrm{F}(\rho)\right\}=0
$$

Therefore:

$$
\begin{aligned}
& r_{1}^{2}(r=a)=a^{2}+\rho^{2}-2 a \rho \cos (\theta-\phi) \\
& r_{2}^{2}(r=a)=a^{2}+\bar{\rho}^{2}-2 a \bar{\rho} \cos (\theta-\phi)=\frac{a^{2}}{\rho^{2}} r_{1}^{2}(a)
\end{aligned}
$$

This indicates that $\mathrm{E}(\rho)=0$ and $\mathrm{F}_{0}=\log \frac{\mathrm{a}^{2}}{\rho^{2}}$, giving:

$$
D(r, \rho)=\log \frac{a^{2}}{\rho^{2}}
$$

Thus:

$$
\mathrm{G}=-\frac{1}{4 \pi}\left\{\log \mathrm{r}_{1}^{2}-\log \mathrm{r}_{2}^{2}+\log \frac{\mathrm{a}^{2}}{\rho^{2}}\right\}
$$

which is the same as the solution given in eq. (8.142).

## Example 8.12 Temperature distribution in a circular sheet

Calculate the temperature distribution in a circular solid sheet of radius $=\mathrm{a}$, with no sources and the temperature on the boundary is a constant $T_{0}$. Here $f(r, \theta)=0$ and $\mathrm{h}(\theta)=\mathrm{T}_{0}$. Thus:

$$
4 \pi \mathrm{~T}(\mathrm{r}, \theta)=2\left(\mathrm{a}^{2}-\mathrm{r}^{2}\right) \mathrm{T}_{0} \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi}{\mathrm{a}^{2}+\mathrm{r}^{2}-2 \mathrm{ar} \cos (\theta-\phi)}
$$

Since the integral is symmetric with $\theta$, one can let $\theta=0$, resulting in the solution:

$$
4 \pi \mathrm{~T}=4 \mathrm{~T}_{0} \arctan \left[\frac{\mathrm{a}^{2}-\mathrm{r}^{2}}{(\mathrm{a}-\mathrm{r})^{2}} \tan \phi\right]_{-\pi / 2}^{\pi / 2}=4 \mathrm{~T}_{0} \pi
$$

or:

$$
\mathrm{T}(\mathrm{r}, \theta)=\mathrm{T}_{0}
$$

This shows that the temperature is constant throughout the circular region.

## (b) Neumann boundary condition

For the Neumann boundary condition given by:

$$
\frac{\partial u}{\partial r}(a, \theta)=h(\theta) \quad 0 \leq \theta \leq 2 \pi
$$

the gradient $\partial \mathrm{G} / \partial \mathrm{n}=0$ on C .
For Neumann boundary conditions, one again can obtain the Green's function by the method of images. However, one must again adjust the image source by a function that guarantees the Neumann boundary condition, i.e.:

$$
\left.\frac{\partial G}{\partial \rho}\right|_{\rho=a}=0 \quad \text { and }\left.\quad \frac{\partial G}{\partial r}\right|_{r=a}=0
$$

Starting as above, let:

$$
\mathrm{G}=\mathrm{g}-\overline{\mathrm{g}}=-\frac{1}{4 \pi}\left\{\log \mathrm{r}_{1}^{2}+\mathrm{C} \log \mathrm{r}_{2}^{2}+\mathrm{D}(\mathrm{r}, \rho)\right\}
$$

then $\mathrm{D}(\mathrm{r}, \rho)$ must satisfy $\nabla^{2} \mathrm{D}=0$ or $\mathrm{D}=\mathrm{E}(\rho) \log \mathrm{r}+\mathrm{F}(\rho)$.

$$
\left.\frac{\partial \mathrm{G}}{\partial \rho}\right|_{\rho=\mathrm{a}}=-\frac{1}{2 \pi}\left\{\frac{\mathrm{a}-\mathrm{r} \cos (\theta-\phi)}{\mathrm{r}_{0}^{2}}-\mathrm{C} \frac{\mathrm{a}-\mathrm{r} \cos (\theta-\phi)}{\mathrm{r}_{0}^{2}}+\left.\frac{\partial \mathrm{D}}{\partial \rho}\right|_{\rho=\mathrm{a}}\right\}=0
$$

This indicates that $\mathrm{C}=+1$ and $\left.\frac{\partial \mathrm{D}}{\partial \rho}\right|_{\rho=\mathrm{a}}=0$.
Therefore $\mathrm{E}(\rho)=$ constant $=\mathrm{E}_{0}$ and $\mathrm{F}(\rho)=$ constant $=\mathrm{F}_{0}$. Also:

$$
\left.\frac{\partial G}{\partial r}\right|_{r=a}=-\frac{1}{2 \pi}\left\{\frac{a-\rho \cos (\theta-\phi)}{r_{1}^{2}(a)}+\frac{\rho(\rho-a \cos (\theta-\phi))}{\operatorname{ar}_{1}^{2}(a)}+\left.\frac{1}{2} \frac{\partial D}{\partial r}\right|_{r=a}\right\}=0
$$

where

$$
r_{1}^{2}(a)=a^{2}+\rho^{2}-2 a \rho \cos (\theta-\phi)
$$

The term dependent on $(\theta, \phi)$ must vanish indicating that $\mathrm{E}_{0}=-2$. The constant $\mathrm{F}_{0}$ can be adjusted to give a non-dimensional argument for the logarithmic function in $G$, i.e. let $F_{0}=-\log \mathrm{a}^{2}$. Thus, the source term represented by $D$ is located at the center and gives out the correct flux at $\mathrm{r}=$ a to nullify the flux of G at $\mathrm{r}=\mathrm{a}$. Therefore:

$$
D=-2 \log r-2 \log a=-\log \left(a^{2} r^{2}\right)
$$

and

$$
\begin{equation*}
\mathrm{G}=-\frac{1}{4 \pi}\left\{\log \mathrm{r}_{1}^{2}+\log \mathrm{r}_{2}^{2}-\log \left(\mathrm{a}^{2} \mathrm{r}^{2}\right)\right\}=-\frac{1}{4 \pi} \log \left(\frac{\mathrm{r}_{1}^{2} \mathrm{r}_{2}^{2}}{\mathrm{a}^{2} \mathrm{r}^{2}}\right) \tag{8.144}
\end{equation*}
$$

The final solution for $U(r, \theta)$ can be expressed as area and contour integrals, i.e.:

$$
\begin{equation*}
4 \pi u(r, \theta)=-\int_{0}^{a} \int_{0}^{2 \pi} \log \left(\frac{r_{1}^{2} r_{2}^{2}}{a^{2} r^{2}}\right) f(\rho, \phi) \rho d \rho d \phi+2 a \int_{0}^{2 \pi} \log \left(\frac{r_{0}^{2}}{a^{2}}\right) h(\phi) d \phi \tag{8.145}
\end{equation*}
$$

One may also obtain the Green's function in terms of eigenfunctions by attempting to split $G=G_{1}$ or $G_{2}$, with $G_{1}$ in terms of an eigenfunction expansion (8.140). The eigenfunctions for this problem are:

$$
\Psi_{\mathrm{nm}}(\mathrm{r}, \theta)=\mathrm{J}_{\mathrm{n}}\left(\mu_{\mathrm{nm}} \frac{\mathrm{r}}{\mathrm{a}}\right)\left\{\begin{array}{l}
\sin \mathrm{n} \theta \\
\cos \mathrm{n} \theta
\end{array}\right\} \quad \mathrm{n}=1,2,3 \ldots \quad \mathrm{~m}=1,2,3 \ldots
$$

and the eigenvalues are:

$$
\lambda_{\mathrm{nm}}=\mu_{\mathrm{nm}}^{2} / \mathrm{a}^{2}
$$

which are the roots of $J_{n}^{\prime}\left(\mu_{n m}\right)=0$.

Expanding $\mathrm{G}_{1}$ in terms of these eigenfunctions:

$$
G_{1}=\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} E_{n m} J_{n}\left(\mu_{n m} \frac{r}{a}\right) \cos n \theta+\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} H_{n m} J_{n}\left(\mu_{n m} \frac{r}{a}\right) \sin n \theta
$$

and using the point source representation in two dimensional space for cylindrical coordinates given by:

$$
\delta(x-\xi)=\frac{\delta(r-\rho) \delta(\theta-\phi)}{r} \quad 0 \leq r, \rho \leq a, \quad 0 \leq \theta, \phi \leq 2 \pi
$$

gives an expression for the Fourier constants:
where:

$$
\begin{aligned}
& \mathrm{N}_{\mathrm{nm}}=\frac{\pi \mathrm{a}^{2}}{2 \mu_{\mathrm{nm}}^{2}}\left(\mu_{\mathrm{nm}}^{2}-\mathrm{n}^{2}\right) \mathrm{J}_{\mathrm{n}}^{2}\left(\mu_{\mathrm{nm}}\right) \\
& \mathrm{E}_{\mathrm{nm}}=\frac{2 \mathrm{~J}_{\mathrm{n}}\left(\mu_{\mathrm{nm}} \frac{\rho}{\mathrm{a}}\right)\left\{\begin{array}{l}
\sin \mathrm{n} \phi \\
\cos \mathrm{n} \phi
\end{array}\right\}}{\pi \mathrm{a}^{2}\left(\mu_{\mathrm{nm}}^{2}-\mathrm{n}^{2}\right) \mathrm{J}_{\mathrm{n}}^{2}\left(\mu_{\mathrm{nm}}\right)}
\end{aligned}
$$

The final form for the Green's function $\mathrm{G}_{1}$ is given in the form

$$
\begin{equation*}
G_{1}(r, \theta \mid \rho, \phi)=\frac{2}{\pi a^{2}} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{J_{n}\left(\mu_{n m} \frac{\rho}{a}\right) J_{n}\left(\mu_{n m} \frac{r}{a}\right) \cos (n(\theta-\phi))}{\left(\mu_{n m}^{2}-n^{2}\right) J_{n}^{2}\left(\mu_{n m}\right)} \tag{8.146}
\end{equation*}
$$

For the second component $\mathrm{G}_{2}$, which satisfies Laplace's equation with non-homogeneous boundary conditions, one can show that $\mathrm{G}_{2}$ can be expanded in the form:

$$
G_{2}(r, \theta \mid \phi)=\sum_{n=0}^{\infty} A_{n} r^{n} \cos (n \theta)+\sum_{n=1}^{\infty} B_{n} r^{n} \sin (n \theta)
$$

Substituting

$$
\left.\frac{\partial G_{2}(r, \theta \mid \phi)}{\partial r}\right|_{r=a}=\frac{\delta(\theta-\phi)}{a}
$$

results in the Green's function $\mathrm{G}_{2}$ as:

$$
\begin{equation*}
\mathrm{G}_{2}(\mathrm{r}, \theta \mid \phi)=\sum_{\mathrm{n}=1}^{\infty} \frac{1}{n \pi}\left(\frac{\mathrm{r}}{\mathrm{a}}\right)^{\mathrm{n}} \cos (\mathrm{n}(\theta-\phi)) \tag{8.147}
\end{equation*}
$$

These components are included in the integrand of eq. (8.133). It should be noted that the final solution is unique to within a constant.

### 8.28.2 Exterior Problem

For the exterior problem, see Figure 8.6, the field and the source points are located outside the circle $\mathrm{r}=\mathrm{a}$ and the image point $\overline{\mathrm{Q}}$ is located within the circle.

## (a) Dirichlet boundary condition

For the Dirichlet boundary condition one can use the same function G as in (8.142):

$$
\begin{equation*}
4 \pi u(r, \theta)=-\int_{a}^{\infty} \int_{0}^{2 \pi} \log \left(\frac{\rho}{a} \frac{r_{1}}{r_{2}}\right)^{2} f(\rho, \phi) \rho d \rho d \phi-2\left(a^{2}-r^{2}\right) \int_{0}^{2 \pi} \frac{h(\phi)}{r_{0}^{2}} d \phi \tag{8.148}
\end{equation*}
$$

## (b) Neumann boundary condition

For the Neumann boundary condition:

$$
\frac{\partial u}{\partial \mathrm{n}}=-\frac{\partial \mathrm{u}}{\partial \mathrm{r}}(\mathrm{a}, \theta)=\mathrm{h}(\theta) \quad 0 \leq \theta \leq 2 \pi
$$

Here again one may use the same Green's function given in (8.144), such that the final solutions given by:

$$
\begin{equation*}
4 \pi u(r, \theta)=-\int_{a}^{\infty} \int_{0}^{2 \pi} \log \left(\frac{r_{1}^{2} r_{2}^{2}}{a^{2} r^{2}}\right) f(\rho, \phi) \rho d \rho d \phi+2 a \int_{0}^{2 \pi} \log \left(\frac{r_{0}^{2}}{a^{2}}\right) h(\phi) d \phi \tag{8.149}
\end{equation*}
$$

One may also find the Green's function by eigenfunction expansion in terms of the angular coordinate $\theta$. Following the preceding treatment for the interior problem, one can split $G=G_{1}$ or $G_{2}$. Since this is an exterior problem, there is no eigenfunction set for the component $G_{1}$ in the radial coordinate $r$. Starting with the differential equation $G_{1}$ satisfies:

$$
-\nabla^{2} \mathrm{G}_{1}=\delta(\mathrm{x}-\xi)=\frac{\delta(\mathrm{r}-\rho) \delta(\theta-\phi)}{\mathrm{r}} \quad \rho, \mathrm{r} \geq \mathrm{a} \quad 0 \leq \theta, \phi \leq 2 \pi
$$

Expanding $\mathrm{G}_{1}$ :

$$
G_{1}=E_{0}^{(2)}(r)+\sum_{n=1}^{\infty}\left(E_{n}^{(1)}(r) \sin n \theta+E_{n}^{(2)}(r) \cos n \theta\right)
$$

and using the orthogonality of the circular functions, one obtains for $\mathrm{n} \geq 1$ :

$$
\frac{d^{2} E_{n}^{(1)(2)}}{d r^{2}}+\frac{1}{r} \frac{d^{2} E_{n}^{(1)(2)}}{d r}-\frac{n^{2}}{r^{2}} E_{n}^{(1)(2)}=-\frac{\delta(r-\rho)}{\pi r}\left\{\begin{array}{l}
\sin n \phi \\
\cos n \phi
\end{array}\right\}
$$

Applying Hankel transform on $\mathrm{E}_{\mathrm{n}}^{(1)(2)}(\mathrm{r})$ (see section 7.7) and letting $\overline{\mathrm{E}}_{\mathrm{n}}^{(1)(2)}(\mathrm{u})$ be the Hankel transform of $\mathrm{E}_{\mathrm{n}}^{(1)(2)}(\mathrm{r})$, eq. (7.11), then for $\mathrm{n} \geq 1$ :

$$
-u^{2} E_{n}^{(1)(2)}(u)=-\int_{a}^{\infty} \frac{\delta(r-\rho)}{r} r J_{n}(u r) d r\left\{\begin{array}{c}
\sin n \phi \\
\cos n \phi
\end{array}\right\}
$$

$$
\mathrm{E}_{\mathrm{n}}^{(1)(2)}(\mathrm{u})=\frac{\mathrm{J}_{\mathrm{n}}(\mathrm{\rho u})}{\pi \mathrm{u}^{2}}\left\{\begin{array}{l}
\sin (\mathrm{n} \phi) \\
\cos (\mathrm{n} \phi)
\end{array}\right\} \quad \mathrm{n} \geq 1
$$

The inverse Hankel transform of $n$th order gives:

$$
\mathrm{E}_{\mathrm{n}}^{(1)(2)}(\mathrm{r})=\frac{1}{2 \pi n}\left\{\begin{array}{l}
\sin (\mathrm{n} \phi) \\
\cos (\mathrm{n} \phi)
\end{array}\right\} \begin{cases}(\mathrm{r} / \rho)^{n} & \mathrm{r}<\rho \\
(\rho / r)^{n} & r>\rho\end{cases}
$$

For $E_{0}^{(2)}(r)$, see eq. (8.69):

$$
\mathrm{E}_{0}^{(2)}(\mathrm{r})=-\frac{1}{2 \pi} \log \left(\mathrm{r}_{1}\right)=-\frac{1}{\pi}\left[\mathrm{r}^{2}+\rho^{2}-2 \mathrm{r} \rho \cos (\theta-\phi)\right]
$$

Finally, substituting these expressions into the series for $\mathrm{G}_{1}$ :

$$
\begin{align*}
& \mathrm{G}_{1}(\mathrm{r}, \theta \mid \rho, \phi)=-\frac{1}{\pi} \log \left[\mathrm{r}^{2}+\rho^{2}-2 \mathrm{r} \rho \cos (\theta-\phi)\right] \\
&+\frac{1}{2 \pi} \sum_{\mathrm{n}=1}^{\infty} \frac{\mathrm{r}^{\mathrm{n}}}{\mathrm{n} \rho^{n}} \cos (\mathrm{n}(\theta-\phi)) \quad \text { for } \mathrm{r}<\rho  \tag{8.150}\\
& \mathrm{G}_{1}(\mathrm{r}, \theta \mid \rho, \phi)=-\frac{1}{\pi} \log \left[r^{2}+\rho^{2}-2 \mathrm{r} \rho \cos (\theta-\phi)\right] \\
&+\frac{1}{2 \pi} \sum_{\mathrm{n}=1}^{\infty} \frac{\rho^{n}}{\mathrm{nr}} \cos (\mathrm{n}(\theta-\phi)) \tag{8.151}
\end{align*} \quad \text { for } \mathrm{r}>\rho
$$

For the solution to the second component $G_{2}$, one can obtain the solution by use of the solution of Laplace's eq. with Neumann boundary condition:

$$
\begin{equation*}
G_{2}(r, \theta \mid \phi)=\frac{1}{\pi} \sum_{n=1}^{\infty}\left(\frac{a}{r}\right)^{n} \cos (n(\theta-\phi)) \tag{8.152}
\end{equation*}
$$

### 8.29 Green's Function for Spherical Geometry for the Laplacian

For a three dimensional region having a spherical boundary, there are two Green's functions, one for the interior and one for the exterior of the spherical surface at $r=a$, see Figures 8.7 and 8.8.

The Laplacian operator in three dimensional space in spherical coordinates can be written as:

$$
\begin{gathered}
-\nabla^{2} u(r, \theta, \phi)=f(r, \theta, \phi) \quad \text { interior } r \leq a, 0 \leq \theta \leq \pi, 0 \leq \phi \leq 2 \pi \\
\text { exterior } r \geq a, 0 \leq \theta \leq \pi, 0 \leq \phi \leq 2 \pi
\end{gathered}
$$

The source point $\mathrm{Q}(\rho, \bar{\theta}, \bar{\phi})$ has an image at $\overline{\mathrm{Q}}(\bar{\rho}, \bar{\theta}, \bar{\phi})$ such that $\bar{\rho}=\mathrm{a}^{2} / \rho$. The distances $r_{1}, r_{2}$ and $r_{0}$ are given by:

$$
\mathrm{r}_{1}^{2}=\mathrm{r}^{2}+\rho^{2}-2 \mathrm{r} \rho \cos \theta_{0}
$$

$$
r_{2}^{2}=r^{2}+\bar{\rho}^{2}-2 r \bar{\rho} \cos \theta_{0}
$$

where:

$$
\cos \theta_{0}=\cos \theta \cos \bar{\theta}+\sin \theta \sin \bar{\theta} \cos (\phi-\bar{\phi})
$$

The Fundamental solution for three dimensional space is given by, with $\mathrm{r}_{1}$ replacing r :

$$
\begin{equation*}
\mathrm{g}=\frac{1}{4 \pi \mathrm{r}_{1}} \tag{8.136}
\end{equation*}
$$

### 8.29.1 Interior Problem

## (a) Dirichlet boundary condition

For the Dirichlet boundary condition:

$$
\mathbf{u}(\mathrm{a}, \theta, \phi)=\mathrm{h}(\theta, \phi)
$$

the choice of the auxiliary function $\overline{\mathrm{g}}$ follows the same development for a circular area, i.e. the equality (8.141). This leads to the choice of auxiliary function as:

$$
\overline{\mathrm{g}}=\frac{\mathrm{C}}{4 \pi} \frac{\mathrm{a}}{\rho} \frac{1}{\mathrm{r}_{2}}
$$

so that for $G$ to vanish at the spherical surface $\rho=a$, the constant $C=1$, results in an expression for $G$ as:

$$
\begin{equation*}
\mathrm{G}=\frac{1}{4 \pi}\left(\frac{1}{\mathrm{r}_{1}}-\frac{\mathrm{a}}{\rho} \frac{1}{\mathrm{r}_{2}}\right) \tag{8.153}
\end{equation*}
$$

The normal gradient $\partial|\partial \mathrm{n}=\partial| \partial \rho$ is needed, which can be shown to give:

$$
\left.\frac{\partial \mathrm{G}}{\partial \mathrm{n}}\right|_{\rho=\mathrm{a}}=-\frac{\mathrm{a}^{2}-\mathrm{r}^{2}}{4 \pi \mathrm{a} \mathrm{r}_{0}^{3}}
$$

The final solution for $u$ can be written in terms of a volume integral and a surface integral:

$$
\begin{array}{r}
4 \pi u(r, \theta, \phi)=\int_{0}^{a} \int_{0}^{\pi} \int_{0}^{2 \pi}\left(\frac{1}{r_{1}}-\frac{a}{\rho} \frac{1}{r_{2}}\right) \mathrm{f}(\rho, \bar{\theta}, \bar{\phi}) \rho^{2} \sin \bar{\theta} \mathrm{~d} \bar{\theta} \mathrm{~d} \bar{\phi} \mathrm{~d} \rho \\
+\left(\mathrm{a}^{2}-\mathrm{r}^{2}\right) \mathrm{a} \int_{0}^{\pi} \int_{0}^{2 \pi} \frac{\mathrm{~h}(\bar{\theta}, \bar{\phi})}{\mathrm{r}_{0}^{3}} \sin \bar{\theta} \mathrm{~d} \bar{\theta} \mathrm{~d} \bar{\phi} . \tag{8.154}
\end{array}
$$

## (b) Neumann boundary condition

For Neumann boundary condition:

$$
\frac{\partial u}{\partial r}(a, \theta, \phi)=h(\theta, \phi)
$$
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the auxiliary function $\overline{\mathbf{g}}$ cannot be found in a closed form, as was the case for the cylindrical problem. Here again, one needs to split the Green's function $G=G_{1}$ or $G_{2}$ where $G_{1}$ is obtained for the point source for the volume source distribution and $G_{2}$ for the non-homogeneous Neumann boundary condition as was done in section 8.27.

### 8.29.2 Exterior Problem

Development of the Green's function for the exterior spherical problem closely follows that of the circular region.
(a) Dirichlet boundary condition

Here let the Green's function be the same as in (8.151), so the normal gradient of G is needed. The normal gradient then is $\partial \mathrm{G} / \partial \mathrm{n}=-\partial \mathrm{G} / \partial \rho$.

## (b) Neumann boundary condition

For Neumann boundary condition, one must follow the analysis of the exterior cylindrical problem by letting $\mathrm{G}=\mathrm{G}_{1}$ or $\mathrm{G}_{2}$ as was done in section 8.27.
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### 8.30 Green's Function for the Helmholtz Operator for Bounded Media

Consider the Helmholtz operator in section 8.12. Substituting for u from (8.77) and $\mathrm{v}=\mathrm{g}$ from (8.78) into the equality in (8.39) results in the same expression given in (8.128):

$$
\begin{equation*}
u(\mathbf{x})=\int_{R} g(\mathbf{x} \mid \xi) f(\xi) \mathbf{d} \xi+\int_{S_{\xi}}\left[g(\mathbf{x} \mid \xi) \frac{\partial u(\xi)}{\partial n_{\xi}}-u(\xi) \frac{\partial g(\mathbf{x} \mid \xi)}{\partial n_{\xi}}\right]_{S_{\xi}} d_{\xi} \tag{8.128}
\end{equation*}
$$

Following the analysis undertaken for the Laplacian, let the auxiliary function $\overline{\mathrm{g}}(\mathrm{x} \mid \xi)$ satisfy:

$$
\begin{equation*}
-\nabla^{2} \overline{\mathrm{~g}}(\mathbf{x} \mid \xi)-\lambda \overline{\mathrm{g}}(\mathbf{x} \mid \xi)=0 \quad \mathbf{x} \text { in } \mathrm{R} \tag{8.155}
\end{equation*}
$$

Letting the Green's function $G$ for the bounded media be defined as $G=g-\bar{g}$, then the final solution for the non-homogeneous problem is the same as the Laplacian's, eqs. (8.132-8.153).

### 8.31 Green's Function for the Helmholtz Operator for HalfSpace

Refer to the geometry of three or two dimensional half-spaces in section 8.26. For two dimensional space, delete the coordinate $y$ from three dimensional system, such that $\infty<\mathrm{x}<\infty, \mathrm{z}>0$.

### 8.31.1 Three Dimensional Half-Space

The fundamental solution in three dimensional space is given by (8.82), with $\mathrm{r}_{1}$ replacing r :

$$
\begin{equation*}
\mathrm{g}=\frac{\mathrm{e}^{\mathrm{ikr}_{1}}}{4 \pi \mathrm{r}_{1}} \tag{8.82}
\end{equation*}
$$

The Green's function for the two boundary conditions follow the same development for the Laplacian operator.

## (a) Dirichlet boundary condition

For the Dirichlet boundary condition:

$$
\begin{equation*}
\mathrm{u}(\mathrm{x}, \mathrm{y}, \mathrm{o})=\mathrm{h}(\mathrm{x}, \mathrm{y}) \quad-\infty<\mathrm{x}, \mathrm{y}<\infty \tag{8.156}
\end{equation*}
$$

Here, the choice of:

$$
\begin{equation*}
\overline{\mathrm{g}}=\frac{\mathrm{C} \mathrm{e}^{\mathrm{ik} r_{2}}}{4 \pi \mathrm{r}_{2}} \tag{8.157}
\end{equation*}
$$

requires that $\mathrm{C}=1$ to make $\mathrm{G}(\zeta=0)=0$ or $\mathrm{G}(\mathrm{z}=0)=0$. The Green's function then is:

$$
\begin{equation*}
\mathrm{G}=\frac{1}{4 \pi}\left(\frac{\mathrm{e}^{\mathrm{ikr} r_{1}}}{\mathrm{r}_{1}}-\frac{\mathrm{e}^{\mathrm{ikr}_{2}}}{\mathrm{r}_{2}}\right) \tag{8.158}
\end{equation*}
$$

The Dirichlet boundary condition (8.155) requires the evaluation of the normal gradient of $G$ on the surface, given by:

$$
\begin{equation*}
\left.4 \pi \frac{\partial \mathrm{G}}{\partial \mathrm{n}_{\xi}}\right|_{\zeta=0}=2\left(\mathrm{ik}-\frac{1}{\mathrm{r}_{0}}\right) \frac{\mathrm{z}}{\mathrm{r}_{0}^{2}} \mathrm{e}^{\mathrm{ikr}_{0}} \tag{8.159}
\end{equation*}
$$

The final solution for $u(\mathbf{x})$ can be shown to be:

$$
\begin{align*}
4 \pi u(x, y, z)= & \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\frac{e^{i k r_{1}}}{r_{1}}-\frac{e^{i k r_{2}}}{r_{2}}\right) f(\xi, \eta, \zeta) d \xi d \eta d \zeta \\
& +2 z \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\frac{1}{r_{0}}-i k\right) \frac{e^{i k r_{0}}}{r_{0}^{2}} h(\xi, \eta) d \xi d \eta \tag{8.160}
\end{align*}
$$

## (b) Neumann boundary condition

For the Neumann boundary condition:

$$
\begin{equation*}
\frac{\partial u}{\partial n}=-\left.\frac{\partial u}{\partial z}\right|_{z=0}=h(x, y) \tag{8.161}
\end{equation*}
$$

the Green's function must satisfy $\partial \mathrm{G} / \partial \mathrm{n}=-\partial \mathrm{G} / \partial \zeta=0$ on the surface $\zeta=0$ or $-\partial \mathrm{G} / \partial \mathrm{z}=0$ on the surface $\mathrm{z}=0$. It can be shown that the constant $\mathrm{C}=-1$, giving the Green's function as:

$$
\begin{equation*}
\mathrm{G}=\frac{1}{4 \pi}\left(\frac{\mathrm{e}^{\mathrm{ikr}_{1}}}{\mathrm{r}_{1}}+\frac{\mathrm{e}^{\mathrm{ikr}_{2}}}{\mathrm{r}_{2}}\right) \tag{8.162}
\end{equation*}
$$

The final solution for $u(x, y, z)$ can be written as:

$$
\begin{array}{r}
4 \pi u(x, y)=\int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\frac{e^{i k r_{1}}}{\mathrm{r}_{1}}+\frac{\mathrm{e}^{\mathrm{ikr}_{2}}}{\mathrm{r}_{2}}\right) f(\xi, \eta, \zeta) \mathrm{d} \xi \mathrm{~d} \eta \mathrm{~d} \zeta \\
+2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{e^{i k r_{0}}}{\mathrm{r}_{0}} h(\xi, \eta) d \xi d \eta \tag{8.163}
\end{array}
$$

### 8.31.2 Two Dimensional Half-Space

The fundamental Green's function for two dimensional space is given by, with $\mathrm{r}_{1}$ replacing r :

$$
\begin{equation*}
\mathrm{g}=\frac{\mathrm{i}}{4} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{1}\right) \tag{8.86}
\end{equation*}
$$

## (a) Dirichlet boundary condition

For the boundary condition, one must satisfy $\mathrm{G}=0$ on $\zeta=0$ or $\mathrm{z}=0$, such that:

$$
\begin{equation*}
\overline{\mathrm{g}}=\frac{\mathrm{iC}}{4} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{2}\right) \tag{8.164}
\end{equation*}
$$

so that $\mathrm{C}=1$ resulting in the Green's function as:

$$
\begin{equation*}
\mathrm{G}=\frac{\mathrm{i}}{4}\left[\mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{1}\right)-\mathrm{H}_{0}^{(2)}\left(\mathrm{kr}_{2}\right)\right] \tag{8.165}
\end{equation*}
$$

so that:

$$
\left.\frac{\partial \mathrm{G}}{\partial \mathrm{n}}\right|_{\zeta=0}=-\left.\frac{\partial \mathrm{G}}{\partial \zeta}\right|_{\zeta=0}=-\frac{\mathrm{iz}}{2 \mathrm{r}_{0}} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{0}\right)
$$

and the final solution can be shown to have the form:

$$
\begin{align*}
4 \mathrm{iu}(\mathrm{x}, \mathrm{z})= & -\int_{0}^{\infty} \int_{-\infty}^{\infty}\left[\mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{1}\right)-\mathrm{H}_{0}^{(\mathrm{l})}\left(\mathrm{kr}_{2}\right)\right] \mathrm{f}(\xi, \zeta) \mathrm{d} \xi \mathrm{~d} \zeta \\
& -2 \mathrm{z} \int_{-\infty}^{\infty} \frac{\mathrm{h}(\xi)}{\mathrm{r}_{0}} \mathrm{H}_{\mathrm{l}}^{(1)}\left(\mathrm{kr}_{0}\right) \mathrm{d} \xi \tag{8.166}
\end{align*}
$$

## (b) Neumann boundary condition

For the Neumann boundary condition, the normal gradient must vanish on the surface $\zeta=0$ or $\mathrm{z}=0$, requiring that $\mathrm{C}=-1$, giving G as:

$$
\begin{equation*}
\mathrm{G}=\frac{\mathrm{i}}{4}\left[\mathrm{H}_{0}^{(1)}\left(k \mathrm{r}_{1}\right)+\mathrm{H}_{0}^{(2)}\left(k \mathrm{r}_{2}\right)\right] \tag{8.167}
\end{equation*}
$$

The final solution $u(x, z)$ is given by:

$$
\begin{gather*}
4 \mathrm{i} u(x, z)=-\int_{0}^{\infty} \int_{-\infty}^{\infty}\left[H_{0}^{(1)}\left(\mathrm{kr}_{1}\right)+H_{0}^{(2)}\left(k r_{2}\right)\right] f(\xi, \zeta) d \xi d \zeta \\
-2 \int_{-\infty}^{\infty} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{0}\right) \mathrm{h}(\xi) \mathrm{d} \xi \tag{8.168}
\end{gather*}
$$

### 8.31.3 One Dimensional Half-Space

The fundamental Green's function for one dimensional half-space is given by (8.88):

$$
\begin{equation*}
g(x \mid \xi)=\frac{i}{2 k} e^{i k|x-\xi|} \tag{8.88}
\end{equation*}
$$

## (a) Dirichlet boundary condition

For the Dirichlet boundary condition $G=0$ on $\xi=0$ or $x=0$, such that:

$$
\begin{equation*}
G=\frac{i}{2 k}\left[e^{i k|x-\xi|}-e^{i k(x+\xi)}\right] \tag{8.169}
\end{equation*}
$$

(b) Neumann boundary condition

For the Neumann boundary condition $\partial \mathrm{G} / \partial \xi=0$ on $\xi=0$ or $\partial \mathrm{G} / \partial \mathrm{x}=0$ on $\mathrm{x}=0$, such that:

$$
\begin{equation*}
G=\frac{i}{2 k}\left[e^{i k|x-\xi|}+e^{i k(x+\xi)}\right] \tag{8.170}
\end{equation*}
$$

## (c) Robin boundary condition

For the Robin boundary condition, G must satisfy, $-\partial \mathrm{G} / \partial \xi+\gamma \mathrm{G}=0$ on $\xi=0$. In this case, it is not a simple matter to readily enforce this condition. For this boundary condition, a less direct method is needed to obtain $G$. With $G=g-\bar{g}$, define a new function $w(x)$ as:

$$
\begin{equation*}
w(x)=\frac{d G}{d x}-\gamma G \tag{8.171}
\end{equation*}
$$

then:

$$
w(0)=0
$$

Substituting $w(x)$ into the Helmholtz equation:

$$
\begin{gathered}
\left(-\frac{d^{2}}{d x^{2}}-k^{2}\right) w(x)=\left(-\frac{d^{2}}{d x^{2}}-k^{2}\right)\left(\frac{\partial G}{\partial x}-\gamma G\right)=\left(-\frac{d^{2}}{d x^{2}}-k^{2}\right)\left(\frac{\partial g}{\partial x}-\gamma g\right) \\
=\delta^{\prime}(x-\xi)-\gamma \delta(x-\xi)
\end{gathered}
$$

With $w(x)$ satisfying the Dirichlet boundary condition $w(0)=0$, one can use the results of (8.169) for the final solution for $w(x)$ with the source term given above:

$$
w(x)=\frac{i}{2 k} \int_{0}^{\infty}\left[\frac{\partial \delta(\eta-\xi)}{\partial \eta}-\gamma \delta(\eta-\xi)\right]\left[e^{i k|x-\eta|}-e^{i k(x+\eta)}\right] d \eta
$$

Integrating the above expression, one can show that:

$$
w(x)=\left[\frac{i \gamma}{2 k}-\frac{1}{2}\right] e^{i k(x+\xi)}-\left[\frac{i \gamma}{2 k}+\frac{1}{2} \operatorname{sgn}(x-\xi)\right] e^{i k|x-\xi|}
$$

where the signum function $\operatorname{sgn}(x)=+1$ for $x>0$, and $=-1$ for $x<0$. Note that $w(0)=0$. Returning to the first order ordinary differential equation on the function G with $\mathrm{w}(\mathrm{x})$ being the non-homogenuity:

$$
-\frac{\mathrm{dG}}{\mathrm{dx}}+\gamma \mathrm{G}=\mathrm{w}(\mathrm{x})
$$

then the solution for $G$ in terms of $w(x)$ is given in (1.9) as:

$$
\begin{equation*}
G=-e^{\gamma x} \int_{x}^{\infty} w(\eta) e^{-\gamma \eta} d \eta \tag{8.172}
\end{equation*}
$$

The integration in (8.172) is straightforward. However, the integration for the second part of (8.171) requires that separate integrals must be performed for $x>\xi$ and $x<\xi$.

The final solution for $\mathrm{G}(\mathrm{x} \mid \xi)$ becomes:

$$
\begin{equation*}
\mathrm{G}(\mathrm{x} \mid \xi)=\frac{\mathrm{i}}{2 \mathrm{k}}\left[\frac{i \mathrm{k}+\gamma}{\mathrm{ik}-\gamma} \mathrm{e}^{i \mathrm{k}(\mathrm{x}+\xi)}+\mathrm{e}^{\mathrm{ik}|\mathrm{x}-\xi|}\right] \tag{8.173}
\end{equation*}
$$

Note that if $\gamma=0$, one recovers the Neumann boundary condition solution in (8.170) and if $\gamma \rightarrow \infty$, one recovers the Dirichlet boundary condition solution in (8.171).

### 8.32 Green's Function for a Helmholtz Operator in QuarterSpace

Consider the field in a three dimensional quarter-space, see Figure 8.9. The quarterspace is defined in the region $0<x, z<\infty,-\infty<y<\infty$. Let the field point be $P(x, y, z)$ and the source point be $\mathrm{Q}(\xi, \eta, \zeta)$. There is an image of Q at $\mathrm{Q}_{1}(\xi, \eta,-\zeta)$ about the x -y plane, another image of $Q$ about the $y-z$ plane at $Q_{2}(-\xi, \eta, \zeta)$. There is an image of $Q_{1}$ about the
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$y-z$ plane and an image of $Q_{2}$ about the $x-y$ plane, both coinciding at $Q_{3}(-\xi, \eta,-\zeta)$. Define the radii for the problem as:

$$
\begin{array}{ll}
\mathrm{r}^{2}=\mathrm{x}^{2}+\mathrm{y}^{2}+\mathrm{z}^{2} & \rho^{2}=\xi^{2}+\eta^{2}+\zeta^{2} \\
\mathrm{r}_{1}^{2}=(\mathrm{x}-\xi)^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}-\zeta)^{2} & \mathrm{r}_{2}^{2}=(\mathrm{x}-\xi)^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}+\zeta)^{2} \\
\mathrm{r}_{3}^{2}=(\mathrm{x}+\xi)^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}-\zeta)^{2} & \mathrm{r}_{4}^{2}=(\mathrm{x}+\xi)^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}+\zeta)^{2} \\
\mathrm{r}_{01}^{2}=(\mathrm{x}-\xi)^{2}+(\mathrm{y}-\eta)^{2}+\mathrm{z}^{2} & \mathrm{r}_{02}^{2}=\mathrm{x}^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}-\zeta)^{2} \\
\mathrm{r}_{03}^{2}=(\mathrm{x}+\xi)^{2}+(\mathrm{y}-\eta)^{2}+\mathrm{z}^{2} & \mathrm{r}_{04}^{2}=\mathrm{x}^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}+\zeta)^{2}
\end{array}
$$

Consider the following problem:

$$
\begin{align*}
& \left(-\nabla^{2}-\lambda\right) u=f(x, y, z) \quad x, z \geq 0,-\infty<y<\infty \\
& u(x, y, 0)=h_{1}(x, y) \tag{8.174}
\end{align*}
$$

$$
\frac{\partial u}{\partial n}=-\frac{\partial u}{\partial x}(0, y, z)=h_{2}(y, z)
$$

The fundamental solution in three dimensional space is given by:

$$
\begin{equation*}
\mathrm{g}=\frac{\mathrm{e}^{\mathrm{ikr} r_{1}}}{4 \pi \mathrm{r}_{1}} \tag{8.82}
\end{equation*}
$$

Since the images $Q_{1}, Q_{2}$ and $Q_{3}$ are located outside the quarter-space, then one can choose three auxiliary functions as:

$$
\begin{equation*}
\bar{g}=\frac{1}{4 \pi}\left\{C_{1} \frac{e^{i k r_{2}}}{r_{2}}+C_{2} \frac{e^{i k r_{3}}}{r_{3}}+C_{3} \frac{e^{i k r_{4}}}{r_{4}}\right\} \tag{8.175}
\end{equation*}
$$

With the definition $\mathrm{G} \doteq \mathrm{g}-\overline{\mathrm{g}}$, then the Green's function must satisfy the following boundary conditions:
on the surface $S_{1}$ :

$$
\left.\mathrm{G}\right|_{\zeta=0}=\left.0 \quad \mathrm{G}\right|_{\mathrm{z}=0}=0
$$

on the surface $S_{2}$ :

$$
\frac{\partial \mathrm{G}}{\partial \mathrm{n}}=-\left.\frac{\partial \mathrm{G}}{\partial \xi}\right|_{\xi=0}=0 \quad-\left.\frac{\partial \mathrm{G}}{\partial \mathrm{x}}\right|_{\mathrm{x}=0}=0
$$

When $Q$ approaches the surface $S_{1}, r_{1}=r_{2}=r_{01}$ and $r_{3}=r_{4}=r_{03}$. Thus:

$$
\left.4 \pi \mathrm{G}\right|_{\zeta=0}=\frac{e^{i k r_{01}}}{\mathrm{r}_{01}}-\mathrm{C}_{1} \frac{e^{i \mathrm{kr}_{01}}}{\mathrm{r}_{01}}-C_{2} \frac{e^{i k r_{03}}}{\mathrm{r}_{03}}-C_{3} \frac{e^{i k r_{03}}}{\mathrm{r}_{03}}=0
$$

This requires that $C_{1}=1$ and $C_{2}=-C_{3}$. When $Q$ approaches the surface $S_{2}, r_{1}=r_{3}=r_{02}$ and $r_{2}=r_{4}=r_{04}$. Thus:

$$
-\left.4 \pi \frac{\partial \mathrm{G}}{\partial \xi}\right|_{\xi=0}=x\left(i k-\frac{1}{\mathrm{r}_{02}}\right) \frac{\mathrm{e}^{\mathrm{ik} \mathrm{r}_{02}}}{\mathrm{r}_{02}^{2}}\left(1+\mathrm{C}_{2}\right)+\mathrm{x}\left(\mathrm{ik}-\frac{1}{\mathrm{r}_{04}}\right) \frac{\mathrm{e}^{i \mathrm{kr}_{04}}}{\mathrm{r}_{04}^{2}}\left(-\mathrm{C}_{1}+\mathrm{C}_{3}\right)=0
$$

This requires that $\mathrm{C}_{2}=-1$ and $\mathrm{C}_{1}=\mathrm{C}_{3}$. Finally, the constants carry the value $\mathrm{C}_{1}=1$, $C_{2}=-1$ and $C_{3}=1$ so that the Green's function takes the final form:

$$
4 \pi G=\frac{e^{i k r_{1}}}{r_{1}}-\left[\frac{e^{i k r_{2}}}{r_{2}}-\frac{e^{i k r_{3}}}{r_{3}}+\frac{e^{i k r_{4}}}{r_{4}}\right]
$$

If one would want to establish an algorithm for determining the signs of the images, i.e. $\mathrm{C}_{1}, \mathrm{C}_{2}$ and $\mathrm{C}_{3}$, one can follow the subsequent rules:
(1) The sign of the constant is the same as the source for a Dirichlet boundary condition, if the image is reflected over the actual boundary.
(2) The sign is reversed if the image is reflected over an extension of the Dirichlet boundary.
(3) The sign is a reverse of the source for the Neumann boundary condition, if the image is reflected of the actual boundary.
(4) The sign is the same as the source if the image is reflected over an extension of the Neumann boundary.
With this construct, the sign for $\mathrm{C}_{1}=1$, the sign of $\mathrm{C}_{2}=-1$, the sign of $\mathrm{C}_{3}$ should be the same as $C_{1}$ because of the reflection about a Neumann boundary extension and should be the opposite of $\mathrm{C}_{2}$ because it is a reflection about the Dirichlet boundary extension, i.e. $C_{3}=C_{1}=-C_{2}=+1$.

### 8.33 Causal Green's Function for the Wave Operator in Bounded Media

Consider the wave operator:

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-c^{2} \nabla^{2}\right) u(x, t)=f(x, t) \quad \mathbf{x} \text { in } \mathrm{R}, \mathrm{t}>0 \tag{8.108}
\end{equation*}
$$

together with the initial and boundary conditions:

$$
u(\mathbf{x}, 0)=\mathrm{f}_{1}(\mathbf{x}) \quad \frac{\partial \mathrm{u}}{\partial \mathrm{t}}(\mathbf{x}, 0)=\mathrm{f}_{2}(\mathbf{x}) \quad \quad \mathbf{x} \text { in } \mathbf{R}
$$

(a) Dirichlet: $\left.\quad u(x, t)\right|_{S}=h(\mathbf{x}, \mathrm{t}) \quad \mathbf{x}$ on $\mathbf{S}$
(b) Neumann: $\left.\quad \frac{\partial u}{\partial n}(\mathbf{x}, \mathrm{t})\right|_{\mathrm{S}}=\mathrm{h}(\mathbf{x}, \mathrm{t}) \quad \mathbf{x}$ on $\mathbf{S}$
(c) Robin: $\quad \frac{\partial u}{\partial n}(\mathbf{x}, \mathrm{t})+\left.\gamma \mathrm{u}(\mathbf{x}, \mathrm{t})\right|_{\mathrm{S}}=\mathrm{h}(\mathbf{x}, \mathrm{t}) \quad \mathbf{x}$ on $\mathbf{S}$

The causal fundamental Green's function $g(x, t \mid \xi, \tau)$ was defined in (8.109). Consider the adjoint causal fundamental Green's function $\mathrm{g}(\boldsymbol{\xi}, \tau \mid \mathbf{x}, \mathrm{t})$ which satisfies:

$$
\begin{aligned}
& \left(\frac{\partial^{2}}{\partial t^{2}}-\mathrm{c}^{2} \nabla^{2}\right) \mathrm{g}(\xi, \tau \mid \mathbf{x}, \mathrm{t})=\delta(\xi-\mathbf{x}) \delta(\tau-\mathrm{t}) \\
& \mathrm{g}(\xi, \tau \mid \mathbf{x}, \mathrm{t})=0 \quad \tau<\mathrm{t}
\end{aligned}
$$

It should be noted that since the wave operator is self-adjoint, then:

$$
\begin{equation*}
\mathrm{g}(\mathbf{x}, \mathrm{t} \mid \xi, \tau)=\mathrm{g}(\xi, \tau \mid \mathbf{x}, \mathrm{t}) \tag{8.176}
\end{equation*}
$$

Consider the special case of a time-independent region $R$ and surface $S$. Substitute $u(x, t)$ from above, eq. (8.108) and the adjoint causal Green's function $v=g(\xi, \tau \mid \mathbf{x}, \mathrm{t})$ into Green's identity for the wave operator (8.52). Since the region $R$ and its surface $S$ do not change in time, the surface $\bar{S}$ takes a cylindrical surface form shown in Figure 8.10. On the cylindrical surface $\overline{\mathrm{S}}, \overline{\overline{\mathrm{n}}}=\overrightarrow{\mathrm{n}}$, while on the surface $\mathrm{t}=0$ and $\mathrm{t}=\mathrm{T}$, the normal $\overrightarrow{\overline{\mathrm{n}}}=-\overrightarrow{\mathrm{e}}_{\mathrm{t}}$ and $\overrightarrow{\mathrm{e}}_{\mathrm{t}}$, respectively.
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Thus, the Green's identity results in the following integrals:

$$
\begin{align*}
& \int_{0}^{T} \int_{R} g(\xi, \tau \mid \mathbf{x}, \mathrm{t}) \mathrm{f}(\mathbf{x}, \mathrm{t}) \mathrm{dx} d \mathrm{dt}-\int_{0}^{\mathrm{T}} \mathrm{u}(\mathbf{x}, \mathrm{t}) \delta(\xi-\mathbf{x}) \delta(\tau-\mathrm{t}) \mathbf{d x} d \mathrm{t} \\
& =-\int_{\mathrm{R}}\left[\mathrm{~g}(\xi, \tau \mid \mathbf{x}, 0) \frac{\partial \mathrm{u}}{\partial \mathrm{t}}(\mathbf{x}, 0)-\mathrm{u}(\mathbf{x}, 0) \frac{\partial \mathrm{g}(\xi, \tau \mid \mathbf{x}, 0)}{\partial \mathrm{t}}\right] \mathrm{dx} \\
& \quad+\int_{\mathrm{R}}\left[\mathrm{~g}(\xi, \tau \mid \mathbf{x}, \mathrm{T}) \frac{\partial \mathrm{u}}{\partial \mathrm{t}}(\mathbf{x}, \mathrm{~T})-\mathrm{u}(\mathbf{x}, \mathrm{~T}) \frac{\partial \mathrm{g}(\xi, \tau \mid \mathbf{x}, \mathrm{T})}{\partial \mathrm{t}}\right] \mathbf{d x} \\
& \quad+\mathrm{c}^{2} \int_{0}^{T} \int_{S_{x}}\left[\mathrm{u}(\mathbf{x}, \mathrm{t}) \frac{\partial \mathrm{g}}{\partial \mathrm{n}_{\mathrm{x}}}(\xi, \tau \mid \mathbf{x}, \mathrm{t})-\mathrm{g}(\xi, \tau \mid \mathbf{x}, \mathrm{t}) \frac{\partial \mathrm{u}(\mathbf{x}, \mathrm{t})}{\partial \mathrm{n}_{\mathrm{x}}}\right]_{S_{x}} \mathrm{dS}_{\mathrm{x}} \mathrm{dt} \tag{8.177}
\end{align*}
$$

If one takes $T$ large enough to exceed $t=\tau$, then the causality of $g$ will make the upper limit $\mathrm{t}=\tau$ and the third integrand evaluated at $\mathrm{t}=\mathrm{T}$ vanishes, since $\mathrm{g}=0, \mathrm{t}=\mathrm{T}>\tau$.

Since $\partial \mathrm{g}|\partial \mathrm{t}=-\partial \mathrm{g}| \partial \tau$, then eq. (8.177) can be simplified to:

$$
\begin{align*}
u(\xi, \tau)= & \int_{0}^{\tau} \int_{R} g(\xi, \tau \mid \mathbf{x}, \mathrm{t}) \mathrm{f}(\mathbf{x}, \mathrm{t}) \mathrm{dx} \mathrm{dt} \\
& +\int_{\mathrm{R}} \mathrm{~g}(\xi, \tau \mid \mathbf{x}, 0) \frac{\partial \mathrm{u}}{\partial \mathrm{t}}\left(\mathbf{x}, 0^{+}\right) \mathrm{dx}+\frac{\partial}{\partial \tau} \int_{\mathrm{R}} \mathrm{u}(\xi, 0) \mathrm{g}(\xi, \tau \mid \mathbf{x}, 0) \mathrm{dx} \\
& \quad-\mathrm{c}^{2} \int_{0}^{\tau} \int_{S_{x}}\left[\mathrm{u}(\mathbf{x}, \mathrm{t}) \frac{\partial \mathrm{g}}{\partial \mathrm{n}_{\mathrm{x}}}(\xi, \tau \mid \mathbf{x}, \mathrm{t})-\mathrm{g}(\xi, \tau \mid \mathbf{x}, \mathrm{t}) \frac{\partial \mathrm{u}(\mathbf{x}, \mathrm{t})}{\partial \mathrm{n}_{\mathrm{x}}}\right]_{\mathrm{S}_{\mathrm{x}}} \mathrm{~d} S_{\mathrm{x}} \mathrm{dt}
\end{align*}
$$

One can rewrite the last expression by switching $\mathbf{x}$ to $\boldsymbol{\xi}$ and t to $\tau$ and vice versa after noting that $\mathrm{g}(\boldsymbol{\xi}, \tau \mid \mathbf{x}, \mathrm{t})=\mathrm{g}(\mathrm{x}, \mathrm{t} \mid \xi, \tau)$ giving:

$$
\begin{align*}
u(x, t)= & \int_{0 R}^{t} \int_{R} g(x, t \mid \xi, \tau) f(\xi, \tau) d \xi d \tau+\int_{R} g(x, t \mid \xi, 0) f_{2}(\xi) d \xi \\
& +\frac{\partial}{\partial t} \int_{R} g(x, t \mid \xi, 0) f_{1}(\xi) d \xi-c^{2} \int_{0}^{t} \int_{S_{\xi}}\left[u \frac{\partial g}{\partial n_{\xi}}-g \frac{\partial u}{\partial n_{\xi}}\right]_{S_{\xi}} d S_{\xi} d \tau \tag{8.179}
\end{align*}
$$

The expression shows that the response depends linearly on the initial conditions.

## Example 8.13 Transient vibration of an infinite string

Obtain the transient response of an infinite stretched string under a distributed load $q(x, t)$, which is initially set in motion, such that:

$$
\begin{array}{ll}
\frac{\partial^{2} u}{\partial t^{2}}-c^{2} \frac{\partial^{2} u}{\partial x^{2}}=\frac{q(x, t)}{T_{0}} & -\infty<x<\infty \\
u(x, 0)=f_{1}(x) & \frac{\partial u}{\partial t}(x, 0)=f_{2}(x)
\end{array}
$$

For the one dimensional problem, see (8.121):

$$
g(x, t \mid \xi, \tau)=\frac{1}{2 c} H[(t-\tau)-|x-\xi| / c] H(t-\tau)
$$

The Heaviside function can be replaced by:

$$
H(a-|b|)=H(a-b)+H(a+b)-1 \text { for } a>0
$$

Thus, the function $g$ can be rewritten as:

$$
\mathrm{g}(\mathrm{x}, \mathrm{t} \mid \xi, \tau)=\frac{1}{2 \mathrm{c}}\{\mathrm{H}[(\mathrm{t}-\tau)-(\mathrm{x}-\xi) / \mathrm{c}]+\mathrm{H}[(\mathrm{t}-\tau)+(\mathrm{x}-\xi) / \mathrm{c}]-1\}
$$

For an infinite string, the boundary condition integrals in (8.179) vanish, leaving integrals on the source and the two initial conditions in (8.179). The first integral on the source term can be written by:

$$
\frac{1}{2 c} \int_{0}^{t} \frac{q(\xi, \tau)}{T_{0}} H[(t-\tau)-|x-\xi| / c] d \xi d \tau=\frac{1}{2 c T_{0}} \int_{0}^{t} \int_{x-c(t-\tau)}^{x+c(t-\tau)} q(\xi, \tau) d \xi d \tau
$$

The second integral can be written as:

$$
\frac{1}{2 c} \int_{-\infty}^{\infty} f_{2}(\xi) H[\tau-|x-\xi| / c] d \xi=\frac{1}{2 c} \int_{x-c t}^{x+c t} f_{2}(\xi) d \xi
$$

The third integral on the initial condition requires the time derivative of $g$ :

$$
\frac{\partial \mathrm{g}}{\partial \mathrm{t}}\left(\mathrm{x}, \mathrm{t} \mid \xi, 0^{+}\right)=\frac{1}{2 \mathrm{c}}\{\delta[\mathrm{t}-(\mathrm{x}-\xi) / \mathrm{c}]+\delta[\mathrm{t}+(\mathrm{x}-\xi) / \mathrm{c}]\}
$$

so that the third integral becomes:

$$
=\frac{1}{2 c} \int_{-\infty}^{\infty} f_{1}(\xi)\{\delta[t-(x-\xi) / c]+\delta[t+(x-\xi) / c]\} d \xi=\frac{1}{2}\left[f_{1}(x+c t)+f_{1}(x-c t)\right]
$$

The final solution for $u(x, t)$ becomes:

$$
u(x, t)=\frac{1}{2 c} \int_{0}^{t} \int_{x-c(t-\tau)}^{x+c(t-\tau)} \frac{q(\xi, \tau)}{T_{0}} d \xi d \tau+\frac{1}{2}\left[f_{1}(x+c t)+f_{1}(x-c t)\right]+\frac{1}{2 c} \int_{x-c t}^{x+c t} f_{2}(\xi) d \xi
$$

For a bounded medium, the requirement to specify $u$ and $\partial u / \partial n$ on the surface makes the problem overspecified and the solution non-unique. Let the auxiliary causal function $\bar{g}$ to satisfy:

$$
\begin{array}{ll}
\frac{\partial^{2} \bar{g}}{\partial t^{2}}-c^{2} \nabla^{2} \bar{g}=0 & x \text { in } R, t>0  \tag{8.180}\\
\bar{g}=0 & t<\tau
\end{array}
$$

Following the development of (8.179) for g , one obtains:

$$
\begin{align*}
0= & \int_{0}^{\mathrm{t}} \int_{\mathrm{R}} \overline{\mathrm{~g}}(\mathbf{x}, \mathrm{t} \mid \xi, \tau) \mathrm{f}(\xi, \tau) \mathrm{d} \xi \mathrm{~d} \tau+\int_{\mathrm{R}} \overline{\mathrm{~g}}(\mathbf{x}, \mathrm{t} \mid \xi, 0) \frac{\partial \mathrm{u}}{\partial \mathrm{t}}(\xi, 0) \mathrm{d} \xi \\
& +\frac{\partial}{\partial \mathrm{t}} \int_{\mathrm{R}} \overline{\mathrm{~g}}(\mathbf{x}, \mathrm{t} \mid \xi, 0) \mathrm{u}(\xi, 0) \mathrm{d} \xi-\mathrm{c}^{2} \int_{0}^{\mathrm{t}} \int_{S_{\xi}}\left[\mathrm{u} \frac{\partial \overline{\mathrm{~g}}}{\partial \mathrm{n}_{\xi}}-\overline{\mathrm{g}} \frac{\partial \mathrm{u}}{\partial \mathrm{n}_{\xi}}\right]_{S_{\xi}} d S_{\xi} \mathrm{d} \tau \tag{8.181}
\end{align*}
$$

Subtraction of the two equations (8.179) and (8.181), together with the definition $\mathrm{G}=\mathrm{g}-\overline{\mathrm{g}}$, results in the final solution:

$$
\mathrm{u}(\mathbf{x}, \mathrm{t})=\int_{0}^{\mathrm{t}} \int_{\mathrm{R}} \mathrm{G}(\mathbf{x}, \mathrm{t} \mid \xi, \tau) \mathrm{f}(\xi, \tau) \mathrm{d} \xi \mathrm{~d} \tau+\int_{\mathrm{R}} \mathrm{G}(\mathbf{x}, \mathrm{t} \mid \xi, 0) \mathrm{f}_{2}(\xi) \mathrm{d} \xi
$$

$$
\begin{equation*}
+\frac{\partial}{\partial t} \int_{R} G(x, t \mid \xi, 0) f_{1}(\xi) d \xi-c^{2} \int_{0}^{t} \int_{S_{\xi}}\left[u \frac{\partial G}{\partial n_{\xi}}-G \frac{\partial u}{\partial n_{\xi}}\right]_{S_{\xi}} d S_{\xi} d \tau \tag{8.182}
\end{equation*}
$$

For the following boundary conditions, one must set conditions on the function $G$ as:
(a) Dirichlet: $\quad \mathrm{G}_{\mathrm{S}_{\xi}}=0$
(b) Neumann: $\left.\quad \frac{\partial G}{\partial n_{\xi}}\right|_{S_{\xi}}=0$
(c) Robin: $\quad \frac{\partial \mathrm{G}}{\partial \mathrm{n}_{\xi}}+\left.\gamma \mathrm{G}\right|_{\mathrm{S}_{\xi}}=0$

The boundary integrals in (8.18) take the forms in eqs (8.132-8.135).

## Example 8.14 Transient longitudinal vibration in an semi-infinite bar

Obtain the transient displacement field of a semi-inifinite bar at rest, which is set in motion by displacing the bar at the boundary $\mathrm{x}=0$. The system satisfies the following equation:

$$
\frac{\partial^{2} u}{\partial t^{2}}-c^{2} \frac{\partial^{2} u}{\partial x^{2}}=0 \quad u(x, 0)=0 \quad \frac{\partial u}{\partial t}(x, 0)=0 \quad u(0, t)=h(t)
$$

Using the method of images, let the image of the source at $\xi$ be located at $-\xi$, giving:

$$
\mathrm{G}=\frac{1}{2 \mathrm{c}}\{\mathrm{H}[(\mathrm{t}-\tau)-|\mathrm{x}-\xi| / \mathrm{c}]-\mathrm{CH}[(\mathrm{t}-\tau)-|\mathrm{x}+\xi| / \mathrm{c}]\}
$$

The Green's function satisfies $\left.\mathrm{G}\right|_{\mathrm{x}=0}=0$ if $\mathrm{C}=1$. Rewriting G in a more convenient form using:

$$
\begin{aligned}
& H(a-|b|)=H(a-b)+H(a+b)-1 \text { for } a>0 \\
& \begin{aligned}
& G=\frac{1}{2 c}\{H[(t-\tau)-(x-\xi) / c]+H[(t-\tau)+(x-\xi) / c] \\
&-H[(t-\tau)-(x+\xi) / c]-H[(t-\tau)+(x+\xi) / c]\} H(t-\tau)
\end{aligned} \\
& \begin{aligned}
\left.\frac{\partial G}{\partial n_{\xi}}\right|_{\xi=0}=-\left.\frac{\partial G}{\partial \xi}\right|_{\xi=0}=-\frac{1}{c^{2}} \delta[t-\tau-x / c]
\end{aligned}
\end{aligned}
$$

giving the final solution:

$$
\mathrm{u}(\mathrm{x}, \mathrm{t})=\int_{0}^{\mathrm{t}} \mathrm{~h}(\tau) \delta[\mathrm{t}-\tau-\mathrm{x} / \mathrm{c}] \mathrm{d} \tau=\mathrm{h}(\mathrm{t}-\mathrm{x} / \mathrm{c}) \mathrm{H}(\mathrm{ct}-\mathrm{x})
$$

### 8.34 Causal Green's Function for the Diffusion Operator for Bounded Media

Consider a system undergoing diffusion, such that:

$$
\begin{equation*}
\frac{\partial \mathrm{u}}{\partial \mathrm{t}}-\kappa \nabla^{2} \mathrm{u}=\mathrm{f}(\mathbf{x}, \mathrm{t}) \quad \mathbf{x} \text { in } \mathrm{R}, \mathrm{t}>0 \tag{8.96}
\end{equation*}
$$

together with initial conditions:

$$
u(\mathbf{x}, 0)=\mathrm{f}_{1}(\mathbf{x}) \quad \mathbf{x} \text { in } \mathrm{R}
$$

and the boundary conditions:
(a) Dirichlet: $\left.\quad u(x, t)\right|_{S}=h(x, t) \quad \mathbf{x}$ on $S$
(b) Neumann: $\left.\quad \frac{\partial u}{\partial n}(x, t)\right|_{S}=h(x, t) \quad x$ on $S$
(c) Robin: $\quad \frac{\partial u}{\partial n}(x, t)+\left.\gamma u(x, t)\right|_{S}=h(\mathbf{x}, \mathrm{t}) \quad \mathbf{x}$ on S

The causal fundamental solution $g(x, t \mid \xi, \tau)$ satisfies:

$$
\begin{align*}
& \frac{\partial \mathrm{g}}{\partial \mathrm{t}}-\kappa \nabla^{2} \mathrm{~g}=\delta(\mathbf{x}-\xi) \delta(\mathrm{t}-\tau)  \tag{8.97}\\
& \mathrm{g}=0 \quad \mathrm{t}<\tau \\
& \mathrm{g}\left(\mathrm{x}, 0^{+} \mid \xi, \tau\right)=0
\end{align*}
$$

Let the adjoint causal fundamental solution $\mathrm{g}^{*}(\mathbf{x}, \mathrm{t} \mid \boldsymbol{\xi}, \tau)$ satisfy:

$$
\begin{align*}
& -\frac{\partial \mathrm{g}^{*}}{\partial \mathrm{t}}-\kappa \nabla^{2} \mathrm{~g}^{*}=\delta(\mathrm{x}-\xi) \delta(\mathrm{t}-\tau)  \tag{8.183}\\
& \mathrm{g}^{*}\left(\xi, \tau \mid \mathbf{x}, 0^{+}\right)=0 \\
& \mathrm{~g}^{*} \equiv 0 \quad \mathrm{t}>\tau
\end{align*}
$$

The two causal Green's functions are related by the symmetry conditions:

$$
\begin{align*}
& \mathrm{g}(\mathbf{x}, \mathrm{t} \mid \xi, \tau)=\mathrm{g}^{*}(\xi, \tau \mid \mathbf{x}, \mathrm{t})  \tag{8.184}\\
& \mathrm{g}(\xi, \tau \mid \mathbf{x}, \mathrm{t})=\mathrm{g}^{*}(\mathbf{x}, \mathrm{t} \mid \xi, \tau)
\end{align*}
$$

Using $v=g^{*}(\mathbf{x}, \mathrm{t} \mid \xi, \tau)$ and $\mathrm{u}(\mathbf{x}, \mathrm{t})$ into the Green's identity (8.48), with the surfaces shown in Figure 8.10:

$$
\int_{0}^{T} \int_{R} g^{*}(\mathbf{x}, \mathrm{t} \mid \xi, \tau) f(\mathbf{x}, \mathrm{t}) \mathbf{d x} \mathrm{dt}-\mathrm{u}(\xi, \tau)=
$$

$$
\begin{aligned}
&=-\kappa \int_{0}^{T} \int_{S_{x}}\left[g^{*} \frac{\partial u}{\partial n_{x}}-u \frac{\partial g}{\partial n_{x}}\right]_{S_{x}} d S_{x} d t \\
& \quad-\int_{R} u(x, 0) g^{*}(x, 0 \mid \xi, \tau) d x+\int_{R} u(x, T) g^{*}(x, T \mid \xi, \tau) d x
\end{aligned}
$$

Again since $\mathrm{g}^{*}$ is causal, let T be taken large enough so that $\mathrm{g}=0$ for $\mathrm{t}=\mathrm{T}>\boldsymbol{\tau}$. Rearranging the terms gives:

$$
\begin{align*}
& u(\xi, \tau)=\int_{0}^{\tau} \int_{R} g^{*}(x, t \mid \xi, \tau) f(x, t) d x d t \\
& \quad+\int_{R} u(x, 0) g^{*}(x, 0 \mid \xi, \tau) d x+\kappa \int_{0}^{\tau} \int_{S_{x}}\left[g^{*} \frac{\partial u}{\partial n_{x}}-u \frac{\partial g^{*}}{\partial n_{x}}\right]_{S_{x}} d S_{x} d t \tag{8.185}
\end{align*}
$$

For a bounded medium let the auxiliary causal function $\overline{\mathrm{g}}$ satisfy:

$$
\begin{aligned}
& \frac{\partial \bar{g}}{\partial t}-\kappa \nabla^{2} \bar{g}=0 \\
& \bar{g}=0 \quad t<\tau
\end{aligned}
$$

and the adjoint causal auxiliary function $\overline{\mathrm{g}}^{\mathbf{*}}$ satisfies:

$$
\begin{aligned}
& -\frac{\partial \overline{\mathrm{g}}^{*}}{\partial \mathrm{t}}-\kappa \nabla^{2} \overline{\mathrm{~g}}^{*}=0 \\
& \overline{\mathrm{~g}}^{*}=0 \quad \mathrm{t}>\tau
\end{aligned}
$$

Using $\overline{\mathrm{g}}(\xi, \tau \mid \mathbf{x}, \mathrm{t})=\overline{\mathrm{g}}^{*}(\mathbf{x}, \downarrow \mid \xi, \tau)$ into the Green's identity (8.48) results in an equation similar to (8.185):

$$
\begin{align*}
0= & \int_{0}^{\tau} \int_{R} \bar{g}^{*}(\mathbf{x}, \mathrm{t} \mid \xi, \tau) f(\mathbf{x}, \mathrm{t}) d x d t \\
& +\int_{R} u(x, 0) \bar{g}^{*}(x, 0 \mid \xi, \tau) d x+\kappa \int_{S_{x}}\left[\bar{g}^{*} \frac{\partial u}{\partial n_{x}}-\bar{g}^{*} \frac{\partial u}{\partial n_{x}}\right]_{S_{x}} d S_{x} d t \tag{8.186}
\end{align*}
$$

Subtraction of (8.186) from (8.185) and using the definition $\mathrm{G}^{*}=\mathrm{g}^{*}-\overline{\mathrm{g}}^{*}$ results in:

$$
u(\xi, \tau)=\int_{0}^{\tau} \int_{R} G^{*}(x, t \xi, \tau) f(\mathbf{x}, \mathrm{t}) d x d t
$$

$$
+\int_{\mathrm{R}} \mathrm{u}(\mathbf{x}, 0) \mathrm{G}^{*}(\mathbf{x}, 0 \mid \xi, \tau) \mathbf{d x}+\kappa \int_{0}^{\tau} \int_{\mathrm{S}_{\mathrm{x}}}\left[\mathrm{G}^{*} \frac{\partial \mathrm{u}}{\partial \mathrm{n}_{\mathrm{x}}}-\mathrm{u} \frac{\partial \mathrm{G}^{*}}{\partial \mathrm{n}_{\mathrm{x}}}\right]_{\mathrm{S}_{\mathrm{x}}} \mathrm{dS}_{\mathrm{x}} \mathrm{dt}
$$

Switching $\mathbf{x}$ to $\xi$ and t to $\tau$ and vice versa and recalling that:

$$
\mathrm{G}^{*}(\xi, \tau \mid \mathbf{x}, \mathrm{t})=\mathrm{G}(\mathbf{x}, \mathrm{t} \mid \boldsymbol{\xi}, \tau)
$$

one can rewrite the last expression to:

$$
\begin{align*}
u(\mathbf{x}, \mathrm{t}) & =\int_{0}^{\mathrm{t}} \int_{\mathrm{R}} \mathrm{G}(\mathbf{x}, \mathrm{t} \mid \xi, \tau) f(\xi, \tau) d \xi d \tau \\
& +\int_{R} f_{1}(\xi) G(\mathbf{x}, \mathrm{t} \mid \xi, 0) d \xi+\kappa \int_{0}^{t} \int_{S_{\xi}}\left[G \frac{\partial u}{\partial n_{\xi}}-u \frac{\partial G}{\partial n_{\xi}}\right]_{S_{\xi}} d S_{\xi} d \tau \tag{8.187}
\end{align*}
$$

where $\mathrm{G}=\mathrm{g}-\overline{\mathrm{g}}$. Thus, for the different types of boundary conditions:
(a) Dirichlet: $\left.\quad G\right|_{S_{\xi}}=0$
(b) Neumann: $\left.\quad \frac{\partial G}{\partial n_{\xi}}\right|_{S_{\xi}}=0$
(c) Robin: $\quad \frac{\partial G}{\partial n_{\xi}}+\left.\gamma G\right|_{S_{\xi}}=0$

The boundary integrals follow the same forms as in eqs (8.132-8.135).

## Example 8.15 Heat Flow in a Semi-Infinite Bar

Consider a source-free semi-infinite bar being heated at it's boundary, such that:

$$
\begin{array}{ll}
\frac{\partial u}{\partial t}-\kappa \nabla^{2} u=0 & x \geq 0, t>0 \\
u\left(x, 0^{+}\right)=0 & u(0, t)=u_{o} h(t)
\end{array}
$$

To construct $\mathrm{G}(\mathrm{x}, \mathrm{t} \mid \xi, \tau)$ for a Dirichlet boundary condition, then both conditions must be satisifed; $\mathrm{G}(0, \mathrm{t} \mid \xi, \tau)=0$ and $\mathrm{G}(\mathrm{x}, \mathrm{t} \mid 0, \tau)=0$.

The fundamental Green's function $g(x, t \mid \xi, \tau)$ is given in eq. (8.106). To construct the auxiliary function $\overline{\mathrm{g}}$, let the image source be located at $(-\xi)$ such that:

$$
\overline{\mathrm{g}}(\mathrm{x}, \mathrm{t} \mid-\xi, \tau)=\mathrm{C} \frac{\mathrm{e}^{-(\mathrm{x}+\xi)^{2} /[4 \mathrm{k}(\mathrm{t}-\tau)]}}{[4 \pi \kappa(\mathrm{t}-\tau)]^{1 / 2}} \mathrm{H}(\mathrm{t}-\tau)
$$

then to make $\mathrm{G}(0, \mathrm{t} \mid \xi, \tau)=0$ requires that $\mathrm{C}=-1$, and G becomes:

$$
\mathrm{G}=\frac{\mathrm{H}(\mathrm{t}-\tau)}{[4 \pi \mathrm{~K}(\mathrm{t}-\tau)]^{1 / 2}}\left\{\mathrm{e}^{-(\mathrm{x}-\xi)^{2} /[4 \mathrm{~K}(\mathrm{t}-\tau)]}-\mathrm{e}^{-(\mathrm{x}+\xi)^{2} /[4 \mathrm{~K}(\mathrm{t}-\tau)]}\right\}
$$

The final solution requires the evaluation of $\partial \mathrm{G} / \partial n_{\xi}$ :

$$
\left.\frac{\partial \mathrm{G}}{\partial \mathrm{n}_{\xi}}\right|_{\xi=0}=-\left.\frac{\partial \mathrm{G}}{\partial \xi}\right|_{\xi=0}=-\frac{\mathrm{xH}(\mathrm{t}-\tau)}{\sqrt{4 \pi}[\kappa(\mathrm{t}-\tau)]^{3 / 2}} \mathrm{e}^{-\mathrm{x}^{2} /[4 \kappa(\mathrm{t}-\tau)]}
$$

Therefore, the temperature distribution in the bar due to the non-homogeneous boundary condition is given by:

$$
u(x, t)=\frac{u_{0} x}{\sqrt{4 \pi \kappa}} \int_{0}^{t} \frac{h(\tau)}{(t-\tau)^{3 / 2}} e^{-x^{2} /[4 \kappa(t-\tau)]} d \tau
$$

## Example 8.16 Temperature distribution in a semi-infinite bar

Find the temperature distribution in a source-free, semi-infinite solid bar with Newton's law of cooling at the boundary where the external ambient temperature is $u_{0} h(t)$, such that the temperature $u(x, t)$ satisfies:

$$
\begin{array}{ll}
\frac{\partial u}{\partial t}-\kappa \frac{\partial^{2} u}{\partial x^{2}}=0 & x \geq 0, t>0 \\
u(x, 0)=0 & -\frac{\partial u}{\partial x}(0, t)+\gamma u(0, t)=\gamma u_{0} h(t)
\end{array}
$$

Here the boundary condition is the Robin condition such that:

$$
\left.\left(\frac{\partial G}{\partial n_{\xi}}+\gamma G\right)\right|_{\xi=0}=\left.\left(-\frac{\partial G}{\partial \xi}+\gamma G\right)\right|_{\xi=0}=0
$$

or

$$
\left.\left(-\frac{\partial G}{\partial x}+\gamma G\right)\right|_{x=0}=0
$$

Let the function $w(x, t \mid \xi, \tau)$ be defined by:

$$
w(x, t \mid \xi, \tau)=\frac{\partial G}{\partial x}-\gamma G
$$

Substituting $w$ into the diffusion equation and recalling that $G=g-\bar{g}$, then:

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}-\kappa \frac{\partial^{2}}{\partial x^{2}}\right) w & =\left(\frac{\partial}{\partial x}-\gamma\right)\left(\frac{\partial g}{\partial t}-\kappa \frac{\partial^{2} g}{\partial x^{2}}\right)-\left(\frac{\partial}{\partial x}-\gamma\right)\left(\frac{\partial \bar{g}}{\partial t}-\kappa \frac{\partial^{2} \bar{g}}{\partial x^{2}}\right) \\
& =\left(\frac{\partial}{\partial x}-\gamma\right)[\delta(x-\xi) \delta(t-\tau)] \\
& =\left[\frac{\partial \delta}{\partial x}(x-\xi)-\gamma \delta(x-\xi)\right] \delta(t-\tau)
\end{aligned}
$$

together with the boundary condition on $w, w(0, t \mid \xi, \tau)=0$. This shows that the function w satisfies the Dirichlet boundary with the above prescribed source term. The Green's function for a Dirichlet boundary condition is given in Example (8.15):

$$
\begin{aligned}
& w(x, t \mid \xi, \tau)=\int_{0}^{t} \int_{0}^{\infty} G(x, t \mid \eta, \zeta)\left[\frac{\partial \delta}{\partial \eta}(\eta-\xi)-\gamma \delta(\eta-\xi)\right] \delta(\zeta-\tau) d \eta d \zeta \\
& =\frac{\mathrm{H}(\mathrm{t}-\tau)}{\sqrt{4 \pi \kappa(\mathrm{t}-\tau)}}\left\{\gamma\left[\mathrm{e}^{-(\mathrm{x}+\xi)^{2} /[4 \kappa(\mathrm{t}-\tau)]}-\mathrm{e}^{-(\mathrm{x}-\xi)^{2} /[4 \kappa(\mathrm{t}-\tau)]}\right]\right. \\
& \left.+\frac{\partial}{\partial \mathrm{x}}\left[\mathrm{e}^{-(\mathrm{x}+\xi)^{2} /[4 \mathrm{k}(\mathrm{t}-\tau)]}+\mathrm{e}^{-(\mathrm{x}-\xi)^{2} /[4 \kappa(\mathrm{t}-\tau)]}\right]\right\}
\end{aligned}
$$

Integrating the equation for $G$, one obtains:

$$
G=-e^{\gamma x} \int_{x}^{\infty} w(u, t \mid \xi, \tau) e^{-\gamma u} d u
$$

Integrating by parts the second bracketed quantity in w , results in the following expression for G :

$$
\begin{aligned}
\mathrm{G}(\mathrm{x}, \mathrm{t} \mid \xi, \tau)= & \frac{\mathrm{H}(\mathrm{t}-\tau)}{\sqrt{4 \pi \kappa(\mathrm{t}-\tau)}}\left[\mathrm{e}^{-(\mathrm{x}-\xi)^{2} /[4 \kappa(\mathrm{t}-\tau)]}-\mathrm{e}^{-(\mathrm{x}+\xi)^{2} /[4 \kappa(\mathrm{t}-\tau)]}\right] \\
& -2 \gamma \mathrm{e}^{\gamma \mathrm{x}}\left[\int_{\mathrm{x}}^{\infty} \mathrm{e}^{-\gamma u} \mathrm{e}^{-(\mathrm{u}+\xi)^{2} /[4 \kappa(\mathrm{t}-\tau)]} \mathrm{du}\right] \mathrm{H}(\mathrm{t}-\tau)
\end{aligned}
$$

The last expression in the integral form can be shown to result in:

$$
-\gamma H(t-\tau) \mathrm{e}^{\gamma[x+\xi+\kappa \gamma(t-\tau)]} \operatorname{erfc}\left[\frac{x+\xi}{\sqrt{4 \kappa(t-\tau)}}+\gamma \sqrt{\kappa(t-\tau)}\right]
$$

Note that if $\gamma=0$, one retrieves the Green's function for Neumann boundary condition. If the limit is taken as $\gamma \rightarrow \infty$, then one obtains the Green's function for Dirichlet boundary condition, matching that given in Example (8.15).

The final solution is given by:

$$
\mathrm{u}(\mathrm{x}, \mathrm{t})=\kappa \gamma \mathrm{u}_{\mathrm{o}} \int_{0}^{\mathrm{t}} \mathrm{G}(\mathrm{x}, \mathrm{t} \mid 0, \tau) \mathrm{h}(\tau) \mathrm{d} \tau
$$

### 8.35 Method of Summation of Series Solutions in TwoDimensional Media

The Green's function can also be obtained for two dimensional media for Poisson's and Helmholtz eqs. in closed form by summing the series solutions. This method was developed by Melnikov. Since the fundamental Green's function is logarithmic, then all
the Green's functions will involve logarithmic solutions as well. This method depends on the following expansion for a logarithmic function:

$$
\begin{equation*}
\log \sqrt{1-2 u \cos \phi+u^{2}}=-\sum_{n=1}^{\infty} \frac{u^{n}}{n} \cos (n \phi) \tag{8.188}
\end{equation*}
$$

provided that $|\mathrm{u}|<1$, and $0 \leq \phi \leq 2 \pi$
The method of finding the Green's function depends on the geometry of the problem and the boundary conditions.

### 8.35.1 Laplace's Equation in Cartesian Coordinates

In order to show how this method may be applied it is best to work out an example.

## Example 8.17 Green's Function for a Semi-Infinite Strip

Consider the semi-infinite strip $0 \leq x \leq L, y \geq 0$ for the function $u(x, y)$ satisfying:

$$
-\nabla^{2} u=f(x, y) \quad 0 \leq x \leq L, y \geq 0
$$

Subject to the Dirichlet boundary condition on all three sides, i.e.:

$$
\begin{array}{lll}
u(0, y)=0 & u(h, y)=0 & u(x, 0)=0
\end{array}
$$

and $\mathrm{u}(\mathrm{x}, \infty)$ is bounded.
One may obtain the solution in an infinite series of eigenfunctions in the $x$ coordinates, since the two boundary conditions on $\mathrm{x}=0, \mathrm{~L}$ are homogeneous. These eigenfunctions are given by $\sin (n \pi x / L)$ [see Chapter 6, problem 2], which satisfies the two homogeneous boundary conditions.

Let the final solution be expanded in these eigenfunctions as:

$$
u=\sum_{n=1}^{\infty} u_{n}(y) \sin \left(\frac{n \pi}{L} x\right)
$$

Substituting into Laplace's equation and using the orthogonality of the eigenfunctions one obtains:

$$
\frac{d^{2} u_{n}}{d y^{2}}-\left(\frac{n^{2} \pi^{2}}{L^{2}}\right) u_{n}=-f_{n}(y)
$$

$$
\mathrm{n}=1,2,3, \ldots
$$

where

$$
f_{n}(y)=\frac{2}{L} \int_{0}^{L} f(x, y) \sin \left(\frac{n \pi}{L} x\right) d x
$$

The solution for the non-homogeneous differential equation is given by the solution to Chapter 1, problem 7d:

$$
u_{n}(y)=A_{n} \sinh \left(\frac{n \pi}{L} y\right)+B_{n} \cosh \left(\frac{n \pi}{L} y\right)+\frac{L}{n \pi} \int_{0}^{y} f_{n}(\eta) \sinh \left(\frac{n \pi}{L}(y-\eta)\right) d \eta
$$

Since $u(0, x)=0$, then $B_{n}=0$ and:

$$
u_{n}(y)=A_{n} \sinh \left(\frac{n \pi}{L} y\right)+\frac{L}{n \pi} \int_{0}^{y} f_{n}(\eta) \sinh \left(\frac{n \pi}{L}(y-\eta)\right) d \eta
$$

Also since $\mathrm{u}(\mathrm{x}, \infty)$ is bounded then:

$$
A_{n}=-\frac{L}{n \pi} \int_{0}^{\infty} \mathrm{f}_{\mathrm{n}}(\eta) \mathrm{e}^{-\mathrm{n} \pi \eta / \mathrm{L}} \mathrm{~d} \eta
$$

The final solution is then:

$$
u_{n}(y)=\frac{-L}{2 n \pi} \int_{0}^{\infty} f_{n}(\eta)\left[e^{n \pi(y-\eta) / L} H(\eta-y)-e^{-n \pi(y+\eta) / L}+e^{-n \pi(y-\eta) / L} H(\eta-y)\right] d \eta
$$

Thus, the Green's function for the y-component is given by:

$$
G_{n}(y \mid \eta)=\frac{L}{2 n \pi} \begin{cases}e^{-n \pi(y+\eta) / L}-e^{n \pi(y-\eta) / L} & y \leq \eta \\ e^{-n \pi(y+\eta) / L}-e^{-n \pi(y-\eta) / L} & y \geq \eta\end{cases}
$$

Note that $\mathrm{G}_{\mathrm{n}}(0 \mid \eta)=0$.
Thus, the solution for $u_{n}(y)$ is given by:

$$
\begin{aligned}
u_{n}(y) & =\int_{0}^{\infty} G_{n}(y \mid \eta) f_{n}(\eta) d \eta=\frac{2}{L} \int_{0}^{\infty} \int_{0}^{L} G_{n}(y \mid \eta) f(\xi, \eta) \sin \left(\frac{n \pi}{L} \xi\right) d \xi d \eta \\
u(x, y) & =\frac{2}{L} \sum_{n=1}^{\infty} \int_{0}^{L} \int_{0}^{\infty} G_{n}(y \mid \eta) \sin \left(\frac{n \pi}{L} \xi\right) \sin \left(\frac{n \pi}{L} x\right) f(\xi, \eta) d \xi d \eta \\
& =\int_{0}^{L} \int_{0}^{\infty}\left\{\frac{2}{L} \sum_{n=1}^{\infty} G_{n}(y \mid \eta) \sin \left(\frac{n \pi}{L} \xi\right) \sin \left(\frac{n \pi}{L} x\right)\right\} f(\xi, \eta) d \xi d \eta
\end{aligned}
$$

Thus, the Green's function $\mathrm{G}(\mathrm{x}, \mathrm{y} \mid \xi, \eta)$ is given by:

$$
\begin{aligned}
G(x, y \mid \xi, \eta) & =\frac{2}{L} \sum_{n=1}^{\infty} G_{n}(y \mid \eta) \sin \left(\frac{n \pi}{L} \xi\right) \sin \left(\frac{n \pi}{L} x\right) \\
& =\frac{1}{L} \sum_{n=1}^{\infty} G_{n}(y \mid \eta)\left[\cos \left(\frac{n \pi}{L}(x-\xi)\right)-\cos \left(\frac{n \pi}{L}(x+\xi)\right)\right]
\end{aligned}
$$

For the region $y \geq \eta$ :

$$
\begin{aligned}
& G(x, y \mid \xi, \eta)=\frac{1}{2 \pi} \sum_{n=1}^{\infty} \frac{1}{n}\left[\exp \left(-\frac{n \pi}{L}(y+\eta)\right)-\exp \left(-\frac{n \pi}{L}(y-\eta)\right)\right] \\
& \cdot {\left[\cos \left(\frac{n \pi}{L}(x-\xi)\right)-\cos \left(\frac{n \pi}{L}(x+\xi)\right)\right] }
\end{aligned}
$$

Using the summation formula (8.188), on the first of four terms, one gets the following closed form:

$$
\frac{1}{L} \sum_{n=1}^{\infty} \exp \left(-\frac{n \pi}{L}(y+\eta)\right) \cos \left(\frac{n \pi}{L}(x-\xi)\right)
$$

Here:

$$
\begin{aligned}
& u=\exp \left(-\frac{\pi}{L}(y+\eta)\right) \quad \phi=\frac{\pi}{L}(x-\xi) \\
& =\frac{-1}{2 \pi} \log \sqrt{1-2 \exp \left(-\frac{\pi}{L}(y+\eta)\right) \cos \left(\frac{\pi}{L}(x-\xi)\right)+\exp \left(-\frac{2 \pi}{L}(y+\eta)\right)}
\end{aligned}
$$

Similarly, one obtains the closed form for each of the remaining three series, resulting in the final form:

$$
\begin{equation*}
\mathrm{G}(\mathrm{x}, \mathrm{y} \mid \xi, \eta)=\frac{1}{4 \pi} \log \left(\frac{\mathrm{AB}}{\mathrm{CD}}\right) \tag{8.189}
\end{equation*}
$$

where:

$$
\begin{aligned}
& A=1-2 \exp \left(\frac{\pi}{L}(y+\eta)\right) \cos \left(\frac{\pi}{L}(x-\xi)\right)+\exp \left(\frac{2 \pi}{L}(y+\eta)\right) \\
& B=1-2 \exp \left(\frac{\pi}{L}(y-\eta)\right) \cos \left(\frac{\pi}{L}(x+\xi)\right)+\exp \left(\frac{2 \pi}{L}(y-\eta)\right) \\
& C=1-2 \exp \left(\frac{\pi}{L}(y-\eta)\right) \cos \left(\frac{\pi}{L}(x-\xi)\right)+\exp \left(\frac{2 \pi}{L}(y-\eta)\right) \\
& D=1-2 \exp \left(\frac{\pi}{L}(y+\eta)\right) \cos \left(\frac{\pi}{L}(x+\xi)\right)+\exp \left(\frac{2 \pi}{L}(y+\eta)\right)
\end{aligned}
$$

The method of images would have resulted in an infinite number of images.

### 8.35.2 Laplace's Equation in Polar Coordinates

The use of the summation for obtaining closed form solutions for circular regions in two dimensions can be best illustrated by examples.

## Example 8.18 Green's Function for the Interior/Exterior of a Circular Region with Dirichlet Boundary Conditions

First, consider the solution in the interior circular region $r \leq a$ with Dirichlet boundary condition governed by Poisson's equation, such that:

$$
-\nabla^{2} u=f(r, \theta) \quad u(a, \theta)=0 \quad r \leq a, 0 \leq \theta \leq 2 \pi
$$

The eigenfunctions in angular coordinates are:

$$
\begin{array}{ll}
\sin (n \theta) & n=1,2,3, \ldots \\
\cos (n \theta) & n=0,1,2, \ldots
\end{array}
$$

Expanding the solution in terms of these eigenfunctions:

$$
u=u_{o}(r)+\sum_{n=1}^{\infty} u_{n}^{c}(r) \cos (n \theta)+\sum_{n=1}^{\infty} u_{n}^{s}(r) \sin (n \theta)
$$

so that the functions $\mathrm{u}_{\mathrm{n}}$ satisfy:

$$
\begin{aligned}
& \frac{1}{r} \frac{d}{d r}\left(r \frac{d u_{0}}{d r}\right)=-f_{0}(r) \\
& \frac{1}{r} \frac{d}{d r}\left(r \frac{d u_{n}^{c, s}}{d r}\right)-\frac{n^{2}}{r^{2}} u_{n}^{c, s}=-f_{n}^{c, s}(r)
\end{aligned}
$$

where:

$$
\mathrm{f}_{\mathrm{o}}(\mathrm{r})=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{f}(\mathrm{r}, \theta) \mathrm{d} \theta
$$

and

$$
\mathrm{f}_{\mathrm{n}}^{\mathrm{c}, \mathrm{~s}}(\mathrm{r})=\frac{1}{\pi} \int_{0}^{2 \pi} \mathrm{f}(\mathrm{r}, \theta) \sin (\mathrm{n} \theta)_{\cos (\mathrm{n} \theta)}^{\mathrm{d}} \mathrm{~d} \mathrm{\theta}
$$

Integrating the differential equation for $\mathrm{u}_{\mathrm{o}}(\mathrm{r})$ gives:

$$
u_{o}(r)=A_{o} \log r+B_{o}+\int_{0}^{r} \log \left(\frac{\rho}{r}\right) f_{o}(\rho) \rho d \rho
$$

The condition that $\mathrm{u}_{0}(0)$ is bounded requires that $\mathrm{A}_{\mathrm{o}}=0$ and the boundary condition at $\mathrm{r}=\mathrm{a}$ results in the expression for $\mathrm{B}_{\mathrm{o}}$ :

$$
B_{o}=-\int_{0}^{a} \log \left(\frac{\rho}{a}\right) f_{0}(\rho) \rho d \rho
$$

so that:

$$
\begin{aligned}
u_{0}(r) & =\int_{0}^{r} \log \left(\frac{\rho}{r}\right) f_{0}(\rho) \rho d \rho-\int_{0}^{a} \log \left(\frac{\rho}{a}\right) f_{0}(\rho) \rho d \rho \\
& =\int_{0}^{a} G_{0}(r \mid \rho) f_{0}(\rho) \rho d \rho
\end{aligned}
$$

where:

$$
\mathrm{G}_{\mathrm{o}}(\mathrm{r} \mid \rho)=\begin{array}{ll}
-\log \left(\frac{\rho}{\mathrm{a}}\right) & \mathrm{r} \leq \rho \\
-\log \left(\frac{r}{\mathrm{a}}\right) & \mathrm{r} \geq \rho
\end{array}
$$

It should be noted that $\mathrm{G}_{0}(\mathrm{a} \rho)=\mathrm{G}_{\mathrm{o}}($ rla $)=0$ as required by the Dirichlet boundary condition.

Integrating the differential equation for $\mathrm{u}_{\mathrm{n}}^{\mathrm{c,s}}(\mathrm{r})$ results in the following solution:

$$
u_{n}^{c, s}(r)=A_{n}^{c, s} r^{-n}+B_{n}^{c, s} r^{n}+\frac{1}{2 n} \int_{0}^{r}\left[\left(\frac{\rho}{r}\right)^{n}-\left(\frac{r}{\rho}\right)^{n}\right] f_{n}^{c, s}(\rho) \rho d \rho
$$

Again $u_{n}^{c, s}(0)$ is bounded requires that $A_{n}=0$ and the boundary on $r=$ a requires that:

$$
B_{n}^{c, s}=-\frac{1}{2 n a^{n}} \int_{0}^{a}\left[\left(\frac{\rho}{a}\right)^{n}-\left(\frac{a}{\rho}\right)^{n}\right] f_{n}^{c, s}(\rho) \rho d \rho
$$

Thus, the final solution for $u_{n}^{c, s}(r)$ becomes:

$$
u_{n}^{c, s}(r)=\frac{1}{2 n} \int_{0}^{r}\left[\left(\frac{\rho}{r}\right)^{n}-\left(\frac{r}{\rho}\right)^{n}\right] f_{n}^{f_{n}^{c, s}}(\rho) \rho d \rho-\frac{1}{2 n}\left(\frac{r}{a}\right)^{n} \int_{0}^{\mathrm{a}}\left[\left(\frac{\rho}{a}\right)^{n}-\left(\frac{a}{\rho}\right)^{n}\right] f_{n}^{\mathrm{c}, s}(\rho) \rho d \rho
$$

which can be written as:

$$
\begin{aligned}
u_{n}^{c, s}(r) & =\frac{1}{2 n} \int_{0}^{a}\left[\left(\frac{\rho}{r}\right)^{n}-\left(\frac{r}{\rho}\right)^{n}\right] f_{n}^{c, s}(\rho) \rho H(r-\rho) d \rho \\
& -\frac{1}{2 n}\left(\frac{r}{a}\right)^{n} \int_{0}^{a}\left[\left(\frac{\rho}{a}\right)^{n}-\left(\frac{a}{\rho}\right)^{n}\right] f_{n}^{c, s}(\rho) \rho d \rho \\
& =\int_{0}^{a} G_{n}(r \mid \rho) f_{n}^{c, s}(\rho) \rho d \rho
\end{aligned}
$$

where

$$
\left.\begin{array}{lll} 
& \frac{1}{2 n}\left[\left(\frac{r}{\rho}\right)^{n}-\left(\frac{r \rho}{a^{2}}\right)^{n}\right] & \text { for }
\end{array} r \leq \rho\right]
$$

Note that $\mathrm{G}_{\mathrm{n}}(\mathrm{a} \mid \rho)=\mathrm{G}_{\mathrm{n}}($ rla $)=0$ as required by the Dirichlet boundary condition. Finally, the solution for $u(r, \theta)$ is obtained by solutions into the original eigenfunction expansion:

$$
\begin{aligned}
u(r, \theta)= & \int_{0}^{a} G_{o}(r \mid \rho) f_{o}(\rho) \rho d \rho \\
& +\sum_{n=1}^{\infty} \int_{0}^{a} G_{n}(r \mid \rho)\left[f_{n}^{c}(\rho) \cos (n \theta)+f_{n}^{s}(\rho) \sin (n \theta)\right] \rho d \rho \\
= & \frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{0}^{a} G_{o}(r \mid \rho) f(\rho, \phi) \rho d \rho d \phi \\
& +\frac{1}{\pi} \sum_{n=1}^{\infty} \int_{0}^{2 \pi} \int_{0}^{a} G_{n}(r \mid \rho)[\cos (n \varphi) \cos (n \theta)+\sin (n \phi) \sin (n \theta)] f(\rho, \phi) \rho d \rho d \phi \\
= & \frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{0}^{a} G_{o}(r \mid \rho) f(\rho, \phi) \rho d \rho d \phi \\
& +\frac{1}{\pi} \sum_{n=1}^{\infty} \int_{0}^{2 \pi} \int_{0}^{a} G_{n}(r \mid \rho) \cos (n(\theta-\varphi)) f(\rho, \phi) \rho d \rho d \phi
\end{aligned}
$$

Thus, the Green's function becomes:

$$
G(r, \theta \mid \rho, \phi)=\frac{1}{2 \pi}\left[G_{o}(r \mid \rho)+2 \sum_{n=1}^{\infty} G_{n}(r \mid \rho) \cos (n(\theta-\varphi))\right]
$$

The series can be summed, eq. (8.188) as:

$$
\begin{aligned}
2 \sum_{n=1}^{\infty} G_{n}(r \mid \rho) \cos (n(\theta-\varphi)) & =\sum_{n=1}^{\infty} \frac{1}{n}\left[\left(\frac{r}{\rho}\right)^{n}-\left(\frac{r \rho}{a^{2}}\right)^{n}\right] \cos (n(\theta-\varphi)) \\
& =\frac{1}{2} \log \left(\frac{1-2\left(\frac{r \rho}{a^{2}}\right) \cos (\theta-\varphi)+\left(\frac{r \rho}{a^{2}}\right)^{2}}{1-2\left(\frac{r}{\rho}\right) \cos (\theta-\varphi)+\left(\frac{r}{\rho}\right)^{2}}\right) \\
& =\frac{1}{2} \log \left(\frac{1-2\left(\frac{r}{\bar{\rho}}\right) \cos (\theta-\varphi)+\left(\frac{r}{\rho}\right)^{2}}{1-2\left(\frac{r}{\rho}\right) \cos (\theta-\varphi)+\left(\frac{r}{\rho}\right)^{2}}\right)
\end{aligned}
$$

where $\bar{\rho}=\mathrm{a}^{2} / \rho$ is the location of the image of the source at $\rho$. Therefore:

$$
\begin{align*}
\mathrm{G}(\mathrm{r}, \theta \mid \rho, \phi) & =\frac{1}{4 \pi}\left\{-\log \left(\frac{\rho}{\mathrm{a}}\right)^{2}+\log \left[\left(\frac{\bar{\rho}^{2}-2 \mathrm{r} \bar{\rho} \cos (\theta-\varphi)+\mathrm{r}^{2}}{\rho^{2}-2 \mathrm{r} \rho \cos (\theta-\varphi)+\mathrm{r}^{2}}\right)\left(\frac{\rho}{\bar{\rho}}\right)^{2}\right]\right\}  \tag{8.190}\\
& =\frac{1}{4 \pi} \log \left(\frac{\rho^{2}}{\mathrm{a}^{2}} \frac{r_{2}^{2}}{\mathrm{r}_{1}^{2}}\right)
\end{align*}
$$

the notation for $r_{2}$ and $r_{1}$ are given in section (8.28). Note that the last answer is the same as the one given in (8.142).

In the exterior region $r \geq a$, one can use the same Green's function, with the notation that $\rho>a$ is the source location and hence $\bar{\rho}=a^{2} / \rho<a$.

## Example 8.19 Green's function for the interior region of a circular region with Neumann boundary

Consider the solution in the interior region of a circle $\mathrm{r} \leq$ a with Neumann boundary condition, governed by Poisson's eq., such that:

$$
-\nabla^{2} u=f(r, \theta) \quad \text { and } \quad \frac{\partial u}{\partial r}(a, \theta)=0
$$

Following Example 8.18, then $u_{o}$ is given by:

$$
u_{o}(r)=A_{o} \log r+B_{0}+\int_{0}^{r} \log \left(\frac{\rho}{r}\right) f_{o}(\rho) \rho d \rho
$$

Requiring that $\mathrm{u}_{0}(0)$ is bounded and satisfying the Neumann boundary condition results in:

$$
A_{o}=\int_{0}^{a} f_{o}(\rho) \rho d \rho
$$

and

$$
\begin{aligned}
u_{o}(r) & =\int_{0}^{a} \log (\rho) f_{o}(\rho) \rho d \rho+\int_{r}^{a} \log \left(\frac{r}{\rho}\right) f_{0}(\rho) \rho d \rho \\
& =\int_{0}^{a} G_{o}(r \mid \rho) f_{0}(\rho) \rho d \rho
\end{aligned}
$$

where

$$
\mathrm{G}_{\mathrm{o}}(\mathrm{r} \mid \rho)=\begin{array}{ll}
\log \left(\frac{\rho}{\mathrm{a}}\right) & \rho \leq \mathrm{r} \\
\log \left(\frac{\mathrm{r}}{\mathrm{a}}\right) & \rho \geq \mathrm{r}
\end{array}
$$

For the functions $u_{n}^{c, s}(r)$ :

$$
u_{n}^{\mathrm{c}, \mathrm{~s}}(r)=A_{n}^{\mathrm{c}, \mathrm{~s}} r^{-n}+B_{n}^{\mathrm{c}, \mathrm{~s}} r^{\mathrm{n}}+\frac{1}{2 n} \int_{0}^{\mathrm{r}}\left[\left(\frac{\rho}{r}\right)^{n}-\left(\frac{\mathrm{r}}{\rho}\right)^{\mathrm{n}}\right] \mathrm{f}_{\mathrm{n}}^{\mathrm{c}, \mathrm{~s}}(\rho) \rho d \rho
$$

Requiring that $u_{n}^{c, s}(0)$ is bounded and $\frac{\partial u_{n}}{\partial r}(a)=0$ results in:

$$
B_{n}^{c, s}=\frac{1}{2 n a^{n}} \int_{0}^{a}\left[\left(\frac{\rho}{a}\right)^{n}+\left(\frac{a}{\rho}\right)^{n}\right]_{n}^{f_{n}^{c, s}}(\rho) \rho d \rho
$$

Finally, the function $\mathbf{u}_{\mathrm{n}}^{\mathrm{c}, \mathrm{s}}(\mathrm{r})$ can be written in compact form as:

$$
u_{n}^{c, s}(r)=\int_{0}^{a} G_{n}(r \mid \rho) f_{n}^{c, s}(\rho) \rho d \rho
$$

where:

$$
G_{n}(r \mid \rho)=\begin{array}{lll}
\frac{1}{2 n}\left[\left(\frac{r}{\rho}\right)^{n}+\left(\frac{r \rho}{a^{2}}\right)^{n}\right] & \text { for } & r \leq \rho \\
\frac{1}{2 n}\left[\left(\frac{\rho}{r}\right)^{n}+\left(\frac{r \rho}{a^{2}}\right)^{n}\right] & \text { for } & r \geq \rho
\end{array}
$$

Substituting $\mathrm{G}_{\mathrm{o}}(\mathrm{r} \mid \rho)$ and $\mathrm{G}_{\mathrm{n}}(\mathrm{r} \mid \rho)$ into the solutions for $\mathrm{u}_{\mathrm{n}}^{\mathrm{c}, \mathrm{s}}$ and those in turn into the series for $u(r, \theta)$ results in the solution given by:

$$
u(r, \theta)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{0}^{a}\left\{G_{o}(r \mid \rho)+2 \sum_{n=1}^{\infty} G_{n}(r \mid \rho) \cos (n(\theta-\varphi))\right\} f(\rho, \phi) \rho d \rho d \phi
$$

Summing the series results in the form given in (8.188):

$$
\begin{align*}
G(r, \theta \mid \rho, \phi)= & \frac{1}{4 \pi}\left\{\log \left(\frac{\mathrm{r}}{\mathrm{a}}\right)^{2}-\log \left(1-2\left(\frac{\mathrm{r} \rho}{\mathrm{a}^{2}}\right) \cos (\theta-\phi)+\left(\frac{\mathrm{r} \rho}{\mathrm{a}^{2}}\right)^{2}\right)\right. \\
& \left.-\log \left(1-2\left(\frac{\mathrm{r}}{\rho}\right) \cos (\theta-\phi)+\left(\frac{\mathrm{r}}{\rho}\right)^{2}\right)\right\}  \tag{8.191}\\
= & \frac{1}{4 \pi}\left\{\log \left(\frac{\mathrm{r}}{\mathrm{a}}\right)^{2}+\log \rho^{2} \bar{\rho}^{2}-\log \left(\mathrm{r}_{1}^{2} \mathrm{r}_{2}^{2}\right)\right\} \\
= & -\frac{1}{4 \pi} \log \left(\frac{\mathrm{r}_{1}^{2} \mathrm{r}_{2}^{2}}{\mathrm{a}^{2} \mathrm{r}^{2}}\right)
\end{align*}
$$

The last expression is written in the notation of section (8.28) and matches the solution given in eq. (8.144).

The Green's function is symmetric in ( $\mathrm{r}, \mathrm{\rho}$ ) and satisfies:

$$
\frac{\partial G}{\partial r}(a, \theta \mid \rho, \phi)=\frac{\partial G}{\partial \rho}(r, \theta \mid a, \phi)=0
$$

In the exterior region, one may use the form in eq. (8.191) with the notation at the source $\rho>a$ and its image $\bar{\rho}=a^{2} / \rho<a$.

## PROBLEMS

## Section 8.1

Obtain the Green's function for the following boundary value problems:

1. $\frac{d^{2} y}{d x^{2}}+y=x$,
$0 \leq x \leq 1 \quad y(0)=1$
$y^{\prime}(1)=0$
also obtain $y(x)$
2. $\frac{d}{d x}\left(x \frac{d y}{d x}\right)-\frac{n^{2}}{x} y=f(x), \quad 0 \leq x \leq 1 \quad y(0)$ finite $\quad y(1)=0$
3. $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-n^{2} y=f(x), \quad 0 \leq x \leq 1 \quad y(0)$ finite $\quad y(1)=0$
4. $\frac{d^{2} y}{d x^{2}}-k^{2} y=f(x)$,
$0 \leq x \leq L$
$y(0)=0$
$y(L)=0$
5. $-\frac{d^{4} y}{d x^{4}}=f(x)$,
$0 \leq x \leq L$
$y(0)=y^{\prime}(0)=0, y^{\prime \prime}(L)=y^{\prime \prime \prime}(L)=0$
6. $-\frac{d^{4} y}{d x^{4}}=f(x)$,
$0 \leq x \leq$ L
$y(0)=y^{\prime}(0)=0, y(L)=y^{\prime}(L)=0$
7. $-\frac{d^{4} y}{d x^{4}}=f(x)$
$0 \leq x \leq L$
$y(0)=y^{\prime \prime}(0)=0, y(L)=y^{\prime \prime}(L)=0$

## Section 8.7

Obtain the Green's function for the following eigenvalue problems by:
(a) Direct integration
(b) Eigenfunction expansion
8. $\frac{d^{2} y}{d x^{2}}+k^{2} y=f(x)$
$0 \leq \mathrm{x} \leq \mathrm{L} \quad \mathrm{y}(0)=0$
$y(L)=0$
9. $-\frac{d^{4} y}{d x^{4}}+\beta^{4} y=f(x)$
$0 \leq x \leq L$
(i) $y(0)=0, y^{\prime \prime}(0)=0, y(L)=0, y^{\prime \prime}(L)=0$
(ii) $\mathrm{y}(0)=0, \mathrm{y}^{\prime}(0)=0, \mathrm{y}(\mathrm{L})=0, \mathrm{y}^{\prime}(\mathrm{L})=0$
10. $\frac{d}{d x}\left(x \frac{d y}{d x}\right)-\frac{n^{2}}{x} y+k^{2} x y=f(x) \quad 0 \leq x \leq 1 \quad y(0)$ finite $\quad y(1)=0$
11. $x^{2} \frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}+k^{2} x^{2} y=f(x) \quad 0 \leq x \leq 1 \quad y(0)$ finite $\quad y(1)=0$

## Section 8.8

12. Find the Green's function for a beam on an elastic foundation having a spring constant $\gamma^{4}$ :


$$
-\frac{d^{4} y}{d x^{4}}-\gamma^{4} y=f(x) \quad x \geq 0 \quad y(0)=0 \quad y^{\prime \prime}(0)=0
$$

13. Find the Green's function for a vibrating string under tension and resting on an elastic foundation whose spring constant is $\boldsymbol{\gamma}$.


$$
-\frac{d^{2} y}{d x^{2}}+\gamma y-k^{2} y=f(x) \quad x \geq 0 \quad y(0)=0
$$

for:
(a) $\gamma>k^{2}$
(b) $\gamma<\mathrm{k}^{2}$
and
(c) $\gamma=\mathrm{k}^{2}$
14. Obtain the Green's function, g , and the temperature distribution, T , in a semi-infinite bar, such that:

$$
-\frac{d^{2} T}{d x^{2}}=f(x) \quad x \geq 0 \quad T(0)=T_{1}=\text { const }
$$

15. Find the Green's function for a semi-infinite, simply supported vibrating beam:


$$
-\frac{d^{4} y}{d x^{4}}+\beta^{4} y=f(x) \quad x \geq 0 \quad y(0)=0 \quad y^{\prime \prime}(0)=0
$$

16. Find the Green's function for the semi-infinite fixed-free vibrating beam:


$$
-\frac{d^{4} y}{d x^{4}}+\beta^{4} y=f(x) \quad x \geq 0 \quad y^{\prime}(0)=0 \quad y^{\prime \prime \prime \prime}(0)=0
$$

17. Find the Green's function for a semi-infinite fixed vibrating beam such that:

18. Find the Green's function for a vibrating semi-infinite, simply supported beam resting on an elastic foundation, whose elastic constant is $\gamma^{4}$, such that:
$\mathrm{f}(\mathrm{x})$

$-\frac{d^{4} y}{d x^{4}}-\gamma^{4} y+\beta^{4} y=f(x) \quad x \geq 0$
$y(0)=0$
$y^{\prime \prime}(0)=0$
for (a) $\gamma>\beta$
(b) $\gamma<\beta$
and
(c) $\gamma=\beta$
19. Find the Green's function for a vibrating semi-infinite fixed-free beam resting on an elastic foundation, whose elastic constant is $\gamma^{4}$, such that:

$-\frac{d^{4} y}{d x^{4}}-\gamma^{4} y+\beta^{4} y=f(x) \quad x \geq 0$

$$
y^{\prime}(0)=0
$$

$y^{\prime \prime \prime}(0)=0$
for (a) $\gamma>\beta$
(b) $\gamma<\beta$
and
(c) $\gamma=\beta$

## Section 8.9

20. Find the Green's function for an infinite beam on an elastic foundation:

$-\frac{d^{4} y}{d x^{4}}-\gamma^{4} y=f(x) \quad-\infty<x<\infty$
21. Find the Green's function for a vibrating string under tension and resting on an elastic foundation, whose elastic constant is $\gamma$.

$-\frac{d^{2} y}{d x^{2}}+\gamma y-k^{2} y=f(x) \quad-\infty<x<\infty$
for (a) $\gamma>k^{2}$
(b) $\gamma<k^{2}$
and
(c) $\gamma=\mathrm{k}^{2}$
22. Find the Green's function for the temperature distribution in an infinite solid rod:
$-\frac{d^{2} T}{d x^{2}}=f(x)$

$$
-\infty<x<\infty
$$

23. Find the Green's function for an infinite vibrating beam:

$$
-\frac{d^{4} y}{d x^{4}}+\beta^{4} y=f(x) \quad-\infty<x<\infty
$$

24. Find the Green's function for an infinite vibrating beam resting on an elastic foundation, whose elastic constant is $\gamma^{4}$ :


$$
-\frac{d^{4} y}{d x^{4}}-\gamma^{4} y+\beta^{4} y=f(x) \quad-\infty<x<\infty
$$

for (a) $\gamma>\beta$
(b) $\gamma<\beta$
and
(c) $\gamma=\beta$

## Sections 8.17 - 8.20

25. Find the Fundamental Green's function in two dimensional space for a stretched membrane by use of Hankel transform:
$-\nabla^{2} g=\delta(x-\xi)$
26. Find the Fundamental Green's function in two dimensional space for a stretched membrane on an elastic foundation, whose spring constant is $\gamma^{2}$, by use of Hankel transform:
$\left(-\nabla^{2}+\gamma^{2}\right) g=\delta(x-\xi)$
27. Find the Fundamental Green's function for a vibrating membrane in two dimensional space by use of Hankel transform:
$\left(-\nabla^{2}-k^{2}\right) g=\delta(x-\xi)$
28. Find the Fundamental Green's function for a vibrating stretched membrane resting on an elastic foundation, such that:
$-\nabla^{2} g+\left(\gamma-\kappa^{2}\right) g=\delta(x-\xi)$
(a) $\gamma>\kappa^{2}$
(b) $\gamma<\kappa^{2}$
29. Find the Fundamental Green's function in two dimensional space for an elastic plate by use of Hankel transform:
$-\nabla^{4} g=\delta(x-\xi)$
30. Find the Fundamental Green's function in two dimensional space for a plate on elastic foundation ( $\boldsymbol{\gamma}^{4}$ being the elastic spring constant) such that:
$-\nabla^{4} g-\gamma^{4} g=\delta(x-\xi)$
(a) by Hankel
or
(b) by construction
31. Find the Fundamental Green's function in two dimensional space for a vibrating plate supported on an elastic foundation under harmonic loading, by use of Hankel transform, such that:
$-\nabla^{4} g+k^{4} g-\gamma^{4} g=\delta(x-\xi)$
for (a) $k>\boldsymbol{\gamma} \quad$ (b) $k<\boldsymbol{\gamma}$
where $\gamma^{4}$ represents the spring constant per unit area and $\mathrm{k}^{4}$ represents the frequency parameter.

## Sections 8.21 - 8.23

For the following problems, obtain the Fundamental Green's function by (a) Hankel transform only, (b) simultaneous application of Hankel on space and Laplace transform on time, or (c) construction after Laplace transform on time. For Laplace transform on time, let $\delta(t)$ be replaced by $\delta(t-\varepsilon)$, so that the source term is not confused with the initial condition. Let $\varepsilon \rightarrow 0$ in the final solution.
32. Find the Fundamental Green's function for the diffusion equation in two dimensional space $g(x, t)$, such that:

$$
\frac{\partial g}{\partial t}-\kappa \nabla^{2} g=\delta(x-\xi) \delta(t-\tau) \quad g(x, 0 \mid \xi, \tau)=0
$$

33. Do problem (32) for three dimensional space.
34. Find the Fundamental Green's function for the wave equation in two dimensional space for wave propagation in a stretched membrane:

$$
\frac{\partial^{2} g}{\partial t^{2}}-c^{2} \nabla^{2} g=\delta(x-\xi) \delta(t-\tau) \quad g(x, 0 \mid \xi, \tau)=0 \quad \frac{\partial g}{\partial t}(x, 0 \mid \xi, \tau)=0
$$

35. Do problem (33) in three dimensional space.
36. Find the Fundamental Green's function for wave propagation in an infinite elastic beam such that:
$-c^{2} \frac{\partial^{4} g}{\partial x^{4}}-\frac{\partial^{2} g}{\partial t^{2}}=\delta(x-\xi) \delta(t-\tau) \quad g(x, 0 \mid \xi, \tau)=0 \quad \frac{\partial g}{\partial t}(x, 0 \mid \xi, \tau)=0$
37. Find the Fundamental Green's function in two dimensional space for wave propagation in an elastic plate such that:
$-c^{2} \nabla^{4} g-\frac{\partial^{2} g}{\partial t^{2}}=\delta(x-\xi) \delta(t-\tau) \quad g(x, 0 \mid \xi, \tau)=0 \quad \frac{\partial g}{\partial t}(x, 01 \xi, \tau)=0$
38. Find the Fundamental Green's function in two dimensional space for a stretched membrane on an elastic foundation with a spring constant $\gamma$, such that:

$$
\frac{\partial^{2} g}{\partial t^{2}}+\gamma g-c^{2} \nabla^{2} g=\delta(x-\xi) \delta(t-\tau) \quad g(x, 0 \mid \xi, \tau)=0 \quad \frac{\partial g}{\partial t}(x, 0 \mid \xi, \tau)=0
$$

39. Obtain the solution for Poisson's equation in one-dimensional space for a
semi-infinite medium:
$-\frac{d^{2} u(x)}{{d x^{2}}_{2}^{2}}=f(x) \quad x \geq 0$
with Robin boundary condition:
$-\frac{\mathrm{du}(0)}{\mathrm{dx}}+\gamma \mathrm{u}(0)=\mathrm{h}$
40. Obtain the solution for Poisson's equation in two dimensional space for half space:
$-\nabla^{2} u=f(x, z)$
$-\infty<x<\infty, \quad z \geq 0$
with (a) Dirichlet or (b) Neumann boundary contiditions.

## Sections 8.24 - 8.34

Obtain the Green's functions G for the following bounded media and systems, with $D$ and N designating Dirichlet and Neumann boundary conditions, respectively.
41. Poisson's Equation in two dimensional space in quarter space:


The boundary conditions are specified in order $S 1, S 2$
(a) $\mathrm{N}, \mathrm{N}$
(b) D, D
(c) $\mathrm{N}, \mathrm{D}$
(d) $\mathrm{D}, \mathrm{N}$
42. Do problem 41 in three dimensions in quarter space:
$-\nabla^{2} u=f(x, y, z) \quad x, z \geq 0 \quad-\infty<y<\infty$
43. Helmholtz Equation in two dimensions in quarter space:
$-\nabla^{2} u-k^{2} u=f(x, z) \quad x, z \geq 0$
same boundary condition pairs as in problem 41.
44. Do problem 43 in three dimensions, same boundary conditions as in problem 41, where:

$$
-\nabla^{2} u-k^{2} u=f(x, y, z) \quad x, z \geq 0 \quad-\infty<y<\infty
$$

45. Poisson's Equation for eighth space:

$-\nabla^{2} \mathrm{u}=\mathrm{f}(\mathrm{x}, \mathrm{y}, \mathrm{z}) \quad \mathrm{x}, \mathrm{y}, \mathrm{z} \geq 0$
with boundary conditions on surface:
S1 (xz plane), S2 (xy plane) and S3 (yz plane) given in order S1, S2, S3
(a) D, D, D
(b) $\mathrm{N}, \mathrm{N}, \mathrm{N}$
(c) $\mathrm{D}, \mathrm{D}, \mathrm{N}$
(d) $\mathrm{D}, \mathrm{N}, \mathrm{N}$
46. Do problem 45 for the Helmholtz Equation:

- $\nabla^{2} u-k^{2} u=f(x, y, z)$
$\mathrm{x}, \mathrm{y}, \mathrm{z} \geq 0$

47. Poisson's Equation in two dimensions in a two dimensional infinite strip

$-\nabla^{2} \mathrm{u}=\mathrm{f}(\mathrm{x}, \mathrm{z})$
$-\infty<\mathrm{x}<\infty$
$-\mathrm{L} / 2<\mathrm{z}<\mathrm{L} / 2$
with boundary condition pairs of (a) $N, N(b) D, D$.
48. Do problem 47 in three dimensional space for an infinite layer:
$-\infty<\mathrm{x}, \mathrm{y}<\infty, \quad-\mathrm{L} / 2<\mathrm{z}<\mathrm{L} / 2$
49. Helmholtz Equation in two dimensional space in an infinite strip, same boundary conditions pairs as in problem 47.
50. Do problem 49 for three dimensional space in an infinite layer.
$-\infty<\mathrm{x}, \mathrm{y}<\infty,-\mathrm{L} / 2<\mathrm{z}<\mathrm{L} / 2$
51. Find Green's function in two dimensional space for Helmholtz equation in the interior and exterior of a circular area for Dirichlet boundary condition.
52. Poisson's Equation in two dimensions in the interior of a two dimensional wedge, whose angle is $\pi / 3$ where:
$r \geq 0,0 \leq \theta \leq \pi / 3$

with boundary condition pairs of (a) N-N, (b) D-D
53. Helmholtz Equation for the geometry in problem 52.

## 9

## ASYMPTOTIC METHODS

### 9.1 Introduction

In this chapter on asymptotic methods, the emphasis is placed on asymptotic evaluation of integrals and asymptotic solution of ordinary differential equations. The general form of the integrals involves an integrand that is a real or complex function multiplied by an exponential. If the exponential function has an argument that can become large, then it is possible to get an asymptotic value of the integral by one of a few methods. In the following sections, a few of these methods are outlined.

### 9.2 Method of Integration by Parts

In this method, repeated use is made of integrations by part to create a series with descending powers of a larger parameter.

## Example 9.1

Consider the integral I(a):

$$
I(a)=\int_{u}^{\infty} x^{n} e^{-a x} d x
$$

integration by parts results in:

$$
\begin{aligned}
I(a) & =-\left.\frac{x^{n}}{a} e^{-a x}\right|_{u} ^{\infty}-\frac{n}{a} \int_{u}^{\infty} x^{n-1} e^{-a x} d x \\
& =\frac{u^{n}}{a} e^{-a u}-\frac{n}{a} \int_{u}^{\infty} x^{n-1} e^{-a x} d x
\end{aligned}
$$

Repeated integration of the integral above results in:

$$
I(a)=e^{-a u} \sum_{k=0}^{n} \frac{u^{n-k}}{a^{k+1}} \frac{n!}{(n-k)!}
$$

### 9.3 Laplace's Integral

Integrals of the Laplace's type can be evaluated asymptotically by use of Taylor series expansion about the origin and integrating the resulting series term by term. Let the integral be given by:

$$
\begin{equation*}
f(\rho)=\int_{0}^{\infty} e^{-\rho t} F(t) d t \tag{9.1}
\end{equation*}
$$

Expanding $\mathrm{F}(\mathrm{t})$ in a Taylor series about $\mathrm{t}=0, \mathrm{~F}(\mathrm{t})$ can be written as a sum, i.e.:

$$
F(t)=\sum_{n=0}^{\infty} \frac{F^{(n)}(0)}{n!} t^{n}
$$

where $\mathrm{F}^{(\mathrm{n})}$ is the nth derivative. Integrating each term in (9.1) results in an asymptotic series for $\mathrm{f}(\mathrm{p})$ :

$$
\begin{equation*}
f(\rho)=\sum_{n=0}^{\infty} \frac{F^{(n)}(0)}{\rho^{n+1}} \tag{9.2}
\end{equation*}
$$

where the Watson's Lemma was used:

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{t}^{v} \mathrm{e}^{-\mathrm{pt}} d t=\frac{\Gamma(v+1)}{\rho^{v+1}} \tag{9.3}
\end{equation*}
$$

and where $\Gamma(x)$ is the Gamma function, see Appendix B1.

## Example 9.2

Consider the following integral, which is known to have a closed form:

$$
I(s)=\int_{0}^{\infty} \frac{e^{-s t}}{\sqrt{1+t}} d t=\sqrt{\frac{\pi}{s}} e^{s} \operatorname{erfc}(\sqrt{s})
$$

The term $(1+t)^{-1 / 2}$ can be expanded in a Taylor series:

$$
(1+t)^{-1 / 2}=1-\frac{t}{2}+\frac{1 \cdot 3}{2!2^{2}} t^{2}-\frac{1 \cdot 3 \cdot 5}{3!2^{3}} t^{3}+\ldots
$$

which, upon integration via (9.3) results in:

$$
I(s)=\frac{1}{s}-\frac{1}{2 s^{2}}+\frac{1 \cdot 3}{2^{2} s^{3}}-\frac{3 \cdot 5}{2^{3} s^{4}}+\ldots
$$

Equating this expression to the $\operatorname{erfc}(\sqrt{s})$ one obtains an asymptotic series for the $\operatorname{erfc}(\mathrm{z})$ :

$$
\operatorname{erfc}(\sqrt{s}) \sim \sqrt{\frac{s}{\pi}} e^{-s}\left\{\frac{1}{s}-\frac{1}{2 s^{2}}+\frac{1 \cdot 3}{2^{2} s^{3}}-\frac{3 \cdot 5}{2^{3} s^{4}}+\ldots\right\}
$$

$$
\operatorname{erfc}(z) \sim \frac{z}{\sqrt{\pi}} e^{-z^{2}}\left\{\frac{1}{z^{2}}-\frac{1}{2 z^{4}}+\frac{1 \cdot 3}{2^{3} z^{6}}-\frac{3 \cdot 5}{2^{4} z^{8}}+\ldots\right\}
$$

### 9.4 Steepest Descent Method

Consider an integral of the form:

$$
\begin{equation*}
I_{C}=\int_{C} e^{\rho f(z)} F(z) d z \tag{9.4}
\end{equation*}
$$

where $C$ is a path of integration in the complex plane, $z=x+i y, f(z)$ and $F(z)$ are analytic functions and $\rho$ is a real constant. It is desired to find an asymptotic value of this integral for large $\rho$. The Steepest Descent Method (SDM) involves finding a point, called the Saddle Point (SP), and a path through the point, called the Steepest Descent Path (SDP), so that the integrand decays exponentially along that path and the integral can be approximately evaluated for a large argument $\rho$. Letting the analytic function $f(z)$ be defined as:

$$
\begin{equation*}
f(z)=u(x, y)+i v(x, y) \tag{9.5}
\end{equation*}
$$

then the path of integration is chosen such that the real part of $f(z)=u(x, y)$ has a maximum value at some point $z_{0}$. This would maximize the real part of the exponential function, especially when $\rho \gg 1$. To locate the point $z_{0}$ where $u(x, y)$ is maximized, the extremum point(s) are found by finding the point(s) where the partial derivatives with respect to $x$ and $y$ vanish, i.e.:

$$
\begin{equation*}
\frac{\partial u}{\partial x}=0, \quad \frac{\partial u}{\partial y}=0 \tag{9.6}
\end{equation*}
$$

Since $f(z)$ is an analytic function, then $u$ and $v$ are harmonic functions, i.e. $\nabla^{2} u=0$, which indicates that $\mathrm{u}(\mathrm{x}, \mathrm{y})$ cannot have points of absolute maxima or minima in the entire $z$-plane. Hence, the points where eq. (9.6) is satisfied are stationary points, $\mathrm{z}_{0}=\mathrm{x}_{0}+\mathrm{iy}_{0}$. The topography near $\mathrm{z}_{0}$ for $\mathrm{u}(\mathrm{x}, \mathrm{y})=$ constant would be a surface that resembles a saddle, i.e. paths originating from $\mathrm{z}_{0}$ either descend, stay at the same level, or ascend, see Figure 9.1. To choose a path through the saddle point $z_{0}$, one obviously must choose paths where $u(x, y)$ has a relative maximum at $z_{0}$, so that $u(x, y)$ decreases on the path(s) away from $z_{0}$, i.e. a path of descent from the point $z_{0}$. This would mean that the exponential function has a maximum value at $z_{0}$ and decays exponentially away from the $S P z_{0}$. This would result in an integral that would converge. On the other hand, if one chooses a path starting from $z_{0}$ where $\mathbf{u}(\mathrm{x}, \mathrm{y})$ has a relative minimum at $\mathrm{z}_{0}$, i.e. $\mathrm{u}(\mathrm{x}, \mathrm{y})$ increases along $\mathrm{C}^{\prime}$, then the exponential function increases exponentially away from the saddle point at $\mathrm{z}_{0}$. This would result in an integral that will diverge along that path.

Since $\partial u / \partial x=0$ and $\partial u / \partial y=0$ at the $S P z_{0}$, and $f(z)$ is analytic at $z_{0}$, then the partial derivatives $\partial v / \partial \mathrm{x}=0$ and $\partial \mathrm{v} / \partial \mathrm{y}=0$ due to the Cauchy-Riemann conditions. This indicates that:

$$
\begin{equation*}
\left.\frac{\mathrm{df}}{\mathrm{dz}}\right|_{\mathrm{z} 0}=\mathrm{f}^{\prime}\left(\mathrm{z}_{0}\right)=0 \tag{9.7}
\end{equation*}
$$

The roots of eq. (9.7) are thus the saddle points of $f(z)$.
One must choose a path $\mathrm{C}^{\prime}$ originating from the $\mathrm{SP}, \mathrm{z}_{0}$, i.e. a path of descent from $\mathrm{z}_{0}$ so that the real part of the exponential function decreases along $\mathrm{C}^{\prime}$. This would lead to a convergent integral along $\mathrm{C}^{\prime}$ as $\rho$ becomes very large. In order to improve the convergence of the integral, especially with a large argument $\rho$, one needs to find the steepest of all the descent paths $\mathrm{C}^{\prime}$. This means that one must find the path $\mathrm{C}^{\prime}$ so that the function $u(x, y)$ decreases at a maximum rate as $z$ traverses along the path $\mathrm{C}^{\prime}$ away from $z_{0}$. To find such a path, defined by a distance parameter " s " where u decreases at the fastest rate, the absolute value of the rate of change of $u(x, y)$ along the path " $s$ " must be maximized, i.e. $|\partial u / \partial s|$ is maximum along $\mathrm{C}^{\prime}$. Let the angle $\theta$ be the angle between the tangent to the path $\mathrm{C}^{\prime}$ at $\mathrm{z}_{0}$ and the x -axis, then the slope along the path $\mathrm{C}^{\prime}$ is given by:

$$
\frac{\partial u}{\partial s}=\frac{\partial u}{\partial x} \frac{\partial x}{\partial s}+\frac{\partial u}{\partial y} \frac{\partial y}{\partial s}=\frac{\partial u}{\partial x} \cos \theta+\frac{\partial u}{\partial y} \sin \theta
$$

To find the orientation $\theta$ where $\partial u / \partial s$ is maximized, then one obtains the extremum of the slope as a function of the local orientation angle $\theta$ of $C^{\prime}$ with $x$, i.e.:

$$
\frac{\partial}{\partial \theta}\left(\frac{\partial u}{\partial s}\right)=-\frac{\partial u}{\partial x} \sin \theta+\frac{\partial u}{\partial y} \cos \theta=0
$$

Using the Cauchy-Riemann conditions:

$$
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y} \quad \text { and } \quad \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}
$$

then the equation above becomes:

$$
\begin{equation*}
-\frac{\partial v}{\partial y} \sin \theta-\frac{\partial v}{\partial x} \cos \theta=-\frac{\partial v}{\partial s}=0 \tag{9.8}
\end{equation*}
$$

Integrating eq. (9.8) with respect to the distance along $\mathrm{C}^{\prime}, \mathrm{s}$, results in $\mathrm{v}=$ constant along $\mathrm{C}^{\prime}$. Thus, the function $\mathrm{u}(\mathrm{x}, \mathrm{y})$ changes most rapidly on path $\mathrm{C}^{\prime}$ defined by $\mathrm{v}=$ constant. Since the path must pass through the SP at $z_{0}$, then the equation of the path is defined by:

$$
\begin{equation*}
v(x, y)=v\left(x_{0}, y_{0}\right)=v_{0} \tag{9.9}
\end{equation*}
$$

Eq. (9.9) defines path(s) $\mathrm{C}^{\prime}$ from $\mathrm{z}_{0}$ having the most rapid change in the slope. Thus, eq. (9.9) defines a path(s) where $u(x, y)$ increases or decreases most rapidly. It is imperative that one finds the path(s) where the function $\mathbf{u}(\mathrm{x}, \mathrm{y})$ decreases most rapidly and this path is to be called Steepest Descent Path (SDP).

To identify which of the paths are SDP, it is sufficient to examine the topography near $z_{0}$. Since $f(z)$ is an analytic function at $z_{0}$, then one can expand the function $f(z)$ in a Taylor series about $\mathrm{z}_{0}$, giving:

$$
f(z)=a_{0}+a_{1}\left(z-z_{0}\right)+a_{2}\left(z-z_{0}\right)^{2}+a_{3}\left(z-z_{0}\right)^{3}+\ldots
$$

where:

$$
\mathrm{a}_{\mathrm{n}}=\frac{\mathrm{f}^{(\mathrm{n})}\left(\mathrm{z}_{0}\right)}{\mathrm{n}!}
$$

Due to the definition of the SP at $\mathrm{z}_{0}$, then the second term vanishes, since:

$$
a_{1}=f^{\prime}\left(z_{0}\right)=0
$$

If, in addition, $\mathrm{a}_{2}\left(\mathrm{z}_{0}\right)=\mathrm{a}_{3}\left(\mathrm{z}_{0}\right)=\ldots=\mathrm{a}_{\mathrm{m}}\left(\mathrm{z}_{0}\right)=0$ also, so that the first non-vanishing coefficient is $\mathrm{a}_{\mathrm{m}+1}$, then, in the neighborhood of $\mathrm{z}_{0}, f(\mathrm{z})$ can be approximated by the first two non-vanishing terms of the Taylor series about $\mathrm{z}_{0}$, i.e.:

$$
f(z)=f\left(z_{0}\right)+\left(z-z_{0}\right)^{m+1} \frac{f^{(m+1)}\left(z_{0}\right)}{(m+1)!}
$$

where terms of degree higher than $(m+1)$ were neglected in comparison with the $(m+1)^{\text {st }}$ term. Defining:

$$
\frac{f^{(m+1)}\left(z_{0}\right)}{(m+1)!}=a e^{i b}
$$

and the local topography near the $\mathrm{SP}_{0}$ by:

$$
\mathrm{z}-\mathrm{z}_{0}=\mathrm{re} \mathrm{e}^{\mathrm{i} \theta}
$$

then the function $f(z)$ in the neighborhood of the SP can be described by:

$$
f(z) \approx f\left(z_{0}\right)+a e^{i b}\left(r e^{i \theta}\right)^{m+1}=u_{0}+i v_{0}+r^{m+1} a e^{i[(m+1) \theta+b]}
$$

where:

$$
\mathrm{u}_{0}=\mathrm{u}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right) \quad \mathrm{v}_{0}=\mathrm{v}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)
$$

Hence, the real and imaginary parts of $f(z)$ in the neighborhood of $z_{0}$ are, respectively:

$$
u=u_{0}+a r^{m+1} \cos [(m+1) \theta+b]
$$

and

$$
v=v_{0}+a r^{m+1} \sin [(m+1) \theta+b]
$$

The steepest descent and steepest ascent paths are given by $\mathrm{v}=\mathrm{v}_{0}=$ constant, or:

$$
\sin [(m+1) \theta+b]=0
$$

The various paths of steepest ascent or descent have local orientation angles $\theta$ with the $x$-axis given by:

$$
\theta=\frac{\mathrm{n} \pi}{\mathrm{~m}+1}-\frac{\mathrm{b}}{\mathrm{~m}+1} \quad \mathrm{n}=0,1,2, \ldots,(2 \mathrm{~m}+1)
$$

Substitution of $\theta$ in the expression for $u(\theta)$ above and noting that, for steepest descent paths, $\mathrm{u}_{0}$ has a local maximum at $\mathrm{z}_{0}$ on $\mathrm{C}^{\prime}$ and hence, $\mathrm{u}-\mathrm{u}_{0}<0$ for any point ( $\mathrm{x}, \mathrm{y}$ ) on $\mathrm{C}^{\prime}$, then $\cos (\mathrm{n} \pi)<0$, indicating that n must be odd. The number of steepest descent paths are thus $(m+1)$, and are defined by:

$$
\theta_{\mathrm{SDP}}=\frac{2 \mathrm{n}+1}{\mathrm{~m}+1} \pi-\frac{\mathrm{b}}{\mathrm{~m}+1} \quad \mathrm{n}=0,1,2, \ldots, \mathrm{~m}
$$
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To evaluate the integral over C in (9.4), the original path C must be closed with any two of the 2 m SDP paths $\mathrm{C}^{\prime}$, call them $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$, each originating from $\mathrm{z}_{0}$. Invoking the Cauchy Residue theorem for the closed path $\mathrm{C}+\mathrm{C}_{1}^{\prime}+\mathrm{C}_{2}^{\prime}$ let:

$$
w=f\left(z_{0}\right)-f(z)=\left(u_{0}+i v_{0}\right)-(u+i v)
$$

The preceding equality can be used to obtain a conformal transformation $w=w(z)$, on each of the two paths $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ which can be inverted to give $\mathrm{z}=\mathrm{z}(\mathrm{w})$. This transformation from the z -plane to the w-plane transforms the original path C as well as the paths $C_{1,2}^{\prime}$ to new paths in the w-plane. It should be noted that this conformal transformation is usually not easily invertable.

Since $v=v_{0}$ on $C_{1,2}^{\prime}$, then the function $w$ is real on the two $\operatorname{SDP} C_{1,2}^{\prime}$, i.e.:

$$
\left.w\right|_{C_{1}^{\prime}, C_{2}^{\prime}}=u_{0}-\mathbf{u}
$$

When $\mathrm{z}=\mathrm{z}_{0}$, then $\mathrm{w}=0$ and when $|\mathrm{z}|$ on $\mathrm{C}_{1,2}^{\prime} \rightarrow \infty, \mathrm{w} \rightarrow \infty$, so that the integrals on $\mathrm{C}_{1,2}^{\prime}$ are performed over the real axis of the w-plane, i.e.:

$$
\begin{equation*}
I_{C_{1,2}^{\prime}}=\int_{0}^{\infty} e^{\rho\left[f\left(z_{0}\right)-w\right]} \bar{F}(w)\left(\frac{d z}{d w}\right) d w=e^{\rho f\left(z_{0}\right)} \int_{0}^{\infty} e^{-\rho w} \frac{\bar{F}(w)}{(d w / d z)} d w \tag{9.10}
\end{equation*}
$$

where $\bar{F}(w)=F(z(w))$ and (dw/dz) are complex function in the w-plane, since the conformal transformation $z=z(w)$ is complex.

Expanding $\frac{\bar{F}(w)}{(\mathrm{dw} / \mathrm{dz})}$ in a Taylor series in $w$ about $w=0$, then:

$$
\begin{equation*}
\frac{\bar{F}(w)}{(d w / d z)}=\sum_{n=0}^{\infty} \bar{F}_{n} w^{n+v} \tag{9.11}
\end{equation*}
$$

where $v$ is a non-integer constant, resulting from the derivative $\mathrm{dw} / \mathrm{dz}$.
It should be noted that the slope $\mathrm{dw} / \mathrm{dz}$ has a different value on $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$.
Substituting eq. (9.11) into eq. (9.10), integrating the resulting series term by term, and using Watson's Lemma in (9.3), the integral in (9.10) becomes:

$$
\begin{equation*}
I_{C_{1,2}^{\prime}} \sim e^{\rho f\left(z_{0}\right)} \sum_{n=0}^{\infty} \bar{F}_{n} \frac{\Gamma(n+v+1)}{\rho^{n+v+1}} \tag{9.12}
\end{equation*}
$$

Note that $\mathrm{I}_{\mathrm{C}_{1}^{\prime}}$ and $\mathrm{I}_{\mathrm{C}_{2}^{\prime}}$ have different series based on the path taken. Thus, if C is an infinite path, and one must close it with an infinite path, then two paths $\mathrm{C}_{1,2}^{\prime}$ must be joined to C , resulting in:

$$
\begin{equation*}
\left.\mathrm{I}_{\mathrm{C}}=\mathrm{I}_{\mathrm{C}_{1}^{\prime}}-\mathrm{I}_{\mathrm{C}_{2}^{\prime}} \pm 2 \pi \mathrm{i} \quad \text { [sum of residues of the poles between } \mathrm{C}+\mathrm{C}_{1}^{\prime}+\mathrm{C}_{2}^{\prime}\right] \tag{9.13}
\end{equation*}
$$

The sign for the residues depends on the sense of the path(s) of closure between $\mathrm{C}, \mathrm{C}_{1}^{\prime}$, and $\mathrm{C}_{2}^{\prime}$, which may be clockwise for some poles and counterclockwise for other poles. The paths $\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{2}^{\prime}$ start from $\mathrm{w}=0$ and end in $\mathrm{w}=\infty$ along each path, so that the sign assigned for $\mathrm{C}_{2}^{\prime}$ is negative.

### 9.5 Debye's First Order Approximation

There are first order approximations to the integrals in eq. (9.10). Principally, these approximations assume that the major contribution to the integral comes from the section of the path near the saddle point, especially when $\rho$ is very large. This means that the first term in eq. (9.12) would suffice if $\rho$ is sufficiently large. To obtain the first order approximation, one can neglect higher order terms in $\overline{\mathrm{F}}(\mathrm{w})$ and (dw/dz) in such a way that a closed form expression can be obtained for the first order term. Thus, an approximate value for $w$ can be obtained by neglecting higher order terms in $w$ :

$$
\begin{equation*}
w=f\left(z_{0}\right)-f(z) \approx-\left(z-z_{0}\right)^{m+1} \frac{f^{(m+1)}\left(z_{0}\right)}{(m+1)!} \tag{9.14}
\end{equation*}
$$

Thus, for z near $\mathrm{z}_{0}$, the conformal transformation between w and z can be obtained explicitly in a closed form by the approximation:

$$
\begin{equation*}
\left(\mathrm{z}-\mathrm{z}_{0}\right) \approx\left[-\frac{(\mathrm{m}+1)!}{\mathrm{f}^{(m+1)}\left(\mathrm{z}_{0}\right)}\right]^{1 /(\mathrm{m}+1)} \mathrm{w}^{1 /(\mathrm{m}+1)}=[\mathrm{cw}]^{1 /(\mathrm{m}+1)} \tag{9.15}
\end{equation*}
$$

where the complex constant $\mathbf{c}$ is given by:

$$
c=-\frac{(m+1)!}{f^{(m+1)}\left(z_{0}\right)}
$$

Note that the $(m+1)$ roots have different values along the different paths $C_{m}^{\prime}$.
Differentiating this approximation for z with respect to w results in:

$$
\frac{\mathrm{dz}}{\mathrm{dw}} \approx \frac{\mathrm{c}^{1 /(\mathrm{m}+1)} \mathrm{w}^{-\mathrm{m} /(\mathrm{m}+1)}}{\mathrm{m}+1}
$$

Similarly, the function $F(z)$ can be approximated by its value at $z_{0}$ :

$$
F(z) \approx F\left(z_{0}\right)
$$

Thus, the integrals $\mathrm{I}_{\mathrm{C}_{1}^{\prime}, \mathrm{C}_{2}^{\prime}}$ become:

$$
\begin{align*}
& \mathrm{I}_{C_{1}^{\prime}, C_{2}^{\prime}} \sim \frac{\mathrm{c}^{1 /(m+1)} F\left(\mathrm{z}_{0}\right) \mathrm{e}^{\mathrm{ff}\left(\mathrm{z}_{0}\right)}}{m+1} \int_{0}^{\infty} e^{-\rho w} w^{-m /(m+1)} d w \\
& \mathrm{I}_{C_{1}^{\prime}, C_{2}^{\prime}} \sim \frac{c^{1 /(m+1)} \Gamma(1 /(m+1))}{m+1} \frac{F\left(z_{0}\right) e^{\rho f\left(z_{0}\right)}}{\rho^{1 /(m+1)}} \tag{9.16}
\end{align*}
$$

The first order approximation to the integrals in (9.4) is thus given by:

$$
\left.\begin{array}{rl}
\mathrm{I}_{\mathrm{C}} & \approx \mathrm{I}_{\mathrm{C}_{1}^{\prime}}-\mathrm{I}_{\mathrm{C}_{2}^{\prime}} \\
& =\frac{\Gamma\left((\mathrm{m}+1)^{-1}\right) \mathrm{F}\left(\mathrm{z}_{\mathrm{o}}\right) \mathrm{e}^{\rho \mathrm{ff}\left(\mathrm{z}_{0}\right)}}{(\mathrm{m}+1) \rho^{(m+1)^{-1}}}\left\{\left.\mathrm{c}^{(\mathrm{m}+1)^{-1}}\right|_{0 n C_{1}^{\prime}}-\left.\mathrm{c}^{(\mathrm{m+1})^{-1}}\right|_{\mathrm{OnC}} ^{2}\right.  \tag{9.17}\\
\end{array}\right\}
$$

where the residues of the poles were neglected. Eq. (9.17) represents the leading term in the approximation of the asymptotic series. Note for $m=1$, the two roots of c are opposite in signs and hence the expression in the bracket is simply double the first term in the bracket, i.e.:

$$
\begin{equation*}
I_{c} \approx F\left(z_{o}\right) \frac{e^{\rho f\left(z_{o}\right)}}{\rho^{1 / 2}} \sqrt{2 \pi /\left(-f^{\prime \prime}\left(z_{o}\right)\right)} \quad(m=1) \tag{9.18}
\end{equation*}
$$

## Example 9.3

Obtain the Debye's approximation for the factorial of a large number, known as Sterling's Formula. The Gamma function is given as an integral:

$$
\Gamma(k+1)=\int_{0}^{\infty} t^{k} e^{-t} d t
$$

When $k$ is an integer $n, \Gamma(n+1)=n!$. To obtain a Debye's approximation for the asymptotic value for a large k , the integrand must be slowly varying. This is not the case here as the function $t^{k}$ becomes unbounded for $k$ large. Furthermore, the exponential term does not have the parameter k in the exponent. Let $\mathrm{t}=\mathrm{kz}$, then:

$$
\Gamma(k+1)=k^{k+1} \int_{0}^{\infty} e^{-k z} z^{k} d z=k^{k+1} \int_{0}^{\infty} e^{k(\log z-z)} d z
$$

For the last integral, $\mathrm{F}(\mathrm{z})=1$ and:

$$
f(z)=\log (z)-z
$$

The saddle point $\mathrm{z}_{0}$ is derived from $\mathrm{f}^{\prime}\left(\mathrm{z}_{\mathrm{o}}\right)=\mathrm{z}_{\mathrm{o}}^{-1}-1=0$, so that the saddle point is located at $\mathrm{z}_{0}=+1$. Evaluating the function in the expression (9.18) gives:

$$
f\left(z_{0}\right)=f(1)=-1, \quad f^{\prime \prime}\left(z_{0}\right)=-1=1 \cdot e^{i \pi}
$$
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therefore:

$$
\mathrm{a}=1 \quad \text { and } \quad \mathrm{b}=\pi .
$$

Since $f^{\prime \prime}\left(z_{0}\right) \neq 0$, then the saddle point is of rank one ( $m=1$ ) and hence the SDP in the neighborhood of $z_{0}$ make tangent angles given by:

$$
\begin{aligned}
\theta_{\mathrm{SDP}} & =\frac{2 \mathrm{n}+1}{2} \pi-\frac{\pi}{2} \quad \mathrm{n}=0,1 \\
& =0, \pi
\end{aligned}
$$

The SDP equation is given by $v=v_{0}=$ constant. The function $f(z)=\log (z)-z$ can be written in terms of cylindrical coordinates. Let $\mathrm{z}=\mathrm{re}^{\mathrm{i} \theta}$, then:

$$
f(z)=\log (r)+i \theta-r e^{i \theta}=\log (r)-r \cos \theta+i(\theta-r \sin \theta)
$$

Here:

$$
\begin{aligned}
& \mathbf{u}=\log (\mathrm{r})-\mathrm{r} \cos \theta \\
& \mathbf{v}=\theta-\mathrm{r} \sin \theta
\end{aligned}
$$

The saddle point $\mathrm{z}_{0}=1$ has $\mathrm{r}=1, \theta=0$ and thus $\mathrm{v}_{0}=0$. The equation of the SDP becomes:

$$
v=\theta-r \sin \theta=v_{0}=0
$$

or:

$$
r=\frac{\theta}{\sin \theta}
$$

The four paths are shown in Figure 9.2.
It can be seen that in the neighborhood of the saddle point $\mathrm{z}_{0}=1$, the paths $\theta_{\text {SDP }}=0$, $\pi$ are paths " 1 " and " 2 ", so that paths " 3 " and " 4 " are the steepest ascent paths. Path " 2 " extends from $\mathrm{z}=1$ to 0 and path " 1 " extends from 1 to $\infty$. It turns out that the original path on the positive real axis represents the two SDP's, so that there is no need to deform the original path into the SDP's. The leading term of the asymptotic series for the Gamma function can be written as (9.18):

$$
\Gamma(k+1)=k^{k+1} e^{-k} \sqrt{\frac{2 \pi}{k}}=\sqrt{2 \pi} e^{-k} k^{k+1 / 2}
$$

## Example 9.4

Find the first order approximation for Airy's function defined as:

$$
A_{i}(z)=\frac{1}{\pi} \int_{0}^{\infty} \cos \left(s^{3} / 3+s z\right) d s=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left[i\left(s^{3} / 3+s z\right)\right] d s
$$

To obtain an asymptotic approximation for large z , the first exponential terms is also not a slowly varying function. To merge the first exponential with the second, let $s=\sqrt{\mathrm{z}} \mathrm{t}$ :

$$
A_{i}(z)=\frac{\sqrt{z}}{2 \pi} \int_{-\infty}^{\infty} \exp \left[i z^{3 / 2}\left(t^{3} / 3+t\right)\right] d t
$$

Letting $x=z^{3 / 2}$ one can write out the integral as:

$$
A_{i}\left(x^{2 / 3}\right)=\frac{x^{1 / 3}}{2 \pi} \int_{-\infty}^{\infty} \exp \left[i x\left(t^{3} / 3+t\right)\right] d t
$$

One can evaluate the first order approximation for large $x$. In this integral $F(t)=1$ and

$$
f(t)=i\left(t^{3} / 3+t\right)
$$

The saddle points are given by $f^{\prime}\left(t_{0}\right)=i\left(t_{0}{ }^{2}+1\right)=0$ resulting in two saddle points, $\mathrm{t}_{0}= \pm \mathrm{i}$. To map the SDP:

$$
\begin{aligned}
& f( \pm i)=\mp \frac{2}{3} \\
& f^{\prime \prime}( \pm i)=\mp 2=2\left\{\begin{array}{l}
e^{i \pi} \\
e^{i 0}
\end{array}\right.
\end{aligned}
$$

Here $b=2$ and $\theta=\pi$ for $t_{0}=+i$ and $\theta=0$ for $t_{0}=-i$. It should be noted that since $\mathrm{f}^{\prime \prime}\left(\mathrm{t}_{0}\right) \neq 0, \mathrm{~m}=1$ for both saddle points. Letting $\mathrm{t}=\xi+\mathrm{i} \eta$, then the SDP path equations for both saddle points are given by:

$$
v(\xi, \eta)=\operatorname{Im} f(t)=\xi^{3} / 3-\xi \eta+\xi=v_{0}\left(\xi_{0}, \eta_{0}\right)=v_{0}(0, \pm 1)=0
$$
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The paths of steepest ascent or descent are plotted for $t_{0}=+i$ (paths 1-4) and for $t_{0}=-i$ (paths 5-8), see Figure 9.3.

For the SP at $t_{0}=+i$, path " 3 " extends from $i$ to $i \infty$ and path " 4 " extends from $i$ to $-i \infty$. For the SP at $t_{0}=-i$, the path " 5 " extends from $-i$ to $-i \infty$ and path " 6 " extends from $-i$ to i $\infty$. It should be noted that path " 4 " partially overlaps path " 5 " and path " 3 " partially overlaps path " 6 ". For the $S P$ at $t_{0}=+i, f^{\prime \prime}(+i)=2 e^{i \pi}$, so that the steepest descent paths near $\mathrm{t}_{0}=+\mathrm{i}$ make tangent angles given by:

$$
\theta_{\mathrm{SDP}}=\frac{2 \mathrm{n}+1}{2} \pi-\frac{\pi}{2}=0, \pi
$$

Thus, the SDP's for $t_{0}=+i$ are paths " 1 " and " 2 " having tangent angles 0 and $\pi$, while the paths " 3 " and " 4 " are steepest ascent paths. For $\mathrm{t}_{0}=-\mathrm{i}, \mathrm{f}$ " $(-\mathrm{i})=+2$, so that the SDP make tangent angles $\pi / 2$ and $3 \pi / 2$ near the saddle point $t_{0}=-i$.

Since there are two saddle points, one can connect the original path $(-\infty, \infty)$ to either paths " 1 " and " 2 " through $\mathrm{t}_{0}=+i$ or " 5 " and " 6 " through $\mathrm{t}_{0}=-\mathrm{i}$. Considering the second choice, the closure with the original path with " 6 " and " 5 " through $t_{0}=-i$, requires going through $t_{0}=i$ along paths " 3 " and " 4 " which were steepest ascent paths for $t_{0}=+i$.
Thus, this will result in the integrals becoming unbounded. Thus, the only choice left is to close that original path $(-\infty, \infty)$ through $\mathrm{t}_{0}=+i$ by connecting to the paths " 1 " and " 2 " by line segments $L_{1}$ and $L_{2}$. To obtain a first order approximation, then:

$$
A_{i}(x) \approx \frac{x^{1 / 3}}{2 \pi} \cdot 1 \cdot e^{x(-2 / 3)} \sqrt{\frac{2 \pi}{-(-2 x)}}=\frac{x^{-1 / 6}}{4 \sqrt{\pi}} e^{-2 x / 3}
$$

so that:

$$
A_{i}(z) \approx \frac{z^{-1 / 4}}{2 \sqrt{\pi}} \exp \left(-\frac{2}{3} z^{2 / 3}\right)
$$

### 9.6 Asymptotic Series Approximation

To find an asymptotic series approximation for an $\mathrm{m}^{\text {th }}$ ranked SP , one can return to the Taylor series expansion for the functions within the integrand in (9.10). An approximation to the asymptotic series (9.10) can be obtained using an approximation for the derivative $\mathrm{dz} / \mathrm{dw}$. Letting:

$$
\begin{align*}
w & =f\left(z_{0}\right)-f(z) \\
& =\frac{\left(z-z_{0}\right)^{m+1}}{c}\left[1+\frac{\left(z-z_{0}\right)}{m+2} \frac{f\left(z_{0}\right)^{(m+2)}}{f\left(z_{0}\right)^{(m+1)}}+\frac{\left(z-z_{0}\right)^{2}}{(m+2)(m+3)} \frac{f\left(z_{0}\right)^{(m+3)}}{f\left(z_{0}\right)^{(m+1)}}+\ldots\right] \tag{9.19}
\end{align*}
$$

then:

$$
\begin{equation*}
\frac{d w}{d z}=\frac{(m+1)}{c}\left(z-z_{0}\right)^{m}\left[1+\frac{\left(z-z_{0}\right)}{m+1} \frac{f\left(z_{0}\right)^{(m+2)}}{f\left(z_{0}\right)^{(m+1)}}+\frac{\left(z-z_{0}\right)^{2}}{(m+1)(m+2)} \frac{f\left(z_{0}\right)^{(m+3)}}{f\left(z_{0}\right)^{(m+1)}}+\ldots\right] \tag{9.20}
\end{equation*}
$$

In the neighborhood of $\mathrm{z}=\mathrm{z}_{0}$, then, using the expression for $\mathrm{z}-\mathrm{z}_{0}$ in eq. (9.15), one obtains:

$$
\begin{aligned}
\frac{d w}{d z} & \approx \frac{m+1}{c^{1 /(m+1)}} w^{m /(m+1)}\left[b_{0}+b_{1} w^{1 /(m+1)}+b_{2} w^{2 /(m+1)}+\ldots\right] \\
& =\frac{(m+1)}{c^{1 /(m+1)}} w^{m /(m+1)} \sum_{n=0}^{\infty} b_{n} w^{n /(m+1)}
\end{aligned}
$$

where:

$$
\begin{aligned}
& b_{0}=1 \\
& b_{1}=-\frac{c^{(m+2) /(m+1)}}{(m+1)(m+1)!} f\left(z_{0}\right)^{(m+2)} \\
& b_{2}=-\frac{c^{(m+3) /(m+1)}}{(m+1)(m+2)(m+1)!} f\left(z_{0}\right)^{(m+3)} \\
& b_{3}=-\frac{c^{(m+4) /(m+1)}}{(m+1)(m+2)(m+3)(m+1)!} f\left(z_{0}\right)^{(m+4)}
\end{aligned}
$$

Also, the function $F(z)$ can also be expanded in a Taylor series as follows:

$$
F(z)=\sum_{0}^{\infty} \frac{F^{(n)}\left(z_{0}\right)}{n!}\left(z-z_{0}\right)^{n} \approx \sum_{0}^{\infty} \frac{F^{(n)}\left(z_{0}\right)}{n!} c^{n /(m+1)} w^{n /(m+1)}
$$

so that the integrand of eq. (9.10) becomes:

$$
\begin{align*}
\frac{F(z)}{(d w / d z)} & \approx \frac{c^{1 /(m+1)}}{m+1} w^{-m /(m+1)} \frac{\sum_{n=0}^{\infty} \frac{F^{(n)}\left(z_{0}\right)}{n!} c^{n /(m+1)} w^{n /(m+1)}}{\sum_{n=0}^{\infty} b_{n} w^{n /(m+1)}} \\
& =\frac{c^{1 /(m+1)}}{m+1} w^{-m /(m+1)} \sum_{n=0}^{\infty} d_{n} w^{n /(m+1)} \tag{9.21}
\end{align*}
$$

where:

$$
\begin{aligned}
& d_{0}=F\left(z_{0}\right) \\
& d_{1}=-b_{1} F\left(z_{0}\right)+c^{1 /(m+1)} F_{1}^{\prime}\left(z_{0}\right) \\
& d_{2}=\left(b_{1}^{2}-b_{2}\right) F\left(z_{0}\right)-b_{1} F^{\prime}\left(z_{0}\right) c^{1 /(m+1)}+\frac{F^{\prime \prime}\left(z_{0}\right)}{2!} c^{2 /(m+1)}
\end{aligned}
$$

Substituting eq. (9.21) into eq. (9.10) one obtains:

$$
\begin{align*}
I_{C_{1}^{\prime}, C_{2}^{\prime}} & =e^{\rho f\left(z_{0}\right)} \frac{c^{1 /(m+1)}}{m+1} \sum_{n=0}^{\infty} d_{n} \int_{0}^{\infty} e^{-\rho w} w^{(n-m) /(m+1)} d w \\
& =e^{\rho f\left(z_{0}\right)} \frac{c^{1 /(m+1)}}{m+1} \sum_{n=0}^{\infty} d_{n} \frac{\Gamma\left(\frac{n+1}{m+1}\right)}{\rho^{(n+1) /(m+1)}} \tag{9.22}
\end{align*}
$$

It should be noted that the first term in the asymptotic series (9.22) is the same one given in eq. (9.16). The expression in (9.22) is useful when a simple relationship $z=z(w)$ cannot be found, and thus the expansion in (9.11) is not possible.

Another transformation that could be used to make the integrands even that would eliminate the odd terms in the Taylor series expansion is given by:

$$
\begin{equation*}
\frac{1}{2} y^{2}=f\left(z_{0}\right)-f(z)=u_{0}-u \quad \text { real on } C^{\prime} \tag{9.23}
\end{equation*}
$$

In addition, the integration over the two paths $\mathrm{C}^{\prime}$ could be substituted by one integral over ( $-\infty$ to $+\infty$ ). Thus:

$$
\begin{equation*}
\bar{I}_{C^{\prime}}=2 I_{C^{\prime}}=e^{\rho f\left(z_{0}\right)} \int_{-\infty}^{\infty} e^{-\rho y^{2} / 2} \bar{F}(y) \frac{d y}{(d y / d z)} \tag{9.24}
\end{equation*}
$$

Expanding the integrand in a Taylor series, and retaining only the even terms since the odd terms will vanish gives:

$$
\begin{equation*}
\frac{\overline{\mathrm{F}}(\mathrm{y})}{(\mathrm{dy} / \mathrm{dz})}=\sum_{\mathrm{n}=0}^{\infty} \overline{\mathrm{F}}_{2 \mathrm{n}} \mathrm{y}^{2 \mathrm{n}+2 v} \tag{9.25}
\end{equation*}
$$

where $v$ is a non-integer constant.
Thus, the integral over the entire length of the steepest descent path $\left(2 \overline{\mathrm{I}}_{\mathrm{C}^{\prime}}\right)$ can be obtained as follows:

$$
\begin{align*}
\bar{I}_{C^{\prime}} & =2 I_{C^{\prime}}=e^{\rho f\left(z_{0}\right)} \sum_{n=0}^{\infty} \bar{F}_{2 n} \int_{-\infty}^{\infty} e^{-\rho y^{2} / 2} y^{2 n+2 v} d y \\
& =\sqrt{\frac{2 \pi}{\rho}} e^{\rho f\left(z_{0}\right)} \sum_{n=0}^{\infty} \frac{\Gamma(2 n+2 v+1)}{\rho^{n+v+1} \Gamma(n+v+1)} \bar{F}_{2 n} \tag{9.26}
\end{align*}
$$

## Example 9.5

Obtain the asymptotic series for Airy's function of Example 9.3. Starting with the integral given in Example 9.3 then the transformation about the saddle point at $t_{0}=+\mathrm{i}$ is given by:

$$
w=f\left(t_{0}\right)-f(t)=-2 / 3-i\left(t^{3} / 3+t\right)=(t-i)^{2}-i(t-i)^{3} / 3
$$

The preceding conformal transformation between $t$ and $w$ can be inverted exactly, since the formula is a cubic equation. However, this would result in a complicated transformation $t=t(w)$. Instead, one can try to find a good approximation valid near the $S P$ at $t_{o}=i$.

To obtain a transformation from to $w$, we can obtain, approximately, an inverse formula. Let the term ( $t-i$ ) be represented by:

$$
t-i=\frac{ \pm \sqrt{w}}{[1-i(t-i) / 3]^{1 / 2}}
$$

Again, since the integral has the greatest contribution near the saddle point, then one may approximate the term ( $\mathrm{t}-\mathrm{i}$ ) by:

$$
t-i \approx \pm \sqrt{w}
$$

Substituting this approximation for $(t-i)$ in the denominator of the formula above, one can obtain the approximate conformal transformation from $t$ to w :

$$
t-i=\frac{ \pm \sqrt{w}}{[1-( \pm i \sqrt{w} / 3)]^{1 / 2}}
$$

The $+/$ signs represent the transformation formula for the paths " 1 " and " 2 " of Figure 9.3. Expanding the denominator in an infinite series about $w=0$, one obtains:

$$
t-i \approx \sum_{n=1}^{\infty} \frac{( \pm 1)^{n} i^{n-1} \Gamma(3 n / 2-1) w^{n / 2}}{n!\Gamma(n / 2) \cdot 3^{n-1}}
$$

The derivatives $\mathrm{d} t / \mathrm{dw}$ can be obtained readily:

$$
\frac{d t}{d w} \approx \frac{3}{2} \sum_{n=1}^{\infty} \frac{( \pm 1)^{n} i^{n-1} \Gamma(3 n / 2-1) w^{n / 2-1}}{(n-1)!\Gamma(n / 2) 3^{n}}
$$

The product of $\mathrm{F}(\mathrm{w})=1$ and $\mathrm{dt} / \mathrm{dw}$ can be substituted in the integral (9.10). The integrals require the evaluation of the following:

$$
\int_{0}^{\infty} \mathrm{e}^{-\mathrm{xw}} \mathrm{w}^{\mathrm{n} / 2-1} \mathrm{dw}=\frac{\Gamma(\mathrm{n} / 2)}{\mathrm{x}^{\mathrm{n} / 2}}
$$

Thus, the two integrals on paths " 1 " and " 2 " are given by:

$$
\begin{aligned}
I_{C_{1}^{\prime}, C_{2}^{\prime}} & \approx \frac{3 x^{1 / 3}}{4 \pi} e^{-2 x / 3} \sum_{n=1}^{\infty} \frac{( \pm 1)^{n} \Gamma(3 n / 2-1)}{(n-1)!3^{n} x^{n / 2}} \\
& =\frac{x^{-1 / 6}}{4 \pi} e^{-2 x / 3} \sum_{n=0}^{\infty} \frac{( \pm 1)^{n+1} i^{n} \Gamma[(3 n+1) / 2]}{n!(9 x)^{n / 2}}
\end{aligned}
$$

Therefore:

$$
\frac{d t}{d w} \approx \frac{3}{2} \sum_{n=1}^{\infty} \frac{( \pm 1)^{n} i^{n-1} \Gamma(3 n / 2-1) w^{n / 2-1}}{(n-1)!\Gamma(n / 2) 3^{n}}
$$

The product of $F(w)=1$ and $d t / d w$ can be substituted in the integral (9.10). The integrals require the evaluation of the following:

$$
\int_{0}^{\infty} \mathrm{e}^{-\mathrm{xw}} \mathrm{w}^{\mathrm{n} / 2-1} \mathrm{dw}=\frac{\Gamma(\mathrm{n} / 2)}{\mathrm{x}^{\mathrm{n} / 2}}
$$

Thus, the two integrals on paths " 1 " and " 2 " are given by:

$$
\begin{aligned}
I_{C_{1}^{\prime}, C_{2}^{\prime}} & =\frac{3 x^{1 / 3}}{4 \pi} e^{-2 x / 3} \sum_{n=1}^{\infty} \frac{( \pm 1)^{n} \Gamma(3 n / 2-1)}{(n-1)!3^{n} x^{n / 2}} \\
& =\frac{x^{-1 / 6}}{4 \pi} e^{-2 x / 3} \sum_{n=0}^{\infty} \frac{( \pm 1)^{n+1} i^{n} \Gamma[(3 n+1) / 2]}{n!(9 x)^{n / 2}}
\end{aligned}
$$

Therefore:

$$
I_{C}=I_{C_{1}^{\prime}}-I_{C_{2}^{\prime}}=\frac{x^{-1 / 6} e^{-2 x / 3}}{4 \pi} \sum_{n=0}^{\infty} \frac{\left[1-(-1)^{n+1}\right] i^{n} \Gamma[(3 n+1) / 2]}{n!(9 x)^{n / 2}}
$$

Rewriting the final results in terms of z and simplifying the final expression gives:

$$
A_{i}(z) \approx \frac{z^{-1 / 4} \exp \left[-2 z^{3 / 2} / 3\right]}{2 \pi} \sum_{m=0}^{\infty} \frac{(-1)^{m} \Gamma(3 m+1 / 2)}{(2 m)!\left(9 z^{3 / 2}\right)^{m}}
$$

### 9.7 Method of Stationary Phase

The Stationary Phase method is analogous to the Steepest Descent method, although the approach and reasoning for the approximation is different. Performing the integration in the complex plane results in the two methods having identical outcomes. Consider the integral:

$$
I(\rho)=\int_{C} F(z) e^{i \rho f(z)} d z
$$

where $f(z)$ is an analytic function and $F(z)$ is a slowly varying function. Thus, as $\rho$ becomes larger, the exponential term oscillates in increasing frequency. Since the exponential can be written in terms of circular functions, then as $\rho$ increases, the frequency of the circular functions increases, so much so that these circular functions oscillate rapidly between +1 and -1 . This then tends to cancel out the integral of $F(z)$ when $\rho$ becomes very large for sufficiently large $z$. The major contribution to the integral then occurs when $\mathrm{f}(\mathrm{z})$ has a minimum so that the exponential function oscillates the least. This occurs when:

$$
f^{\prime}\left(\mathrm{z}_{0}\right)=0
$$

where $\mathrm{z}_{0}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)$ is called the Stationary Phase Point (SPP). Letting $\mathrm{f}(\mathrm{z})=\mathrm{u}+\mathrm{iv}$, then:

$$
e^{i \rho f(z)}=e^{-\rho v} e^{i \rho u}
$$

If $\mathrm{F}(\mathrm{z})$ is a slowly varying function, then most of the contribution to the integral comes from near the $\mathrm{SPP}_{0}$, where the exponential oscillates the least. Expanding the function $\mathrm{f}(\mathrm{z})$ about the $\mathrm{SPP}_{\mathrm{z}}$ :

$$
f(z)=f\left(z_{0}\right)+1 / 2 f^{\prime \prime}\left(z_{0}\right)\left(z-z_{0}\right)^{2}+\ldots
$$

and defining:

$$
w=f(z)-f\left(z_{0}\right)=-1 / 2 f^{\prime \prime}\left(z_{0}\right)\left(z-z_{0}\right)^{2}-\ldots
$$

then the integral becomes:

$$
\begin{equation*}
I(\rho)=e^{i \rho f\left(z_{0}\right)} \int_{C^{\prime}} \frac{F(z(w))}{(d w / d z)} e^{-i \rho w} d w \tag{9.28}
\end{equation*}
$$

where $C^{\prime}$ is the Stationary Phase path defined by $v=$ constant $=v_{0}$ and $v_{0}=v\left(x_{0}, y_{0}\right)$. This is the same path defined for the Steepest Descent Path. For an equivalent Debye's first order approximation for $m=1$, let:

$$
\begin{aligned}
& w \approx-\frac{1}{2} f^{\prime \prime}\left(z_{o}\right)\left(z-z_{o}\right)^{2} \\
& d w / d z \approx-f^{\prime \prime}\left(z_{o}\right)\left(z-z_{o}\right) \approx \sqrt{2 w} \\
& F\left(z_{0}\right) \approx F(z(w=0))
\end{aligned}
$$

then the integral in (9.28) becomes:

$$
\begin{equation*}
I(\rho) \approx e^{i p f\left(z_{0}\right)} F\left(z_{o}\right) \int_{-\infty}^{\infty} \frac{e^{-i \rho w}}{\sqrt{2 w}} d w=e^{i \rho f\left(z_{o}\right)} F\left(z_{o}\right) \sqrt{\frac{2 \pi}{\rho f^{\prime \prime}\left(z_{o}\right)}} e^{i \pi / 4} \tag{9.29}
\end{equation*}
$$

### 9.8 Steepest Descent Method in Two Dimensions

If the integral to be evaluated asymptotically is a double integral of the form:

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v) e^{\rho f(u, v)} d u d v \tag{9.30}
\end{equation*}
$$

then one can follow a similar approach to Section 9.4. The saddle point in the doublecomplex space is given by:

$$
\frac{\partial f}{\partial u}=0 \quad \text { and } \quad \frac{\partial f}{\partial v}=0
$$

which defines the location of saddle point(s) $\left(u_{s}, v_{s}\right)$ in the double complex space.
Expanding the function $f(u, v)$ about the saddle point $u_{s}, v_{s}$ by a Taylor series, and neglecting terms higher than quadratic terms, one obtains:

$$
f(u, v) \approx f\left(u_{s}, v_{s}\right)+\frac{1}{2}\left[a_{11}\left(u-u_{s}\right)^{2}+2 a_{12}\left(u-u_{s}\right)\left(v-v_{s}\right)+a_{22}\left(v-v_{s}\right)^{2}\right]+\ldots
$$

Making a transformation about ( $u_{s}, v_{s}$ ) such that:

$$
\frac{1}{2}\left[b_{1} x^{2}+b_{2} y^{2}\right]=f\left(u_{s}, v_{s}\right)-f(u, v)
$$

results in the transformation:

$$
a_{11}\left(u-u_{s}\right)^{2}+2 a_{12}\left(u-u_{s}\right)\left(v-v_{s}\right)+a_{22}\left(v-v_{s}\right)^{2}=-b_{1} x^{2}-b_{2} y^{2}
$$

which is made possible by finding the transformation:

$$
\begin{aligned}
& u-u_{s}=r_{11} x+r_{12} y \\
& v-v_{s}=r_{21} x+r_{22} y
\end{aligned}
$$

where the matrix $r_{i j}$ is a rotation matrix, with $r_{12}=-r_{21}$. Thus:

$$
\begin{equation*}
I=\iint_{-\infty}^{\infty} e^{\rho\left[f\left(u_{0}, v_{0}\right)-b_{1} x^{2} / 2-b_{2} y^{2} / 2\right]} \bar{F}(x, y) \frac{d x d y}{(d x / d u)(d y / d v)} \tag{9.31}
\end{equation*}
$$

Expanding the integrand into a double Taylor series:

$$
\frac{\bar{F}(x, y)}{(\mathrm{dx} / \mathrm{du})(\mathrm{dy} / \mathrm{dv})}=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} F_{n m} x^{2 n+2 v} y^{2 m+2 \gamma}
$$

where $v$ and $\gamma$ result from the derivative transformations, then one can integrate the series term by term, resulting in the asymptotic series:

$$
\begin{align*}
I & =e^{\rho f\left(u_{s}, v_{s}\right)} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} F_{n m} \int_{-\infty}^{\infty} x^{2 n+2 v} e^{-\rho b b_{1} x^{2} / 2} d x \int_{-\infty}^{\infty} y^{2 m+2 \gamma} e^{-\rho b_{2} y^{2} / 2} d y \\
& =e^{\rho f\left(u_{s}, v_{s}\right)} \frac{2 \pi}{\sqrt{b_{1} b_{2}}} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} F_{n m} \frac{\Gamma(2 n+2 v+1) \Gamma(2 m+2 \gamma+1)}{\rho^{n+m+v+\gamma+1} b_{1}^{n} b_{2}^{m} \Gamma(n+v) \Gamma(m+\gamma)} \tag{9.32}
\end{align*}
$$

### 9.9 Modified Saddle Point Method—Subtraction of a Simple Pole

The expansion of a function by a Taylor series about a point has a radius of convergence equal to the distance between that point and the closest singularity in the complex plane. This is generally true for the transformations of the type given in eq. (9.10) and primarily due to the factor (dw/dz). Thus, the series expansion given in (9.11) or (9.21) about the saddle point would not be valid for an infinite extent, so that the integrations in (9.10), (9.12) and (9.16) cannot be carried out to $\pm \infty$. The closer the singularity comes to the saddle point, the shorter the radius of convergence and, hence, the larger value of $\rho$ for which the asymptotic series can be evaluated. To alleviate this problem, few methods were devised to account for the singularity in the function $\mathrm{F}(\mathrm{z})$ and hence extend the region of applicability of the asymptotic series.

One method would subtract the pole of the singular function $F(z)$ and expand the remainder of the function in a Taylor series. Letting the function $\frac{\bar{F}(y)}{d y / d z}=G(y)$ in (9.25), then the integral in (9.24) becomes:

$$
\begin{equation*}
\mathrm{I}=\mathrm{e}^{\rho \mathrm{f}\left(z_{\theta}\right)} \int_{-\infty}^{\infty} \mathrm{G}(\mathrm{y}) \mathrm{e}^{-\rho y^{2} / 2} \mathrm{dy} \tag{9.33}
\end{equation*}
$$

Let the function $F(z)$ have a simple pole at $z=z_{1}$, then the function $G(y)$ have a simple pole at $y=b$ corresponding to the simple pole at $z=z_{1}$. The Laurent's series for $G(y)$ can then be written as:

$$
G(y)=\frac{a}{y-b}+g(y)
$$

where the location of the pole at $\mathrm{z}=\mathrm{z}_{1}$ or $\mathrm{y}=\mathbf{b}$ is given by:

$$
b=\sqrt{2} \sqrt{f\left(z_{0}\right)-f\left(z_{1}\right)}
$$

and

$$
\begin{equation*}
a=\operatorname{Lim}_{y \rightarrow b}(y-b) G(y) \tag{9.34}
\end{equation*}
$$

is the residue of $G(y)$ at $y=b$. The function $g(y)$ is analytic at $y=0$ and at $y=b$, so that a Taylor series expansion is possible, whose radius of convergence extends from zero to the closest singularity to $\mathrm{y}=0$ farther than that at $\mathrm{y}=\mathrm{b}$. Thus, the range of validity has now been improved by extending the radius of convergence to the next and farther singularity. Of course, if no other singularity exists, $g(y)$ has an infinite radius of
convergence. Expanding the function $\mathrm{g}(\mathrm{y})$ in a Taylor series in y , the integral in equation (9.33) becomes:

$$
\begin{equation*}
I=e^{f\left(z_{0}\right)} a \int_{-\infty}^{\infty} \frac{e^{-\rho y^{2} / 2}}{y-b} d y+e^{\rho f\left(z_{0}\right)} \sum_{n=0}^{\infty} g_{2 n} \int_{-\infty}^{\infty} y^{2 n} e^{-\rho y^{2} / 2} d y \tag{9.35}
\end{equation*}
$$

where the odd terms of the Taylor series were dropped because their integral is zero and:

$$
g_{2 n}=\frac{1}{(2 n)!} \frac{d^{2 n} g(0)}{d y^{2 n}}
$$

The second integral in (9.35) gives the same series as in eq. (9.26) with $\mathrm{g}_{2 \mathrm{n}}$ substituting for $\overline{\mathrm{F}}_{2 \mathrm{n}}$ and $v=0$. The first integral can be evaluated by letting:

$$
\begin{equation*}
A(\rho, b)=a \int_{-\infty}^{\infty} \frac{e^{-\rho y^{2} / 2}}{y-b} d y=a b \int_{-\infty}^{\infty} \frac{e^{-p y^{2} / 2}}{y^{2}-b^{2}} d y \tag{9.36}
\end{equation*}
$$

The above expression resulted from splitting the integrand as follows:

$$
\frac{a}{y-b}=\frac{a(y+b)}{y^{2}-b^{2}}=\frac{a y}{y^{2}-b^{2}}+\frac{a b}{y^{2}-b^{2}}
$$

whose first term integral, being odd, vanishes. Differentiating (9.36) with $\rho$ :

$$
\begin{aligned}
\frac{d A}{d \rho} & =-\frac{a b}{2} \int_{-\infty}^{\infty} \frac{y^{2}}{y^{2}-b^{2}} e^{-\rho y^{2} / 2} d y=-\frac{a b}{2} \int_{-\infty}^{\infty}\left(1+\frac{b^{2}}{y^{2}-b^{2}}\right) e^{-\rho y^{2} / 2} d y \\
& =-\frac{b^{2}}{2} A(\rho, b)-\frac{a b}{2} \int_{-\infty}^{\infty} e^{-\rho y^{2} / 2} d y=-\frac{b^{2}}{2} A(\rho, b)-\frac{a b}{2} \sqrt{\frac{2 \pi}{\rho}}
\end{aligned}
$$

Thus, a differential equation on $A(\rho, b)$ results, i.e.:

$$
\begin{equation*}
\frac{\mathrm{dA}}{\mathrm{~d} \rho}+\frac{\mathrm{b}^{2}}{2} \mathrm{~A}=-\mathrm{ab} \sqrt{\frac{\pi}{2}} \rho^{-1 / 2} \tag{9.37}
\end{equation*}
$$

Letting:

$$
\begin{equation*}
A(b, \rho)=e^{-\rho b^{2} / 2} B(b, \rho) \tag{9.38}
\end{equation*}
$$

then $B(\rho, b)$ satisfies the following differential equation:

$$
\frac{\mathrm{dB}}{\mathrm{~d} \mathrm{\rho}}=-\mathrm{ab} \sqrt{\frac{\pi}{2}} \frac{\mathrm{e}^{\rho b^{2} / 2}}{\sqrt{\mathrm{p}}}
$$

There are two methods that can be employed to obtain an expression for $\mathrm{B}(\mathrm{b}, \mathrm{\rho})$.
Following Baños, the function $B(b, \rho)$ becomes:

$$
\begin{equation*}
B(b, \rho)=B(b, 0)-a b \sqrt{\frac{\pi}{2}} \int_{0}^{\rho} \frac{e^{b^{2} t / 2}}{\sqrt{t}} d t=B(b, 0)-i \pi a \operatorname{erf}(-i b \sqrt{\rho / 2}) \tag{9.39}
\end{equation*}
$$

provided that $R e \mathrm{~b}^{2}>0$, or equivalently $-\pi / 4<\arg \mathrm{b}<\pi / 4$, and:

$$
\begin{equation*}
A(b, \rho)=e^{-\rho b^{2} / 2}[B(b, 0)-i \pi a \operatorname{erf}(-i b \sqrt{\rho / 2})] \tag{9.40}
\end{equation*}
$$

To find $B(b, 0)$, let $\rho=0$ in eqs. (9.36) and (9.40), so that:

$$
\left.\begin{array}{rl}
A(b, 0) & =B(b, 0)=a b \int_{-\infty}^{\infty} \frac{d y}{y^{2}-b^{2}}=a \int_{0}^{\infty}\left(\frac{1}{y-b}-\frac{1}{y+b}\right) d y \\
& =\left.a \log \left(\frac{y-b}{y+b}\right)\right|_{0} ^{\infty}=-a \operatorname{Lim}_{y \rightarrow 0} \log \left(\frac{y-b}{y+b}\right) \\
& =\left\{\begin{array}{lll}
i \pi a & 0<\arg b<\pi / 4 & \text { or } \\
-i \pi a & -\pi / 4<\arg b<0 & \text { or }
\end{array}-\pi / 2<\arg b^{2}<\pi / 2\right. \\
-\pi<0
\end{array}\right) .
$$

Thus:

$$
\begin{array}{lll}
A(b, \rho)=\frac{1}{2} P[1-\operatorname{erf}(-i b \sqrt{\rho / 2})] & \text { for } & 0<\arg b<\pi / 4 \\
A(b, \rho)=-\frac{1}{2} P[1+\operatorname{erf}(-i b \sqrt{\rho / 2})] & \text { for } & -\pi / 4<\arg b<0 \tag{9.41}
\end{array}
$$

where P is the residue of the function A at $\mathrm{y}-\mathrm{b}$ in (9.36) given by:

$$
\begin{equation*}
\mathrm{P}=2 \pi \mathrm{ia} \mathrm{e}^{-\rho \mathrm{b}^{2} / 2} \tag{9.42}
\end{equation*}
$$

The two expressions given in (9.41) can be written in one form as:

$$
\begin{equation*}
A(b, \rho)=\frac{P}{2} \operatorname{erfc}(-i b \sqrt{\rho / 2})-P H\left(-\arg b^{2}\right) \tag{9.43}
\end{equation*}
$$

where $\arg b^{2}$ was substituted for arg $b$, since both are equivalent. Thus, the asymptotic series given by eq. (9.35) is given in full by:

$$
\begin{equation*}
I \sim e^{\rho f\left(z_{0}\right)}\left\{\frac{P}{2} \operatorname{erfc}(-i b \sqrt{\rho / 2})-P H\left(-\arg b^{2}\right)+\sqrt{2 \pi} \sum_{n=0}^{\infty} g_{2 n} \frac{(2 n)!}{\rho^{n+1 / 2} n!}\right\} \tag{9.44}
\end{equation*}
$$

If $|b| \sqrt{\rho} \gg 1$, then the first order approximation of the asymptotic value of eq. (9.44) becomes:

$$
\begin{equation*}
I \rightarrow \sqrt{\frac{2 \pi}{\rho}} e^{\rho f\left(z_{0}\right)}\left(-\frac{a}{b}+g_{0}\right)=\sqrt{\frac{2 \pi}{\rho}} e^{\rho f\left(z_{o}\right)} G(0) \quad \text { for } \quad|b| \sqrt{\rho} \gg 1 \tag{9.45}
\end{equation*}
$$

Felsen and Marcuvitz present a different method of evaluation of the integral for $B(b, \rho)$ in eq. (9.38). Starting with eq. (9.36) and (9.28):

$$
B(b, \rho)=e^{\rho b^{2} / 2} A(b, \rho)=a b \int_{-\infty}^{\infty} \frac{e^{-\rho\left(y^{2}-b^{2}\right) / 2}}{y^{2}-b^{2}} d y
$$

then one can express the denominator as an integral as:

$$
=a b \int_{-\infty}^{\infty}\left[\int_{\rho}^{\infty} e^{-\eta\left(y^{2}-b^{2}\right) / 2} d \eta\right] d y
$$

where the condition for existence of the integral is:

$$
\operatorname{Re} \mathrm{b}^{2}<0
$$

Separating the integrals above, results in:

$$
\begin{equation*}
B=a b \int_{\rho}^{\infty} e^{+b^{2} \eta / 2}\left[\int_{-\infty}^{\infty} e^{-\eta y^{2} / 2} d y\right] d \eta=a b \sqrt{\frac{\pi}{2}} \int_{\rho}^{\infty} \frac{e^{\eta b^{2} / 2}}{\sqrt{\eta}} d \eta \tag{9.46}
\end{equation*}
$$

The integral in eq. (9.46) becomes:

$$
\begin{equation*}
B(b, \rho)=a \pi \frac{b}{ \pm i b} \operatorname{erfc}( \pm i b \sqrt{\rho / 2}) \tag{9.47}
\end{equation*}
$$

where the sign is chosen so that the complementary error function converges, i.e.:

$$
\operatorname{Re}(\mp i b)>0
$$

Thus, the positive sign is chosen when $\operatorname{Im} \mathrm{b}<0$ and the negative sign is chosen when $\operatorname{Im} \mathbf{b}>0$. This results in:

$$
\begin{equation*}
\mathrm{B}(\mathrm{~b}, \mathrm{\rho})= \pm \mathrm{i} \pi \mathrm{a} \operatorname{erfc}(\mp \mathrm{ib} \sqrt{\rho / 2}) \quad \text { Im } \mathrm{b} \geq 0 \tag{9.48}
\end{equation*}
$$

Since $\operatorname{erfc}(x)=2-\operatorname{erfc}(-x)$, then:

$$
\mathrm{B}(\mathrm{~b}, \rho)=\mathrm{i} \pi \mathrm{a} \operatorname{erfc}(-\mathrm{ib} \sqrt{\rho / 2}) \quad \text { Im } \mathrm{b}>0
$$

and

$$
\begin{equation*}
\mathrm{B}(\mathrm{~b}, \rho)=\mathrm{i} \pi \mathrm{a} \operatorname{erfc}(-\mathrm{ib} \sqrt{\rho / 2})-2 \mathrm{i} \pi \mathrm{a} \quad \operatorname{Im} \mathrm{~b}<0 \tag{9.49}
\end{equation*}
$$

Finally, the resulting expressions for A can be written as one:

$$
\begin{equation*}
\mathrm{A}(\mathrm{~b}, \rho)=\frac{\mathrm{P}}{2} \operatorname{erfc}(-\mathrm{ib} \sqrt{\rho / 2})-\mathrm{PH}(\operatorname{Im} \mathrm{~b}) \tag{9.50}
\end{equation*}
$$

The condition that $\operatorname{Im} \quad \mathrm{b}<0$ is equivalent to the condition $\arg \mathrm{b} \geqslant 0$ or $\arg \mathrm{b}^{2>}<0$.
Another method suggested by Ott for the evaluation of integrals asymptotically when the saddle point is close to a simple pole is the factorization method. Essentially, the integrand in eq. (9.33), $G(y)$, is factored as an analytic function $h(y)$ divided by ( $y-b)$, i.e.:

$$
\begin{equation*}
I=e^{p f\left(z_{0}\right)} \int_{-\infty}^{\infty} \frac{h(y)}{y-b} e^{-p y^{2} / 2} d y \tag{9.51}
\end{equation*}
$$

Expanding the analytic function $h(y)$ in a Taylor series about $y=b$, i.e.:

$$
h(y)=\sum_{n=0}^{\infty} h_{n}(y-b)^{n}
$$

then, the integral becomes:

$$
I \sim e^{\rho f\left(z_{0}\right)} \int_{-\infty}^{\infty} \frac{h_{0}}{y-b} e^{-\rho y^{2} / 2} d y+e^{\rho f\left(z_{0}\right)} \sum_{n=0}^{\infty} h_{n+1} \int_{-\infty}^{\infty}(y-b)^{n} e^{-\rho y^{2} / 2} d y
$$

The first integral was developed earlier in eq. (9.43). The integrals in the series can be integrated term by term. The final form of the asymptotic series becomes:

$$
I \sim e^{\rho f\left(z_{0}\right)}\left\{\begin{array}{l}
\frac{P}{2} \operatorname{erfc}(-i b \sqrt{\rho / 2})-P H\left(-\arg b^{2}\right)  \tag{9.52}\\
+\sqrt{2 \pi} \sum_{n=0}^{\infty}(-1)^{n}(n!) h_{n+1}\left[\sum_{k=0}^{E(n / 2)} \frac{b^{n-2 k}}{(n-2 k)!k!2^{k} \rho^{k+1 / 2}}\right]
\end{array}\right\}
$$

where $P=2 \pi i h(b)$ and the symbol $E(n / 2)$ denotes the largest even integer less than $n / 2$. The expression in eq. (9.52) has a complementary error function just as that given in (9.44). However, the asymptotic series in (9.44) depends on the large parameter $\rho$ only, while the series in (9.52) depends further on the location of the pole with respect to the saddle point. This is not usually desirable, because the radius of convergence of the series in (9.52) depends on the pole location given by " b ".

### 9.10 Modified Saddle Point Method: Subtraction of Pole of Order N

If the function $\mathrm{G}(\mathrm{y})$ in eq. (9.33) has a pole of order N , then one can expand the function $G(y)$ in a Laurent's series as follows:

$$
\begin{equation*}
G(y)=\frac{a_{-N}}{(y-b)^{N}}+\frac{a_{-N+1}}{(y-b)^{N-1}}+\ldots+\frac{a_{-1}}{(y-b)}+g(y) \tag{9.53}
\end{equation*}
$$

where $g(y)$ is an analytic function at $y=b$. Define:

$$
\begin{equation*}
A_{-k}(\rho, b)=\int_{-\infty}^{\infty} \frac{e^{-\rho y^{2} / 2}}{(y-b)^{k}} d y=\frac{1}{k-1} \frac{d}{d b} A_{-k+1}(\rho, b) \quad k=2,3, \ldots \tag{9.54}
\end{equation*}
$$

Recalling the expressions in eqs. (9.38) and (9.47) one obtains:

$$
A_{-1}=\int_{-\infty}^{\infty} \frac{e^{-\rho y^{2} / 2}}{(y-b)} d y= \pm i \pi e^{-\rho b^{2} / 2} \operatorname{erfc}(\mp i b \sqrt{\rho / 2})
$$

then:

$$
A_{-2}=\frac{\mathrm{d}}{\mathrm{db}} \mathrm{~A}_{-1}= \pm i \pi \mathrm{e}^{-\rho b^{2} / 2}\left\{-\rho \mathrm{b} \operatorname{erfc}(\mp \mathrm{ib} \sqrt{\rho / 2})+\frac{\mathrm{d}}{\mathrm{db}} \operatorname{erfc}(\mp \mathrm{ib} \sqrt{\rho / 2})\right\}
$$

Since:

$$
\operatorname{erfc}(\mathrm{x})=\frac{2}{\sqrt{\pi}} \int_{\mathrm{x}}^{\infty} \mathrm{e}^{-\mathrm{y}^{2}} \mathrm{dy}
$$

then:

$$
\begin{align*}
& \frac{d}{d x}(\operatorname{erfc}(x))=-\frac{2}{\sqrt{\pi}} e^{-x^{2}} \\
& A_{-2}=-\sqrt{2 \pi \rho} \mp i \pi b \rho e^{-\rho b^{2} / 2} \operatorname{erfc}(\mp i b \sqrt{\rho / 2})=-\sqrt{2 \pi \rho}-\rho b A_{-1} \tag{9.55}
\end{align*}
$$

Likewise, $\mathrm{A}_{-3}, \mathrm{~A}_{-4}$, etc. can be computed by a similar procedure. It should be noted that if $|\mathrm{b}| \sqrt{\rho} \gg 1$, then the asymptotic value of erfc (x) gives:

$$
\mathrm{A}_{-2} \rightarrow \sqrt{\frac{2 \pi}{\rho}} \frac{1}{\mathrm{~b}^{2}}
$$

which is of the same order as $\mathrm{A}_{-1}$ given in eq. (9.45).

### 9.11 Solution of Ordinary Differential Equations for Large Arguments

In chapter 2, the solution of ordinary differential equations for small arguments was presented by use of ascending power series: the Taylor series for an expansion about a regular point or the Frobenius series for an expansion about a regular singular point. Both of these series solutions converge fast if the series is evaluated near the expansion point. To obtain solutions of ordinary differential equations for large arguments, one needs to obtain solutions in a descending power series. To accomplish this, a transformation of the independent variable $\xi=1 / \mathrm{x}$ is performed on the differential equation and a series solution in ascending power of $\xi$.

### 9.12 Classification of Points at Infinity

To classify points at infinity, one can transform the independent variable x to $\xi$, so that $\mathrm{x}=\infty$ maps into $\xi=0$. Letting $\xi=1 / \mathrm{x}$, the differential equation (2.4) transforms to:

$$
\begin{equation*}
\frac{d^{2} y}{d \xi^{2}}+\frac{\left[2 \xi-a_{1}(1 / \xi)\right]}{\xi^{2}} \frac{d y}{d \xi}+\frac{a_{2}(1 / \xi)}{\xi^{4}} y=0 \tag{9.56}
\end{equation*}
$$

Classification of the point $\xi=0$ depends on the functions $\mathrm{a}_{1}(\mathrm{x})$ and $\mathrm{a}_{2}(\mathrm{x})$ :
(i) $\xi=0$ is a Regular point if:

$$
\mathrm{a}_{1}(\mathrm{x})=2 \mathrm{x}^{-1}+\mathrm{p}_{-2} \mathrm{x}^{-2}+\mathrm{p}_{-3} \mathrm{x}^{-3}+\ldots
$$

and

$$
\mathrm{a}_{2}(\mathrm{x})=\mathrm{q}_{-4} \mathrm{x}^{-4}+\mathrm{q}_{-5} \mathrm{x}^{-5}+\mathrm{q}_{-6} \mathrm{x}^{-6}+\ldots
$$

The solution for a regular point then becomes a Taylor solution:

$$
y(\xi)=\sum_{n=0}^{\infty} a_{n} \xi^{n} \quad \text { or } \quad y(x)=\sum_{n=0}^{\infty} a_{n} x^{-n}
$$

which is a descending power series valid for large x .
(ii) $\xi=0$ is a regular singular point if:

$$
a_{1}(x)=p_{-1} x^{-1}+p_{-2} x^{-2}+p_{-3} x^{-3}+\ldots \quad\left(p_{-1} \neq 0\right)
$$

and

$$
\mathrm{a}_{2}(\mathrm{x})=\mathrm{q}_{-2} \mathrm{x}^{-2}+\mathrm{q}_{-3} \mathrm{x}^{-3}+\mathrm{q}_{-4} \mathrm{x}^{-4}+\ldots \quad\left(\mathrm{q}_{-2} \neq 0\right)
$$

The solution for a regular singular point takes the form:

$$
y(\xi)=\sum_{n=0}^{\infty} a_{n} \xi^{n+\sigma} \text { or } \quad y(x)=\sum_{n=0}^{\infty} a_{n} x^{-n-\sigma}
$$

Again the solution is in descending powers of $x$ valid for large $x$.
(iii) $\xi=0$ is an irregular singular point if:

$$
\mathrm{a}_{1}(\mathrm{x})=\mathrm{p}_{0}+\mathrm{p}_{-1} \mathrm{x}^{-1}+\mathrm{p}_{-2} \mathrm{x}^{-2}+\ldots \quad\left(\mathrm{p}_{0} \neq 0\right)
$$

and

$$
a_{2}(x)=q_{0}+q_{-1} x^{-1}+q_{-2} x^{-2}+\ldots \quad\left(q_{0} \neq 0\right)
$$

While solutions for finite irregular singular points do not exist, an asymptotic solution of the following type exists:

$$
y(x) \sim e^{\alpha x} \sum_{n=0}^{\infty} a_{n} x^{-n-\sigma}
$$

The asymptotic solution approaches the solution for large x .
(iv) $\xi=0$ is an irregular singular point of rank $k$, if

$$
\mathrm{a}_{1}(\mathrm{x})=\mathrm{p}_{\mathrm{k}-1} \mathrm{x}^{\mathrm{k}-1}+\mathrm{p}_{\mathrm{k}-\mathrm{x}^{\mathrm{k}-2}}+\ldots \quad \mathrm{k} \geq 1
$$

and

$$
a_{2}(x)=q_{2 k-2} x^{2 k-2}+q_{2 k-3} x^{2 k-3}+\ldots \quad k \geq 1
$$

where k is the smallest integer that equals or exceeds $3 / 2$.
For asymptotic solutions about an irregular singular point of order $k \geq 2$ :

$$
y(x) \sim e^{\omega(x)} \sum_{n=0}^{\infty} a_{n} x^{-n-\sigma}
$$

where:

$$
\omega(x)=\sum_{j=1}^{s} \omega_{j} x^{j} \quad s \leq k
$$

Example 9.6 Classify the point $\xi=0$ for the following differential equations
(i) Legendre's equation

$$
\begin{aligned}
& \left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+n(n+1) y=0 \\
& a_{1}(x)=\frac{-2 x}{1-x^{2}} \quad a_{2}(x)=\frac{n(n+1)}{1-x^{2}} \\
& a_{1}(x)=\frac{2}{x} \frac{1}{1-1 / x^{2}}=\frac{2}{x} \sum_{n=0}^{\infty}\left(\frac{1}{x^{2}}\right)^{n}=\frac{2}{x}+\frac{2}{x^{3}}+\ldots \\
& a_{2}(x)=-\frac{n(n+1)}{x^{2}\left(1-1 / x^{2}\right)}=-\frac{n(n+1)}{x^{2}} \sum_{n=0}^{\infty}\left(\frac{1}{x^{2}}\right)^{n}=-\frac{n(n+1)}{x^{2}}-\frac{n(n+1)}{x^{4}}-\ldots .
\end{aligned}
$$

This means that $\xi=0$ is a regular singular point
(ii) Bessel's equation

$$
\begin{aligned}
& x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-p^{2}\right) y=0 \\
& a_{1}(x)=\frac{1}{x} \quad a_{2}(x)=1-\frac{p^{2}}{x^{2}}
\end{aligned}
$$

This indicates the point $\xi=0$ is an irregular singular point of rank $k=1$.

### 9.13 Solutions of Ordinary Differential Equations with Regular Singular Points

If the point $\xi=0$ is a regular singular point, then one may substitute the Frobenius solution having the form:

$$
\begin{aligned}
& y(\xi)=\sum_{n=0}^{\infty} a_{n} \xi^{n+\sigma} \\
& y(x)=\sum_{n=0}^{\infty} a_{n} x^{-n-\sigma}
\end{aligned}
$$

## Example 9.7

Obtain the solution for large arguments of Legendre's equation:

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+n(n+1) y=0
$$

The point $\xi=0$ is RSP, then assuming a Frobenius solution, one obtains

$$
\begin{aligned}
& -a_{0}(\sigma+n)(\sigma-n-1) x^{-\sigma}-a_{1}[(\sigma+n+1)(\sigma-n)] x^{-\sigma-1} \\
& +\sum_{m=0}^{\infty}\left[-(\sigma+m+n+2)(\sigma+m-n+1) a_{m+2}+(\sigma+m)(\sigma+m+1) a_{m}\right] x^{-m-\sigma-2}=0
\end{aligned}
$$

For $a_{0} \neq 0 \quad \sigma_{1}=-n \quad \sigma_{2}=n+1$

$$
a_{1}=0
$$

$$
a_{m+2}=\frac{(\sigma+m)(\sigma+m+1)}{(\sigma+m+n+2)(\sigma+m-n+1)} a_{m} \quad m=0,1,2 \ldots
$$

For $\sigma_{1}=-n$, the first solution's coefficients are:

$$
\begin{aligned}
& a_{m+2}=\frac{(m-n)(m-n+1)}{(m+2)(m-2 n+1)} a_{m} \quad m=0,1,2, \ldots \\
& a_{2}=-\frac{n(n-1)}{2(2 n-1)} a_{0} \quad a_{4}=\frac{n(n-1)(n-2)(n-3) a_{0}}{2^{2} 2!(2 n-1)(2 n-3)} \\
& a_{6}=-\frac{n(n-1) \cdot \ldots \cdot(n-4)}{2^{3} 3!(2 n-1)(2 n-3)(2 n-5)} a_{0}
\end{aligned}
$$

when $\mathrm{m}=\mathrm{n}, \mathrm{a}_{\mathrm{n}+2}=0$ and hence $\mathrm{a}_{\mathrm{n}+4}=\mathrm{a}_{\mathrm{n}+6}=\ldots=0$. Therefore:

$$
y_{1}=a_{0} x^{+n}\left[1-\frac{n(n-1)}{2(2 n-1)} x^{-2}+\frac{n(n-1)(n-2)(n-3)}{2^{2} 2!(2 n-1)(2 n-3)} x^{-4}+\ldots+() x^{-n}\right] \quad x \geq 1
$$

It can be shown that $y_{1}$ is a polynomial of degree $n$, which is also identical to $\operatorname{Pn}(x)$. Hence, it is valid for all $x$.

For $\sigma_{2}=\mathbf{n}+1$, the second solution's coefficients are:

$$
\begin{aligned}
& a_{m+2}=\frac{(m+n+1)(m+n+2)}{(n+2)(m+2 n+3)} a_{m} \quad m=0,1,2, \ldots \\
& a_{2}=\frac{(n+1)(n+2)}{2(2 n+3)} a_{0} \quad a_{4}=\frac{(n+1)(n+2)(n+3)(n+4)}{2^{2} 2!(2 n+3)(2 n+5)} a_{o} \\
& a_{6}=-\frac{(n+1) \cdot \ldots \cdot(n+6)}{2^{3} 3!(2 n+3)(2 n+5)(2 n+7)} a_{0}
\end{aligned}
$$

The second solution can thus be written as

$$
y_{2}=a_{0} x^{-n-1}\left[1+\frac{(n+1)(n+2)}{2(2 n+3)} x^{-2}+\frac{(n+1) \cdot \ldots \cdot(n+4)}{2^{2} 2!(2 n+3)(2 n+5)} x^{-4}+\ldots .\right]
$$

The second solution should be the representation for $Q_{n}(x)$ for $|x|>1$. Letting:

$$
a_{0}=\frac{n!}{1 \cdot 3 \cdot 5 \cdot \ldots \cdot(2 n+1)}
$$

results in a descending power series solution for $Q_{n}(x)$ for $x>1$ :

$$
Q_{n}(x)=\frac{n!x^{-n-2}}{1 \cdot 3 \cdot \ldots \cdot(2 n+1)}\left\{1+\frac{(n+1)(n+2)}{2(2 n+3)} x^{-2}+\frac{(n+1) \cdot \ldots \cdot(n+4)}{2^{2} 2!(2 n+3)(2 n+5)} x^{-4}+\ldots\right\}
$$

### 9.14 Asymptotic Solutions of Ordinary Differential Equations with Irregular Singular Points of Rank One

If the ordinary differential equation has an irregular singular point at $x=\infty$ of order $\mathrm{k}=1$, then an asymptotic solution can be found in a descending power series. Starting out with form of the ordinary differential equation:

$$
\begin{equation*}
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0 \tag{9.57}
\end{equation*}
$$

For $\mathrm{k}=1$, then:

$$
\begin{array}{ll}
q(x)=q_{0}+\frac{q_{1}}{x}+\frac{q_{2}}{x^{2}}+\ldots & q_{0} \neq 0 \\
p(x)=p_{0}+\frac{p_{1}}{x}+\frac{p_{2}}{x^{2}}+\ldots & p_{0} \neq 0
\end{array}
$$

one can transform this ordinary differential equation to a simpler more manageable equation by transforming the dependent variable $y(x)$ :

$$
\mathrm{y}(\mathrm{x})=\mathrm{u}(\mathrm{x}) \exp \left(-\frac{1}{2} \int \mathrm{pdx}\right)
$$

which transforms eq. (9.57) to:

$$
\begin{equation*}
\mathrm{u}^{\prime \prime}(\mathrm{x})+\mathrm{Q}(\mathrm{x}) \mathrm{u}(\mathrm{x})=0 \tag{9.58}
\end{equation*}
$$

where:

$$
Q(x)=q(x)-\frac{1}{2} p^{\prime}(x)-\frac{p^{2}(x)}{4}
$$

Thus $\mathrm{Q}(\mathrm{x})$ has the form for $\mathrm{k}=1$ as:

$$
\begin{aligned}
\mathrm{Q}(\mathrm{x}) & =\left(\mathrm{q}_{0}-\frac{1}{4} \mathrm{p}_{0}^{2}\right)+\left(\mathrm{q}_{1}-\frac{\mathrm{p}_{0} \mathrm{p}_{1}}{2}\right) \mathrm{x}^{-1}+\left(\mathrm{q}_{2}+\frac{\mathrm{p}_{1}}{2}-\frac{\mathrm{p}_{1}^{2}+\mathrm{p}_{0} p_{2}}{4}\right) \mathrm{x}^{-2}+\ldots \\
& =\mathrm{Q}_{0}+\mathrm{Q}_{1} \mathrm{x}^{-1}+\mathrm{Q}_{2} \mathrm{x}^{-2}+\ldots=\sum_{\mathrm{n}=0}^{\infty} \mathrm{Q}_{\mathrm{n}} \mathrm{x}^{-\mathrm{n}}
\end{aligned}
$$

### 9.14.1 Normal Solutions

For $\mathrm{k}=1$, try an asymptotic solution with an exponential function being linear in x , i.e.:

$$
\begin{equation*}
u(x) \sim e^{\omega x} \sum_{n=0}^{\infty} a_{n} x^{-n-\sigma} \tag{9.59}
\end{equation*}
$$

Substituting into eq. (9.58) results in a recurrence formula:

$$
\begin{aligned}
\left(\omega^{2}+Q_{0}\right) a_{n} & +\left[Q_{1}-2 \omega(\sigma+n-1)\right] a_{n-1}+\left[Q_{2}+\sigma+n-2\right] a_{n-2} \\
& +\sum_{k=3} Q_{k} a_{n-k}=0
\end{aligned}
$$

If $Q_{0} \neq 0$, then for $\mathrm{n}=0$ :

$$
\left(\omega^{2}+Q_{0}\right) a_{0}=0
$$

since $\mathrm{a}_{0} \neq 0$, then:

$$
\begin{equation*}
\omega^{2}+Q_{o}=0 \quad \omega_{1}=i \sqrt{Q_{0}} \quad \omega_{2}=-i \sqrt{Q_{0}} \tag{9.60a}
\end{equation*}
$$

This means that the first term of eq. (9.60a) vanishes for all n when $\omega$ is equal to $\omega_{1}$ or $\omega_{2}$. For $\mathrm{n}=1$ :

$$
\left[\mathrm{Q}_{1}-2 \omega \sigma\right] \mathrm{a}_{0}=0
$$

which results in the value for $\sigma$ since $\mathrm{a}_{0} \neq 0$

$$
\begin{equation*}
\sigma=\frac{\mathrm{Q}_{1}}{2 \omega} \quad \text { or } \quad \sigma_{1}=\frac{\mathrm{Q}_{1}}{2 \omega_{1}} \quad \text { and } \quad \sigma_{2}=\frac{\mathrm{Q}_{1}}{2 \omega_{2}} \tag{9.60b}
\end{equation*}
$$

For $\mathrm{n}=2$ :

$$
\mathrm{a}_{1}=\frac{\left(\mathrm{Q}_{2}+\sigma_{1,2}\right)}{2 \omega_{1,2}} \mathrm{a}_{0}
$$

For $n \geq 3$ : with $\sigma_{1}, \sigma_{2}, \omega_{1}, \omega_{2}$ given above, the recurrence formula becomes:

$$
\begin{equation*}
2 \omega_{1,2}(n-1) a_{n-1}=\left[Q_{2}+\sigma_{1,2}+n-2\right] a_{n-2}+\sum_{k=3}^{n} Q_{k} a_{n-k} \quad n \geq 3 \tag{9.61}
\end{equation*}
$$

It should be noted that both normal solutions are called Formal Solutions, i.e. they satisfy the differential equation, but the resulting series in general diverge. However, these solutions represent the asymptotic solutions for large argument x .

## Example 9.8 Asymptotic solutions of Bessel's equation

Obtain the asymptotic solutions for Bessel's equation of zero order satisfying:

$$
y^{\prime \prime}+\frac{1}{x} y^{\prime}+y=0
$$

This equation was shown to have an irregular singular point of order $\mathrm{k}=1$. Transforming $y(x)$ to $u(x)$ the ordinary differential equation becomes:

$$
\begin{aligned}
& y=x^{-\frac{1}{2}} u(x) \\
& u^{\prime \prime}+\left(1+\frac{1}{4 x^{2}}\right) u=0
\end{aligned}
$$

Here $\mathrm{Q}_{0}=1, \mathrm{Q}_{1}=0, \mathrm{Q}_{2}=1 / 4$, and $\mathrm{Q}_{3}=\mathrm{Q}_{4}=\ldots=0$.

Thus:

$$
\begin{array}{llll}
\omega^{2}=-1 & \omega_{1}=+i & \omega_{2}=-i & \sigma_{1}=0 \\
a_{2}=0 \\
a_{1}=\frac{\frac{1}{4}}{2 \omega}=\frac{1}{8 \omega}, \text { and } & a_{n-1}=\frac{\left(\frac{1}{4}+n-2\right) a_{n-2}}{2 \omega(n-1)} & n \geq 3
\end{array}
$$

Therefore, the succeeding coefficients become:

$$
\begin{aligned}
& a_{2}=\frac{(1 \cdot 3)^{2}}{2!8^{2} \omega^{2}} a_{0} \\
& a_{3}=\frac{(1 \cdot 3 \cdot 5)^{2}}{3!8^{3} \omega^{3}} a_{0} \ldots
\end{aligned}
$$

and by induction

$$
\begin{aligned}
a_{n} & =\frac{[1 \cdot 3 \cdot 5 \cdots \cdots(2 n-1)]^{2}}{8^{n} n!\omega^{n}} a_{0} \quad n=1,2, \ldots \ldots \\
& =\frac{\left[\frac{1}{2} \cdot \frac{3}{2} \cdot \frac{5}{2} \cdots \cdots \frac{2 n-1}{2}\right]^{2}}{2^{n} n!\omega^{n}} a_{0}=\frac{\left[\Gamma\left(n+\frac{1}{2}\right)\right]^{2}}{\Gamma^{2}\left(\frac{1}{2}\right) 2^{n} n!\omega^{n}} a_{0} \\
& =\frac{\Gamma^{2}\left(n+\frac{1}{2}\right)}{\pi 2^{n} \omega^{n} n!} a_{0}
\end{aligned}
$$

The two asymptotic solutions of Bessel's equation are:

$$
y_{1,2} \sim \frac{e^{ \pm i x}}{\pi \sqrt{x}} a_{o} \sum_{n=0}^{\infty}(\mp i)^{n} \frac{\Gamma^{2}\left(n+\frac{1}{2}\right)}{2^{n} n!} x^{-n}
$$

Choosing $\mathrm{a}_{0}=\sqrt{2 \pi} \mathrm{e}^{\mp \mathrm{Fi} / 4}$, then the asymptotic solutions are those for $\mathrm{H}_{0}^{(1)}(\mathrm{x})$ and $\mathrm{H}_{0}^{(2)}(\mathrm{x})$, i.e.:

$$
\begin{aligned}
& H_{o}{ }^{(1)}(x) \sim \sqrt{\frac{2}{\pi x}} e^{i(x-\pi / 4)} \sum_{n=0}^{\infty}\left(\frac{-i}{2 x}\right)^{2} \frac{\Gamma^{2}\left(n+\frac{1}{2}\right)}{n!} \\
& H_{o}{ }^{(2)}(x) \sim \sqrt{\frac{2}{\pi x}} e^{-i(x-\pi / 4)} \sum_{i=0}^{\infty}\left(\frac{i}{2 x}\right)^{n} \frac{\Gamma^{2}\left(n+\frac{1}{2}\right)}{n!}
\end{aligned}
$$

Examination of the asymptotic series for $\mathrm{H}_{0}^{(1)}(\mathrm{x})$ and $\mathrm{H}_{0}^{(2)}(\mathrm{x})$ shows that the series should be summed up to $N$ terms, provided that $\mathrm{x}>\mathrm{N} / 2$.

### 9.14.2 Subnormal Solutions

If the series for $Q_{n}(x)$ happens to have $Q_{0}=0$, then $\sigma_{1,2}$ become unbounded. To overcome this problem, one can perform a transformation on the independent variable x :

Let $\xi=x^{\frac{1}{2}}, x=\xi^{2}$ and $\eta=\xi^{-\frac{1}{2}} u(\xi)=x^{-\frac{1}{4}} u(x)$ which results in a new ordinary differential equation on $\eta(\xi)$ :

$$
\begin{equation*}
\eta^{\prime \prime}+P(\xi) \eta(\xi)=0 \tag{9.62}
\end{equation*}
$$

where:

$$
P(\xi)=4 \xi^{2} Q\left(\xi^{2}\right)-\frac{3}{4 \xi^{2}}
$$

If $\mathrm{Q}_{0}=0$, and $\mathrm{Q}_{1} \neq 0$, then:

$$
Q(x)=Q_{1} x^{-1}+Q_{2} x^{-2}+\ldots
$$

or

$$
Q\left(\xi^{2}\right)=Q_{1} \xi^{-2}+Q_{2} \xi^{-4}+Q_{3} \xi^{-6}+\ldots
$$

so that:

$$
P(\xi)=4 Q_{1}+\left(4 Q_{2}-\frac{3}{4}\right) \xi^{-2}+\mathrm{Q}_{3} \xi^{-4}+\ldots
$$

Here:

$$
\begin{aligned}
& P_{0}(\xi)=4 Q_{1} \\
& P_{1}(\xi)=0 \\
& P_{2}(\xi)=4 Q_{2}-\frac{3}{4} \\
& P_{3}=0 \\
& P_{4}(\xi)=4 Q_{3}
\end{aligned}
$$

Now, one can use the normal solution for an irregular point of rank one on $\eta(\xi)$, i.e., let:

$$
\begin{equation*}
\eta(\xi) \sim e^{\omega \xi} \sum_{n=0}^{\infty} a_{n} \xi^{-n-\sigma} \tag{9.63}
\end{equation*}
$$

so that:

$$
u(x) \sim x^{1 / 4} e^{\omega \sqrt{x}} \sum_{n=0}^{\infty} a_{n} x^{-(n+\sigma) / 2}
$$

Since $P_{0}=4 Q_{1}$, then:

$$
\begin{aligned}
& \omega^{2}=P_{o}=-4 Q_{1} \quad \omega_{1,2}= \pm 2 i \sqrt{Q_{1}} \\
& \sigma=\frac{P_{1}}{\omega}=0
\end{aligned}
$$

so that:

$$
u(x) \sim e^{\omega \sqrt{x}} \sum_{n=0}^{\infty} a_{n} x^{1 / 4-n / 2}
$$

Again, the subnormal solutions are Formal Solutions as they satisfy the differential equation, but are divergent series.

## Example 9.9

Obtain the asymptotic solutions for the following ordinary differential equation:

$$
x y^{\prime \prime}-y=0
$$

where:

$$
Q(x)=-x^{-1}
$$

so that:

$$
Q_{0}=0, Q_{1}=-1, \text { and } Q_{2}=Q_{3}=\ldots=0
$$

the differential equation transforms to one on $\eta(\xi)$ :

$$
\eta^{\prime \prime}+\left(-4-\frac{3}{4 \xi^{2}}\right) \eta=0
$$

Here:

$$
P_{0}=-4, \quad P_{1}=0, \quad P_{2}=-\frac{3}{4}, \quad \text { and } \quad P_{3}=P_{4}=\ldots=0
$$

Letting:

$$
\eta(\xi)=e^{\omega \xi} \sum_{n=0}^{\infty} a_{n} \xi^{-n-\sigma}
$$

then $\omega^{2}=4, \omega_{1,2}= \pm 2, \sigma=0$, and the recurrence formula becomes:

$$
a_{n+1}=\frac{\left(n+\frac{3}{2}\right)\left(n-\frac{1}{2}\right)}{2 \omega(n+1)} a_{n} \quad n=0,1,2, \cdots
$$

so that:

$$
\begin{array}{ll}
\mathrm{n}=0 & \mathrm{a}_{1}=-\frac{\left(\frac{1}{2}\right)\left(\frac{3}{2}\right)}{(2 \omega)} \mathrm{a}_{0}=+\frac{\Gamma\left(\frac{5}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(-\frac{1}{2}\right) \Gamma\left(\frac{3}{2}\right)(2 \omega)} \mathrm{a}_{0} \\
\mathrm{n}=1 & \mathrm{a}_{2}=+\frac{\Gamma\left(\frac{1}{2}\right) \frac{1}{2} \Gamma\left(\frac{5}{2}\right) \frac{5}{2}}{2!(2 \omega)^{2}} a_{0}=+\frac{\Gamma\left(\frac{7}{2}\right) \Gamma\left(\frac{3}{2}\right)}{\Gamma\left(-\frac{1}{2}\right) \Gamma\left(\frac{3}{2}\right) 2!(2 \omega)^{2}} a_{0}
\end{array}
$$

and by induction

$$
\mathrm{a}_{\mathrm{n}}=\frac{\Gamma\left(\frac{2 \mathrm{n}-1}{2}\right) \Gamma\left(\frac{2 \mathrm{n}+3}{2}\right)}{\Gamma\left(-\frac{1}{2}\right) \Gamma\left(\frac{3}{2}\right) n!(2 \omega)^{n}} a_{0} \quad \mathrm{n} \geq 1
$$

Since $\Gamma\left(-\frac{1}{2}\right) \Gamma\left(\frac{3}{2}\right)=-\pi$ (Eq. B.1.5)
Therefore:

$$
\mathrm{a}_{\mathrm{n}}=-\frac{1}{\pi} \frac{\Gamma\left(\frac{2 \mathrm{n}-1}{2}\right) \Gamma\left(\frac{2 \mathrm{n}+3}{2}\right)}{\mathrm{n}!(2 \omega)^{2}} \mathrm{a}_{0} \quad \mathrm{n} \geq 1
$$

and

$$
\begin{aligned}
y_{1,2}(x) & =a_{0} e^{ \pm 2 \sqrt{x}} x^{\frac{1}{4}} \sum_{n=0}^{\infty}( \pm 1)^{n} \frac{\Gamma\left(\frac{2 n-1}{2}\right) \Gamma\left(\frac{2 n+3}{2}\right)}{n!(16 x)^{n / 2}} \\
& =a_{0} x^{ \pm 2 \sqrt{x}} x^{\frac{1}{4}} \sum_{n=0}^{\infty}( \pm 1)^{n} \frac{\left(n^{2}-\frac{1}{4}\right) \Gamma^{2}\left(\frac{2 n-1}{2}\right)}{(16 x)^{n / 2}}
\end{aligned}
$$

Letting $\mathrm{a}_{0}=-\frac{1}{2 \sqrt{\pi^{3}}}$ for $\mathrm{y}_{1}$, and $\mathrm{a}_{0}=-\frac{1}{2 \sqrt{\pi}}$ for $\mathrm{y}_{2}$ would result in the asymptotic solution of the equation, i.e.:

$$
\begin{aligned}
& y_{1}=x^{\frac{1}{2}} I_{\frac{1}{4}}\left(2 x^{\frac{1}{2}}\right) \\
& y_{2}=x^{\frac{1}{2}} K_{\frac{1}{4}}\left(2 x^{\frac{1}{2}}\right)
\end{aligned}
$$

Close examination of the series for the two subnormal solutions shows that they would diverge quickly, after N terms, when the argument $2 \sqrt{\mathrm{x}}>\mathrm{N}(\mathrm{N}+1) / 2$.

### 9.15 The Phase Integral and WKBJ Method for an Irregular Singular Point of Rank One

Consider the same reduced equation (9.58):

$$
u^{\prime \prime}+Q(x) u=0
$$

with:

$$
Q(x)=Q_{0}+Q_{1} x^{-1}+Q_{2} x^{-2}+\ldots
$$

Then one may obtain an asymptotic solution by successive iterations. This is known as the WKBJ solution after Wentzel, Kramers, Brillouin, and Jeffrey. Starting out with terms for $\mathrm{x} \gg 1$, then:

$$
u^{\prime \prime}+Q_{0} u=0 \quad x \gg 1
$$

giving:

$$
\mathbf{u} \sim A e^{i x \sqrt{Q_{0}}}+\dot{B} e^{-i x \sqrt{Q_{0}}}
$$

where A and B are the amplitudes and the exponential terms represent the phase of the asymptotic solutions. Thus, let the solution be written as:

$$
u(x) \sim e^{i h(x)}
$$

then the derivative of $h(x)$ is approximately equal to $\sqrt{Q}$ and $h^{\prime}(x) \sim \sqrt{Q_{0}}+\ldots$ so that:

$$
\begin{aligned}
& u^{\prime}(x) \sim i h^{\prime} e^{i h} \\
& u^{\prime \prime}(x) \sim-e^{i h}\left(i h^{\prime \prime}-\left(h^{\prime}\right)^{2}\right)
\end{aligned}
$$

which when substituted in the ordinary differential equation, results in:

$$
i h^{\prime \prime}-\left(h^{\prime}\right)^{2}=-Q(x)
$$

This is a non-linear equation on $h(x)$. To obtain a solution, one may resort to iterative methods. Let:

$$
h^{\prime}(x)=\sqrt{Q(x)+i h^{\prime \prime}}
$$

As a first approximation, one may use $h^{\prime}(x)=\sqrt{Q}$, then one can use iteration to evaluate $h^{\prime}(x)$, so that:

$$
h_{j}^{\prime}(x)=\sqrt{Q(x)+i h_{j-1}^{\prime \prime}} \quad j=1,2, \ldots
$$

with $h_{-1}(x)=0$.
Starting with $\mathrm{j}=0$ :

$$
h_{0}^{\prime}=\sqrt{Q(x)} \quad \text { and } \quad h_{0}^{\prime \prime}=\frac{Q^{\prime}}{2 \sqrt{Q}}
$$

then for the second iteration, $\mathrm{j}=\mathrm{l}$ :

$$
h_{1}^{\prime}=\sqrt{Q+i \frac{Q^{\prime}}{2 \sqrt{Q}}}=\sqrt{Q} \sqrt{1+\frac{\mathrm{QQ}^{\prime}}{2 \mathrm{Q}^{3 / 2}}} \cong \sqrt{\mathrm{Q}}\left\{1+\frac{\mathrm{iQ}^{\prime}}{4 \mathrm{Q}^{3 / 2}}\right\} \approx \sqrt{\mathrm{Q}}+\frac{\mathrm{i} \mathrm{Q}^{\prime}}{4 \mathrm{Q}}
$$

If one would stop at this iteration, then:

$$
h_{1}=\int \sqrt{Q(t)} d t+\frac{i}{4} \log Q
$$

and

$$
\begin{equation*}
u \sim Q^{-1 / 4}(x) e^{ \pm i \int^{x} \sqrt{Q^{\prime}(t)} d t} \tag{9.64}
\end{equation*}
$$

This is a first order approximation. Continuing this process, one can get higher ordered approximations to $h(x)$. Using this series expression of $\mathrm{Q}(\mathrm{x})$, one can obtain an asymptotic series.

Thus, $\mathrm{h}_{0=}^{\prime}=\sqrt{\mathrm{Q}_{\mathrm{o}}}, \mathrm{h}_{0}^{\prime \prime}=0, \mathrm{~h}_{0}=\sqrt{\mathrm{Q}_{\mathrm{o}}} \mathrm{x}$, and:

$$
\begin{aligned}
h_{1}^{\prime} & =\sqrt{Q_{0}} \sqrt{1+\frac{Q_{1}}{Q_{0}} \frac{1}{x}+\frac{Q_{2}}{Q_{0}} \frac{1}{x^{2}}+\ldots} \\
& \approx \sqrt{Q_{0}}\left[1+\frac{1}{2} \frac{Q_{1}}{Q_{0}} \frac{1}{x}+\frac{1}{2} \frac{Q_{2}}{Q_{0}} \frac{1}{x^{2}}+\ldots\right]
\end{aligned}
$$

So that:

$$
\begin{aligned}
& h_{1} \approx \sqrt{Q_{0}} x+\frac{Q_{1}}{2 Q_{0}} \log x-\frac{1}{2} \frac{Q_{2}}{\sqrt{Q_{0}}} \frac{1}{x} \\
& h_{1}^{\prime \prime} \approx-\frac{1}{2} \frac{Q_{1}}{\sqrt{Q_{0}}} \frac{1}{x^{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{h}_{2} & =\sqrt{\mathrm{Q}_{\mathrm{o}}+\frac{\mathrm{Q}_{1}}{\mathrm{x}}+\frac{\mathrm{Q}_{2}}{\mathrm{x}^{2}}-\frac{\mathrm{i}}{2} \frac{\mathrm{Q}_{1}}{\sqrt{\mathrm{Q}_{\mathrm{o}}} \frac{1}{\mathrm{x}^{2}}+\ldots}} \\
& \approx \sqrt{\mathrm{Q}_{\mathrm{o}}} \sqrt{1+\frac{\mathrm{Q}_{1}}{\mathrm{Q}_{\mathrm{o}}} \frac{1}{\mathrm{x}}+\left(\frac{\mathrm{Q}_{2}}{\mathrm{Q}_{\mathrm{o}}}-\frac{\mathrm{i}}{2} \frac{\mathrm{Q}_{1}}{\mathrm{Q}_{\mathrm{o}}^{3 / 2}}\right) \frac{1}{\mathrm{x}^{2}}+\ldots} \\
& \approx \sqrt{\mathrm{Q}_{\mathrm{o}}}\left\{1+\frac{1}{2}\left(\frac{\mathrm{Q}_{1}}{\mathrm{Q}_{\mathrm{o}}}\right) \frac{1}{\mathrm{x}}+\frac{1}{8 \mathrm{Q}_{\mathrm{o}}}\left[4 \mathrm{Q}_{2}-2 \mathrm{i} \frac{\mathrm{Q}_{1}}{\sqrt{\mathrm{Q}_{\mathrm{o}}}}-\frac{\mathrm{Q}_{1}^{2}}{\mathrm{Q}_{\mathrm{o}}}\right] \frac{1}{\mathrm{x}^{2}}+\ldots\right\}
\end{aligned}
$$

then:

$$
h_{2}(x) \sim \sqrt{Q_{o}} x+\frac{1}{2}\left(\frac{Q_{1}}{\sqrt{Q_{o}}}\right) \log x-\frac{1}{8 \sqrt{Q_{o}}}\left[4 Q_{2}-2 i \frac{Q_{1}}{\sqrt{Q_{0}}}-\frac{Q_{1}^{2}}{Q_{o}}\right] \frac{1}{x} \ldots
$$

So that:

$$
\begin{aligned}
& u_{1}(x) \sim e^{i h(x)} \sim(x)^{i Q_{1} / \sqrt{Q_{0}}} e^{-i \sqrt{Q_{0}} x} e^{+i \sqrt{Q_{0}} x} e^{-i A / 8 x} \\
& u_{2}(x) \sim(x)^{-i Q_{1} / \sqrt{Q_{0}}} e^{-i \sqrt{Q_{0}} x} e^{-i A / 8 x}
\end{aligned}
$$

where $A=\frac{1}{\sqrt{Q_{o}}}\left(4 Q_{2}-\frac{2 \mathrm{i}_{1}}{\sqrt{Q_{\mathrm{o}}}}-\frac{\mathrm{Q}_{1}^{2}}{\mathrm{Q}_{\mathrm{o}}}\right)$
Using $\mathrm{e}^{\mathrm{ia}}=\sum_{\mathrm{n}=0}^{\infty}(\mathrm{ia})^{\mathrm{n}}$, one obtains the desired asymptotic series.

## Example 9.10 Asymptotic solutions of Bessel's equation

Obtain the asymptotic solution of Bessel functions by the WKBJ method.

$$
\frac{\mathrm{d}^{2} \mathrm{y}}{\mathrm{dx}}+\frac{1}{\mathrm{x}} \frac{\mathrm{dy}}{\mathrm{dx}}+\left(1-\frac{\mathrm{p}^{2}}{\mathrm{x}^{2}}\right) \mathrm{y}=0
$$

Letting $y(x)=x^{-1 / 2} u(x)$, then:

$$
\frac{\mathrm{d}^{2} \mathrm{u}}{\mathrm{dx}^{2}}+\left(1-\frac{\mathrm{p}^{2}-\frac{1}{4}}{\mathrm{x}^{2}}\right) \mathrm{u}=0
$$

where $\mathrm{Q}=1-\frac{1}{\mathrm{x}^{2}}\left(\mathrm{p}^{2}-\frac{1}{4}\right)$, with:

$$
\mathrm{Q}_{0}=1, \quad \mathrm{Q}_{1}=0, \quad \mathrm{Q}_{2}=-\left(\mathrm{p}^{2}-\frac{1}{4}\right), \quad \mathrm{Q}_{3}=\mathrm{Q}_{4}=\ldots=0
$$

and

$$
A=-4\left(p^{2}-\frac{1}{4}\right)=1-4 p^{2}
$$

$$
\begin{aligned}
& y_{1} \sim x^{-1 / 2} e^{i x} e^{i\left(1-4 p^{2}\right) /(8 x)} \sim x^{-1 / 2} e^{i x} \sum_{n=0}^{\infty}\left[\frac{i}{8 x}\left(1-4 p^{2}\right)\right]^{n} \\
& y_{2} \sim x^{-1 / 2} e^{-i x} \sum_{n=0}^{\infty}\left[\frac{-i}{8 x}\left(1-4 p^{2}\right)\right]^{n}
\end{aligned}
$$

These solutions are asymptotic solutions to $\mathrm{H}_{\mathrm{p}}^{(1)}(\mathrm{x})$ and $\mathrm{H}_{\mathrm{p}}^{(2)}(\mathrm{x})$.

### 9.16 Asymptotic Solutions of Ordinary Differential Equations with Irregular Singular Points of Rank Higher than One

Starting with the reduced equation (9.58), then

$$
y^{\prime \prime}(x)+Q(x) y(x)=0
$$

If the rank of the irregular singular point at $x=\infty$ is larger than one, then one can obtain an asymptotic solution with the exponential term having higher powers of $x$ than one. However, since the rank could be fractional due to its definition in section 9.12, i.e. when $2 r=1,3,5, \ldots$, then one can avoid fractional powers by transforming $x=\xi^{2}$, and by letting $u=\xi^{-\frac{1}{2}} y(\xi)$, so that the ordinary differential equation (9.58) becomes:

$$
\begin{equation*}
\frac{d^{2} u}{d \xi^{2}}+\left[4 \xi^{2} Q\left(\xi^{2}\right)-\frac{3}{4 \xi^{2}}\right] u(\xi)=0 \tag{9.66}
\end{equation*}
$$

Letting the bracketed expression be written as:

$$
\begin{equation*}
\frac{d^{2} u}{d \xi^{2}}+\xi^{2 r} P(\xi) u(\xi)=0 \tag{9.67}
\end{equation*}
$$

then $P(\xi)=P_{0}+P_{1} \xi^{-1}+P_{2} \xi^{-2}+\ldots$ and the new ordinary differential equation in (9.67) has an irregular singular point of order " r ".

Assuming an asymptotic solution of ordinary differential equations in (9.67) in the form:

$$
\begin{equation*}
u(\xi)=e^{\omega(\xi)} \sum_{n=0}^{\infty} a_{n} \xi^{-n-\sigma} \tag{9.68}
\end{equation*}
$$

where $\omega(\xi)=\omega_{\mathrm{o}} \xi+\frac{\omega_{1}}{2} \xi^{2}+\ldots+\omega_{\mathrm{r}-1} \frac{\xi^{\mathrm{r}}}{\mathrm{r}}+\omega_{\mathrm{r}} \frac{\xi^{\mathrm{r}+1}}{\mathrm{r}+1}$.
Substituting the form in (9.68) into the ordinary differential equation (9.67) results in the following series:

$$
\begin{align*}
& {\left[\left(\omega^{\prime}\right)^{2}+\omega^{\prime \prime}+\xi^{2 r} P(\xi)\right] \sum_{n=0}^{\infty} a_{n} \xi^{-n}-2 \omega^{\prime}(\xi) \sum_{n=0}^{\infty} a_{n}(n+\sigma) \xi^{-n-1}}  \tag{9.69}\\
& \quad+\sum_{n=0}^{\infty}(n+\sigma)(n+\sigma+1) a_{n} \xi^{-n-2}=0
\end{align*}
$$

where:

$$
\omega^{\prime}(\xi)=\omega_{\mathrm{o}}+\omega_{1} \xi^{1}+\omega_{2} \xi^{2}+\ldots+\omega_{\mathrm{r}-1} \xi^{\mathrm{r}-1}+\omega_{\mathrm{r}} \xi^{\mathrm{r}}
$$

and

$$
\omega^{\prime \prime \prime}(\xi)=\omega_{1}+2 \omega_{2} \xi+\ldots+(\mathrm{r}-1) \omega_{\mathrm{r}-1} \xi^{\mathrm{r}-2}+\mathrm{r} \omega_{\mathrm{r}} \xi^{\mathrm{r}-1}
$$

Since the bracketed expression is a polynomial of degree ( 2 r ), each multiplying the first term $\mathrm{a}_{0}$, then for $\mathrm{a}_{0} \neq 0$, that expression must vanish for $\xi^{\mathrm{k}}$ up to $\mathrm{k}=\mathrm{r}$, i.e.:

$$
\left(\omega^{\prime}(\xi)\right)^{2}+\omega^{\prime \prime}(\xi)+\xi^{2 r} P(\xi)=0
$$

which results in the evaluation of all the coefficients $\omega_{o}, \omega_{1}, \ldots, \omega_{r}$ :

$$
\begin{aligned}
& \left(\omega^{\prime}\right)^{2}=\sum_{k=0}^{2 r}\left(\sum_{i+j=k} \omega_{r-i} \omega_{r-j}\right) \xi^{2 r-k} \\
& \omega^{\prime \prime}=\sum_{k=0}^{r-1}(r-k) \omega_{r-k} \xi^{r-k-1}
\end{aligned}
$$

$$
\xi^{2 r} P(\xi)=\sum_{k=0}^{\infty} P_{k} \xi^{2 r-k}
$$

Since $\omega^{\prime \prime}$ has $\xi$ raised to a maximum power of $(r-1),\left(\omega^{\prime}\right)^{2}$ has $\xi$ raised to a maximum power of $2 r$, then the first $r$ terms, with powers of $\xi$ ranging from $2 r$ to $r-1$ multiply $a_{0}$, so that first $r$ terms satisfy:

$$
\begin{equation*}
\sum_{i+j=k} \omega_{r-i} \omega_{r-j}+P_{k}=0 \quad k=0,1,2, \ldots, r \tag{9.70}
\end{equation*}
$$

This would allow the evaluation of the coefficients $\omega_{o}$ to $\omega_{r}$, i.e.:

$$
\begin{array}{ll}
\omega_{\mathrm{r}}^{2}+\mathrm{P}_{\mathrm{o}}=0 & \omega_{\mathrm{r}}= \pm \sqrt{-\mathrm{P}_{\mathrm{o}}} \\
2 \omega_{\mathrm{r}} \omega_{\mathrm{r}-1}+\mathrm{P}_{1}=0 & \omega_{\mathrm{r}-1}=-\frac{\mathrm{P}_{1}}{2 \omega_{\mathrm{r}}} \\
2 \omega_{\mathrm{r}} \omega_{\mathrm{r}-2}+\omega_{\mathrm{r}-1}^{2}+\mathrm{P}_{2}=0 & \omega_{\mathrm{r}-2}=-\frac{\mathrm{P}_{2}+\omega_{\mathrm{r}-1}^{2}}{2 \omega_{\mathrm{r}}} \tag{9.71}
\end{array}
$$

and

$$
\sigma=+\frac{1}{2 \omega_{\mathrm{r}}}\left(\mathrm{P}_{\mathrm{r}+1}+\mathrm{r} \omega_{\mathrm{r}}+2 \omega_{0} \omega_{\mathrm{r}-1}+2 \omega_{1} \omega_{\mathrm{r}-2}+\ldots\right)
$$

The remaining equalities in (9.69) would determine the series coefficients $\mathrm{a}_{1}, \mathrm{a}_{2}, \ldots$ in terms of $\mathrm{a}_{0}$.

## Example 9.11 Asymptotic solutions for Airy's function

Obtain the asymptotic solutions for Airy's function satisfying:

$$
y^{\prime \prime}-x y=0
$$

The irregular singular point $x=\infty$ is of $r=1 / 2$. Due to the fractional order, then the ordinary differential equations to:

$$
\frac{d^{2} u}{d \xi^{2}}+\left[-4 \xi^{4}-\frac{3}{4 \xi^{2}}\right] u(\xi)=0
$$

Here $\mathrm{r}=2$, and:

$$
\begin{aligned}
& P(\xi)=-4-\frac{3}{4 \xi^{6}} \\
& P_{0}=-4, \quad P_{1}=P_{2}=P_{3}=P_{4}=P_{5}=0, \quad P_{6}=-\frac{3}{4}, \quad P_{7}=P_{8}=\ldots=0,
\end{aligned}
$$

and

$$
u(\xi)=\xi^{-1 / 2} y(\xi)
$$

Let:

$$
\omega(\xi)=\omega_{0} \xi+\frac{\omega_{1}}{2} \xi^{2}+\frac{\omega_{2}}{3} \xi^{3}
$$

Following the procedure outlined in (9.71):

$$
\begin{aligned}
& \omega_{2}^{2}-4=0 \quad \omega_{2}= \pm 2 \\
& \omega_{1}=0 \quad \omega_{0}=0 \quad \sigma=1
\end{aligned}
$$

Thus:

$$
\omega=\omega_{2} \frac{\xi^{3}}{3}, \quad \omega^{\prime}=\omega_{2} \xi^{2}, \quad \omega^{\prime \prime}=2 \omega_{2} \xi
$$

Substituting these in eq. (9.70) and the value of $\omega_{2}$ :

$$
\sum_{n=0}^{\infty}\left[\left(2 \omega_{2} \xi-\frac{3}{4 \xi^{2}}\right) a_{n} \xi^{-n}-2 \omega_{2}(n+1) a_{n} \xi^{-n+1}+(n+1)(n+2) a_{n} \xi^{-n-2}\right]=0
$$

Expanding these series, one finds that $\mathrm{a}_{1}=\mathrm{a}_{2}=0$, and:

$$
a_{m+3}=\frac{(m+1)(m+2)-\frac{3}{4}}{2(m+3) \omega_{2}} a_{m} \quad m=0,1,2, \ldots
$$

Using the recurrence formula, one can write the two asymptotic solutions as:

$$
\mathrm{u}(\xi) \sim \mathrm{e}^{ \pm 2 \xi^{3} / 3} \xi^{-1}\left\{1 \pm \frac{5}{48} \xi^{-3}+\frac{5 \cdot 77}{4^{2} \cdot 36 \cdot 4} \xi^{-6} \pm \frac{5 \cdot 77 \cdot 221}{4^{4} \cdot 24 \cdot 81} \xi^{-9}+\ldots\right\}
$$

This asymptotic solution can be written in terms of x :

$$
y_{1,2}(x) \sim \mathrm{e}^{ \pm 2 \mathrm{x}^{3 / 2} / 3} \mathrm{x}^{-1 / 4}\left\{1 \pm \frac{\Gamma\left(\frac{7}{2}\right)}{1!\Gamma(3 / 2) \mathrm{x}^{3 / 2}}+\frac{\Gamma\left(\frac{13}{2}\right)}{2!\Gamma(5 / 2) \mathrm{x}^{3}} \pm \frac{\Gamma\left(\frac{19}{2}\right)}{3!\Gamma(7 / 2) \mathrm{x}^{9 / 2}}+\ldots\right\}
$$

or:

$$
y_{1,2}(x) \sim a_{0} x^{ \pm 2 x^{3 / 2} / 3} x^{-1 / 4} \sum_{k=0}^{\infty} \frac{(-1)^{k} \Gamma\left(3 k+\frac{1}{2}\right)}{k!\Gamma\left(k+\frac{1}{2}\right) x^{3 k / 2}}
$$

One may choose $\mathrm{a}_{0}=2 \sqrt{\pi}$, so that the above series represents the two solutions of Airy's equation.

### 9.17 Asymptotic Solutions of Ordinary Differential Equations with Large Parameters

It is sometimes necessary to obtain a solution of an ordinary differential equation, such as Sturm-Liouville equations, with a large parameter. The series solutions near $\mathrm{x}=$ 0 cannot usually be evaluated when the parameter becomes large. To obtain such asymptotic solution for a large parameter, one can resort to the same methods used in section 9.15.

### 9.17.1 Formal solution in terms of series in $x$ and $\lambda$

Consider an ordinary differential equation of the type:

$$
\begin{equation*}
\frac{d^{2} y}{d^{2}}+p(x, \lambda) \frac{d y}{d x}+q(x, \lambda) y=0 \tag{9.72}
\end{equation*}
$$

where $\lambda$ is a parameter of the ordinary differential equation, and the function $p$ and $q$ are given by:

$$
\begin{align*}
& \mathrm{p}(\mathrm{x}, \lambda)=\sum_{\mathrm{n}=0}^{\infty} \mathrm{p}_{\mathrm{n}}(\mathrm{x}) \lambda^{\mathrm{k}-\mathrm{n}}  \tag{9.73}\\
& \mathrm{q}(\mathrm{x}, \lambda)=\sum_{\mathrm{n}=0}^{\infty} \mathrm{q}_{\mathrm{n}}(\mathrm{x}) \lambda^{2 \mathrm{k}-\mathrm{n}}
\end{align*}
$$

where k is a positive integer, $\mathrm{k} \geq 1$, and either $\mathrm{p}_{\mathrm{o}} \neq 0$ or $\mathrm{q}_{\mathrm{o}} \neq 0$. One can reduce the equation to a simpler form:

$$
y(x)=u(x) e^{-\frac{1}{2} \int p(x, \lambda) d x}
$$

which reduces eq. 9.72 to:

$$
\begin{equation*}
\frac{d^{2} u}{d^{2}}+Q(x, \lambda) u(x)=0 \tag{9.74}
\end{equation*}
$$

where $Q(x, \lambda)=q(x, \lambda)-\frac{1}{2} p^{\prime}(x, \lambda)-\frac{1}{4} p^{2}(x, \lambda)$ and can be represented by:

$$
\begin{equation*}
\mathrm{Q}(\mathrm{x}, \lambda)=\sum_{\mathrm{n}=0}^{\infty} \mathrm{Q}_{\mathrm{n}} \mathrm{x} \lambda^{2 \mathrm{k}-\mathrm{n}} \tag{9.75}
\end{equation*}
$$

A formal solution of the ordinary differential equation (9.74) of the form:

$$
\begin{equation*}
u(x)=e^{\omega(x, \lambda)} \sum_{n=0}^{\infty} u_{n}(x) \lambda^{-n} \tag{9.76}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega(x, \lambda)=\sum_{m=0}^{k-1} \omega_{m}(x) \lambda^{k-m} \tag{9.77}
\end{equation*}
$$

Substituting (9.77) and (9.76) into eq. (9.74), one obtains:

$$
\begin{align*}
& \left\{\sum_{m=0}^{k-1} \omega_{m}^{\prime \prime}(x) \lambda^{k-m}+\left(\sum_{m=0}^{k-1} \omega_{m}^{\prime}(x) \lambda^{k-m}\right)^{2}\right\} \sum_{n=0}^{\infty} u_{n}(x) \lambda^{-n} \\
& \quad+2\left(\sum_{m=0}^{k-1} \omega_{m}^{\prime}(x) \lambda^{k-m} \sum_{n=0}^{\infty} u_{n}^{\prime}(x) \lambda^{-n}+\sum_{n=0}^{\infty} u_{n}^{\prime \prime}(x) \lambda^{-n}\right.  \tag{9.78}\\
& \quad+\left(\sum_{n=0}^{\infty} Q_{n} \lambda^{2 k-n}\right)\left(\sum_{n=0}^{\infty} u_{n} \lambda^{-n}\right)=0
\end{align*}
$$

The coefficient of $\lambda^{2 k-n}$ can be factored out, resulting in the recurrence formula:

$$
\begin{align*}
& \sum_{\ell=0}^{\infty} u_{n-\ell}(x)\left[Q_{\ell}(x)+\sum_{m=0}^{\infty} \omega_{m}^{\prime}(x) \omega_{\ell-m}^{\prime}(x)\right]  \tag{9.79}\\
& +\sum_{\ell=0}^{\infty} u_{n-\ell}(x) \omega_{\ell-k}^{\prime \prime}+2 \sum_{\ell=0}^{\infty} u_{n-\ell}^{\prime}(x) \omega_{\ell-k}^{\prime}(x)+u_{n-2 k}^{\prime \prime}(x)=0 \quad n=0,1,2, \ldots
\end{align*}
$$

The summation is performed with the proviso that:

$$
\mathrm{u}_{\mathrm{q}}=0 \quad \mathrm{q}=-1,-2, \ldots
$$

and

$$
\omega_{\mathrm{q}}=0 \quad \mathrm{q}=-1,-2 \ldots, \text { and } q=k, k+1, \ldots
$$

Setting $n=0$ in (9.75), and since $u_{q}=0$ for $q=-1,-2 \ldots$, then the first ( $k-1$ ) terms of the first bracketed sum of (9.79) must vanish, i.e.:

$$
\begin{equation*}
\mathrm{Q}_{\ell}+\sum_{\mathrm{m}=0}^{\infty} \omega_{\mathrm{m}}^{\prime} \omega_{\ell-\mathrm{m}}^{\prime}=0 \quad \ell=0,1,2, \ldots, \mathrm{k}-1 \tag{9.80}
\end{equation*}
$$

setting $\ell=0$ gives:

$$
\begin{array}{lll}
Q_{0}+\left[\omega_{0}^{\prime}(x)\right]^{2}=0 & \text { or } & \omega_{0}^{\prime}(x)= \pm \sqrt{-Q_{0}(x)} \\
Q_{1}+2 \omega_{0}^{\prime} \omega_{1}^{\prime}=0 & \text { or } & \omega_{1}^{\prime}=-\frac{Q_{1}(x)}{2 \omega_{0}^{\prime}}=\mp \frac{Q_{1}(x)}{\sqrt{-Q_{0}(x)}} \tag{9.81}
\end{array}
$$

or in more general form:

$$
2 \omega_{\mathrm{o}}^{\prime} \omega_{\ell}^{\prime}+\mathrm{Q}_{\ell}+\sum_{\mathrm{m}=0}^{\mathrm{m}=\ell-1} \omega_{\mathrm{m}}^{\prime} \omega_{\ell-\mathrm{m}}^{\prime}=0 \quad \ell=1,2, \ldots, \mathrm{k}-1
$$

so that:

$$
\begin{equation*}
\omega_{\ell}^{\prime}=-\frac{\mathrm{Q}_{\ell}+\sum_{\mathrm{m}=1}^{\ell-1} \omega_{\mathrm{m}}^{\prime} \omega_{\ell-\mathrm{m}}^{\prime}}{2 \omega_{\mathrm{o}}^{\prime}(\mathrm{x})} \quad \ell=1,2, \ldots, \mathrm{k}-1 \tag{9.82}
\end{equation*}
$$

which gives an expression for all the unknown coefficients, i.e., $\omega_{\ell}^{\prime}, \ell=1,2, \ldots, k-1$ in terms of the two values of $\omega_{0}^{\prime}(x)$.

After removing the first ( $\mathrm{k}-1$ ) from the first bracketed sum of eq. (9.79), there remains:

$$
\begin{align*}
& \sum_{\ell=k}^{\infty} u_{n-\ell}\left[Q_{\ell}+\sum_{m=0}^{\infty} \omega_{m}^{\prime} \omega_{\ell-m}^{\prime}\right]+\sum_{\ell=0}^{\infty} u_{n-\ell} \omega_{\ell-k}^{\prime \prime}  \tag{9.83}\\
& +2 \sum_{\ell=0}^{\infty} u_{n-\ell}^{\prime} \omega_{\ell-k}^{\prime}+u_{n-2 k}^{\prime \prime}=0 \quad n=1,2,3, \ldots
\end{align*}
$$

Setting $\mathrm{n}=\mathrm{k}$ in (9.83), one obtains a differential equation for $\mathrm{u}_{\mathrm{o}}^{\prime}(\mathrm{x})$, i.e.:

$$
2 u_{o}^{\prime} \omega_{o}^{\prime}+\left[\omega_{o}^{\prime \prime}+Q_{k}+\sum_{m=1}^{k-1} \omega_{m}^{\prime} \omega_{k-m}^{\prime}\right] u_{o}=0
$$

resulting in a linear first order differential equation on $u_{0}$ :

$$
\begin{equation*}
u_{0}^{\prime}(x)+A_{o}(x) u_{o}(x)=0 \tag{9.84}
\end{equation*}
$$

where $A_{o}(x)=\frac{1}{2 \omega_{o}^{\prime}}\left(\omega_{o}^{\prime \prime}+Q_{k}+\sum_{m=1}^{k-1} \omega_{m}^{\prime} \omega_{k-m}^{\prime}\right)$.
Defining:

$$
\begin{equation*}
\mu(x)=e^{-\int A_{0}(x) d x} \tag{9.85}
\end{equation*}
$$

then the solution for $u_{0}$ (eq. (1.9)) can be written as:

$$
u_{0}(x)=C_{o} \mu(x)
$$

Similarly one can find formulae for $u_{n}^{\prime}$ :

$$
u_{n}^{\prime}+A_{o}(x) u_{n}(x)=B_{n}(x)
$$

where:

$$
\begin{equation*}
\mathrm{B}_{\mathrm{n}}(\mathrm{x})=-\frac{1}{2 \omega_{\mathrm{o}}^{\prime}}\left\{\sum_{\ell=1}^{\mathrm{n}} \mathrm{u}_{\mathrm{n}-\ell}\left(\omega_{\ell}^{\prime \prime}+\mathrm{Q}_{\mathrm{k}+\ell}+\sum_{\mathrm{m}=\ell+1}^{\mathrm{k}-1} \omega_{\mathrm{m}}^{\prime} \omega_{\mathrm{k}+\ell-\mathrm{m}}^{\prime}\right)+2 \mathrm{u}_{\mathrm{n}-\ell}^{\prime} \omega_{\ell}^{\prime}+\mathrm{u}_{\mathrm{n}-\mathrm{k}}^{\prime \prime}\right\} \tag{9.86}
\end{equation*}
$$

whose solution is given by eq. (1.9):

$$
\begin{equation*}
\mathrm{u}_{\mathrm{n}}(\mathrm{x})=\mathrm{C}_{\mathrm{n}} \mu(\mathrm{x})+\mu(\mathrm{x}) \int \frac{\mathrm{B}_{\mathrm{n}}(\mathrm{x})}{\mu(\mathrm{x})} d x \tag{9.87}
\end{equation*}
$$

Note that except for the constant $C_{n}$, the homogeneous solution for $u_{n}(x)$ is the same function $\mu(x)$ for $u_{0}(x)$. Since:

$$
\omega_{\mathrm{o}}^{\prime}= \pm \sqrt{-\mathrm{Q}_{0}(\mathrm{x})}
$$

then eqs. (9.82) and (9.87) yield two independent solutions for $\omega_{1}, \omega_{2}, \ldots \omega_{k}$ and $u_{0}, u_{1}, \ldots$

## Example 9.12 Asymptotic solution for Bessel Functions with large orders

Obtain the asymptotic solution of Bessel functions for large arguments and orders.
Examining the Bessel's eq.:

$$
z^{2} \frac{d^{2} y}{d z^{2}}+z \frac{d y}{d z}+\left(z^{2}-p^{2}\right) y=0
$$

whose solutions are $\mathrm{J}_{\mathrm{p}}(\mathrm{z})$ and $\mathrm{Y}_{\mathrm{p}}(\mathrm{z})$, and letting $\mathrm{z}=\mathrm{px}$, then the equation transforms to:

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+p^{2}\left(x^{2}-1\right) y=0
$$

These solutions can be expanded for large parameter p and large argument px .
Letting:

$$
y(x)=u(x) e^{-\frac{1}{2} \int \frac{d x}{x}}=x^{\frac{1}{2}} u(x)
$$

then the equation transforms to:

$$
\frac{\mathrm{d}^{2} \mathrm{u}}{\mathrm{dx}^{2}}+\mathrm{Q}(\mathrm{x}, \mathrm{p}) \mathrm{u}=0
$$

where:

$$
\mathrm{Q}(\mathrm{x})=\mathrm{p}^{2}\left(1-\frac{1}{\mathrm{x}^{2}}\right)+\frac{1}{4 \mathrm{x}^{2}}
$$

Thus, here:

$$
\mathrm{k}=1, \quad \mathrm{Q}_{0}=1-\frac{1}{\mathrm{x}^{2}}, \quad \mathrm{Q}_{1}=0, \quad \mathrm{Q}_{2}=\frac{1}{4 \mathrm{x}^{2}}, \quad \mathrm{Q}_{3}=\mathrm{Q}_{4}=\ldots=0
$$

and:

$$
\omega(\mathrm{x})=\mathrm{p} \omega_{\mathrm{o}}(\mathrm{x})
$$

Therefore:

$$
\omega_{o}^{\prime}= \pm \sqrt{\frac{1}{x^{2}}-1}= \pm \frac{\sqrt{1-x^{2}}}{x}
$$

or

$$
\omega_{0}(x)= \pm \int \frac{\sqrt{1-x^{2}}}{x} d x= \pm\left[\sqrt{1-x^{2}}+\log \frac{x}{1+\sqrt{1-x^{2}}}\right]
$$

Equation (9.84) gives:

$$
\begin{aligned}
& A_{o}(x)=\frac{\omega_{0}^{\prime \prime}}{2 \omega_{0}^{\prime}} \\
& \mu(x)=e^{-\int \frac{\omega_{o}^{\prime \prime}}{2 \omega_{0}^{\prime}} d x}=\left(\omega_{o}^{\prime}\right)^{-1 / 2}=\frac{x^{1 / 2}}{\left(1-x^{2}\right)^{1 / 4}} \\
& u_{o}(x)=C_{o}\left(\omega_{o}^{\prime}\right)^{1 / 2}=C_{o}^{ \pm} \frac{x^{1 / 2}}{\left(1-x^{2}\right)^{1 / 4}}
\end{aligned}
$$

where $C_{o}^{ \pm}$are constants. For $n=1$

$$
\begin{aligned}
\mathrm{B}_{1}(\mathrm{x}) & =-\frac{1}{2 \omega_{o}^{\prime}}\left\{\left(1-\mathrm{A}_{\circ}^{\prime}+\mathrm{A}_{\mathrm{o}}^{2}\right) \mu(\mathrm{x})+\frac{1}{4 \mathrm{x}^{2}}\right\} \\
\mathrm{u}_{1}(\mathrm{x}) & =\mathrm{C}_{1} \mu(\mathrm{x})+\mu(\mathrm{x}) \int \frac{\mathrm{B}_{1}(\mathrm{x})}{\mu(\mathrm{x})} \mathrm{dx} \\
& \left.=\mathrm{C}_{1} \mu(\mathrm{x})-\mu(\mathrm{x})\right]\left[\frac{1-\mathrm{A}_{\mathrm{o}}^{\prime}+\mathrm{A}_{o}^{2}}{2 \omega_{o}^{\prime}}+\frac{1}{8 \mathrm{x}^{2} \omega_{o}^{\prime} \mu}\right] \mathrm{dx}
\end{aligned}
$$

Finding closed form solutions for $u_{1}(x)$ has become an arduous task, which gets more so for higher ordered expansion functions $\mathrm{u}_{\mathrm{n}}(\mathrm{x})$. However, one can obtain the first order asymptotic values as:

$$
\begin{aligned}
& y_{1} \sim x^{-\frac{1}{2}} e^{p\left|\omega_{0}\right|} u_{0}(x) \sim x^{-\frac{1}{2}} e^{p \sqrt{1-x^{2}}}\left(\frac{x}{1+\sqrt{1-x^{2}}}\right)^{p}+\ldots \\
& y_{2} \sim x^{-\frac{1}{2}} e^{-p\left|\omega_{0}\right|} u_{o}(x) \sim x^{-\frac{1}{2}} e^{-p \sqrt{1-x^{2}}}\left(\frac{x}{1+\sqrt{1-x^{2}}}\right)^{-p}+\ldots
\end{aligned}
$$

### 9.17.2 Formal solutions in exponential form

Another formal solution can be obtained by writing out the solution as an exponential, i.c.:

$$
\mathbf{u}^{\prime \prime}+\mathrm{Q}(\mathrm{x}, \lambda) \mathbf{u}=0
$$

$$
Q(x, \lambda)=\sum_{n=0}^{\infty} Q_{n}(x) \lambda^{2 k-n}
$$

by use of the formal expansion:

$$
\begin{equation*}
u \sim e^{\omega(x, \lambda)} \tag{9.88}
\end{equation*}
$$

where:

$$
\begin{equation*}
\omega(x, \lambda)=\sum_{n=0}^{\infty} \omega_{n}(x) \lambda^{k-n} \tag{9.89}
\end{equation*}
$$

Substituting eq. (9.88) into the ordinary differential equations, one has to satisfy the following equality:

$$
\begin{equation*}
\omega^{\prime \prime}+\left(\omega^{\prime}\right)^{2}+Q=0 \tag{9.90}
\end{equation*}
$$

which results in the following recurrence formulae:

$$
\begin{equation*}
Q_{n}+\sum_{m=0}^{n} \omega_{m}^{\prime} \omega_{n-m}^{\prime}=0 \quad n=0,1,2 \ldots k-1 \tag{9.91}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{n-k}^{\prime \prime}+\sum_{m=0}^{n} \beta_{m}^{\prime} \beta_{n-m}^{\prime}+Q_{n}=0 \quad n>k \tag{9.92}
\end{equation*}
$$

For $\mathrm{n}=0$ in (9.91) gives a value for $\omega_{0}$ :

$$
\begin{equation*}
\mathrm{Q}_{\mathrm{o}}+\left(\omega_{0}^{\prime}\right)^{2}=0 \quad \omega_{\mathrm{o}}^{\prime}= \pm \sqrt{-\mathrm{Q}_{\mathrm{o}}}= \pm \mathrm{i} \sqrt{\mathrm{Q}_{\mathrm{o}}} \tag{9.93}
\end{equation*}
$$

which is the same expression as in (9.81):

$$
\mathrm{Q}_{1}+2 \omega_{\mathrm{o}}^{\prime} \omega_{1}^{\prime}=0 \quad \omega_{1}^{\prime}=-\frac{\mathrm{Q}_{1}}{2 \omega_{\mathrm{o}}^{\prime}}
$$

which is the same expression as in (9.81) and in general gives:

$$
\begin{equation*}
\omega_{\mathrm{n}}^{\prime}=-\frac{1}{2 \omega_{\mathrm{o}}^{\prime}}\left[\sum_{\mathrm{m}=1}^{\mathrm{n}-1} \omega_{\mathrm{m}}^{\prime} \omega_{\mathrm{n}-\mathrm{m}}^{\prime}+\mathrm{Q}_{\mathrm{n}}\right] \quad \mathrm{n}=1,2, \ldots, \mathrm{k}-1 \tag{9.94}
\end{equation*}
$$

For $\mathrm{n}>\mathrm{k}$ use eq. (9.91) to give

$$
\begin{equation*}
\omega_{n}^{\prime}=-\frac{1}{2 \omega_{o}^{\prime}}\left[\sum_{m=1}^{n-1} \omega_{m}^{\prime} \omega_{n-m}^{\prime}+Q_{n}+\omega_{n-k}^{\prime \prime}\right] \quad n>k \tag{9.95}
\end{equation*}
$$

The two formal solutions (9.76) and (9.88) are identical if one would expand the exponential terms in $\mathrm{e}^{\omega(x, \lambda)}$ for $\mathrm{n} \geq \mathrm{k}$ into an infinite series of $\lambda^{-\mathrm{n}}$.

### 9.17.3 Asymptotic Solutions of Ordinary Differential Equations with Large Parameters by the WKBJ Method

Consider the special equation of the Sturm-Liouville type:

$$
\frac{d^{2} y}{d x^{2}}+\lambda^{2} Q y=0
$$

Following the method of section (9.15), then one can replace the coefficients $Q_{i}$ by $\lambda Q_{i}$.
Thus, the asymptotic first order approximation given in (9.64) is:

$$
u_{1,2} \sim Q^{-\frac{1}{4}}(x) \mathrm{e}^{ \pm i \lambda \int \sqrt{Q(x)} d x}
$$

## Example 9.13 Asymptotic solution for Airy's functions with large parameter

Obtain the asymptotic approximation for Airy's function with larger parameter, satisfying

$$
\frac{d^{2} y}{d x^{2}}-\lambda^{2} x y=0
$$

In this case $\mathrm{Q}(\mathrm{x})=-\mathrm{x}$ then the first order approximations become:

$$
\begin{aligned}
& y_{1,2} \sim(-x)^{-1 / 4} e^{ \pm i \lambda \int \sqrt{-x} d x} \\
& y_{1,2} \sim x^{-1 / 4} e^{ \pm i 2 x^{3 / 2} / 3}
\end{aligned}
$$

## PROBLEMS

## Sections 9.2-9.3

Obtain the asymptotic series of the following functions by (a) integration by parts, or (b) Laplace integration:

1. Incomplete Gamma Function: $\Gamma(k, x)=\int_{x}^{\infty} \mathrm{t}^{\mathrm{k}-1} \mathrm{e}^{-\mathrm{t}} \mathrm{dt}$
2. Incomplete Gamma Function: $\Gamma(k, x)=x^{k} e^{-x} \int_{0}^{\infty} e^{-x t}(t+1)^{k-1} d t$
3. Exponential Integral: $E_{1}(z)=e^{-z} \int_{0}^{\infty} \frac{e^{-z t}}{t+1} d t$
4. Exponential Integral of order $n: E_{n}(z)=e^{-z} \int_{0}^{\infty} \frac{e^{-z}}{(t+1)^{n}} d t$
5. $f(z)=\int_{0}^{\infty} \frac{e^{-z t}}{t^{2}+1} d t$
6. $g(z)=\int_{0}^{\infty} t \frac{e^{-z t}}{t^{2}+1} d t$
7. $\mathrm{H}_{0}^{(1)}(\mathrm{z})=\frac{2}{\pi} \mathrm{e}^{\mathrm{i}(\mathrm{z}-\pi / 4)} \int_{0}^{\infty} \frac{\mathrm{e}^{-\mathrm{zw}}}{\sqrt{2 w+i w^{2}}} d w$

## Sections 9.5-9.7

Obtain (a) the Debye leading asymptotic term and (b) the asymptotic series for:
8. Complementary error function:

$$
\operatorname{erfc}(\mathrm{z})=\frac{1}{\sqrt{\mathrm{z}}} \mathrm{e}^{-\mathrm{z}^{2}} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{t}^{2} / 4-\mathrm{zt}} \mathrm{dt} \quad \quad \mathrm{z} \gg 1 \quad \text { (Hint: let } \mathrm{t}=\mathrm{sz} \text { ) }
$$

9. $\operatorname{erfc}(z)=\frac{2}{\pi} e^{-z^{2}} \int_{0}^{\infty} \frac{\mathrm{e}^{-z^{2} t^{2}}}{t^{2}+1} d t$
10. $H_{v}^{(1)}(z)=-\frac{i}{\pi} e^{-i v \pi / 2} \int_{0}^{\infty} e^{i z / 2(t+1 / t)} t^{-v-1} d t$ z >> 1

Also find $J_{v}(z)$ and $Y_{v}(z)$, where $H_{v}^{(1)}=J_{v}(z)+i Y_{v}(z)$
11. $H_{v}^{(1)}(z)=-\frac{i}{\pi} \int_{-\infty}^{\infty+i \pi} e^{z \sinh (t)-v t} d t$ $z \gg 1$
12. $K_{v}(z)=\frac{\sqrt{\pi}}{\Gamma(v+1 / 2)}\left(\frac{\mathrm{z}}{2}\right)^{v} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{z} \cosh (\mathrm{t})}[\sinh (\mathrm{t})]^{2 v} \mathrm{dt} \quad \mathrm{z} \gg 1$ for $v>1 / 2$
13. $\mathrm{K}_{\mathrm{v}}(\mathrm{z})=\frac{1}{2}\left(\frac{\mathrm{z}}{2}\right)^{v} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{t}-\mathrm{z}^{2} /(4 \mathrm{t})} \mathrm{t}^{-v-1} \mathrm{dt} \quad \mathrm{z} \gg 1$ for $v>1 / 2$ (Hint: let $\mathrm{t}=\mathrm{zs}$ )
14. $K_{v}(z)=\frac{\sqrt{\pi}}{\Gamma(v+1 / 2)}\left(\frac{z}{2}\right)^{v} \int_{1}^{\infty} \mathrm{e}^{-z t}\left(t^{2}-1\right)^{v-1 / 2} d t$ $z \gg 1$ for $v>1 / 2$
15. $\mathrm{U}(\mathrm{n}, \mathrm{z})=\frac{\mathrm{e}^{-\mathrm{z}^{2} / 4}}{(\mathrm{n}-1)!} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{zt}-\mathrm{t}^{2} / 2} \mathrm{t}^{\mathrm{n}-1} \mathrm{dt}$ $\mathrm{z} \gg 1 \quad \mathrm{n} \geq 1$
16. $\mathrm{U}(\mathrm{n}, \mathrm{z})=\frac{\mathrm{ze} \mathrm{e}^{-\mathrm{z}^{2} / 4}}{\Gamma(\mathrm{n} / 2)} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{t}} \mathrm{t}^{\mathrm{n} / 2-1}\left(\mathrm{z}^{2}+2 \mathrm{t}\right)^{-(\mathrm{n}+1) / 2} \mathrm{dt} \quad$ (Hint: let $\mathrm{t}=\mathrm{zs}$ )
17. Fresnel Function: $F(z)=\frac{e^{i \pi / 4}}{\sqrt{2}}-\sqrt{2} z e^{i z^{2}} \int_{0}^{\infty} \frac{\mathrm{e}^{-i z^{2} t^{2}}}{\sqrt{\mathrm{t}^{2}+1}} t d t$
18. Probability Function: $\Phi(\mathrm{x})=1-\frac{2 \mathrm{x}}{\sqrt{\pi}} \mathrm{e}^{-\mathrm{x}^{2}} \int_{0}^{\infty} \frac{\mathrm{e}^{-\mathrm{x}^{2} \mathrm{t}^{2}}}{\sqrt{\mathrm{t}^{2}+1}} t \mathrm{tt}$

## Section 9.13 - 9.16

Obtain the asymptotic solution for large arguments ( $x \gg 1$ ) of the following ordinary differential equations
19. $\frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}=0$
20. $x^{2} \frac{d y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-v^{2}\right) y=0$
21. $x^{2} \frac{d y}{d x^{2}}+x \frac{d y}{d x}-\left(x^{2}+v^{2}\right) y=0$

## Section 9.17

Obtain the asymptotic solution for large parameter of the following ordinary differential equations:
22. Problem $\# 20$ for finite $x$, large $v$
23. Problem \#20 for $x$ and $v$ large
24. Problem \#21 for $x$ and $v$ large

## APPENDIX A

## INFINITE SERIES

## A. 1 Introduction

An infinite series of constants is defined as:

$$
\begin{equation*}
a_{0}+a_{1}+a_{2}+\ldots=\sum_{n=0}^{\infty} a_{n} \tag{A.1}
\end{equation*}
$$

The infinite series in (A.1) is said to be convergent to a value $=\mathrm{a}$, if, for any arbitrary number $\varepsilon$, there exists a number M such that:

$$
\left|\sum_{n=0}^{n=N} a_{n}-a\right|<\varepsilon \quad \text { for all } N>M
$$

If this condition is not met, then the series is said to be divergent. The series may diverge to $+\infty$ or $-\infty$ or have no limit, as is the case of an alternating series.

A necessary but not sufficient condition for the convergence of the series (A.1) is:

$$
\operatorname{Lim}_{n \rightarrow \infty} a_{n} \rightarrow 0
$$

For example, the infinite series:

$$
\sum_{n=1}^{\infty} \frac{1}{n}
$$

is divergent, while the limit of $a_{n}$ vanishes

$$
\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \rightarrow 0
$$

A necessary and sufficient condition for convergence of the series (A-1) is as follows: if, for any arbitrary number $\varepsilon$, there exists a number $M$ such that:

$$
\left|\sum_{n=N}^{n=N} a_{n}\right|=\left|a_{N}+a_{N+1}+\ldots+a_{N+k}\right|<\varepsilon
$$

for all $\mathrm{N}>\mathrm{M}$ and for all positive integers k .
If the series:

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left|a_{n}\right| \tag{A.2}
\end{equation*}
$$

converges, then the series (A-1) converges and is said to be an absolutely convergent series. If the series (A-1) converges, but the series (A-2) does not converge, then the series (A-1) is known as a conditionally convergent series.

## Example A. 1

(i) The series:

$$
\sum_{n=1}^{\infty}(-1)^{n} \frac{1}{n^{2}}
$$

is a convergent series and so is the series:

$$
\sum_{n=1}^{\infty}\left|(-1)^{n} \frac{1}{n^{2}}\right|=\sum_{n=1}^{\infty} \frac{1}{n^{2}}
$$

Thus, the series is absolutely convergent.
(ii) The series:

$$
\sum_{n=0}^{\infty}(-1)^{n} \frac{1}{n+1}
$$

is a convergent series, but:

$$
\sum_{n=1}^{\infty}\left|(-1)^{n} \frac{1}{n+1}\right|=\sum_{n=1}^{\infty} \frac{1}{n+1}
$$

is divergent. Therefore the series is conditionally convergent.

## A. 2 Convergence Tests

This section will discuss several tests for convergence of infinite series of numbers. Each test may be more suitable for some series than others.

## A.2.1 Comparison Test

If the positive series $\sum_{n=0}^{\infty} a_{n}$ converges, and if $\left|b_{n}\right| \leq a_{n}$ for large $n$, then the series $\sum_{n=0}^{\infty} b_{n}$ also converges.

If the series $\sum_{n=0}^{\infty} a_{n}$ diverges, and if $\left|b_{n}\right| \leq a_{n}$ for large $n$, then the series $\sum_{n=0}^{\infty} b_{n}$ also diverges.

## Example A. 2

One can use the comparison test to easily prove that $\sum_{n=1}^{\infty} \frac{1}{(n+1)^{2}}$ is convergent, since $\sum_{n=1}^{\infty} \frac{1}{n^{2}}$ is convergent and $\frac{1}{n+1}<\frac{1}{n}$, for all $n>1$.

## A.2.2 Ratio Test (d'Alembert's)

If:

$$
\begin{equation*}
\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|<1 \quad \text { the series converges } \tag{A.3}
\end{equation*}
$$

$\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|>1 \quad$ the series diverges
However, the test fails to give any information when the limit approaches unity. In such a case, if the series is an Alternating Series, i.e., if it is made up of terms that alternate in sign, and if the terms decrease in absolute magnitude consistently for large $n$ and if $\operatorname{Lim}_{n \rightarrow \infty} a_{n} \rightarrow 0$, then the series converges.

## Example A. 3

(i) The series $\sum_{n=0}^{\infty} \frac{1}{2^{n}(n+1)}$ converges, since the Ratio Test gives:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\operatorname{Lim}_{n \rightarrow \infty} \frac{n+1}{2(n+2)}=\frac{1}{2}<1
$$

(ii) The series $\sum_{n=1}^{\infty} \frac{3^{n} n}{(n+1)^{2}}$ diverges, since the Ratio Test gives:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\operatorname{Lim}_{n \rightarrow \infty} \frac{3(n+1)^{3}}{n(n+2)^{2}}=3>1
$$

(iii) The series $\sum_{n=1}^{\infty} \frac{n}{(n+1)^{2}}$ cannot be judged for convergence with the Ratio Test since:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\operatorname{Lim}_{n \rightarrow \infty} \frac{(n+1)^{3}}{n(n+2)^{2}}=1
$$

(iv) The series $\sum_{n=0}^{\infty}(-1)^{n} \frac{n}{(n+1)^{2}}$ converges, since the series is an alternating series, successive terms are smaller, i.e. $\frac{1}{2^{2}}>\frac{2}{3^{2}}>\frac{3}{4^{2}}>\frac{4}{5^{2}} \ldots$, and:

$$
\operatorname{Lim}_{n \rightarrow \infty} a_{n}=\operatorname{Lim}_{n \rightarrow \infty} \frac{n}{(n+1)^{2}} \rightarrow 0
$$

## A.2.3 Root Test (Cauchy's)

If:

$$
\begin{array}{ll}
\operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n}<1 & \text { the series converges } \\
\operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n}>1 & \text { the series diverges } \tag{A.4}
\end{array}
$$

The test fails if the limit approaches unity.

## Example A. 4

(i) One can prove that the series:

$$
\sum_{n=0}^{\infty} \frac{1}{2^{n}(n+1)}
$$

is convergent using the root test. The limit of the $\mathrm{n}^{\text {th }}$ root equals:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n}=\operatorname{Lim}_{n \rightarrow \infty}\left[\frac{1}{2^{n}(n+1)}\right]^{1 / n}=\frac{1}{2} \operatorname{Lim}_{n \rightarrow \infty}(n+1)^{-1 / n}
$$

Let $y=(n+1)^{-1 / n}$, consider the limit of the natural logarithm of $y$ :

$$
\operatorname{Lim}_{n \rightarrow \infty} \log y=\operatorname{Lim}_{n \rightarrow \infty} \frac{-\log (n+1)}{n}=-\operatorname{Lim}_{n \rightarrow \infty} \frac{\frac{1}{n+1}}{1} \rightarrow 0
$$

by using L' Hospital rule.
Thus:

$$
\operatorname{Lim}_{n \rightarrow \infty} y=e^{0}=1
$$

so that:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n} \rightarrow \frac{1}{2}<1
$$

(ii) One can prove that the series:

$$
\sum_{n=1}^{\infty} \frac{3^{n} n}{(n+1)^{2}}
$$

is divergent using the root test. The limit of the root equals:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n}=\operatorname{Lim}_{n \rightarrow \infty}\left[\frac{3^{n} n}{(n+1)^{2}}\right]^{1 / n}=3 \operatorname{Lim}_{n \rightarrow \infty}(n+1)^{-1 / n} \operatorname{Lim}_{n \rightarrow \infty}\left(\frac{n}{n+1}\right)^{1 / n}
$$

From part (i), $\operatorname{Lim}_{\mathrm{n} \rightarrow \infty}(\mathrm{n}+1)^{-1 / \mathrm{n}}=1$, therefore:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n}=3 \operatorname{Lim}_{n \rightarrow \infty}\left(\frac{n}{n+1}\right)^{1 / n}=3 \operatorname{Lim}_{n \rightarrow \infty}\left(\frac{1}{1+1 / n}\right)^{1 / n}=3>1
$$

## A. 2. 4 Raabe's Test

For a positive series $\left\{a_{n}\right\}$, if the Limit of $\left(a_{n+1} / a_{n}\right)$ approaches unity, where the Ratio Test fails, then the following test gives a criteria for convergence. If:
$\operatorname{Lim}_{n \rightarrow \infty}\left\{n\left[\frac{a_{n}}{a_{n+1}}-1\right]\right\}>1 \quad$ the series converges
$\operatorname{Lim}_{n \rightarrow \infty}\left\{n\left[\frac{a_{n}}{a_{n+1}}-1\right]\right\}<1 \quad$ the series diverges
If this limit approaches unity, then the following refinements of the test can be used:
$\operatorname{Lim}_{n \rightarrow \infty}(\log n)\left\{n\left[\frac{a_{n}}{a_{n+1}}-1\right]-1\right\}>1$ the series converges
$\operatorname{Lim}_{n \rightarrow \infty}(\log n)\left\{n\left[\frac{a_{n}}{a_{n+1}}-1\right]-1\right\}<1$ the series diverges
If this limit approaches unity, then the following refinements of the test can be used:

$$
\begin{array}{ll}
\operatorname{Lim}_{n \rightarrow \infty}(\log n)\left\{(\log n)\left\{n\left[\frac{a_{n}}{a_{n+1}}-1\right]-1\right\}-1\right\}>1 & \text { the series converges } \\
\operatorname{Lim}_{n \rightarrow \infty}(\log n)\left\{(\log n)\left\{n\left[\frac{a_{n}}{a_{n+1}}-1\right]-1\right\}-1\right\}<1 & \text { the series diverges } \tag{A.5c}
\end{array}
$$

If the limit approaches unity, then another test based on a refinement of (A.5c) can be repeated over and over.

Example A. 5
(i) The series $\sum_{\mathrm{n}=0}^{\infty} \frac{1}{(\mathrm{n}+1)^{2}}$ could not be tested conclusively with the Ratio test, but it can be tested using Raabe's test:

$$
\operatorname{Lim}_{n \rightarrow \infty} n\left(\frac{a_{n}}{a_{n+1}}-1\right)=\operatorname{Lim}_{n \rightarrow \infty} n\left[\frac{(n+2)^{2}}{(n+1)^{2}}-1\right]=2>1
$$

Therefore, the series converges.
(ii) The series $\sum_{n=0}^{\infty} \frac{1}{(n+1)}$ could not be tested conclusively with the Ratio test. Using Raabe's Test (A.5a):

$$
\operatorname{Lim}_{n \rightarrow \infty} n\left(\frac{a_{n}}{a_{n+1}}-1\right)=\operatorname{Lim}_{n \rightarrow \infty} n\left[\frac{(n+2)}{(n+1)}-1\right]=1
$$

Thus, the first test fails. Using the second version (A.5b):

$$
\operatorname{Lim}_{n \rightarrow \infty}(\log n)\left\{n\left[\frac{(n+2)}{(n+1)}-1\right]-1\right\}=\underset{n \rightarrow \infty}{\operatorname{Lim}(\log n)}\left\{\frac{n}{(n+1)}-1\right\}=0<1
$$

Therefore, the series diverges.

## A.2.5 Integral Test

If the sequence $a_{n}$ is a monotonically decreasing positive sequence, then define a function:

$$
\mathrm{f}(\mathrm{n})=\mathrm{a}_{\mathrm{n}}
$$

which is also a monotonically decreasing positive function of n . Then the series:

$$
\sum_{n=0}^{\infty} a_{n}
$$

and the integral:

$$
\int_{c}^{\infty} \mathrm{f}(\mathrm{n}) \mathrm{dn}
$$

both converge or both diverge, for $\mathrm{c}>0$.

## Example A. 6

(i) The series $\sum_{\mathrm{n}=0}^{\infty} \frac{1}{\mathrm{n}^{2}}$ converges, since the integral $\int_{1}^{\infty} \frac{\mathrm{dn}}{\mathrm{n}^{2}}=-\left.\frac{1}{\mathrm{n}}\right|_{1} ^{\infty}=1$ also converges.
(ii) The series $\sum_{n=0}^{\infty} \frac{1}{n}$ diverges, because the integral $\int_{1}^{\infty} \frac{d n}{n}=\left.\log n\right|_{1} ^{\infty}=\infty$ also diverges.

## A. 3 Infinite Series of Functions of One Variable

An infinite series of functions of one variable takes the following form:

$$
f_{0}(x)+f_{1}(x)+f_{2}(x)+\ldots=\sum_{n=0}^{\infty} f_{n}(x) \quad a \leq x \leq b
$$

The series can be summed at any point $x$ in the interval $[a, b]$. If the sum of the series, summed for a point $x_{0}$, converges to some value $f\left(x_{0}\right)$, then the series is said to converge to $f\left(x_{0}\right)$ for $a \leq x_{o} \leq b$. Thus, if one chooses an arbitrary small number $\varepsilon$, then there exists a number $M$, such that the remainder of the series $R_{N}(x)$ :

$$
\left|R_{N}\left(x_{o}\right)\right|=\left|f\left(x_{o}\right)-\sum_{n=0}^{n=N} f_{n}\left(x_{o}\right)\right|<\varepsilon \quad \text { for } \quad N>M
$$

and

$$
f\left(x_{0}\right)=\operatorname{Lim}_{N \rightarrow \infty} \sum_{n=0}^{N} f_{n}\left(x_{0}\right)
$$

A necessary and sufficient condition for convergence of the series at a point $x_{0}$ is that, given a small arbitrary number $\varepsilon$, then there exists a number $M$, such that:

$$
\left|f_{N}(x)+f_{N+1}(x)+\ldots .+f_{N+k}(x)\right|=\left|\sum_{n=N}^{N+k} f_{n}(x)\right|<\varepsilon
$$

for all $\mathrm{N}>\mathrm{M}$ and for all values of the positive integer k .
It should be noted that the sum of a series whose terms are continuous may not be continuous. Thus, if the series is convergent to $f(x)$, then:

$$
\operatorname{Lim}_{N \rightarrow \infty} \sum_{n=0}^{N} f_{n}(x) \rightarrow f(x)
$$

and

$$
\begin{equation*}
f\left(x_{0}\right)=\operatorname{Lim}_{x \rightarrow x_{0}} f(x)=\operatorname{Lim}_{x \rightarrow x_{0}}\left[\operatorname{Lim}_{N \rightarrow \infty} \sum_{n=0}^{N} f_{n}(x)\right] \tag{A.6}
\end{equation*}
$$

On the other hand, by definition:

$$
\begin{equation*}
f\left(x_{o}\right)=\operatorname{Lim}_{N \rightarrow \infty}\left[\sum_{n=0}^{N} \operatorname{Lim}_{x \rightarrow x_{0}} f_{n}(x)\right] \tag{A.7}
\end{equation*}
$$

The limiting values for $f\left(x_{0}\right)$ as given in (A.6) and (A.7) are not the same if $f(x)$ is discontinuous at $x=x_{0}$, they are identical only if $f(x)$ is continuous at $x=x_{0}$.

## A.3.1 Uniform Convergence

A series is said to converge uniformly for all values of $x$ in [a,b], if for any arbitrary positive number, there exists a number $M$ independent of $x$, such that:

$$
\left|f(x)-\sum_{n=0}^{N} f_{n}(x)\right|<\varepsilon \quad \text { for } \quad N>M
$$

for all values of $x$ in the interval $[a, b]$.

## Example A. 7

The series of functions:

$$
(1-x)+x(1-x)+x^{2}(1-x)+\ldots
$$

can be represented by a series of $f_{n}(x)$ given by:

$$
f_{n}(x)=x^{n-1}(1-x) \quad n=1,2,3, \ldots
$$

Summing the first N terms, one obtains:

$$
\sum_{n=1}^{N} f_{n}(x)=1-x^{N}
$$

The series converges for $\mathbf{N} \rightarrow \infty$ iff:

$$
|x|<1
$$

Therefore, the sum of the infinite series as $\mathrm{N} \rightarrow \infty$ approaches:

$$
f(x)=\operatorname{Lim}_{N \rightarrow \infty}\left[\sum_{n=1}^{N} f_{n}(x)\right]=1 \quad \text { for } \quad|x|<1
$$

Thus, to test the convergence of the series, the remainder of the series $\mathrm{R}_{\mathrm{N}}(\mathrm{x})$ is found to be:

$$
R_{N}(x)=\left|f(x)-\sum_{n=1}^{N} f_{n}(x)\right|=\left|1-\left(1-x^{N}\right)\right|=\left|x^{N}\right|
$$

which vanishes as $\mathrm{N} \rightarrow \infty$ only if $|\mathrm{x}|<1$.
For uniform convergence:

$$
\left|\mathrm{x}^{\mathrm{N}}\right|<\varepsilon \quad \text { for } \varepsilon \text { fixed and for all } \mathrm{N}>\mathrm{M}
$$

or

$$
\mathrm{N}>\left|\frac{\log (\varepsilon)}{\log (|\mathrm{x}|)}\right|
$$

If one chooses an $\varepsilon=\mathrm{e}^{-10}$, then one must choose a value N such that:

$$
N>\frac{10}{|\log (\mid x)|}
$$

Thus, the series is uniformly convergent for $0 \leq x \leq x_{0}, 0<x_{o}<1$. At the point $x=x_{0}$ choose:

$$
N=\frac{10}{\log \left(\left|x_{0}\right|\right)}
$$

As the point $x_{0}$ approaches $1, \| \log x_{0} I \rightarrow 0$, and one needs increasingly larger and larger values of $N$, so that the inequality $R_{n}<\varepsilon$ cannot be satisfied by one value of $N$. Thus, the series is uniformly convergent in the region $0 \leq x \leq x_{0}$, and not uniformly convergent in the region $0 \leq x \leq 1$.

## A.3.2 Weierstrass's Test for Uniform Convergence

The series $f_{0}(x)+f_{1}(x)+\ldots$, converges uniformly in $[a, b]$ if there exists a convergent positive series of positive real numbers $M_{1}+M_{2}+\ldots$ such that:

$$
\left|f_{n}(x)\right| \leq M_{n} \quad \text { for all } \quad x \text { in }[a, b]
$$

## Example A. 8

The series:

$$
\sum_{n=1}^{\infty} \frac{1}{n^{2}+x^{2}}
$$

converges uniformly for $-\infty<x<\infty$ since:

$$
\left|f_{n}(x)\right|=\left|\frac{1}{n^{2}+x^{2}}\right| \leq \frac{1}{n^{2}}=M_{n} \quad \text { for all } x \geq 0
$$

and since the series of constants:

$$
\sum_{n=1}^{\infty} M_{n}=\sum_{n=1}^{\infty} \frac{1}{n^{2}} \text { converges }
$$

## A.3.3 Consequences of Uniform Convergence

Uniform convergence of an infinite series of functions implies that:

1. If the functions $f_{n}(x)$ are continuous in $[a, b]$ and if the series converges uniformly in $[a, b]$ to $f(x)$, then $f(x)$ is a continuous function in $[a, b]$.
2. If the functions $f_{n}(x)$ are continuous in $[a, b]$ and if the series converges uniformly in $[a, b]$ to $f(x)$, then the series can be integrated term by term:

$$
\int_{x_{1}}^{x_{2}} f(x) d x=\int_{x_{1}}^{x_{2}} f_{o}(x) d x+\int_{x_{1}}^{x_{2}} f_{1}(x) d x+\ldots=\sum_{n=0}^{\infty} \int_{x_{1}}^{x_{2}} f_{n}(x) d x
$$

where $\mathrm{a} \leq \mathrm{x}_{1}, \mathrm{x}_{2} \leq \mathrm{b}$.
3. If the series $\sum_{n=0}^{\infty} f_{n}(x)$ converges to $f(x)$ in [a,b] and if each term $f_{n}(x)$ and $f_{n}{ }^{\prime}(x)$ are continuous, and if the series:

$$
\sum_{n=0}^{\infty} f_{n}^{\prime}(x)
$$

is uniformly convergent in $[\mathrm{a}, \mathrm{b}]$, then, the series can be differentiated term by term:

$$
f^{\prime}(x)=\sum_{n=0}^{\infty} f_{n}^{\prime}(x)
$$

## A. 4 Power Series

A power series about a point $x_{0}$, is defined as:

$$
\begin{equation*}
a_{0}+a_{1}\left(x-x_{0}\right)^{M}+a_{2}\left(x-x_{o}\right)^{2 M}+\ldots=\sum_{n=0}^{\infty} a_{n}\left(x-x_{o}\right)^{n M} \tag{A.8}
\end{equation*}
$$

where M is a positive integer. The power series is a special form of an infinite series of functions. The series may converge in a certain region.

## A.4.1 Radius of Convergence

For convergence of the series (A.8) either the Ratio Test or the Root Test can be employed. The Ratio Test gives:

$$
\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n+1}\left(x-x_{0}\right)^{(n+1) M}}{a_{n}\left(x-x_{0}\right)^{n M}}\right|=\left|x-x_{0}\right|^{M} \operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|<1 \text { the series converges }
$$

> 1 the series diverges
or if one defines the radius of convergence $\rho$ as:

$$
\begin{equation*}
\rho=\left\{\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{a_{n}}{a_{n+1}}\right|\right\}^{1 / M} \tag{A.9}
\end{equation*}
$$

then the convergence of the series is decided by the conditions:
$\left|x-x_{0}\right|<\rho$ the series converges
$>\rho$ the series diverges

In other words, the series converges in the region:

$$
x_{o}-\rho<x<x_{0}+\rho
$$

and diverges outside this region.
The Root Test gives:

$$
\begin{aligned}
\operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\left(x-x_{0}\right)^{n M}\right|^{1 / n M}=\left|x-x_{0}\right| \operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\right|^{1 / n M}< & 1 \text { the series converges } \\
& >1 \text { the series diverges }
\end{aligned}
$$

Thus, if one lets:

$$
\begin{equation*}
\rho=\left\{\operatorname{Lim}_{n \rightarrow \infty}\left|a_{n}\right|^{-1 / n}\right\}^{1 / M} \tag{A.11}
\end{equation*}
$$

then the series converges in the region indicated in (A.10).
The Ratio Test or the Root Test fails at the end points, i.e., when $\left|\mathrm{x}-\mathrm{x}_{\mathrm{o}}\right|=\rho$, where both tests give a limit of unity. In such cases, Raabe's Test or the Alternating Series Test (if appropriate) can be used on the series after substituting for the end points at $\mathrm{x}=$ $x_{0}+\rho$ or $x=x_{0}-\rho$.

## Example A. 9

Find the regions of convergence of the following power series:

$$
\sum_{n=1}^{\infty} \frac{(x-1)^{3 n}}{n 27^{n}}
$$

Here $\mathrm{M}=3$, so that the radius of convergence by the Ratio Test becomes:

$$
\rho=\operatorname{Lim}_{\mathrm{n} \rightarrow \infty}\left|\frac{(\mathrm{n}+1) 27^{\mathrm{n}+1}}{\mathrm{n} 27^{\mathrm{n}}}\right|^{1 / 3}=(27)^{1 / 3}=3
$$

while using the Root Test:

$$
\rho=\operatorname{Lim}_{n \rightarrow \infty}\left|\frac{27^{-n}}{n}\right|^{-1 / 3 n}=(27)^{1 / 3} \operatorname{Lim}_{n \rightarrow \infty} n^{1 / 3 n} \rightarrow 3
$$

At one end point, $x-1=3$ or $x=4$, the series becomes:

$$
\sum_{n=1}^{\infty} \frac{(4-1)^{3 n}}{n 27^{n}}=\sum_{n=1}^{\infty} \frac{3^{3 n}}{n 27^{n}}=\sum_{n=1}^{\infty} \frac{1}{n}
$$

which diverges. At the second end point, $\mathrm{x}-1=-3$ or $\mathrm{x}=-2$, and the series becomes an alternating series:

$$
\sum_{n=1}^{\infty} \frac{(-2-1)^{3 n}}{n 27^{n}}=\sum_{n=1}^{\infty} \frac{(-3)^{3 n}}{n 27^{n}}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n}
$$

which converges, so that the region of convergence of the power series is $-2 \leq x<4$.

## A.4.2 Properties of Power Series

1. A power series is absolutely and uniformly convergent in the region

$$
x_{0}-\rho<x<x_{o}+\rho
$$

2. A power series can be differentiated term by term, such that:

$$
f^{\prime}(x)=a_{1}+2 a_{2}\left(x-x_{o}\right)+3 a_{3}\left(x-x_{o}\right)^{2} \ldots=\sum_{n=1}^{\infty} n a_{n}\left(x-x_{o}\right)^{n-1}
$$

for $x_{0}-\rho<x<x_{0}+\rho$. The radius of convergence of the resulting series for $f^{\prime}(x)$ is the same as that of the series for $f(x)$. This holds for all derivatives of the series $f(x)^{(n)}$, for $\mathrm{n} \geq 1$.
3. The series can be integrated term by term such that:

$$
\int_{x_{1}}^{x_{2}} f(x) d x=\sum_{n=0}^{\infty} a_{n} \int_{x_{1}}^{x_{2}}\left(x-x_{o}\right)^{n} d x=\left.\sum_{n=0}^{\infty} \frac{a_{n}}{n+1}\left(x-x_{o}\right)^{n+1}\right|_{x_{1}} ^{x_{2}}
$$

for $x_{0}-\rho<x<x_{0}+\rho$. The series can be integrated as many times as needed.

## PROBLEMS

1. Prove that the following series of the form:

$$
\sum_{n=1}^{\infty} a_{n}
$$

converges where $a_{n}$ is given by:
(a) $\log \left(1-\frac{1}{\mathrm{n}^{2}}\right)$
(b) $\frac{1}{\mathrm{n}^{\mathrm{c}}} \quad \mathrm{c}>1$
(c) $\frac{(-1)^{n}}{n^{c}} \quad c>0$
(d) $\frac{n}{(n+1)^{3}}$
(e) $\frac{1}{n+2^{n}}$
(f) $\frac{1}{n 2^{n}}$
(g) $\frac{1}{n^{2} 3^{n}}$
(h) $\frac{3^{n}}{5^{n}}$
(i) $(-1)^{\mathrm{n}} \log \left(1+\frac{1}{\mathrm{n}}\right)$
(j) $\frac{n^{2}}{2^{n}}$
(k) $\frac{2^{2 n}}{3^{2 n}}$
(l) $\frac{n}{e^{n}}$
(m) $\frac{n}{(n!)^{2}}$
(n) $\frac{3^{2 n}}{(2 n)!}$
(o) $\frac{n^{3}}{n!}$
(p) $\frac{1}{\mathrm{n}^{3}}$
(q) $\mathrm{n}^{-\mathrm{n}}$
(r) $\frac{1}{n!(n+1)!}$
(s) $3^{-n}$
(t) $\frac{(-1)^{n} n}{n^{3}+1}$
(u) $\mathrm{e}^{-\mathrm{n}}$
(v) $\frac{n}{(n+1)!}$
(w) $\frac{(-1)^{n}}{\log (n+1)}$
(x) $\frac{(-1)^{n}}{\sqrt{n}}$
(y) $\frac{1}{(2 n)!}$
(z) $\frac{n!}{(2 n)!}$
(aa) $\frac{(n!)^{2}}{(2 n)!}$
(bb) $[\log (n+1)]^{-n}$
2. Prove that the following series:

$$
\sum_{n=1}^{\infty} a_{n}
$$

diverges, where $a_{n}$ is given by:
(a) $\frac{\mathrm{n}^{\mathrm{n}}}{\mathrm{n}!}$
(b) $\frac{1}{\sqrt{n}}$
(c) $\log \left(1+\frac{1}{\mathrm{n}}\right)$
(d) $\frac{1}{\sqrt{n(n+2)}}$
(e) $\frac{1}{\log (n+1)}$
(f) $\frac{1}{\sqrt{\mathrm{n}^{2}+1}}$
(g) $\frac{n!}{3^{n}}$
(h) $\frac{3^{n}}{n^{2}}$
(i) $\frac{3^{n}}{1+e^{n}}$
(j) $\frac{\log (n+1)}{n}$
3. Find the radius of convergence and the region of convergence of the following power series:
(a) $\sum_{n=0}^{\infty} \frac{(x-1)^{n}}{2^{n}}$
(b) $\sum_{n=0}^{\infty} \frac{(x+2)^{n}}{4^{n}+n^{2}}$
(c) $\sum_{n=0}^{\infty} \frac{(x-2)^{n}}{n+1}$
(d) $\sum_{n=0}^{\infty} \frac{(n!)^{2} x^{2 n}}{(2 n)!}$
(e) $\sum_{n=0}^{\infty} \frac{x^{n}}{n!}$
(f) $\sum_{n=1}^{\infty} \frac{(-1)^{n}(x+1)^{n}}{\sqrt{n}}$
(g) $\sum_{n=1}^{\infty} \frac{n!x^{n}}{n^{n}}$
(h) $\sum_{n=1}^{\infty} \frac{n^{3}(x-3)^{n}}{3^{n}}$
(i) $\sum_{n=0}^{\infty} \frac{(x+1)^{3 n}}{8^{n}}$
(j) $\sum_{n=0}^{\infty} \frac{(x+1)^{3 n}}{8^{n}(n+1)}$

## APPENDIX B

## SPECIAL FUNCTIONS

In this appendix, a compendium of the most often used and quoted functions are covered. Some of these functions are obtained as series solutions of some differential equations and some are defined by integrals.

## B. 1 The Gamma Function $\Gamma(x)$

Definition:

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} \mathrm{t}^{\mathrm{x}-1} \mathrm{e}^{-\mathrm{t}} \mathrm{dt} \quad(\operatorname{Re} \mathrm{x}>0) \tag{B1.1}
\end{equation*}
$$

Recurrence Formulae:

$$
\begin{align*}
& \Gamma(x+1)=x \Gamma(x)  \tag{B1.2}\\
& \Gamma(n+1)=n! \tag{B1.3}
\end{align*}
$$

Useful Formulae:

$$
\begin{align*}
& \Gamma(x) \Gamma(1-x)=\pi \operatorname{cosec}(\pi x)  \tag{B1.4}\\
& \Gamma(x) \Gamma(-x)=-\pi \frac{\operatorname{cosec}(\pi x)}{x}  \tag{B1.5}\\
& \Gamma\left(\frac{1}{2}+x\right) \Gamma\left(\frac{1}{2}-x\right)=\pi \sec (\pi x)  \tag{B1.6}\\
& \Gamma(2 x)=\frac{2^{2 x-1}}{\sqrt{\pi}} \Gamma(x) \Gamma\left(x+\frac{1}{2}\right) \tag{B1.7}
\end{align*}
$$

Complex Arguments:

$$
\begin{align*}
& \Gamma(1+i x)=i x \Gamma(i x)  \tag{B1.8}\\
& \Gamma(i x) \Gamma(-i x)=|\Gamma(i x)|^{2}=\frac{\pi}{x \sinh \pi x}  \tag{B1.9}\\
& \Gamma(1+i x) \Gamma(1-i x)=\frac{\pi x}{\sinh \pi x} \tag{B1.10}
\end{align*}
$$
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Asymptotic Series:

$$
\begin{array}{cc}
\Gamma(z) \sim \sqrt{2 \pi} z^{z-1 / 2} e^{-z}\left[1+\frac{1}{12 z}+\frac{1}{288 z^{2}}-\frac{139}{51840 z^{3}}-\cdots\right] \\
|z| \gg 1 & \operatorname{larg} z \mid<\pi
\end{array}
$$

Special Values:

$$
\begin{array}{ll}
\Gamma(1 / 2)=\pi^{1 / 2} & \Gamma(3 / 2)=\frac{\pi^{1 / 2}}{2}  \tag{B1.12}\\
\Gamma\left(n+\frac{1}{2}\right)=\sqrt{\pi} \frac{(2 n-1)!!}{2^{n}} & \Gamma\left(\frac{1}{2}-n\right)=\sqrt{\pi} \frac{(-1)^{n} 2^{n}}{(2 n-1)!!}
\end{array}
$$

where the symbol $n!!=n(n-2) \cdot \ldots \cdot 2$ or 1
Integral Representations:

$$
\begin{array}{lll}
\Gamma(\mathrm{z})=\frac{\mathrm{x}^{\mathrm{z}}}{2 \sin (\pi \mathrm{z})} \int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{ixt}(\mathrm{it})^{z-1} \mathrm{dt}} & \mathrm{x}>0 & 0<\operatorname{Re}(\mathrm{z})<1 \\
\Gamma(\mathrm{z})=\frac{\mathrm{x}^{\mathrm{z}}}{\cos (\pi \mathrm{z} / 2)} \int_{0}^{\infty} \cos (\mathrm{xt}) \mathrm{t}^{\mathrm{z}-1} \mathrm{dt} & \mathrm{x}>0 & 0<\operatorname{Re}(\mathrm{z})<1 \\
\Gamma(\mathrm{z})=\frac{\mathrm{x}^{\mathrm{z}}}{\sin (\pi \mathrm{z} / 2)} \int_{0}^{\infty} \sin (\mathrm{xt}) \mathrm{t}^{\mathrm{z}-1} \mathrm{dt} & \mathrm{x}>0 & 0<\operatorname{Re}(\mathrm{z})<1 \\
\Gamma(\mathrm{z})=\int_{0}^{\infty} \mathrm{e}^{-\mathrm{t}} \mathrm{t}^{\mathrm{z}-1}(\log \mathrm{t})(\mathrm{t}-\mathrm{z}) \mathrm{dt} & & \operatorname{Re}(\mathrm{z})>0 \\
\Gamma(\mathrm{z})=\int_{-\infty}^{\infty} \exp \left[\mathrm{zt}-\mathrm{e}^{\mathrm{t}}\right] \mathrm{dt} & & \operatorname{Re}(\mathrm{z})>0 \tag{B1.17}
\end{array}
$$

## B. 2 PSI Function $\boldsymbol{\psi}(\mathbf{x})$

Definition:

$$
\begin{equation*}
\psi(\mathrm{z})=\frac{1}{\Gamma(\mathrm{z})}\left[\frac{\mathrm{d} \Gamma(\mathrm{z})}{\mathrm{dz}}\right]=\frac{\mathrm{d}[\log \Gamma(\mathrm{z})]}{\mathrm{dz}} \tag{B2.1}
\end{equation*}
$$

Recurrence Formulae:

$$
\begin{align*}
& \psi(\mathrm{z}+1)=\frac{1}{\mathrm{z}}+\psi(\mathrm{z})  \tag{B2.2}\\
& \psi(\mathrm{z}+\mathrm{n})=\psi(\mathrm{z})+\sum_{\mathrm{k}=0}^{\mathrm{n}-1} \frac{1}{\mathrm{z}+\mathrm{k}}  \tag{B2.3}\\
& \psi(\mathrm{z}-\mathrm{n})=\psi(\mathrm{z})-\sum_{\mathrm{k}=1}^{\mathrm{n}} \frac{1}{\mathrm{z}-\mathrm{k}}  \tag{B2.4}\\
& \psi(\mathrm{z}+1 / 2)=\psi(1 / 2-\mathrm{z})+\pi \tan (\pi \mathrm{z})  \tag{B2.5}\\
& \psi(1-\mathrm{z})=\psi(\mathrm{z})+\pi \cot (\pi \mathrm{z}) \tag{B2.6}
\end{align*}
$$

Special Values:

$$
\begin{align*}
& \psi(1)=-\gamma=-0.5772156649 \ldots \\
& \psi\left(\frac{1}{2}\right)=-\gamma-2 \log 2 \\
& \psi(n+1)=-\gamma+\sum_{k=1}^{n} \frac{1}{k} \tag{B2.7}
\end{align*}
$$

Asymptotic Series:

$$
\begin{gathered}
\psi(z) \sim \log z-\frac{1}{2 z}-\frac{1}{12 z^{2}}+\frac{1}{120 z^{4}}-\frac{1}{252 z^{6}}+\ldots \\
|z| \gg 1
\end{gathered}
$$

Integral Representations:

$$
\begin{align*}
\psi(\mathrm{z}) & =-\gamma+\int_{0}^{\infty} \frac{\mathrm{e}^{-t}-\mathrm{e}^{-\mathrm{zt}}}{1-\mathrm{e}^{-t}} d t  \tag{B2.9}\\
& =-\gamma+\int_{0}^{1} \frac{1-t^{z-1}}{1-\mathrm{t}} d t  \tag{B2.10}\\
& =\int_{0}^{\infty} \frac{\mathrm{e}^{-t}-(1+\mathrm{t})^{-\mathrm{z}}}{\mathrm{t}} \mathrm{dt}  \tag{B2.11}\\
& =\int_{0}^{\infty} \frac{1-\mathrm{e}^{-t}-\mathrm{e}^{-t(z-1)}}{\mathrm{t}\left(\mathrm{e}^{\mathrm{t}}-1\right)} \mathrm{dt} \tag{B2.12}
\end{align*}
$$

## B. 3 Incomplete Gamma Function $\boldsymbol{\gamma}(\mathbf{x}, \mathbf{y})$

## Definitions:

$$
\begin{align*}
& \gamma(\mathrm{x}, \mathrm{y})=\int_{0}^{\mathrm{y}} \mathrm{e}^{-t} \mathrm{t}^{\mathrm{x}-1} \mathrm{dt}  \tag{B3.1}\\
& \Gamma(\mathrm{Re}, \mathrm{y})=\int_{\mathrm{y}} \mathrm{e}^{-1} \mathrm{t}^{\mathrm{x}-1} \mathrm{dt} \quad \text { (Incomplete Gamma Function) }  \tag{B3.2}\\
& \gamma^{*}(\mathrm{x}, \mathrm{y})=\frac{\mathrm{y}^{-\mathrm{x}}}{\Gamma(\mathrm{x})} \gamma(\mathrm{x}, \mathrm{y}) \tag{B3.3}
\end{align*}
$$

Recurrence Formulae:

$$
\begin{align*}
& \gamma(x+1, y)=x \gamma(x, y)-y^{x} e^{-y}  \tag{B3.4}\\
& \Gamma(x+1, y)=x \Gamma(x, y)+y^{x} e^{-y}  \tag{B3.5}\\
& \gamma^{*}(x+1, y)=\frac{\gamma^{*}(x, y)}{y}-\frac{e^{-y}}{y \Gamma(x+1)} \tag{B3.6}
\end{align*}
$$

Useful Formulae:

$$
\begin{align*}
& \Gamma(x, y)+\gamma(x, y)=\Gamma(x)  \tag{B3.7}\\
& \Gamma(x) \Gamma(x+n, y)-\Gamma(x+n) \Gamma(x, y)=\Gamma(x+n) \gamma(x, y)-\Gamma(x) \Gamma(x+n, y) \tag{B3.8}
\end{align*}
$$

Special Values:

$$
\begin{align*}
& \gamma\left(\frac{1}{2}, x^{2}\right)=\sqrt{\pi} \operatorname{erf}(x)  \tag{B3.9}\\
& \Gamma\left(\frac{1}{2}, x^{2}\right)=\sqrt{\pi} \operatorname{erfc}(x)  \tag{B3.10}\\
& \gamma^{*}(-n, y)=y^{n}  \tag{B3.11}\\
& \Gamma(0, x)=-E_{i}(-x)  \tag{B3.12}\\
& \Gamma(n+1, y)=n!e^{-y} \sum_{m=0}^{n} \frac{y^{m}}{m!} \tag{B3.13}
\end{align*}
$$

Series Representation:

$$
\begin{equation*}
\gamma(x, y)=\sum_{n=0}^{\infty} \frac{(-1)^{n} y^{n+x}}{(x+n) n!} \quad x>0 \tag{B3.14}
\end{equation*}
$$

Asymptotic Series:

$$
\begin{equation*}
\Gamma(x, y) \sim y^{x-1} e^{-y} \sum_{m=0}^{\infty} \frac{(-1)^{m} \Gamma(1-x+m)}{\Gamma(1-x) x^{m}} \tag{B3.15}
\end{equation*}
$$

$|y| \gg 1$

$$
\Gamma(x, y) \sim \Gamma(x) y^{x-1} e^{-y} \sum_{m=0}^{\infty} \frac{1}{\Gamma(x-m) x^{m}}
$$

$\operatorname{larg} \mathrm{xl}<3 \pi / 2$
$|y| \gg 1$
$\operatorname{larg} \mathrm{x} \mid<3 \pi / 2$

## B. 4 Beta Function B(x,y)

Definition:

$$
\begin{equation*}
B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t \tag{B4.1}
\end{equation*}
$$

Useful Formulae:

$$
\begin{align*}
& B(x, y)=B(y, x)  \tag{B4.2}\\
& B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}  \tag{B4.3}\\
& B(x, x)=2 \frac{B\left(\frac{1}{2}, x\right)}{2^{2 x}}  \tag{B4.4}\\
& B(x, x) B\left(x+\frac{1}{2}, x+\frac{1}{2}\right)=\frac{2 \pi}{x \cdot 2^{4 x}} \tag{B4.5}
\end{align*}
$$

Integral Representations:

$$
\begin{align*}
& B(x, y)=\int_{0}^{\infty} \frac{t^{x-1} d t}{(1+t)^{x+y}}  \tag{B4.6}\\
& B(x, y)=2 \int_{0}^{\pi / 2}(\sin t)^{2 x-1}(\cos t)^{2 y-1} d t \tag{B4.7}
\end{align*}
$$

$$
\begin{equation*}
\mathrm{B}(\mathrm{x}, \mathrm{y})=\int_{1}^{\infty} \frac{\mathrm{t}^{\mathrm{x}}+\mathrm{t}^{\mathrm{y}}}{\mathrm{t}(1+\mathrm{t})^{\mathrm{x}+\mathrm{y}}} \mathrm{dt} \tag{B4.8}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{B}(\mathrm{x}, \mathrm{y})=2 \int_{0}^{\infty} \frac{\mathrm{t}^{2 \mathrm{x}-1}}{\left(1+\mathrm{t}^{2}\right)^{\mathrm{x}+\mathrm{y}}} \mathrm{dt} \tag{B4.9}
\end{equation*}
$$

## B. 5 Error Function erf(x)

Definitions:

$$
\begin{align*}
\operatorname{erf}(x) & =\frac{2}{\sqrt{\pi}} \int_{0}^{x} \mathrm{e}^{-t^{2}} \mathrm{dt}  \tag{B5.1}\\
\operatorname{erfc}(\mathrm{x}) & =1-\operatorname{erf}(\mathrm{x})= \\
& =\frac{2}{\sqrt{\pi}} \int_{\mathrm{x}}^{\infty} \mathrm{e}^{-\mathrm{t}^{2}} \mathrm{dt} \quad \text { (Error Function) } \\
\mathrm{w}(\mathrm{x}) & =\mathrm{e}^{-\mathrm{x}^{2}} \operatorname{erfc}(-\mathrm{ix}) \quad \text { (Complementary Error Function) }  \tag{B5.2}\\
& =\mathrm{e}^{-\mathrm{x}^{2}}\left[1+\frac{2 \mathrm{i}}{\sqrt{\pi}} \int_{0}^{\mathrm{x}} \mathrm{e}^{t^{2}} \mathrm{dt}\right]
\end{align*}
$$

Series Representations:

$$
\begin{align*}
& \operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n+1}}{(2 n+1) n!}  \tag{B5.4}\\
& \operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} e^{-x^{2}} \sum_{n=0}^{\infty} \frac{2^{n} x^{2 n+1}}{(2 n+1)!!}  \tag{B5.5}\\
& w(x)=\sum_{n=0}^{\infty} \frac{(i x)^{n}}{\Gamma(n / 2+1)} \tag{B5.6}
\end{align*}
$$

Useful Formulae:

$$
\begin{align*}
& \operatorname{erf}(-x)=-\operatorname{erf}(x)  \tag{B5.7}\\
& w(-x)=2 e^{-x^{2}}-w(x)  \tag{B5.8}\\
& \operatorname{erf}(x)=\frac{1}{\sqrt{\pi}} \gamma\left(\frac{1}{2}, x^{2}\right)  \tag{B5.9}\\
& \operatorname{erfc}(x)=\frac{1}{\sqrt{\pi}} \Gamma\left(\frac{1}{2}, x^{2}\right) \tag{B5.10}
\end{align*}
$$

Derivative Formulae:

$$
\begin{equation*}
[\operatorname{erfc}(x)]^{(n+1)}=\frac{2}{\sqrt{\pi}}(-1)^{n} e^{-x^{2}} H_{n}(x) \tag{B5.11}
\end{equation*}
$$

$$
\begin{align*}
& \frac{d}{d x}\{\operatorname{erf}(x)\}=\frac{2 e^{-x^{2}}}{\sqrt{\pi}}  \tag{B5.12}\\
& w^{(n)}(x)=-2 x^{(n-1)}-2(n-1) w^{(n-2)} \quad n=2,3, \ldots  \tag{B5.13}\\
& w^{(0)}(x)=w(x) \quad w^{\prime}(x)=\frac{d w}{d x}=-2 x w(x)+\frac{2 i}{\sqrt{\pi}}  \tag{B5.14}\\
& \frac{d}{d x}\{\operatorname{erfc}(x)\}=-\frac{2 e^{-x^{2}}}{\sqrt{\pi}} \tag{B5.15}
\end{align*}
$$

Integral Formulae:

$$
\begin{align*}
& \int \operatorname{erf}(x) d x=x \operatorname{erf}(x)+\frac{e^{-x^{2}}}{\sqrt{\pi}} \\
& \int \exp \left[-\left(a^{2} t^{2}+2 b t+c\right)\right] d t=\frac{\sqrt{\pi}}{2 a} \exp \left[\frac{b^{2}}{a^{2}}-c\right] \operatorname{erf}(a t+b / a) \\
& \int e^{a t} \operatorname{erf}(b t) d t=\frac{1}{a}\left[e^{a t} \operatorname{erf}(b t)-e^{a^{2} / 4 b^{2}} \operatorname{erf}(b t-a / 4 b)\right] \\
& \int e^{-(a t)^{2}} e^{-(b / t)^{2}} d t=\frac{\sqrt{\pi}}{4 a}\left[e^{2 a b} \operatorname{erf}(a t+b / t)+e^{-2 a b} \operatorname{erf}(a t-b / t)\right] \\
& \int_{0}^{\infty} \exp \left[-\left(a^{2} t^{2}+2 b t+c\right)\right] d t=\frac{\sqrt{\pi}}{2 a} \exp \left[\frac{b^{2}}{a^{2}}-c\right] \operatorname{erf}(b / a) \\
& \int_{0}^{\infty} \frac{e^{-a^{2} t} d t}{\sqrt{t+x^{2}}}=\frac{\sqrt{\pi}}{a} e^{a^{2} x^{2}} \operatorname{erfc(ax)} \\
& \int_{0}^{\infty} \frac{e^{-a^{2} t^{2}}}{t^{2}+x^{2}} d t \\
& 2 x \\
& e^{a^{2} x^{2}} \operatorname{erfc}(a x)  \tag{B5.24}\\
& \int_{0}^{\infty} e^{-a t} e r f(b t) d t=\frac{1}{a} e^{a^{2} / 4 b^{2}} \operatorname{erfc}(a / 2 b)  \tag{B5.25}\\
& 0 \\
& \int_{0}^{\infty} e^{-a t} \operatorname{erf}(b \sqrt{t}) d t=\frac{b}{a \sqrt{a+b^{2}}} \\
& 0 \\
& \int_{0}^{\infty} e^{-a t} \operatorname{erf}(b / \sqrt{t}) d t=\frac{1}{a} e^{-2 b \sqrt{a}} \\
&
\end{align*}
$$

Asymptotic Series:

$$
\begin{equation*}
\operatorname{erfc}(x) \sim \frac{e^{-x^{2}}}{x \sqrt{\pi}}\left\{1+\sum_{m=1}^{\infty} \frac{(-1)^{m}(2 m-1)!!}{4^{m} x^{2 m}}\right\} \tag{B5.26}
\end{equation*}
$$

## B. 6 Fresnel Functions C(x), S(x) and F(x)

Definitions:

$$
\begin{align*}
& C(x)=\int_{0}^{x} \cos \left(\pi t^{2} / 2\right) d t \quad \text { (Fresnel Cosine Function) }  \tag{B6.1}\\
& S(x)=\int_{0}^{x} \sin \left(\pi t^{2} / 2\right) d t \quad \text { (Fresnel Sine Function) }  \tag{B6.2}\\
& F(x)=\int_{0}^{x} \exp \left(i \pi t^{2} / 2\right) d t \quad \text { (Fresnel Function) }  \tag{B6.3}\\
& C^{*}(x)=\sqrt{\frac{2}{\pi}} \int_{0}^{x} \cos \left(t^{2}\right) d t  \tag{B6.4}\\
& S^{*}(x)=\sqrt{\frac{2}{\pi}} \int_{0}^{x} \sin \left(t^{2}\right) d t  \tag{B6.5}\\
& F^{*}(x)=\sqrt{\frac{2}{\pi}} \int_{0}^{x} \exp \left(\mathrm{it}^{2}\right) d t \tag{B6.6}
\end{align*}
$$

Series Representations:

$$
\begin{align*}
& C(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n}(\pi / 2)^{2 n}}{(4 n+1)(2 n)!} x^{4 n+1}  \tag{B6.7}\\
& S(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n}(\pi / 2)^{2 n+1}}{(4 n+3)(2 n+1)!} x^{4 n+3} \tag{B6.8}
\end{align*}
$$

Useful Formulae:

$$
\begin{array}{lll}
C(x)=C^{*}(x \sqrt{\pi / 2}) & S(x)=S^{*}(x \sqrt{\pi / 2}) & F(x)=F^{*}(x \sqrt{\pi / 2}) \\
C(x)=-C(-x) & S(x)=-S(-x) \\
C(i x)=i C(x) & S(i x)=i S(x) & \\
F(x)=\frac{1}{\sqrt{2}} e^{i \pi / 4} \operatorname{erf}\left(\sqrt{\pi / 2} e^{-i \pi / 4} x\right) & \tag{B6.10}
\end{array}
$$

Special Values:

$$
C(0)=0 \quad S(0)=0
$$

$$
\begin{equation*}
\operatorname{Lim}_{x \rightarrow \infty} C(x)=\operatorname{Lim}_{x \rightarrow \infty} S(x)=\frac{1}{2} \tag{B6.11}
\end{equation*}
$$

Asymptotic Series:

$$
\left.\left.\begin{array}{l}
\mathrm{C}(\mathrm{x})=\frac{1}{2}+\mathrm{f}(\mathrm{x}) \sin \left(\pi \mathrm{x}^{2} / 2\right)-\mathrm{g}(\mathrm{x}) \cos \left(\pi \mathrm{x}^{2} / 2\right) \\
\mathrm{S}(\mathrm{x})=\frac{1}{2}-\mathrm{f}(\mathrm{x}) \cos \left(\pi \mathrm{x}^{2} / 2\right)-\mathrm{g}(\mathrm{x}) \sin \left(\pi \mathrm{x}^{2} / 2\right) \\
\mathrm{f}(\mathrm{x}) \sim \frac{1}{\pi \mathrm{x}}\left[1+\sum_{\mathrm{m}=1}^{\infty} \frac{(-1)^{\mathrm{m}}\{1 \cdot 3 \cdot 7 \cdot \ldots \cdot(4 \mathrm{~m}-1)\}}{\left(\pi \mathrm{x}^{2}\right)^{2 \mathrm{~m}}}\right] \\
|\mathrm{x}| \gg 1 \\
\mathrm{~g}(\mathrm{x}) \tag{B6.15}
\end{array} \mathrm{l} \sim \frac{1}{\pi \mathrm{x}} \sum_{\mathrm{m}=0}^{\infty} \frac{(-1)^{\mathrm{m}}\{1 \cdot 5 \cdot 9 \cdot \ldots \cdot(4 \mathrm{~m}+1)\}}{\left(\pi \mathrm{x}^{2}\right)^{2 \mathrm{~m}+1}}\right] \quad \operatorname{larg} \mathrm{x} \mid<\pi / 2\right)
$$

Integral Formulae:

$$
\begin{align*}
& \int S(x) d x=x S(x)+\frac{1}{\pi} \cos \left(\pi x^{2} / 2\right)  \tag{B6.16}\\
& \begin{aligned}
\int C(x) d x=x C(x)-\frac{1}{\pi} \sin \left(\pi x^{2} / 2\right)
\end{aligned}  \tag{B6.17}\\
& \begin{aligned}
\int \cos \left(a^{2} x^{2}+2 b x+c\right) d x & =\frac{\sqrt{\pi}}{a \sqrt{2}} \cos \left(b^{2} / a^{2}-c\right) C[\sqrt{2 / \pi}(a x+b / a)] \\
& +\frac{\sqrt{\pi}}{a \sqrt{2}} \sin \left(b^{2} / a^{2}-c\right) S[\sqrt{2 / \pi}(a x+b / a)]
\end{aligned}  \tag{B6.18}\\
& \begin{aligned}
\int \sin \left(a^{2} x^{2}+2 b x+c\right) d x & =\frac{\sqrt{\pi}}{a \sqrt{2}} \cos \left(b^{2} / a^{2}-c\right) S[\sqrt{2 / \pi}(a x+b / a)] \\
& -\frac{\sqrt{\pi}}{a \sqrt{2}} \sin \left(b^{2} / a^{2}-c\right) C[\sqrt{2 / \pi}(a x+b / a)]
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
& \int_{0}^{\infty} \mathrm{e}^{-\mathrm{at}} \cos \left(\mathrm{t}^{2}\right) \mathrm{dt}=\frac{\sqrt{\pi}}{\sqrt{2}} \cos \left(\mathrm{a}^{2} / 4\right)\left\{\frac{1}{2}-\mathrm{S}\left[\frac{\mathrm{a}}{\sqrt{2 \pi}}\right]\right\}  \tag{B6.20}\\
& -\frac{\sqrt{\pi}}{\sqrt{2}} \sin \left(\mathrm{a}^{2} / 4\right)\left\{\frac{1}{2}-\mathrm{C}\left[\frac{\mathrm{a}}{\sqrt{2 \pi}}\right]\right\} \\
& \int_{0}^{\infty} \mathrm{e}^{-\mathrm{at}} \sin \left(\mathrm{t}^{2}\right) \mathrm{dt}=\frac{\sqrt{\pi}}{\sqrt{2}} \cos \left(\mathrm{a}^{2} / 4\right)\left\{\frac{1}{2}-\mathrm{C}\left[\frac{\mathrm{a}}{\sqrt{2 \pi}}\right]\right\}  \tag{B6.21}\\
& +\frac{\sqrt{\pi}}{\sqrt{2}} \sin \left(\mathrm{a}^{2} / 4\right)\left\{\frac{1}{2}-\mathrm{S}\left[\frac{\mathrm{a}}{\sqrt{2 \pi}}\right]\right\} \\
& \int_{0}^{\infty} \mathrm{e}^{-\mathrm{at}} \mathrm{C}(\mathrm{t}) \mathrm{dt}=\frac{1}{\mathrm{a}}\left\{\cos \left(\mathrm{a}^{2} / 2 \pi\right)\left\{\frac{1}{2}-\mathrm{S}\left[\frac{\mathrm{a}}{\pi}\right]\right\}-\sin \left(\mathrm{a}^{2} / 2 \pi\right)\left\{\frac{1}{2}-\mathrm{C}\left[\frac{\mathrm{a}}{\pi}\right]\right\}\right\}  \tag{B6.22}\\
& \int_{0}^{\infty} \mathrm{e}^{-\mathrm{at}} \mathrm{~S}(\mathrm{t}) \mathrm{dt}=\frac{1}{\mathrm{a}}\left\{\cos \left(\mathrm{a}^{2} / 2 \pi\right)\left\{\frac{1}{2}-\mathrm{C}\left[\frac{\mathrm{a}}{\pi}\right]\right\}+\sin \left(\mathrm{a}^{2} / 2 \pi\right)\left\{\frac{1}{2}-\mathrm{S}\left[\frac{\mathrm{a}}{\pi}\right]\right\}\right\} \tag{B6.23}
\end{align*}
$$

## B. 7 Exponential Integrals $\mathrm{Ei}(x)$ and $\mathrm{E}_{\mathrm{n}}(\mathrm{x})$

## Definition:

$$
\begin{align*}
& \operatorname{Ei}(x)=-P . V \cdot \int_{-x}^{\infty} \frac{e^{-t}}{t} d t=P \cdot V \cdot \int_{-\infty}^{x} \frac{e^{-t}}{t} d t  \tag{B7.1}\\
& E_{n}(x)=\int_{1}^{\infty} \frac{e^{-x t}}{t^{n}} d t  \tag{B7.2}\\
& E_{1}(x)=\int_{1}^{\infty} \frac{e^{-x t}}{t} d t \tag{B7.3}
\end{align*}
$$

Series Representation:

$$
\begin{align*}
& \operatorname{Ei}(x)=\gamma+\log (|x|)+\sum_{k=1}^{\infty} \frac{x^{k}}{k \cdot k!}  \tag{B7.4}\\
& \operatorname{Ei}(x)-\operatorname{Ei}(-x)=2 \sum_{k=0}^{\infty} \frac{x^{2 k+1}}{(2 k+1) \cdot(2 k+1)!} \quad x>0 \tag{B7.5}
\end{align*}
$$

$$
\begin{align*}
& E_{1}(x)=-\gamma-\log (x)-\sum_{k=0}^{\infty} \frac{(-1)^{k} x^{k}}{k \cdot k!}  \tag{B7.6}\\
& E_{n}(x)=(-1)^{n} x^{n}[-\log (x)+\psi(n)]-\sum_{k=0,2,4, \ldots}^{\infty} \frac{(-1)^{k} x^{k}}{(k-n+1) \cdot k!} \quad k \neq n-1 \tag{B7.7}
\end{align*}
$$

Recurrence Formulae:

$$
\begin{array}{ll}
E_{n+1}(x)=\frac{1}{n}\left[e^{-x}-x E_{n}(x)\right] & n=1,2,3, \ldots \\
E_{n}^{\prime}(x)=-E_{n-1}(x) & n=1,2,3, \ldots
\end{array}
$$

## Special Values:

$$
\begin{align*}
& E_{n}(0)=\frac{1}{n-1} \\
& E_{0}(x)=\frac{e^{-x}}{x} \tag{B7.10}
\end{align*}
$$

Asymptotic Series:

$$
\begin{array}{ll}
\operatorname{Ei}(x) \sim e^{x} \sum_{n=0}^{\infty} \frac{n!}{x^{n+1}} & x \gg 1 \\
E_{1}(x) \sim e^{-x} \sum_{n=0}^{\infty} \frac{(-1)^{n} n!}{x^{n+1}} & x \gg 1 \\
E_{n}(x) \sim \frac{e^{-x}}{x}\left\{1-\frac{n}{x}+\frac{n(n+1)}{x^{2}}-\frac{n(n+1)(n+2)}{x^{3}}+\ldots\right\} & x \gg 1 \tag{B7.13}
\end{array}
$$

Integral Formulae:

$$
\begin{array}{rlrl}
\mathrm{Ei}(\mathrm{x}) & =-\mathrm{e}^{-\mathrm{x}} \int_{0}^{\infty} \frac{\mathrm{t} \cos (\mathrm{t})+\mathrm{x} \sin (\mathrm{t})}{\mathrm{x}^{2}+\mathrm{t}^{2}} d t & & x>0 \\
& =-e^{-x} \int_{0}^{\infty} \frac{\mathrm{t} \cos (\mathrm{t})-\mathrm{x} \sin (\mathrm{t})}{x^{2}+t^{2}} d t & & x<0  \tag{B7.14}\\
E_{1}(x) & =e^{-x} \int_{0}^{\infty} \frac{e^{-t}}{t+x} d t & & \\
E_{1}(x) & =e^{-x} \int_{0}^{\infty} \frac{t-i x}{t^{2}+x^{2}} e^{i t} d t & x>0
\end{array}
$$

$$
\begin{align*}
& \int_{0}^{\infty} E_{n}(t) e^{-x t} d t=\frac{(-1)^{n-1}}{x^{n}}\left[\log (x+1)+\sum_{k=1}^{n-1} \frac{(-x)^{k}}{k}\right] \quad x>-1  \tag{B7.17}\\
& \int_{0}^{x} \operatorname{Ei}(-t) e^{t} d t=-\log (x)-\gamma+e^{x} \operatorname{Ei}(-x)  \tag{B7.18}\\
& \int_{0}^{x} E i(-a t) e^{-b t} d t=-\frac{1}{b}\left\{e^{-b x} \operatorname{Ei}(-a x)-\operatorname{Ei}(-x(a+b))+\log (1+b / a)\right\} \tag{B7.20}
\end{align*}
$$

## B. 8 Sine and Cosine Integrals $\mathrm{Si}(\mathrm{x})$ and $\mathrm{Ci}(\mathrm{x})$

Definitions:

$$
\begin{align*}
& \operatorname{Si}(x)=\int_{0}^{x} \frac{\sin (t)}{t} d t  \tag{B8.1}\\
& \operatorname{Ci}(x)=\gamma+\log (x)+\int_{0}^{x} \frac{\cos (t)-1}{t} d t  \tag{B8.2}\\
& \operatorname{Si}(x)=\operatorname{Si}(x)-\pi / 2 \tag{B8.3}
\end{align*}
$$

Series Representations:

$$
\begin{align*}
& \operatorname{Si}(x)=\sum_{n=0}^{\infty} \frac{(-1)^{n} x^{2 n+1}}{(2 n+1)(2 n+1)!}  \tag{B8.4}\\
& \operatorname{Ci}(x)=\gamma+\log (x)+\sum_{n=1}^{\infty} \frac{(-1)^{n} x^{2 n}}{(2 n)(2 n)!} \tag{B8.5}
\end{align*}
$$

Useful Formulae:

$$
\begin{align*}
& \mathrm{Si}(-x)=-\operatorname{Si}(x) \\
& \mathrm{Ci}(-x)=\mathrm{Ci}(x)-i \pi \\
& \mathrm{si}(x)+\operatorname{si}(-x)=-\pi \\
& \mathrm{Ci}(x)-\mathrm{Ci}(x \exp [i \pi])=\operatorname{Ei}(-i \pi) \\
& \mathrm{Ci}(x)-i \operatorname{si}(x)=\operatorname{Ei}(i x) \tag{B8.6}
\end{align*}
$$

Special Values:

$$
\begin{array}{lll}
\text { Si }(\infty)=0 & \text { Si }(\infty)=\pi / 2 & \operatorname{Ci}(\infty)=0 \\
\mathrm{Si}(0)=0 & \mathrm{Ci}(0)=-\infty &
\end{array}
$$

Asymptotic Series:

$$
\begin{align*}
& \operatorname{Si}(x)=\frac{\pi}{2}-f(x) \cos (x)-g(x) \sin (x)  \tag{B8.8}\\
& \mathrm{Ci}(\mathrm{x})=\mathrm{f}(\mathrm{x}) \sin (\mathrm{x})-\mathrm{g}(\mathrm{x}) \cos (\mathrm{x})  \tag{B8.9}\\
& \left.f(x) \sim \sum_{n=0}^{\infty} \frac{(-1)^{n}(2 n)!}{x^{2 n+1}} \quad|x| \gg 1 \quad \operatorname{larg} x \right\rvert\,<\pi  \tag{B8.10}\\
& \left.g(x) \sim \sum_{n=0}^{\infty} \frac{(-1)^{n}(2 n+1)!}{x^{2 n+2}} \quad|x| \gg 1 \quad \operatorname{larg} x \right\rvert\,<\pi / 2 \tag{B8.11}
\end{align*}
$$

Integral Formulae:

$$
\begin{align*}
& \operatorname{si}(x)=-\int_{x}^{\infty} \frac{\sin (t)}{t} d t  \tag{B8.12}\\
& \operatorname{Ci}(x)=-\int_{x}^{\infty} \frac{\cos (t)}{t} d t  \tag{B8.13}\\
& \int_{0}^{\infty} \mathrm{Ci}(t) e^{-x t} d t=\frac{1}{2 x} \log \left(1+x^{2}\right)  \tag{B8.14}\\
& \int_{0}^{\infty} \operatorname{si}(t) e^{-x t} d t=-\frac{1}{x} \arctan (x)  \tag{B8.15}\\
& \int_{0}^{\infty} \mathrm{Ci}(t) \cos (t) d t=-\frac{\pi}{4}  \tag{B8.16}\\
& \int_{0}^{\infty} \mathrm{si}(t) \sin (t) d t=-\frac{\pi}{4}  \tag{B8.17}\\
& \int_{0}^{\infty} \mathrm{Ci}(b x) \cos (a x) d x=\frac{1}{2 a}[2 \sin (a x) \operatorname{Ci}(b x)-s i(a x+b x)-s i(a x-b x)]  \tag{B8.18}\\
& \int \mathrm{Ci}(b x) \sin (a x) d x=-\frac{1}{2 a}[2 \cos (a x) C i(b x)-C i(a x+b x)-C i(a x-b x)]  \tag{B8.19}\\
& \int_{0}^{\infty} \mathrm{Ci}(t) d t=\frac{\pi}{2}  \tag{B8.20}\\
& 0
\end{align*}
$$

$$
\begin{align*}
& \int_{0}^{\infty} \mathrm{si}^{2}(\mathrm{t}) \mathrm{dt}=\frac{\pi}{2}  \tag{B8.21}\\
& \int_{0}^{\infty} \mathrm{Ci}(\mathrm{t}) \operatorname{si}(\mathrm{t}) \mathrm{dt}=\log 2 \tag{B8.22}
\end{align*}
$$

## B. 9 Tchebyshev Polynomials $T_{n}(x)$ and $U_{n}(x)$

Series Representation:

$$
\begin{equation*}
T_{n}(x)=\frac{n}{2} \sum_{m=0}^{[n / 2]} \frac{(-1)^{m}(n-m-1)!}{m!(n-2 m)!}(2 x)^{n-2 m} \quad n \geq 1 \tag{B9.1}
\end{equation*}
$$

which is the Tchebyshev Polynomial of the first kind. The [ $\mathrm{n} / 2$ ] denotes the largest integer which is less than ( $\mathrm{n} / 2$ ).

$$
\begin{equation*}
U_{n}(x)=\sum_{m=0}^{[n / 2]} \frac{(-1)^{m}(n-m)!}{m!(n-2 m)!}(2 x)^{n-2 m} \quad n \geq 1 \tag{B9.2}
\end{equation*}
$$

which is the Tchebyshev functions of the second kind.
Differential Equations:

$$
\begin{align*}
& \left(1-x^{2}\right) T_{n}^{\prime \prime}(x)-x T_{n}^{\prime}(x)+n^{2} T_{n}(x)=0  \tag{B9.3}\\
& \left(1-x^{2}\right) U_{n}^{\prime \prime}(x)-3 x U_{n}^{\prime}(x)+n(n+2) U_{n}(x)=0 \tag{B9.4}
\end{align*}
$$

Recurrence Formulae:

$$
\begin{align*}
& T_{n+1}(x)=2 x T_{n}(x)-T_{n-1}(x)  \tag{B9.5}\\
& U_{n+1}(x)=2 x U_{n}(x)-U_{n-1}(x)  \tag{B9.6}\\
& \left(1-x^{2}\right) T_{n}^{\prime}(x)=-n \times T_{n}(x)+n T_{n-1}(x)  \tag{B9.7}\\
& \left(1-x^{2}\right) U_{n}^{\prime}(x)=-n \times U_{n}(x)+(n+1) U_{n-1}(x) \tag{B9.8}
\end{align*}
$$

Orthogonality:

$$
\int_{-1}^{1}\left(1-x^{2}\right)^{-1 / 2} T_{n}(x) T_{m}(x) d x= \begin{cases}0 & n \neq m  \tag{B9.9}\\ \varepsilon_{n} \pi / 2 & n=m\end{cases}
$$

$$
\int_{-1}^{1}\left(1-x^{2}\right)^{1 / 2} U_{n}(x) U_{m}(x) d x= \begin{cases}0 & n \neq m  \tag{B9.10}\\ \pi / 2 & n=m\end{cases}
$$

## Special Values:

$$
\begin{array}{llll}
\mathrm{T}_{\mathrm{n}}(-\mathrm{x})=(-1)^{\mathrm{n}} \mathrm{~T}_{\mathrm{n}}(\mathrm{x}) & & \\
\mathrm{T}_{0}(\mathrm{x})=1 & \mathrm{~T}_{1}(\mathrm{x})=\mathrm{x} & \mathrm{~T}_{2}(\mathrm{x})=2 \mathrm{x}^{2}-1 & \mathrm{~T}_{3}(\mathrm{x})=4 \mathrm{x}^{3}-3 \mathrm{x} \\
\mathrm{~T}_{\mathrm{n}}(1)=1 & \mathrm{~T}_{\mathrm{n}}(-1)=(-1)^{\mathrm{n}} & \mathrm{~T}_{2 \mathrm{n}}(0)=(-1)^{n} & T_{2 \mathrm{n}+1}(0)=0 \\
\mathrm{U}_{\mathrm{n}}(-\mathrm{x})=(-1)^{n} \mathrm{U}_{\mathrm{n}}(\mathrm{x}) & & \\
\mathrm{U}_{0}(\mathrm{x})=1 & \mathrm{U}_{1}(\mathrm{x})=2 \mathrm{x} & \mathrm{U}_{2}=4 \mathrm{x}^{2}-1 & \mathrm{U}_{3}(\mathrm{x})=8 \mathrm{x}^{3}-4 \mathrm{x} \\
\mathrm{U}_{\mathrm{n}}(1)=\mathrm{n}+1 & \mathrm{U}_{2 \mathrm{n}}(0)=(-1)^{\mathrm{n}} & \mathrm{U}_{2 \mathrm{n}+1}(0)=0 &
\end{array}
$$

Other forms:

$$
\begin{align*}
& x=\cos \theta \\
& \frac{d^{2} y}{d \theta^{2}}+n^{2} y=0 \\
& T_{n}(\cos \theta)=\cos (n \theta) \\
& U_{n}(\cos \theta)=\frac{\sin [(n+1) \theta]}{\sin \theta} \tag{B9.12}
\end{align*}
$$

Relationship to other functions:

$$
\begin{align*}
& T_{n+1}(x)=x U_{n}(x)-U_{n-1}(x)=\frac{1}{2}\left[U_{n+1}(x)-U_{n-1}(x)\right]  \tag{B9.13}\\
& U_{n}(x)=\frac{1}{1-x^{2}}\left[x T_{n+1}(x)-T_{n+2}(x)\right] \tag{B9.14}
\end{align*}
$$

## B. 10 Laguerre Polynomials $L_{n}(x)$

Series Representation:

$$
\begin{equation*}
L_{n}(x)=n!\sum_{m=0}^{n} \frac{(-1)^{m} x^{m}}{(m!)^{2}(n-m)!} \tag{B10.1}
\end{equation*}
$$

Differential Equation:

$$
\begin{equation*}
x y^{\prime \prime}+(1-x) y^{\prime}+n y=0 \tag{B10.2}
\end{equation*}
$$

Recurrence Formulae:

$$
\begin{align*}
& (n+1) L_{n+1}(x)=(1+2 n-x) L_{n}(x)-n L_{n-1}(x)  \tag{B10.3}\\
& x L_{n}^{\prime}(x)=n\left[L_{n}(x)-L_{n-1}(x)\right] \tag{B10.4}
\end{align*}
$$

Orthogonality:

$$
\int_{0}^{\infty} e^{-x} L_{n}(x) L_{m}(x) d x= \begin{cases}0 & n \neq m  \tag{B10.5}\\ 1 & n=m\end{cases}
$$

Special Values:

$$
\begin{align*}
& \mathrm{L}_{\mathrm{n}}(0)=1 \quad \mathrm{~L}_{\mathrm{n}}^{\prime}(0)=-\mathrm{n} \\
& \mathrm{~L}_{0}(\mathrm{x})=1 \quad \mathrm{~L}_{1}(\mathrm{x})=1-\mathrm{x} \quad \mathrm{~L}_{2}(\mathrm{x})=\frac{1}{2}\left(\mathrm{x}^{2}-4 \mathrm{x}+2\right) \\
& L_{3}(x)=-\frac{1}{6}\left(x^{3}-9 x^{2}+18 x-6\right) \tag{B10.6}
\end{align*}
$$

Integral Formulae:

$$
\begin{align*}
& \int_{0}^{\infty} e^{-x} x^{m} L_{n}(x) d x=(-1)^{n} n!\delta_{n m}  \tag{B10.7}\\
& \int_{x}^{\infty} e^{-t} L_{n}(t) d t=e^{-x}\left[L_{n}(x)-L_{n-1}(x)\right]  \tag{B10.8}\\
& \int_{0}^{\infty} e^{-x t} L_{n}(t) d t=\frac{(x-1)^{n}}{x^{n+1}} \tag{B10.9}
\end{align*}
$$

## B. 11 Associated Laguerre Polynomials $L_{\mathbf{n}}^{\mathbf{m}}(\mathbf{x})$

Series Representation:

$$
\begin{align*}
& L_{n}^{m}(x)=(n+m)!\sum_{k=0}^{n} \frac{(-1)^{k} x^{k}}{(n-k)!(m+k)!k!} \quad n, m=0,1,2, \ldots  \tag{B11.1}\\
& L_{n}^{m}(x)=(-1)^{m} \frac{d^{m} L_{n+m}(x)}{d x^{m}} \tag{B11.2}
\end{align*}
$$

Differential Equation:

$$
\begin{equation*}
x y^{\prime \prime}+(m+1-x) y^{\prime}+n y=0 \tag{B11.3}
\end{equation*}
$$

Recurrence Formulae:

$$
\begin{equation*}
(n+1) L_{n+1}^{m}(x)=(1+2 n+m-x) L_{n}^{m}(x)-(n+m) L_{n-1}^{m}(x) \tag{B11.4}
\end{equation*}
$$

$$
\begin{align*}
& x\left(L_{n}^{m}\right)^{\prime}(x)=n L_{n}^{m}(x)-(n+m) L_{n-1}^{m}(x)  \tag{B11.5}\\
& x L_{n}^{m+1}(x)=(x-n) L_{n}^{m}(x)+(n+m) L_{n-1}^{m}(x) \tag{B11.6}
\end{align*}
$$

Orthogonality:

$$
\int_{0}^{\infty} e^{-x} x^{m} L_{n}^{m}(x) L_{k}^{m}(x) d x=\frac{(n+m)!}{n!} \begin{cases}0 & k \neq m  \tag{B11.7}\\ 1 & k=m\end{cases}
$$

If $m$ is not an integer, i.e. $m=v>-1$, then the formulae given above are correct provided one substitutes $v$ for $m$ and $\Gamma(v+n+1)$ instead of $(m+n)$ ! where $n$ is an integer.

Special Values:

$$
\begin{equation*}
L_{n}^{m}(0)=\frac{(n+m)!}{m!n!} \tag{B11.8}
\end{equation*}
$$

Integral Formulae:

$$
\begin{align*}
& \int_{x}^{\infty} e^{-u} L_{n}^{m}(u) d u=e^{-x}\left[L_{n}^{m}(x)-L_{n-1}^{m}(x)\right] \\
& \int_{0}^{\infty} e^{-x} x^{v+1}\left[L_{n}^{v}(x)\right]^{2} d x=\frac{2 n+v+1}{n!} \Gamma(n+v+1) \quad v>-1 \\
& \int_{0}^{x} t^{v}(x-t)^{a} L_{n}^{v}(t) d t=\frac{\Gamma(n+v+1) \Gamma(a+1)}{\Gamma(n+v+a+2)} x^{v+a+1} L_{n}^{v+a+1}(x) \tag{B11.10}
\end{align*}
$$

## B. 12 Hermite Polynomials $H_{\mathbf{n}}(\mathbf{x})$

Series Representation:

$$
\begin{equation*}
H_{n}(x)=n!\sum_{m=0}^{[n / 2]} \frac{(-1)^{m}}{m!(n-2 m)!}(2 x)^{n-2 m} \tag{B12.1}
\end{equation*}
$$

Differential Equation:

$$
\begin{equation*}
y^{\prime \prime}-2 x y^{\prime}+2 n y=0 \tag{B12.2}
\end{equation*}
$$

Recurrence Formulae:

$$
\begin{align*}
& \mathrm{H}_{\mathrm{n}+1}(\mathrm{x})=2 \mathrm{xH}_{\mathrm{n}}(\mathrm{x})-2 \mathrm{nH}_{\mathrm{n}-1}(\mathrm{x})  \tag{B12.3}\\
& \mathrm{H}_{\mathrm{n}}^{\prime}(\mathrm{x})=2 \mathrm{nH}_{\mathrm{n}-1}(\mathrm{x}) \tag{B12.4}
\end{align*}
$$

## Orthogonality:

$$
\int_{-\infty}^{\infty} e^{-x^{2}} H_{n}(x) H_{m}(x) d x= \begin{cases}0 & n \neq m  \tag{B12.5}\\ 2^{n} n!\sqrt{\pi} & n=m\end{cases}
$$

## Special Values:

$$
\begin{array}{llll}
H_{0}(x)=1 & H_{1}(x)=2 x & H_{2}(x)=4 x^{2}-2 & H_{3}(x)=8 x^{3}-12 x \\
H_{n}(-x)=(-1)^{n} H_{n}(x) & H_{2 n}(0)=(-1)^{n} \frac{(2 n)!}{n!} & H_{2 n+1}(0)=0
\end{array}
$$

Integral Formulae:

$$
\begin{align*}
& H_{n}(x)=\frac{e^{x^{2}} 2^{n+1}}{\sqrt{\pi}} \int_{0}^{\infty} e^{-t^{2}} t^{n} \cos \left(2 x t-\frac{n \pi}{2}\right) d t  \tag{B12.7}\\
& \int_{-\infty}^{\infty} x^{m} e^{-x^{2}} H_{n}(x) d x=\left\{\begin{array}{lc}
0 & m \leq n-1 \\
n!\sqrt{\pi} & m=n
\end{array}\right.  \tag{B12.8}\\
& \int_{-\infty}^{\infty} e^{-t^{2} / 2} e^{i x t} H_{n}(t) d t=\sqrt{2 \pi} i^{n} e^{-x^{2} / 2} H_{n}(x)  \tag{B12.9}\\
& \int_{0}^{\infty} e^{-t^{2}} \cos (x t) H_{2 n}(t) d t=(-1)^{n} \frac{\sqrt{\pi}}{2} x^{2 n} e^{-x^{2} / 4}  \tag{B12.10}\\
& 0  \tag{B12.11}\\
& \int_{0}^{\infty} e^{-t^{2}} \sin (x t) H_{2 n+1}(t) d t=(-1)^{n} \frac{\sqrt{\pi}}{2} x^{2 n+1} e^{-x^{2} / 4}  \tag{B12.12}\\
& 0  \tag{B12.13}\\
& \int_{0}^{x} e^{-t^{2}} H_{n}(t) d t=-e^{-x^{2}} H_{n-1}(x)+H_{n-1}(0) \\
& 0 \\
& \int_{0}^{x} H_{n}(t) d t=\frac{1}{2 n+2}\left[H_{n+1}(x)-H_{n+1}(0)\right] \\
& 0
\end{align*}
$$

Relation to Other Functions:

$$
\begin{align*}
& H_{2 n}(\sqrt{x})=(-1)^{n} 2^{2 n}(n!) L_{n}^{(-1 / 2)}(x)  \tag{B12.14}\\
& H_{2 n+1}(\sqrt{x})=(-1)^{n} 2^{2 n+1}(n!) L_{n}^{(1 / 2)}(x)  \tag{B12.15}\\
& \int_{-\infty}^{\infty} e^{-t^{2}} t^{n} H_{n}(x t) d t=\sqrt{\pi} n!P_{n}(x) \tag{B12.16}
\end{align*}
$$

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t^{2}} H_{n}^{2}(t) \cos (x t) d t=2^{n-1} \sqrt{\pi} n!L_{n}\left(x^{2} / 2\right) \tag{B12.17}
\end{equation*}
$$

## B. 13 Hypergeometric Functions $\mathbf{F}(\mathbf{a}, \mathbf{b} ; \mathbf{c} ; \mathbf{x})$

Definition:

$$
\begin{equation*}
F(a, b ; c ; x)=\frac{\Gamma(c)}{\Gamma(a) \Gamma(b)} \sum_{n=0}^{\infty} \frac{\Gamma(a+n) \Gamma(b+n)}{\Gamma(c+n)} \frac{x^{n}}{n!} \quad|x|<1 \tag{B13.1}
\end{equation*}
$$

Differential Equation:

$$
\begin{align*}
& x(x-1) y^{\prime \prime}+c y^{\prime}-(a+b+1) x y^{\prime}-a b y=0  \tag{B13.2}\\
& c \neq 0,-1,-2,-3, \ldots \\
& y=C_{1} y_{1}+C_{2} y_{2}  \tag{B13.3}\\
& y_{1}=F(a, b ; c ; x)=(1-x)^{c-a-b} F(c-a, c-b ; c ; x)  \tag{B13.4}\\
& y_{2}=x^{1-c} F(1+a-c, 1+b-c ; 2-c ; x)=x^{1-c}(1-x)^{c-a-b} F(1-a, 1-b ; 2-c ; x) \tag{B13.5}
\end{align*}
$$

Recurrence Formulae:

$$
\begin{align*}
a(x-1) F(a+1, b ; c ; x)= & {[c-2 a+a x-b x] F(a, b ; c ; x) } \\
& +[a-c] F(a-1, b ; c ; x) \tag{B13.6}
\end{align*}
$$

$$
\begin{align*}
& b(x-1) F(a, b+1 ; c ; x)=[c-2 b+b x-a x] F(a, b ; c ; x)+[b-c] F(a, b-1 ; c ; x)  \tag{B13.7}\\
& \begin{aligned}
&(c-a)(c-b) x F(a, b ; c+1 ; x)=c[1-c+2 c x-a x-b x-x] F(a, b ; c ; x) \\
&+c[c-1][1-x] F(a, b ; c-1 ; x)
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
& F^{\prime}(a, b ; c ; x)=\frac{a b}{c} F(a+1, b+1 ; c+1 ; x)  \tag{B13.9}\\
& F^{(n)}(a, b ; c ; x)=\frac{\Gamma(c) \Gamma(a+n) \Gamma(b+n)}{\Gamma(c+n) \Gamma(a) \Gamma(b)} F(a+n, b+n ; c+n ; x) \tag{B13.10}
\end{align*}
$$

Special Values:

$$
\begin{aligned}
& F(a, b ; b ; x)=\frac{1}{1-x} \\
& F(-m, b ; c ; x)=\frac{\Gamma(c)}{(m-1)!\Gamma(b)} \sum_{n=0}^{m} \frac{(n-1)!\Gamma(b-m+n)}{\Gamma(c-m+n)} \frac{x^{n-m}}{(n-m)!} \quad(m \text { integer } \geq 0) \\
& F(-m, b ;-m-k ; x)=\frac{(m-k-1)!}{(m-1)!\Gamma(b)} \sum_{n=0}^{m} \frac{(n-1)!\Gamma(b-m+n)}{(n-k-1)!} \frac{x^{n-m}}{(n-m)!} \\
& \quad(m, n \text { integer } \geq 0)
\end{aligned}
$$

$$
\begin{equation*}
\mathrm{F}(\mathrm{a}, \mathrm{~b} ; \mathrm{c} ; \mathbf{1})=\frac{\Gamma(\mathrm{c}) \Gamma(\mathrm{c}-\mathrm{a}-\mathrm{b})}{\Gamma(\mathrm{c}-\mathrm{a}) \Gamma(\mathrm{c}-\mathrm{b})} \quad \mathrm{c} \neq 0,-1,-2, \ldots \tag{B13.11}
\end{equation*}
$$

Integral Formulae:

$$
\begin{align*}
& F(a, b ; c ; x)=\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-t z)^{-a} d t  \tag{B13.12}\\
& \int_{0}^{1} x^{a-1}(1-x)^{b-c-n} F(-n, b ; c ; x) d x=\frac{\Gamma(c) \Gamma(a) \Gamma(b-c+1) \Gamma(c-a+n)}{\Gamma(c+n) \Gamma(c-a) \Gamma(b-c+a+1)}  \tag{B13.13}\\
& \int_{0}^{\infty} F(a, b ; c ;-x) x^{d-1} d x=\frac{\Gamma(c) \Gamma(d) \Gamma(b-d) \Gamma(a-d)}{\Gamma(a) \Gamma(b) \Gamma(c-d)} \\
& c \neq 0,-1,-2,-3, \ldots \quad d>0 \quad a-d>0 \quad b-d>0 \tag{B13.14}
\end{align*}
$$

Relationship to Other Functions:

$$
\begin{align*}
& F\left(-n, n ; \frac{1}{2} ; x\right)=T_{n}(1-2 x)  \tag{B13.15}\\
& F(-n, n+1 ; 1 ; x)=P_{n}(1-2 x) \tag{B13.16}
\end{align*}
$$

Asymptotic Series:

$$
\begin{equation*}
F(a, b ; c ; x) \sim \frac{\Gamma(c)}{\Gamma(c-a)} e^{-i \pi a}(b x)^{-a}+\frac{\Gamma(c)}{\Gamma(a)} e^{b x}(b x)^{a-c} \quad b x \gg 1 \tag{B13.17}
\end{equation*}
$$

## B. 14 Confluent Hypergeometric Functions $M(a, c, x)$ and $\mathbf{U}(\mathbf{a}, \mathbf{c}, \mathbf{x})$

Definition:

$$
\begin{align*}
& M(a, b, x)=\frac{\Gamma(b)}{\Gamma(a)} \sum_{n=0}^{\infty} \frac{\Gamma(a+n)}{\Gamma(b+n)} \frac{x^{n}}{n!}  \tag{B14.1}\\
& U(a, b, x)=\frac{\pi}{\sin (\pi b)}\left[\frac{M(a, b, x)}{\Gamma(b) \Gamma(1+a-b)}-x^{1-b} \frac{M(1+a-b, 2-b, x)}{\Gamma(a) \Gamma(2-b)}\right] \tag{B14.2}
\end{align*}
$$

Differential Equation:

$$
\begin{align*}
& x y^{\prime \prime}+(b-x) y^{\prime}-a y=0  \tag{B14.3}\\
& y=C_{1} M(a, b, x)+C_{2} U(u, b, x) \tag{B14.4}
\end{align*}
$$

Recurrence Formulae:

$$
\begin{align*}
& a M(a+1, b, x)=[2 a-b+x] M(a, b, x)+[b-a] M(a-1, b, x)  \tag{B14.5}\\
& (a-b) x M(a, b+1, x)=b[1-b-x] M(a, b, x)+b[b-1] M(a, b-1, x) \tag{B14.6}
\end{align*}
$$

$$
\begin{align*}
& M^{\prime}(a, b, x)=\frac{a}{b} M(a+1, b+1, x)  \tag{B14.7}\\
& M^{(n)}(a, b, x)=\frac{\Gamma(a+n) \Gamma(b)}{\Gamma(b+n) \Gamma(a)} M(a+n, b+n, x)  \tag{B14.8}\\
& a(b-a-1) U(a+1, b, x)=[-x+b-2 a] U(a, b, x)+U(a-1, b, x)  \tag{B14.9}\\
& x U(a, b+1, x)=[x+b-1] U(a, b, x)+[1+a-b] U(a, b-1, x)  \tag{B14.10}\\
& U^{\prime}(a, b, x)=-a U(a+1, b+1, x)  \tag{B14.11}\\
& U^{(k)}(a, b, x)=(-1)^{k} \frac{\Gamma(a+k)}{\Gamma(a)} U(a+k, b+k, x) \tag{B14.12}
\end{align*}
$$

Special Values:

$$
\begin{equation*}
M(a, a, x)=e^{x} \quad M(1,2,-2 i x)=\frac{\sin x}{x e^{i x}} \quad M(1,2,2 x)=e^{x} \frac{\sinh x}{x} \tag{B14.13}
\end{equation*}
$$

Integral Formulae:

$$
\begin{equation*}
M(a, b, x)=\frac{\Gamma(b)}{\Gamma(a) \Gamma(b-a)} \int_{0}^{1} e^{t x} t^{a-1}(1-t)^{b-a-1} d t \tag{B14.14}
\end{equation*}
$$

$$
\begin{equation*}
U(a, b, x)=\frac{1}{\Gamma(a)} \int_{0}^{\infty} e^{-t x} t^{a-1}(1+t)^{b-a-1} d t \tag{B14.15}
\end{equation*}
$$

Relationship to Other Functions:

$$
\begin{align*}
& M\left(p+\frac{1}{2}, 2 p+1,2 i x\right)=\frac{2^{p} e^{i x}}{x^{p}} \Gamma(p+1) J_{p}(x)  \tag{B14.16}\\
& M\left(p+\frac{1}{2}, 2 p+1,2 x\right)=\frac{2^{p} e^{x}}{x^{p}} \Gamma(p+1) I_{p}(x)  \tag{B14.17}\\
& M(n+1,2 n+2,2 i x)=\frac{2^{n+1 / 2} e^{i x}}{x^{n+1 / 2}} \Gamma(n+3 / 2) J_{n+1 / 2}(x)  \tag{B14.18}\\
& M(-n,-2 n, 2 i x)=\frac{x^{n+1 / 2} e^{i x}}{2^{n+1 / 2}} \Gamma(1 / 2-n) J_{-n-1 / 2}(x)  \tag{B14.19}\\
& M(-n, m+1, x)=\frac{n!m!}{(m+n)!} L_{n}^{m}(x)  \tag{B14.20}\\
& M\left(\frac{1}{2}, \frac{3}{2},-x^{2}\right)=\frac{\sqrt{\pi}}{2 x} \operatorname{erf}(x)  \tag{B14.21}\\
& U\left(p+\frac{1}{2}, 2 p+1,2 x\right)=\frac{e^{x}}{(2 x)^{p} \sqrt{\pi}} K_{p}(x) \tag{B14.22}
\end{align*}
$$

$$
\begin{align*}
& \mathrm{U}\left(\mathrm{p}+\frac{1}{2}, 2 \mathrm{p}+1,-2 \mathrm{ix}\right)=\frac{\sqrt{\pi}}{2(2 \mathrm{x})^{\mathrm{p}}} \mathrm{e}^{\mathrm{i}[\pi(\mathrm{p}+1 / 2)-\mathrm{x}]} \mathrm{H}_{\mathrm{p}}^{(1)}(\mathrm{x})  \tag{B14.23}\\
& \mathrm{U}\left(\mathrm{p}+\frac{1}{2}, 2 \mathrm{p}+1,2 \mathrm{ix}\right)=\frac{\sqrt{\pi}}{2(2 \mathrm{x})^{p^{2}}} \mathrm{e}^{-\mathrm{i}[\pi(\mathrm{p}+1 / 2)-\mathrm{x}]} \mathrm{H}_{\mathrm{p}}^{(2)}(\mathrm{x})  \tag{B14.24}\\
& \mathrm{U}\left(\frac{1}{2}, \frac{1}{2}, \mathrm{x}^{2}\right)=\sqrt{\pi} \mathrm{e}^{\mathrm{x}^{2}} \operatorname{erfc}(\mathrm{x})  \tag{B14.25}\\
& \mathrm{U}\left(\frac{1}{2}(1-\mathrm{n}), \frac{3}{2}, \mathrm{x}^{2}\right)=\frac{\mathrm{H}_{\mathrm{n}}(\mathrm{x})}{2^{n} \mathrm{x}}  \tag{B14.26}\\
& \mathrm{U}\left(\frac{-v}{2}, \frac{1}{2}, \frac{\mathrm{x}^{2}}{2}\right)=2^{-v / 2} \mathrm{e}^{\mathrm{x}^{2} / 4} \mathrm{D}_{v}(\mathrm{x}) \tag{B14.27}
\end{align*}
$$

Asymptotic Series:

$$
\begin{align*}
M(a, b, x) & \sim \frac{x^{-a} e^{i \pi a}}{\Gamma(b-a) \Gamma(a) \Gamma(a-b+1)} \sum_{n=0}^{\infty} \frac{\Gamma(a+n) \Gamma(a-b+1+n)}{n!(-x)^{n}} \\
& +\frac{e^{x} x^{-b} e^{i \pi a}}{\Gamma^{2}(b-a) \Gamma(a) \Gamma(a-1)} \sum_{n=0}^{\infty} \frac{\Gamma(b-a+n) \Gamma(1-a+n)}{n!x^{n}} \\
U(a, b, x) \sim & \frac{|x| \gg 1}{\Gamma(a) \Gamma(1+a-b)} \sum_{n=0}^{\infty} \frac{\Gamma(a+n) \Gamma(1+a-b+n)}{n!(-x)^{n}} \quad|x| \gg 1
\end{align*}
$$

## B. 15 Kelvin Functions (berv (x), beiv (x), kerv (x), kei(x))

Definitions:

$$
\begin{align*}
\operatorname{ber}_{v}(x)+i \operatorname{bei}_{v}(x) & =J_{v}\left(x e^{3 i \pi / 4}\right)=e^{i v \pi} J_{v}\left(x^{-i \pi / 4}\right) \\
& =e^{i v \pi / 2} I_{v}\left(x e^{i \pi / 4}\right)=e^{3 i v \pi / 2} I_{v}\left(x e^{-3 i \pi / 4}\right)  \tag{B15.1}\\
\operatorname{ker}_{v}(x)+i \operatorname{kei}_{v}(x) & =e^{-i v \pi / 2} K_{v}\left(x e^{i \pi / 4}\right) \\
& =\frac{i \pi}{2} H_{v}^{(1)}\left(x e^{3 i \pi / 4}\right)=-\frac{i \pi}{2} e^{-i v \pi} H_{v}^{(2)}\left(x e^{-i \pi / 4}\right) \tag{B15.2}
\end{align*}
$$

When $v=0$, these equations transform to:

$$
\begin{align*}
\operatorname{ber}(x)+i \operatorname{bei}(x) & =J_{0}\left(x^{3 i \pi / 4}\right)=J_{0}\left(x^{-i \pi / 4}\right)  \tag{B15.3}\\
& =I_{0}\left(\mathrm{xe}^{\mathrm{i} \pi / 4}\right)=\mathrm{I}_{0}\left(\mathrm{xe}^{-3 i \pi / 4}\right) \\
\operatorname{ker}(\mathrm{x})+\mathrm{i} \operatorname{kei}(\mathrm{x}) & =\mathrm{K}_{0}\left(\mathrm{xe}^{\mathrm{i} \pi / 4}\right) \\
& =\frac{\mathrm{i} \pi}{2} H_{0}^{(1)}\left(\mathrm{xe}^{3 i \pi / 4}\right)=-\frac{\mathrm{i} \pi}{2} H_{0}^{(2)}\left(\mathrm{xe}^{-\mathrm{i} \pi / 4}\right) \tag{B15.4}
\end{align*}
$$

Differential Equations:

$$
\begin{array}{rll}
\text { (1) } & x^{2} y^{\prime \prime}+x y^{\prime}-\left(i x^{2}+v^{2}\right) y=0 & \\
& y_{1}=\operatorname{ber}_{v}(x)+i \operatorname{bei}_{v}(x) & \text { or } \\
y_{2}=\operatorname{ker}_{v}(x)+i \operatorname{kei}_{v}(x) & \text { or } & y_{1}=\operatorname{ber}_{-v}(x)+i b e i_{-v}(x)  \tag{B15.7}\\
\operatorname{ker}_{-v}(x)+i \operatorname{kei}_{-v}(x)
\end{array}
$$

(2) $x^{4} y^{(i v)}+2 x^{3} y^{\prime \prime \prime}-\left(1+2 v^{2}\right)\left(x^{2} y^{\prime \prime}-x y^{\prime}\right)+\left(v^{4}-4 v^{2}+x^{4}\right) y=0$
or

$$
\begin{array}{llll}
\mathrm{y}_{1}=\operatorname{ber}_{v}(\mathrm{x}) & \mathrm{y}_{2}=\operatorname{bei}_{\mathrm{v}}(\mathrm{x}) & \mathrm{y}_{3}=\operatorname{ker}_{\mathrm{v}}(\mathrm{x}) & \mathrm{y}_{4}=\operatorname{kei}_{v}(\mathrm{x})  \tag{B15.8}\\
\mathrm{y}_{1}=\operatorname{ber}_{-v}(\mathrm{x}) & \mathrm{y}_{2}=\operatorname{bei}_{-v}(\mathrm{x}) & \mathrm{y}_{3}=\operatorname{ker}_{-v}(\mathrm{x}) & \mathrm{y}_{4}=\operatorname{kei}_{-v}(\mathrm{x})
\end{array}
$$

Recurrence Formulae:

$$
\begin{align*}
& z_{v+1}+z_{v-1}=-\frac{v \sqrt{2}}{x}\left(z_{v}-w_{v}\right)  \tag{B15.9}\\
& z_{v}^{\prime}=\frac{1}{2 \sqrt{2}}\left(z_{v+1}-z_{v-1}+w_{v+1}-w_{v-1}\right)  \tag{B15.10}\\
& \quad=\frac{v}{x} z_{v}+\frac{1}{\sqrt{2}}\left(z_{v+1}+w_{v+1}\right)  \tag{B15.11}\\
& \quad=-\frac{v}{x} z_{v}-\frac{1}{\sqrt{2}}\left(z_{v-1}+w_{v-1}\right) \tag{B15.12}
\end{align*}
$$

where the pair of functions $z_{V}$ and $w_{V}$ are, respectively:

$$
\begin{aligned}
& \mathrm{z}_{\mathrm{v}}, \mathrm{w}_{\mathrm{v}}=\operatorname{ber}_{\mathrm{v}}(\mathrm{x}), \operatorname{bei}_{\mathrm{v}}(\mathrm{x}) \text { or }=\operatorname{ker}_{\mathrm{v}}(\mathrm{x}), \operatorname{kei}_{\mathrm{v}}(\mathrm{x}) \\
& \\
& \quad \text { or }=\operatorname{bei}_{\mathrm{v}}(\mathrm{x}),-\operatorname{ber}_{\mathrm{v}}(\mathrm{x}) \quad \text { or }=\operatorname{kei}_{\mathrm{v}}(\mathrm{x}),-\operatorname{ker}_{\mathrm{v}}(\mathrm{x})
\end{aligned}
$$

Special relationships

$$
\begin{align*}
& \text { ber }_{-v}(x)=\cos (v \pi) \operatorname{ber}_{v}(x)+\sin (v \pi) \operatorname{bei}_{v}(x)+\frac{2}{\pi} \sin (v \pi) \operatorname{ker}_{v}(x)  \tag{B15.13}\\
& \text { bei }_{-v}(x)=-\sin (v \pi) \operatorname{ber}_{v}(x)+\cos (v \pi) \operatorname{bei}_{v}(x)+\frac{2}{\pi} \sin (v \pi) \operatorname{kei}_{v}(x)  \tag{B15.14}\\
& \operatorname{ker}_{-v}(x)=\cos (v \pi) \operatorname{ker}_{v}(x)-\sin (v \pi) \operatorname{kei}_{v}(x)  \tag{B15.15}\\
& \operatorname{kei}_{-v}(x)=\sin (v \pi) \operatorname{ker}_{v}(x)+\cos (v \pi) \operatorname{kei}_{v}(x) \tag{B15.16}
\end{align*}
$$

Series Representation:

$$
\begin{align*}
& \operatorname{ber}_{v}(x)=\frac{x^{v}}{2^{v}} \sum_{m=0}^{\infty} \frac{\cos [\pi / 4(3 v+2 m)]}{m!\Gamma(v+m+1)}  \tag{B15.17}\\
& \operatorname{bei}_{v}(x)=\frac{x^{v}}{2^{v}} \sum_{m=0}^{\infty} \frac{\sin [\pi / 4(3 v+2 m)]}{m!\Gamma(v+m+1)} \tag{B15.18}
\end{align*}
$$

$$
\begin{align*}
\operatorname{ker}_{n}(x)= & \frac{x^{n}}{2^{n+1}} \sum_{m=0}^{\infty} \frac{g(m+1)+g(n+m+1)}{m!(n+m)!} \cos [\pi / 4(3 n+2 m)] \frac{x^{2 m}}{4^{m}} \\
& +\frac{2^{n-1}}{x^{n}} \sum_{m=0}^{n-1} \frac{(n-m-1)!}{m!} \cos [\pi / 4(3 n+2 m)] \frac{x^{2 m}}{4^{m}}  \tag{B15.19}\\
& +\log (2 / x) \operatorname{ber}_{n}(x)+\frac{\pi}{4} \operatorname{bei}_{n}(x) \\
\operatorname{kei}_{n}(x)= & \frac{x^{n}}{2^{n+1}} \sum_{m=0}^{\infty} \frac{g(m+1)+g(n+m+1)}{m!(n+m)!} \sin [\pi / 4(3 n+2 m)] \frac{x^{2 m}}{4^{m}} \\
& -\frac{2^{n-1}}{x^{n}} \sum_{m=0}^{n-1} \frac{(n-m-1)!}{m!} \sin [\pi / 4(3 n+2 m)] \frac{x^{2 m}}{4^{m}}  \tag{B15.20}\\
& +\log (2 / x) b e i_{n}(x)-\frac{\pi}{4} \operatorname{ber}(x) \\
\operatorname{ber}(x)= & \sum_{m=0}^{\infty} \frac{(-1)^{m}}{[(2 m)!]^{2}} \frac{x^{4 m}}{2^{4 m}}  \tag{B15.21}\\
\operatorname{bei}(x)= & \sum_{m=0}^{\infty} \frac{(-1)^{m}}{[(2 m+1)!]^{2}}\left(\frac{x}{2}\right)^{4 m+2}  \tag{B15.22}\\
\operatorname{ker}(x)= & \sum_{m=1}^{\infty} \frac{(-1)^{m}}{[(2 m)!]^{2}} \frac{x^{4 m}}{2^{4 m}} g(2 m)+[\log (2 / x)-\gamma) \operatorname{ber}(x)+\frac{\pi}{4} b e i(x)  \tag{B15.23}\\
\operatorname{kei}(x)= & \sum_{m=1}^{\infty} \frac{(-1)^{m}}{[(2 m+1)!]^{2}} \frac{x^{4 m+2}}{2^{4 m+2}} g(2 m+1)  \tag{B15.24}\\
& +[\log (2 / x)-\gamma) \operatorname{bei}(x)-\frac{\pi}{4} b e r(x)
\end{align*}
$$

Asymptotic Series:

$$
\begin{align*}
\operatorname{ber}_{v}(x)= & \frac{e^{x / \sqrt{2}}}{\sqrt{2 \pi x}}\left\{z_{v}(x) \cos a+w_{v}(x) \sin \alpha\right\}  \tag{B15.25}\\
& -\frac{1}{\pi}\left\{\sin (2 v \pi) \operatorname{ker}_{v}(x)+\cos (2 v \pi) \operatorname{kei}_{v}(x)\right\} \\
\text { bei }_{v}(x)= & \frac{e^{x / \sqrt{2}}}{\sqrt{2 \pi x}}\left\{z_{v}(x) \cos a-w_{v}(x) \sin a\right\}  \tag{B15.26}\\
& +\frac{1}{\pi}\left\{\cos (2 v \pi) \operatorname{ker}_{v}(x)-\sin (2 v \pi) \operatorname{kei}_{v}(x)\right\}
\end{align*}
$$

$$
\begin{align*}
& \operatorname{ker}_{v}(x)=\frac{\sqrt{\pi} e^{-x / \sqrt{2}}}{\sqrt{2 x}}\left\{z_{v}(-x) \cos b-w_{v}(-x) \sin b\right\}  \tag{B15.27}\\
& \operatorname{kei}_{v}(x)=-\frac{\sqrt{\pi} e^{-x / \sqrt{2}}}{\sqrt{2 x}}\left\{z_{v}(-x) \sin b+w_{v}(-x) \cos b\right\}  \tag{B15.28}\\
& z_{v}(\mp x) \sim 1+\sum_{m=1}^{\infty} \frac{( \pm 1)^{m}\left\{(c-1) \cdot(c-9) \cdot \ldots \cdot\left(c-(2 m-1)^{2}\right)\right\}}{m!(8 x)^{m}} \cos (m \pi / 4)  \tag{B15.29}\\
& w_{v}(\mp x) \sim \sum_{m=1}^{\infty} \frac{( \pm 1)^{m}\left\{(c-1) \cdot(c-9) \cdot \ldots \cdot\left(c-(2 m-1)^{2}\right)\right\}}{m!(8 x)^{m}} \sin (m \pi / 4) \tag{B15.30}
\end{align*}
$$

where $a=\frac{x}{\sqrt{2}}+\frac{\pi}{2}(v-1 / 4), b=a+\pi / 4$, and $c=4 v^{2}$.
Other asymptotic forms for $v=0$ :

$$
\begin{align*}
& \operatorname{ber}(x)=\frac{e^{\alpha(x)}}{\sqrt{2 \pi x}} \cos (\beta(x))  \tag{B15.31}\\
& \operatorname{bei}(x)=\frac{e^{\alpha(x)}}{\sqrt{2 \pi x}} \sin (\beta(x))  \tag{B15.32}\\
& \operatorname{ker}(x)=\sqrt{\frac{\pi}{2 x}} e^{\alpha(-x)} \cos (\beta(-x))  \tag{B15.33}\\
& \operatorname{kei}(x)=\sqrt{\frac{\pi}{2 x}} e^{\alpha(-x)} \sin (\beta(-x)) \tag{B15.34}
\end{align*}
$$

where:

$$
\begin{equation*}
\alpha(x) \sim \frac{1}{\sqrt{2}}\left\{x+\frac{1}{8 x}-\frac{25}{384 x^{3}}-\frac{13 \sqrt{2}}{128 x^{4}}-\ldots\right\} \tag{B15.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(x) \sim-\frac{\pi}{8}+\frac{1}{\sqrt{2}}\left\{x-\frac{1}{8 x}-\frac{\sqrt{2}}{16 x^{2}}-\frac{25}{384 x^{3}}+\ldots\right\} \tag{B15.36}
\end{equation*}
$$

## APPENDIX C

## ORTHOGONAL COORDINATE SYSTEMS

## C. 1 Introduction

This appendix deals with some of the widely used coordinate systems. It contains expressions for elementary length, area and volume, gradient, divergence, curl, and the Laplacian operator in generalized orthogonal coordinate systems.

## C. 2 Generalized Orthogonal Coordinate Systems

Consider an orthogonal generalized coordinate ( $\mathrm{u}^{1}, \mathrm{u}^{2}, \mathrm{u}^{3}$ ), such that an elementary measure of length along each coordinate is given by:

$$
\begin{align*}
& \mathrm{ds}_{1}=\sqrt{\mathrm{g}_{11}} \mathrm{du}^{1} \\
& \mathrm{ds}_{2}=\sqrt{\mathrm{g}_{22}} \mathrm{du}^{2}  \tag{C.1}\\
& \mathrm{ds}_{3}=\sqrt{\mathrm{g}_{33}} \mathrm{du}^{3}
\end{align*}
$$

where $g_{11}, g_{22}$ and $g_{33}$ are called the metric coefficients, expressed by:

$$
\begin{equation*}
g_{i i}=\left(\frac{\partial x^{1}}{d u^{i}}\right)^{2}+\left(\frac{\partial x^{2}}{d u^{i}}\right)^{2}+\left(\frac{\partial x^{3}}{d u^{i}}\right)^{2} \tag{C.2}
\end{equation*}
$$

and $x^{i}$ are rectangular coordinates.
An infitesimal distance ds can be expressed as:

$$
\begin{equation*}
(d s)^{2}=g_{11}\left(d u^{1}\right)^{2}+g_{22}\left(d u^{2}\right)^{2}+g_{33}\left(d u^{3}\right)^{2} \tag{C.3}
\end{equation*}
$$

An infitesimal area $d A$ on the $u^{1} u^{2}$ surface can be expressed as:

$$
\begin{equation*}
d A=\left[\left(g_{11}\right)^{1 / 2} d u^{1}\right]\left[\left(g_{22}\right)^{1 / 2} d u^{2}\right]=\sqrt{g_{11} g_{22}} d u^{1} d u^{2} \tag{C.4}
\end{equation*}
$$

Similarly, an element of volume dV becomes:

$$
\begin{equation*}
d V=\sqrt{g_{11} g_{22} g_{33}} d u^{1} d u^{2} d u^{3}=\sqrt{g} \mathrm{du}^{1} \mathrm{du}^{2} \mathrm{du}^{3} \tag{C.5}
\end{equation*}
$$

where:

$$
\begin{equation*}
g=g_{11} g_{22} g_{33} \tag{C.6}
\end{equation*}
$$

A gradient of scalar function $\phi, \nabla \phi$, is defined as:

$$
\begin{equation*}
\nabla \phi=\frac{\overline{\mathrm{e}}_{1}}{\sqrt{\mathrm{~g}_{11}}} \frac{\partial \phi}{\partial \mathrm{u}^{1}}+\frac{\overline{\mathrm{e}}_{2}}{\sqrt{\mathrm{~g}_{22}}} \frac{\partial \phi}{\partial \mathrm{u}^{2}}+\frac{\overline{\mathrm{e}}_{3}}{\sqrt{\mathrm{~g}_{33}}} \frac{\partial \phi}{\partial \mathrm{u}^{3}} \tag{C.7}
\end{equation*}
$$

where $\overrightarrow{\mathrm{e}}_{1}, \overrightarrow{\mathrm{e}}_{2}$ and $\overrightarrow{\mathrm{e}}_{3}$ are base vectors along the coordinates $\mathbf{u}^{1}, \mathrm{u}^{2}$, and $\mathbf{u}^{3}$ respectively.
The divergence of a vector $\overrightarrow{\mathrm{E}}, \nabla \cdot \overrightarrow{\mathrm{E}}$, can be expressed as:

$$
\begin{equation*}
\nabla \cdot \vec{E}=\frac{1}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{1}}\left[\sqrt{g / g_{11}} E_{1}\right]+\frac{\partial}{\partial u^{2}}\left[\sqrt{g / g_{22}} E_{2}\right]+\frac{\partial}{\partial u^{3}}\left[\sqrt{g / g_{33}} E_{3}\right]\right\} \tag{C.8}
\end{equation*}
$$

where $E_{1}, E_{2}$ and $E_{3}$ are the components of the vector $\bar{E}$, i.e.:

$$
\overline{\mathrm{E}}=\mathrm{E}_{1} \overline{\mathrm{e}}_{1}+\mathrm{E}_{2} \overline{\mathrm{e}}_{2}+\mathrm{E}_{3} \overline{\mathrm{e}}_{3}
$$

The curl of a vector $\bar{E}, \nabla \times \overline{\mathrm{E}}$ is defined as:

$$
\begin{align*}
\nabla \times \bar{E} & =\frac{\sqrt{g_{11}} \vec{e}_{1}}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{2}}\left[\sqrt{g_{33}} E_{3}\right]-\frac{\partial}{\partial u^{3}}\left[\sqrt{g_{22}} E_{2}\right]\right\} \\
& +\frac{\sqrt{g_{22}} \vec{e}_{2}}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{3}}\left[\sqrt{g_{11}} E_{1}\right]-\frac{\partial}{\partial u^{1}}\left[\sqrt{g_{33}} E_{3}\right]\right\}  \tag{C.9}\\
& +\frac{\sqrt{g_{33}} \vec{e}_{3}}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{1}}\left[\sqrt{g_{22}} E_{2}\right]-\frac{\partial}{\partial u^{2}}\left[\sqrt{g_{11}} E_{1}\right]\right\}
\end{align*}
$$

or

$$
\nabla \times \overrightarrow{\mathrm{E}}=\left|\begin{array}{ccc}
\sqrt{\mathrm{g}_{11} / \mathrm{g}} \mathrm{e}_{1} & \sqrt{\mathrm{~g}_{22} / \mathrm{g}} \mathrm{e}_{2} & \sqrt{\mathrm{~g}_{33} / \mathrm{g}} \mathrm{e}_{3}  \tag{C.10}\\
\frac{\partial}{\partial \mathrm{u}^{1}} & \frac{\partial}{\partial \mathrm{u}^{2}} & \frac{\partial}{\partial \mathrm{u}^{3}} \\
\sqrt{g_{11}} \mathrm{E}_{1} & \sqrt{\mathrm{~g}_{22}} \mathrm{E}_{2} & \sqrt{\mathrm{~g}_{33}} \mathrm{E}_{3}
\end{array}\right|
$$

The Laplacian of a scalar function $\phi, \nabla^{2} \phi$, can be written as

$$
\begin{equation*}
\nabla^{2} \phi=\frac{1}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{1}}\left(\frac{\sqrt{g}}{g_{11}} \frac{\partial \phi}{\partial u^{1}}\right)+\frac{\partial}{\partial u^{2}}\left(\frac{\sqrt{g}}{g_{22}} \frac{\partial \phi}{\partial u^{2}}\right)+\frac{\partial}{\partial u^{3}}\left(\frac{\sqrt{g}}{g_{33}} \frac{\partial \phi}{\partial u^{3}}\right)\right\} \tag{C.11}
\end{equation*}
$$

The Laplacian of a vector function $\overline{\mathrm{E}}$, denoted as $\nabla^{2} \overline{\mathrm{E}}$ can be written as

$$
\begin{align*}
\nabla^{2} \overline{\mathrm{E}} & =\frac{\overline{\mathrm{e}}_{1}}{\sqrt{\mathrm{~g}_{11}}}\left\{\frac{\partial \mathrm{~A}}{\partial \mathrm{u}^{1}}+\frac{\mathrm{g}_{11}}{\sqrt{\mathrm{~g}}}\left(\frac{\partial \mathrm{~B}_{2}}{\partial \mathrm{u}^{3}}-\frac{\partial \mathrm{B}_{3}}{\partial \mathrm{u}^{2}}\right)\right\} \\
& +\frac{\overline{\mathrm{e}}_{2}}{\sqrt{\mathrm{~g}_{22}}}\left\{\frac{\partial \mathrm{~A}}{\partial \mathrm{u}^{2}}+\frac{\mathrm{g}_{22}}{\sqrt{\mathrm{~g}}}\left(\frac{\partial \mathrm{~B}_{3}}{\partial \mathrm{u}^{1}}-\frac{\partial \mathrm{B}_{1}}{\partial \mathrm{u}^{3}}\right)\right\}  \tag{C.12}\\
& +\frac{\overline{\mathrm{e}}_{3}}{\sqrt{\mathrm{~g}_{33}}}\left\{\frac{\partial \mathrm{~A}}{\partial \mathrm{u}^{3}}+\frac{\mathrm{g}_{33}}{\sqrt{\mathrm{~g}}}\left(\frac{\partial \mathrm{~B}_{1}}{\partial \mathrm{u}^{2}}-\frac{\partial \mathrm{B}_{2}}{\partial \mathrm{u}^{1}}\right)\right\}
\end{align*}
$$

where:

$$
\begin{aligned}
& A=\frac{1}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{1}}\left(\sqrt{g / g_{11}} E_{1}\right)+\frac{\partial}{\partial u^{2}}\left(\sqrt{g / g_{22}} E_{2}\right)+\frac{\partial}{\partial u^{3}}\left(\sqrt{g / g_{33}} E_{3}\right)\right\}=\nabla \cdot \vec{E} \\
& B_{1}=\frac{g_{11}}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{2}}\left(\sqrt{g_{33}} E_{3}\right)-\frac{\partial}{\partial u^{3}}\left(\sqrt{g_{22}} E_{2}\right)\right\} \\
& B_{2}=\frac{g_{22}}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{3}}\left(\sqrt{g_{11}} E_{1}\right)-\frac{\partial}{\partial u^{1}}\left(\sqrt{g_{33}} E_{3}\right)\right\}
\end{aligned}
$$

$$
B_{3}=\frac{g_{33}}{\sqrt{g}}\left\{\frac{\partial}{\partial u^{1}}\left(\sqrt{g_{22}} E_{2}\right)-\frac{\partial}{\partial u^{2}}\left(\sqrt{g_{11}} E_{1}\right)\right\}
$$

## C. 3 Cartesian Coordinates

Cartesian coordinate systems are defined as:
$\begin{array}{ll}\mathbf{u}^{1}=\mathrm{x} & -\infty<\mathrm{x}<+\infty \\ \mathbf{u}^{2}=\mathrm{y} & -\infty<\mathrm{y}<+\infty \\ \mathbf{u}^{3}=\mathrm{z} & -\infty<\mathrm{z}<+\infty\end{array}$
The quantities defined in (C.2) to (C.11) can be listed below:
$g_{11}=g_{22}=g_{33}=1 \quad g^{1 / 2}=1$
$(\mathrm{ds})^{2}=(\mathrm{dx})^{2}+(\mathrm{dy})^{2}+(\mathrm{dz})^{2}$
$d V=d x d y d z$
$\nabla \phi=\overline{\mathrm{e}}_{\mathrm{x}} \frac{\partial \phi}{\partial \mathrm{x}}+\overline{\mathrm{e}}_{\mathrm{y}} \frac{\partial \phi}{\partial \mathrm{y}}+\overline{\mathrm{e}}_{\mathrm{z}} \frac{\partial \phi}{\partial \mathrm{z}}$
$\nabla \cdot \bar{E}=\frac{\partial E_{x}}{\partial x}+\frac{\partial E_{y}}{\partial y}+\frac{\partial E_{z}}{\partial z}$
$\nabla x \bar{E}=\left|\begin{array}{ccc}\vec{e}_{x} & \bar{e}_{y} & \vec{e}_{y} \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ E_{x} & E_{y} & E_{z}\end{array}\right|$
$\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial \mathrm{x}^{2}}+\frac{\partial^{2} \phi}{\partial \mathrm{y}^{2}}+\frac{\partial^{2} \phi}{\partial \mathrm{z}^{2}}$

## C. 4 Circular Cylindrical Coordinates

The circular cylindrical coordinates can be given as:

$$
\begin{array}{ll}
\mathbf{u}^{1}=\mathrm{r} & 0 \leq \mathrm{r}<+\infty \\
\mathbf{u}^{2}=\theta & 0 \leq \theta<2 \pi \\
\mathbf{u}^{3}=\mathrm{z} & -\infty<\mathrm{z}<+\infty
\end{array}
$$

where $\mathrm{r}=$ constant defines a circular cylinder, $\dot{\theta}=$ constant defines a half plane and $\mathrm{z}=$ constant defines a plane.

The coordinate transformation between $(r, \theta, z)$ and ( $x, y, z$ ) are as follows:

$$
\begin{array}{lll}
x=r \cos \theta, & y=r \sin \theta, & z=z \\
x^{2}+y^{2}=r^{2}, & \tan \theta=y / x &
\end{array}
$$

Expression corresponding to (C.2) to (C.11) are given below:
$g_{11}=g_{33}=1$,
$g_{22}=\mathrm{r}^{2}$
$\mathrm{g}^{1 / 2}=\mathrm{r}$
$(\mathrm{ds})^{2}=(\mathrm{dr})^{2}+\mathrm{r}^{2}(\mathrm{~d} \theta)^{2}+(\mathrm{dz})^{2}$
$d V=r d r d \theta d z$
$\nabla \phi=\overrightarrow{\mathrm{e}}_{\mathrm{r}} \frac{\partial \phi}{\partial \mathrm{r}}+\frac{\mathbf{1}}{\mathrm{r}} \overrightarrow{\mathrm{e}}_{\theta} \frac{\partial \phi}{\partial \theta}+\overrightarrow{\mathrm{e}}_{\mathrm{z}} \frac{\partial \phi}{\partial \mathrm{z}}$
$\nabla \cdot \overrightarrow{\mathrm{E}}=\frac{\partial \mathrm{E}_{\mathrm{r}}}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}} \mathrm{E}_{\mathrm{r}}+\frac{1}{\mathrm{r}} \frac{\partial \mathrm{E}_{\theta}}{\partial \theta}+\frac{\partial \mathrm{E}_{\mathrm{z}}}{\partial \mathrm{z}}$
$\nabla x \bar{E}=\frac{1}{r}\left|\begin{array}{ccc}\vec{e}_{r} & r \bar{e}_{\theta} & \vec{e}_{z} \\ \frac{\partial}{\partial r} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial z} \\ E_{r} & r E_{\theta} & E_{z}\end{array}\right|$
$\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial \mathrm{r}^{2}}+\frac{1}{\mathrm{r}} \frac{\partial \phi}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}^{2}} \frac{\partial^{2} \phi}{\partial \theta^{2}}+\frac{\partial^{2} \phi}{\partial \mathrm{z}^{2}}$

## C. 5 Elliptic-Cylindrical Coordinates

The elliptic-cylindrical coordinates are defined as:

$$
\begin{array}{ll}
\mathbf{u}^{1}=\eta & 0 \leq \eta<+\infty \\
\mathbf{u}^{2}=\psi & 0 \leq \psi \leq 2 \pi \\
\mathbf{u}^{3}=\mathbf{z} & -\infty<z<+\infty
\end{array}
$$

where $\eta=$ const. defines an infinite cylinder with an elliptic cross-section, $\psi=$ const. defines a hyperbolic surface and $\mathrm{z}=$ const. defines a plane. The ellipse has a focal length of 2 d .

The coordinate transform between $\mathrm{x}, \mathrm{y}, \mathrm{z}$ and $\eta, \psi$ and z are written as follows:

$$
\begin{array}{lll}
x=d \cosh \eta \cos \psi, & y=d \sinh \eta \sin \psi, & \mathrm{z}=\mathrm{z} \\
\frac{\mathrm{x}^{2}}{\cosh ^{2} \eta}+\frac{\mathrm{y}^{2}}{\sinh ^{2} \eta}=\mathrm{d}^{2}, & \frac{\mathrm{x}^{2}}{\cos ^{2} \psi}-\frac{\mathrm{y}^{2}}{\sin ^{2} \psi}=\mathrm{d}^{2}
\end{array}
$$

For the equations below let:

$$
\alpha^{2}=\cosh ^{2} \eta-\cos ^{2} \psi
$$

The quantities given in (C.2) to (C.11) are defined as follows:
$g_{11}=g_{22}=d^{2} \alpha^{2}, \quad g_{33}=1 \quad g^{1 / 2}=d^{2} \alpha^{2}$
$d V=d^{2} \alpha^{2} d \eta d \psi d z$
$\left.(\mathrm{ds})^{2}=\mathrm{d}^{2}{\alpha^{2}}^{2}(\mathrm{~d} \eta)^{2}+(\mathrm{d} \psi)^{2}\right]+(\mathrm{dz})^{2}$
$\nabla \phi=\frac{1}{\mathrm{~d} \alpha}\left[\overline{\mathrm{e}}_{\eta} \frac{\partial \phi}{\partial \eta}+\overline{\mathrm{e}}_{\psi} \frac{\partial \phi}{\partial \psi}\right]+\overline{\mathrm{e}}_{\mathrm{z}} \frac{\partial \phi}{\partial z}$
$\nabla \cdot \vec{E}=\frac{1}{d \alpha}\left\{\frac{\partial}{\partial \eta}\left(\alpha \mathrm{E}_{\eta}\right)+\frac{\partial}{\partial \psi}\left(\alpha \mathrm{E}_{\psi}\right)\right\}+\frac{\partial \mathrm{E}_{\mathbf{z}}}{\partial \mathrm{z}}$
$\nabla \times \overrightarrow{\mathrm{E}}=\frac{1}{\alpha^{2}}\left|\begin{array}{ccc}\alpha \overline{\mathrm{e}}_{\eta} & \alpha \overline{\mathrm{e}}_{\psi} & \overline{\mathrm{e}}_{\mathrm{z}} / \mathrm{d} \\ \frac{\partial}{\partial \eta} & \frac{\partial}{\partial \psi} & \frac{\partial}{\partial z} \\ \alpha \mathrm{E}_{\eta} & \alpha \mathrm{E}_{\psi} & \mathrm{E}_{\mathrm{z}} / \mathrm{d}\end{array}\right|$
$\nabla^{2} \phi=\frac{1}{d^{2} \alpha^{2}}\left[\frac{\partial^{2} \phi}{\partial \eta^{2}}+\frac{\partial^{2} \phi}{\partial \psi^{2}}\right]+\frac{\partial^{2} \phi}{\partial z^{2}}$

## C. 6 Spherical Coordinates

The spherical coordinates are defined as follows:

$$
\begin{array}{ll}
\mathbf{u}^{1}=\mathbf{r} & 0 \leq \mathrm{r}<\infty \\
\mathbf{u}^{2}=\theta & 0 \leq \theta \leq \pi \\
\mathbf{u}^{3}=\phi & 0 \leq \phi \leq 2 \pi
\end{array}
$$

The coordinate transformation between ( $x, y, z$ ) and $(r, \theta, \phi)$ are given below.
$x=r \sin \theta \cos \phi \quad y=r \sin \theta \sin \phi \quad z=r \cos \theta$
$x^{2}+y^{2}+z^{2}=r^{2} \quad z \tan \theta=\left(x^{2}+y^{2}\right)^{1 / 2} \quad \tan \phi=y / x$
The quantities defined in (C.2) to (C.11) are given below:
$\mathrm{g}_{11}=1, \quad \mathrm{~g}_{22}=\mathrm{r}^{2}, \quad \mathrm{~g}_{33}=\mathrm{r}^{2} \sin ^{2} \theta \quad \mathrm{~g}^{1 / 2}=\mathrm{r}^{2} \sin \theta$
$(\mathrm{ds})^{2}=(\mathrm{dr})^{2}+\mathrm{r}^{2}(\mathrm{~d} \theta)^{2}+\mathrm{r}^{2} \sin ^{2} \theta(\mathrm{~d} \phi)^{2}$
$d V=r^{2} \sin \theta d r d \theta d \phi$
$\nabla \psi=\vec{e}_{\mathrm{r}} \frac{\partial \psi}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}} \overrightarrow{\mathrm{e}}_{\theta} \frac{\partial \psi}{\partial \theta}+\frac{1}{\mathrm{r} \sin \theta} \overrightarrow{\mathrm{e}}_{\phi} \frac{\partial \psi}{\partial \phi}$

$$
\begin{aligned}
& \nabla \cdot \overline{\mathrm{E}}=\frac{\partial \mathrm{E}_{\mathrm{r}}}{\partial \mathrm{r}}+\frac{2}{\mathrm{r}} \mathrm{E}_{\mathrm{r}}+\frac{1}{\mathrm{r}} \frac{\partial \mathrm{E}_{\theta}}{\partial \theta}+\frac{\cot \theta}{\mathrm{r}} \mathrm{E}_{\theta}+\frac{1}{\mathrm{r} \sin \theta} \frac{\partial \mathrm{E}_{\phi}}{\partial \phi} \\
& \nabla \times \overline{\mathrm{E}}=\frac{1}{\mathrm{r}^{2} \sin \theta}\left|\begin{array}{ccc}
\overline{\mathrm{e}}_{\mathrm{r}} & \mathrm{r} \overline{\mathrm{e}}_{\theta} & \mathrm{r} \sin \theta \overline{\mathrm{e}}_{\phi} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \phi} \\
\mathrm{E}_{\mathrm{r}} & \mathrm{r} \mathrm{E}_{\theta} & \mathrm{r} \sin \theta \mathrm{E}_{\phi}
\end{array}\right| \\
& \nabla^{2} \psi=\frac{\partial^{2} \psi}{\partial \mathrm{r}^{2}}+\frac{2}{\mathrm{r}} \frac{\partial \psi}{\partial \mathrm{r}}+\frac{1}{\mathrm{r}^{2}} \frac{\partial^{2} \psi}{\partial \theta^{2}}+\frac{\cot \theta}{\mathrm{r}^{2}} \frac{\partial \psi}{\partial \theta}+\frac{1}{\mathrm{r}^{2} \sin ^{2} \theta} \frac{\partial^{2} \psi}{\partial \phi^{2}}
\end{aligned}
$$

## C. 7 Prolate Spheroidal Coordinates

## C.7.1 Prolate Spheroidal Coordinates - I

The prolate spheroidal coordinates are defined by

$$
\begin{array}{ll}
\mathbf{u}^{1}=\eta & 0 \leq \eta<\infty \\
\mathbf{u}^{2}=\theta & 0 \leq \theta \leq \pi \\
\mathbf{u}^{3}=\phi & 0 \leq \phi \leq 2 \pi
\end{array}
$$

where $\eta=$ const. defines a rotational elliptical surface, about the z axis, $\theta=$ const. defines a rotational hyperbolic surface about the z axis and $\phi=$ const. defines a half plane. The focal length of the ellipse $=2 \mathrm{~d}$.

The coordinate transformation between ( $x, y, z$ ) and $(\eta, \theta, \phi)$ are given below:

$$
\begin{array}{lll}
x=d \sinh \eta \sin \theta \cos \phi, & y=d \sinh \eta \sin \theta \sin \phi, & z=d \cosh \eta \cos \theta \\
\frac{x^{2}+y^{2}}{\sinh ^{2} \eta}+\frac{z^{2}}{\cosh ^{2} \eta}=d^{2}, & \frac{z^{2}}{\cos ^{2} \theta}-\frac{\left(x^{2}+y^{2}\right)}{\sin ^{2} \theta}=d^{2}, & \tan \phi=y / x
\end{array}
$$

For the equations below let:

$$
\alpha^{2}=\sinh ^{2} \eta+\sin ^{2} \theta, \quad \text { and } \quad \beta=\sinh \eta \sin \theta
$$

The quantities defined in (C.2) to (C.11) are enumerated below:

$$
\begin{aligned}
& g_{11}=g_{22}=d^{2} \alpha^{2}, \quad g_{33}=d^{2} \beta^{2} \\
& g^{1 / 2}=d^{3} \alpha^{2} \beta \\
& (d s)^{2}=d^{2} \alpha^{2}\left[(d \eta)^{2}+(d \theta)^{2}\right]+d^{2} \beta^{2}(d \phi)^{2} \\
& d V=d^{3} \alpha^{2} \beta d \eta d \theta d \phi
\end{aligned}
$$

$\nabla \psi=\frac{1}{d \alpha}\left[\bar{e}_{\eta} \frac{\partial \psi}{\partial \eta}+\vec{e}_{\theta} \frac{\partial \psi}{\partial \theta}\right]+\frac{1}{d \beta} \bar{e}_{\phi} \frac{\partial \psi}{\partial \phi}$
$\nabla \cdot \overrightarrow{\mathrm{E}}=\frac{1}{\mathrm{~d} \alpha}\left\{\frac{1}{\sinh \eta} \frac{\partial}{\partial \eta}\left[\alpha \sinh \eta \mathrm{E}_{\eta}\right]+\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left[\alpha \sin \theta \mathrm{E}_{\theta}\right]\right\}+\frac{1}{\mathrm{~d} \beta} \frac{\partial \mathrm{E}_{\phi}}{\partial \phi}$
$\nabla \times \overline{\mathrm{E}}=\frac{1}{d \alpha^{2} \beta}\left|\begin{array}{ccc}\alpha \overrightarrow{\mathrm{e}}_{\eta} & \alpha \overline{\mathrm{e}}_{\theta} & \beta \overrightarrow{\mathrm{e}}_{\phi} \\ \frac{\partial}{\partial \eta} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \phi} \\ \alpha \mathrm{E}_{\eta} & \alpha \mathrm{E}_{\theta} & \beta \mathrm{E}_{\phi}\end{array}\right|$
$\nabla^{2} \psi=\frac{1}{d^{2} \alpha^{2}}\left\{\frac{\partial^{2} \psi}{\partial \eta^{2}}+\operatorname{coth} \eta \frac{\partial \psi}{\partial \eta}+\frac{\partial^{2} \psi}{\partial \theta^{2}}+\cot \theta \frac{\partial \psi}{\partial \theta}\right\}+\frac{1}{d^{2} \beta^{2}} \frac{\partial^{2} \psi}{\partial \phi^{2}}$

## C.7.2 Prolate Spheroidal Coordinates - II

These are defined as

$$
\begin{array}{ll}
\mathbf{u}^{1}=\xi & 1 \leq \xi<\infty \\
\mathbf{u}^{2}=\eta & -1 \leq \eta \leq+1 \\
\mathbf{u}^{3}=\phi & 0 \leq \phi \leq 2 \pi
\end{array}
$$

The coordinate transformation between ( $x, y, z$ ) and $(\xi, \eta, \phi)$ are described below:

$$
\begin{array}{lll}
x=d \sqrt{\left(\xi^{2}-1\right)\left(1-\eta^{2}\right)} \cos \phi, & y=d \sqrt{\left(\xi^{2}-1\right)\left(1-\eta^{2}\right)} \sin \phi, & z=d \xi \eta \\
\frac{x^{2}+y^{2}}{1-\xi^{2}}+\frac{z^{2}}{\xi^{2}}=d^{2}, & \frac{x^{2}+y^{2}}{1-\eta^{2}}+\frac{z^{2}}{\eta^{2}}=d^{2}, & \tan \phi=y / x
\end{array}
$$

The focal length of the ellipse is 2 d .
For the equations below let:

$$
\alpha^{2}=\xi^{2}-1, \quad \beta^{2}=1-\eta^{2} \quad \text { and } \quad \chi^{2}=\xi^{2}-\eta^{2}
$$

The quantities defined in (C.2) to (C.11) are enumerated below:

$$
\begin{aligned}
& g_{11}=(\mathrm{d} \chi / \alpha)^{2} \quad g_{22}=(\mathrm{d} \chi / \beta)^{2}, \quad g_{33}=(\mathrm{d} \alpha \beta)^{2} \\
& \mathrm{~g}^{1 / 2}=\mathrm{d}^{3} \chi^{2} \\
& (\mathrm{ds})^{2}=d^{2} \chi^{2}\left[\frac{(\mathrm{~d} \xi)^{2}}{\alpha^{2}}+\frac{(\mathrm{d} \mathrm{\eta})^{2}}{\beta^{2}}\right]+d^{2} \alpha^{2} \beta^{2}(\mathrm{~d} \phi)^{2} \\
& d V=d^{3} \chi^{2} d \xi d \eta d \phi
\end{aligned}
$$

$$
\begin{aligned}
& \nabla \psi=\frac{1}{\mathrm{~d} \chi}\left[\alpha \overrightarrow{\mathrm{e}}_{\xi} \frac{\partial \psi}{\partial \xi}+\beta^{2} \overrightarrow{\mathrm{e}}_{\eta} \frac{\partial \psi}{\partial \eta}\right]+\frac{1}{\mathrm{~d} \alpha \beta} \overrightarrow{\mathrm{e}}_{\phi} \frac{\partial \psi}{\partial \phi} \\
& \nabla \cdot \overrightarrow{\mathrm{E}}=\frac{1}{\mathrm{~d} \chi^{2}}\left\{\frac{\partial}{\partial \xi}\left[\chi \alpha \mathrm{E}_{\xi}\right]+\frac{\partial}{\partial \eta}\left[\chi \beta \mathrm{E}_{\eta}\right]+\frac{\chi^{2}}{\alpha \beta} \frac{\partial \mathrm{E}_{\phi}}{\partial \phi}\right\} \\
& \nabla \times \overrightarrow{\mathrm{E}}=\frac{1}{\mathrm{~d} \chi^{2}}\left[\left.\begin{array}{lll}
\frac{\chi}{\alpha} \overrightarrow{\mathrm{e}}_{\xi} & \frac{\chi}{\beta} \overrightarrow{\mathrm{e}}_{\eta} & \beta \alpha \overrightarrow{\mathrm{e}}_{\phi} \\
\frac{\partial}{\partial \xi} & \frac{\partial}{\partial \eta} & \frac{\partial}{\partial \phi} \\
\frac{\chi}{\alpha} \mathrm{E}_{\xi} & \frac{\chi}{\beta} \mathrm{E}_{\eta} & \beta \alpha \mathrm{E}_{\phi}
\end{array} \right\rvert\,\right. \\
& \nabla^{2} \psi=\frac{1}{\mathrm{~d}^{2} \chi^{2}}\left[\frac{\partial}{\partial \xi} \alpha \frac{\partial}{\partial \xi}+\frac{\partial}{\partial \eta} \beta^{2} \frac{\partial}{\partial \eta}+\frac{\chi^{2}}{\alpha^{2} \beta^{2}} \frac{\partial^{2}}{\partial \phi^{2}}\right] \psi
\end{aligned}
$$

## C. 8 Oblate Spheroidal Coordinates

## C.8.1 Oblate Spheroidal Coordinates - I

The oblate spheroidal coordinates are defined by

$$
\begin{array}{ll}
\mathbf{u}^{1}=\eta & 0 \leq \eta<\infty \\
\mathbf{u}^{2}=\theta & 0 \leq \theta \leq \pi \\
\mathbf{u}^{3}=\phi & 0 \leq \phi \leq 2 \pi
\end{array}
$$

where $\eta=$ const. defines a rotational elliptical surface about the $z$-axis, $\theta=$ const. define a rotational hyperbola about the z -axis and $\phi=$ const. is a half plane. The focal distance of the ellipse $=2 \mathrm{~d}$.

The coordinate transformation between ( $x, y, z$ ) and $(\eta, \theta, \phi)$ are as follows:
$x=d \cosh \eta \sin \theta \cos \phi, \quad y=d \cosh \eta \sin \theta \sin \phi, \quad z=d \sinh \eta \cos \theta$

$$
\frac{x^{2}+y^{2}}{\cosh ^{2} \eta}+\frac{z^{2}}{\sinh ^{2} \eta}=d^{2}, \quad \frac{x^{2}+y^{2}}{\sin ^{2} \theta}-\frac{z^{2}}{\cos ^{2} \theta}=d^{2}, \quad \tan \phi=y / x
$$

For the equations below let:

$$
\alpha^{2}=\cosh ^{2} \eta-\sin ^{2} \theta, \quad \text { and } \quad \beta=\cosh \eta \sin \theta
$$

The quantities defined in (C.2) to (C.11) are enumerated below:
$g_{11}=g_{22}=d^{2} \alpha^{2}, \quad g_{33}=d^{2} \beta^{2}$
$g^{1 / 2}=d^{3} \alpha^{2} \beta$
$(\mathrm{ds})^{2}=\mathrm{d}^{2} \alpha^{2}\left[(\mathrm{~d} \eta)^{2}+(\mathrm{d} \theta)^{2}\right]+\mathrm{d}^{2} \beta^{2}(\mathrm{~d} \phi)^{2}$
$d V=d^{3} \alpha^{2} \beta d \eta d \theta d \phi$
$\nabla \psi=\frac{1}{d \alpha}\left[\vec{e}_{\eta} \frac{\partial \psi}{\partial \eta}+\overrightarrow{\mathrm{e}}_{\theta} \frac{\partial \psi}{\partial \theta}\right]+\frac{1}{d \beta} \overrightarrow{\mathrm{e}}_{\phi} \frac{\partial \psi}{\partial \phi}$
$\nabla \cdot \overrightarrow{\mathrm{E}}=\frac{1}{\mathrm{~d} \mathrm{\alpha}}\left\{\frac{1}{\cosh \eta} \frac{\partial}{\partial \eta}\left[\alpha \cosh \eta \mathrm{E}_{\eta}\right]+\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left[\alpha \sin \theta \mathrm{E}_{\theta}\right]\right\}+\frac{1}{\mathrm{~d} \beta} \frac{\partial \mathrm{E}_{\phi}}{\partial \phi}$
$\nabla \times \overrightarrow{\mathrm{E}}=\frac{1}{\mathrm{~d} \alpha^{2} \beta}\left|\begin{array}{ccc}\alpha \overrightarrow{\mathrm{e}}_{\eta} & \alpha \overrightarrow{\mathrm{e}}_{\theta} & \beta \overrightarrow{\mathrm{e}}_{\phi} \\ \frac{\partial}{\partial \eta} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \phi} \\ \alpha \mathrm{E}_{\eta} & \alpha \mathrm{E}_{\theta} & \beta \mathrm{E}_{\phi}\end{array}\right|$
$\nabla^{2} \psi=\frac{1}{\mathrm{~d}^{2} \alpha^{2}}\left\{\frac{\partial^{2} \psi}{\partial \eta^{2}}+\tanh \eta \frac{\partial \psi}{\partial \eta}+\frac{\partial^{2} \psi}{\partial \theta^{2}}+\cos \theta \frac{\partial \psi}{\partial \theta}\right\}+\frac{1}{\mathrm{~d}^{2} \beta^{2}} \frac{\partial^{2} \psi}{\partial \phi^{2}}$

## C.8.2 Oblate Spheroidal Coordinates - II

These coordinates are defined by:

$$
\begin{array}{ll}
\mathbf{u}^{1}=\xi & 1 \leq \xi<\infty \\
\mathbf{u}^{2}=\eta & -1 \leq \eta \leq+1 \\
\mathbf{u}^{3}=\phi & 0 \leq \phi \leq 2 \pi
\end{array}
$$

The coordinate transformation between $(x, y, z)$ and $(\xi, \eta, \phi)$ are described below:

$$
\begin{array}{lll}
x=d \sqrt{\left(\xi^{2}+1\right)\left(1-\eta^{2}\right)} \cos \phi, & y=d \sqrt{\left(\xi^{2}+1\right)\left(1-\eta^{2}\right)} \sin \phi, & z=d \xi \eta \\
\frac{x^{2}+y^{2}}{1+\xi^{2}}+\frac{z^{2}}{\xi^{2}}=d^{2}, & \frac{x^{2}+y^{2}}{1-\eta^{2}}-\frac{z^{2}}{\eta^{2}}=d^{2}, & \tan \phi=y / x
\end{array}
$$

The focal length of the ellipse is 2 d .
For the equations below let:
$\alpha^{2}=\xi^{2}+1, \quad \beta^{2}=1-\eta^{2} \quad$ and $\quad \chi^{2}=\xi^{2}-\eta^{2}$
The quantities defined in (C.2) to (C.11) are enumerated below:

$$
\begin{aligned}
& \mathrm{g}_{11}=(\mathrm{d} \chi / \alpha)^{2} \quad \mathrm{~g}_{22}=(\mathrm{d} \chi / \beta)^{2}, \quad \mathrm{~g}_{33}=(\mathrm{d} \alpha \beta)^{2} \\
& \mathrm{~g}^{1 / 2}=\mathrm{d}^{3} \chi^{2} \\
& (\mathrm{ds})^{2}=\mathrm{d}^{2} \chi^{2}\left[\frac{(\mathrm{~d} \xi)^{2}}{\alpha^{2}}+\frac{(\mathrm{d} \eta)^{2}}{\beta^{2}}\right]+\mathrm{d}^{2} \alpha^{2} \beta^{2}(\mathrm{~d} \phi)^{2}
\end{aligned}
$$

$d V=d^{3} \chi^{2} d \xi d \eta d \phi$

$$
\begin{aligned}
& \nabla \psi=\frac{1}{\mathrm{~d} \mathrm{\chi}}\left[\alpha \overline{\mathrm{e}}_{\xi} \frac{\partial \psi}{\partial \xi}+\beta^{2} \overline{\mathrm{e}}_{\eta} \frac{\partial \psi}{\partial \eta}\right]+\frac{1}{\mathrm{~d} \alpha \beta} \overrightarrow{\mathrm{e}}_{\phi} \frac{\partial \psi}{\partial \phi} \\
& \nabla \cdot \overrightarrow{\mathrm{E}}=\frac{1}{\mathrm{~d} \chi^{2}}\left\{\frac{\partial}{\partial \xi}\left[\chi \alpha \mathrm{E}_{\xi}\right]+\frac{\partial}{\partial \eta}\left[\chi \beta \mathrm{E}_{\eta}\right]+\frac{\chi^{2}}{\alpha \beta} \frac{\partial \mathrm{E}_{\phi}}{\partial \phi}\right\} \\
& \nabla \times \overline{\mathrm{E}}=\frac{1}{\mathrm{~d} \chi^{2}}\left|\begin{array}{ccc}
\frac{\chi}{\alpha} \overrightarrow{\mathrm{e}}_{\xi} & \frac{\chi}{\beta} \overline{\mathrm{e}}_{\eta} & \beta \alpha \overrightarrow{\mathrm{e}}_{\phi} \\
\frac{\partial}{\partial \xi} & \frac{\partial}{\partial \eta} & \frac{\partial}{\partial \phi} \\
\frac{\chi}{\alpha} \mathrm{E}_{\xi} & \frac{\chi}{\beta} \mathrm{E}_{\eta} & \beta \alpha \mathrm{E}_{\phi}
\end{array}\right|
\end{aligned}
$$

$$
\nabla^{2} \psi=\frac{1}{d^{2} \chi^{2}}\left[\frac{\partial}{\partial \xi} \alpha^{2} \frac{\partial}{\partial \xi}+\frac{\partial}{\partial \eta} \beta^{2} \frac{\partial}{\partial \eta}+\frac{\chi^{2}}{\alpha^{2} \beta^{2}} \frac{\partial^{2}}{\partial \phi^{2}}\right] \psi
$$

## APPENDIX D

## DIRAC DELTA FUNCTIONS

The Dirac delta functions are generalized functions which are point functions and thus are not differentiable. A generalized function which will be used often in this appendix is the Step function or the Heaviside, function defined as:

$$
\begin{align*}
H(x-a) & =0 & & x<a \\
& =1 / 2 & & x=a  \tag{D.1}\\
& =1 & & x>a
\end{align*}
$$

which is not differentiable at $x=a$. One should note that:

$$
\begin{equation*}
\mathrm{H}(\mathrm{x}-\mathrm{a})+\mathrm{H}(\mathrm{a}-\mathrm{x})=1 \tag{D.2}
\end{equation*}
$$

## D. 1 Dirac Delta Function

## D.1.1 Definitions and Integrals

The one-dimensional Dirac delta function $\boldsymbol{\delta}(\mathbf{x}-\mathbf{a})$ is one that is defined only through its integral. It is a point function characterized by the following properties:

## Definition:

$$
\begin{aligned}
\delta(x-c) & =0 & & x \neq c \\
& =\infty & & x=c
\end{aligned}
$$

Integral:
Its integral is defined as:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta(x-c) d x=1 \tag{D.3}
\end{equation*}
$$

Sifting Property:
Given a function $\mathrm{f}(\mathrm{x})$, which is continuous at $\mathrm{x}=\mathrm{c}$, then:

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) \delta(x-c) d x=f(c) \tag{D.4}
\end{equation*}
$$

## Shift Property:

This property allows for a shift of the point of application of $\delta(x-c)$, i.e.:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta(x-c) f(x) d x=\int_{-\infty}^{\infty} \delta(x) f(x+c) d x=f(c) \tag{D.5}
\end{equation*}
$$

Scaling Property:
This property allows for the stretching of the variable x :

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta(x / a) f(x) d x=|a| f(0) \tag{D.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta((x-c) / a) f(x) d x=|a| f(c) \tag{D.7}
\end{equation*}
$$

## Even Function:

The Dirac function is an even function, i.e.:

$$
\begin{equation*}
\delta(c-x)=\delta(x-c) \tag{D.8}
\end{equation*}
$$

since:

$$
\int_{-\infty}^{\infty} \delta(c-x) d x=1
$$

and

$$
\int_{-\infty}^{\infty} \delta(x-c) f(x) d x=f(c)=\int_{-\infty}^{\infty} \delta(c-x) f(x) d x
$$

## Definite Integrals:

The Dirac delta function may be integrated over finite limits, such that:

$$
\begin{align*}
\int_{a}^{b} \delta(x-c) d x & =0 & & c<a, \text { or } c>b \\
& =1 / 2 & & c=a, \text { or } c=b \\
& =1 & & a<c<b \tag{D.9}
\end{align*}
$$

and the sifting property is then redefined as:

$$
\begin{align*}
\int_{a}^{b} f(x) \delta(x-c) d x & =0 & & c<a, \text { or } c>b \\
& =1 / 2 f(c) & & c=a, \text { or } c=b \\
& =f(c) & & a<c<b \tag{D.10}
\end{align*}
$$

If the integral is an indefinite integral, the integral of the Dirac delta function is a Heaviside function:

$$
\begin{equation*}
\int_{-\infty}^{x} \delta(x-c) d x=H(x-c) \tag{D.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{x} \delta(x-c) f(x) d x=f(c) H(x-c) \tag{D.12}
\end{equation*}
$$

## D.1.2 Integral Representations

One can define continuous, differentiable functions which behave as a Dirac delta function when certain parameters vanish, i.e. let:

$$
\operatorname{Lim}_{\alpha \rightarrow 0} u(\alpha, x)=\delta(x)
$$

iff it satisfies the integral and sifting properties above.
To construct such representations, one may start with improper integrals whose values are unity, i.e. let $\mathrm{U}(\mathrm{x})$ be a continuous even function whose integral is:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{U}(\mathrm{x}) \mathrm{dx}=1 \tag{D.13}
\end{equation*}
$$

then a function representation of the Dirac delta function when $\alpha \rightarrow 0$ is:

$$
\begin{equation*}
u(\alpha, x)=U(x / \alpha) / \alpha \tag{D.14}
\end{equation*}
$$

which also satisfies the sifting property in the limit as $\alpha \rightarrow 0$.

## Example D. 1

The function $u(\alpha, x)=\alpha /\left[\pi\left(x^{2}+\alpha^{2}\right)\right]$ behaves like $\delta(x)$, since:

$$
\operatorname{Lim}_{\alpha \rightarrow 0} u(\alpha, x) \rightarrow \begin{cases}0 & x \neq 0 \\ \infty & x=0\end{cases}
$$

and since it satisfies the integral and sifting properties:

$$
\int_{-\infty}^{x} u(\alpha, x) d x=\frac{1}{2}+\frac{1}{\pi} \arctan \left(\frac{x}{\alpha}\right)
$$

so that when the upper limit becomes infinite, the integral approaches unity. Note also that if the limit of the integral is taken when $\alpha \rightarrow 0$, the integral approaches $\mathrm{H}(\mathrm{x})$. It should be noted that this functional representation was obtained from the integral:

$$
\int_{-\infty}^{\infty} \frac{d x}{1+x^{2}}=\pi
$$

so that:

$$
U(x)=\frac{1}{\pi\left(1+x^{2}\right)}
$$

which results in the form given for $u(\alpha, x)$ above. To satisfy the sifting property, one may use a shortcut procedure which assumes uniform convergence of the integrals, i.e.:

$$
\operatorname{Lim}_{\alpha \rightarrow 0} \int_{-\infty}^{\infty} u(\alpha, x) f(x) d x=\frac{1}{\pi} \operatorname{Lim}_{\alpha \rightarrow 0} \int_{-\infty}^{\infty} \frac{\alpha}{x^{2}+\alpha^{2}} f(x) d x
$$

substituting $\mathrm{y}=\mathrm{x} / \alpha$ in the above integral one obtains:

$$
\operatorname{Lim}_{\alpha \rightarrow 0} \int_{-\infty}^{\infty} u(\alpha, x) f(x) d x=\frac{1}{\pi} \operatorname{Lim}_{\alpha \rightarrow 0} \int_{-\infty}^{\infty} \frac{f(\alpha y)}{1+y^{2}} d y \rightarrow \frac{f(0)}{\pi} \int_{-\infty}^{\infty} \frac{d y}{1+y^{2}}=f(0)
$$

where the integral is assumed to be uniformly convergent in $\alpha$. Let $f(x)$ be absolutely integrable and continuous at $\mathrm{x}=0$, then one can perform these integrations without this assumption by integration by parts:

$$
\begin{aligned}
\frac{\alpha}{\pi} \int_{-\infty}^{\infty} \frac{f(x)}{x^{2}+\alpha^{2}} d x & =\frac{\alpha}{\pi}\left\{\int_{-\infty}^{0} \frac{f(x)}{x^{2}+\alpha^{2}} d x+\int_{0}^{\infty} \frac{f(x)}{x^{2}+\alpha^{2}} d x\right\} \\
& =\frac{\alpha}{\pi}\left\{\int_{0}^{\infty} \frac{f(-x)}{x^{2}+\alpha^{2}} d x+\int_{0}^{\infty} \frac{f(x)}{x^{2}+\alpha^{2}} d x\right\}
\end{aligned}
$$

Integrating the second integral by parts:

$$
\begin{aligned}
\operatorname{Lim}_{\alpha \rightarrow 0}\left(\frac{\alpha}{\pi} \int_{0}^{\infty} \frac{f(x)}{x^{2}+\alpha^{2}} d x\right) & =\operatorname{Lim}_{\alpha \rightarrow 0}\left(\left.\frac{1}{\pi} f(x) \arctan (x / \alpha)\right|_{0} ^{\infty}-\frac{1}{\pi} \int_{0}^{\infty} f^{\prime}(x) \arctan (x / \alpha) d x\right) \\
& =-\frac{1}{\pi} \operatorname{Lim}_{\alpha \rightarrow 0}^{\infty} \int_{0}^{\infty} f^{\prime}(x) \arctan (x / \alpha) d x \rightarrow-\frac{1}{2} \int_{0}^{\infty} f^{\prime}(x) d x \\
& =-\left.\frac{1}{2} f(x)\right|_{0} ^{\infty}=\frac{1}{2} f\left(0^{+}\right)
\end{aligned}
$$

since $f(x)$ is absolutely integrable and continuous at $x=0$. Similarly the first integral approaches:

$$
\operatorname{Lim}_{\alpha \rightarrow 0}\left(\frac{\alpha}{\pi} \int_{0}^{\infty} \frac{\mathrm{f}(-\mathrm{x})}{\mathrm{x}^{2}+\alpha^{2}} \mathrm{dx}\right) \rightarrow \frac{1}{2} \mathrm{f}\left(0^{-}\right)
$$

so that, since $f(x)$ is continuous at $x=0$ :

$$
\operatorname{Lim}_{\alpha \rightarrow 0}\left(\int_{-\infty}^{\infty} f(x) u(\alpha, x) d x\right) \rightarrow f(0)
$$

## D.1.3 Transformation Property

One can represent a finite number of Dirac delta functions by one whose argument is a function. Consider $\delta[f(x)]$ where $f(x)$ has a non-repeated null at $x_{0}$ and whose derivative does not vanish at $x_{0}$, then one can show that:

$$
\begin{equation*}
\delta[\mathrm{f}(\mathrm{x})]=\frac{\delta\left(\mathrm{x}-\mathrm{x}_{0}\right)}{\left|\mathrm{f}^{\prime}\left(\mathrm{x}_{0}\right)\right|} \tag{D.15}
\end{equation*}
$$

One can show that (D.15) is correct by satisfying the conditions on integrability and the sifting property. Starting with the integral of $\delta[\mathrm{f}(\mathrm{x})]$ :

$$
\int_{-\infty}^{\infty} \delta[f(x)] d x
$$

Letting:

$$
\mathrm{u}=\mathrm{f}(\mathrm{x})
$$

then:

$$
\mathrm{u}=0=\mathrm{f}\left(\mathrm{x}_{0}\right) \quad \text { and } \quad \mathrm{du}=\mathrm{f}^{\prime}(\mathrm{x}) \mathrm{dx}
$$

then the integral becomes:

$$
\int_{-\infty}^{\infty} \delta[f(x)] \mathrm{dx}=\frac{1}{\left|\mathbf{f}^{\prime}\left(\mathrm{x}_{0}\right)\right|}=\frac{1}{\left|\mathrm{f}^{\prime}\left(\mathrm{x}_{0}\right)\right|} \int_{-\infty}^{\infty} \delta\left(\mathrm{x}-\mathrm{x}_{0}\right) \mathrm{dx}
$$

and

$$
\begin{aligned}
\int_{-\infty}^{\infty} \delta[f(\mathrm{x})] \mathrm{F}(\mathrm{x}) \mathrm{dx} & =\int_{-\infty}^{\infty} \frac{\delta(\mathrm{u})}{\left|\mathrm{f}^{\prime}(\mathrm{x}(\mathrm{u}))\right|} \mathrm{F}(\mathrm{x}(\mathrm{u})) \mathrm{du} \\
& =\frac{\mathrm{F}\left(\mathrm{x}_{0}\right)}{\left|\mathrm{f}^{\prime}\left(\mathrm{x}_{0}\right)\right|}=\frac{1}{\left|\mathrm{f}^{\prime}\left(\mathrm{x}_{0}\right)\right|} \int_{-\infty}^{\infty} \mathrm{F}(\mathrm{x}) \delta\left(\mathrm{x}-\mathrm{x}_{0}\right) \mathrm{dx}
\end{aligned}
$$

Thus, the two properties are satisfied if eq. (D.15) represents $\delta[f(x)]$.
If $f(x)$ has a finite or an infinite number of non-repeated zeroes, i.e.:

$$
f\left(x_{n}\right)=0 \quad n=1,2,3, \ldots N
$$

then:

$$
\begin{equation*}
\delta[f(x)]=\sum_{n=1}^{N} \frac{\delta\left(x-x_{n}\right)}{\left|f^{\prime}\left(x_{n}\right)\right|} \tag{D.16}
\end{equation*}
$$

## Example D. 2

$$
\begin{aligned}
& \delta\left(x^{2}-a^{2}\right)=\frac{1}{2 a}[\delta(x-a)+\delta(x+a)] \\
& \delta[\cos x]=\sum_{n=-\infty}^{\infty} \delta\left[x-\frac{2 n+1}{2} \pi\right]
\end{aligned}
$$

## D.1.4 Concentrated Field Representations

The Dirac delta function is often used to represent concentrated fields such as concentrated forces and monopoles. For example, a concentrated force (monopole point source) located a $x_{0}$ of magnitude $P_{0}$ can be represented by $\mathrm{P}_{0} \delta\left(\mathrm{x}-\mathrm{x}_{0}\right)$. This property can be utilized in integrals of distributed fields where one component of the integrand behaves like a Dirac delta function when a parameter in the integrand is taken to some limit.

## Example D. 3

The following integral, which is known to have an exact value, can be approximately evaluated for small values of its parameter c :

$$
\mathrm{T}=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\cos (\mathrm{ax}) \mathrm{J}_{0}(\mathrm{bx})}{\mathrm{x}^{2}+\mathrm{c}^{2}} \mathrm{dx}=\frac{1}{\mathrm{c}} \mathrm{e}^{-\mathrm{ac}} \mathrm{I}_{0}(\mathrm{bc}) \cong \frac{1}{\mathrm{c}} \quad \mathrm{c} \ll 1
$$

If the integral can not be evaluated in a closed form and one would like to evaluate this integral for small values of c , one notices that the function in example D.1, $c /\left[\pi\left(x^{2}+c^{2}\right)\right]$, behaves as $\delta(x)$ in the limit of $c \rightarrow 0$. Thus, one can approximately evaluate the integral by the sifting properties. Letting:

$$
F(x)=\frac{1}{c} \cos (a x) J_{o}(b x)
$$

then the sifting property gives $\mathrm{F}(0)=1 / \mathrm{c}$. To check the numerical value of this approximation, one can evaluate it exactly, so that for $a=b=1$ one obtains:

| c | T(exact) | T(approx) | cT(exact) | cT(approx) |
| :---: | :---: | :---: | :---: | :---: |
| 0.2 | 4.13459 | 5.000 | 0.82692 | 1.0 |
| 0.1 | 9.07090 | 10.00 | 0.90709 | 1.0 |
| 0.01 | 99.0050 | 100.00 | 0.99005 | 1.0 |

This example shows that for $\mathrm{c}=0.1$ the error is within 10 percent of its exact value. This approximate method of evaluating integrals when part of the integrand behaves like a

Dirac delta function can be used to overcome difficulties in evaluating integrals in a closed form.

## D. 2 Dirac Delta Function of Order One

The Dirac delta function of order one is defined formally by

$$
\begin{equation*}
\delta_{1}\left(x-x_{0}\right)=-\frac{\mathrm{d}}{\mathrm{dx}} \delta\left(\mathrm{x}-\mathrm{x}_{0}\right) \tag{D.17}
\end{equation*}
$$

such that its integral vanishes:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \delta_{1}\left(x-x_{0}\right) \mathrm{dx}=0 \tag{D.18}
\end{equation*}
$$

and its first moment integral is unity:

$$
\begin{equation*}
\int_{-\infty}^{\infty} x \delta_{1}\left(x-x_{0}\right) d x=1 \tag{D.19}
\end{equation*}
$$

and its sifting property is given by:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{f}(\mathrm{x}) \delta_{1}\left(\mathrm{x}-\mathrm{x}_{0}\right) \mathrm{dx}=\mathrm{f}^{\prime}\left(\mathrm{x}_{0}\right) \tag{D.20}
\end{equation*}
$$

which gives the value of the derivative of the function $f(x)$ at the point of application of $\delta_{1}\left(\mathrm{x}-\mathrm{x}_{0}\right)$.

These properties outlined in Eqs. (D. $18-20$ ) can be proven by resorting to the integral representation. Thus, using the representation of a Dirac delta function, one can define $\delta_{1}(x)$ as:

$$
\begin{equation*}
\delta_{1}(x)=-\operatorname{Lim}_{\alpha \rightarrow 0} \frac{d u(\alpha, x)}{d \alpha} \tag{D.21}
\end{equation*}
$$

In physical applications, $\delta_{1}(x)$ represents a mechanical concentrated couple or a dipole.

## D. 3 Dirac Delta Function of Order N

These Dirac delta functions of order N can be formally defined as:

$$
\begin{equation*}
\delta_{N}\left(x-x_{0}\right)=(-1)^{N} \frac{d^{N}}{d x^{N}} \delta\left(x-x_{0}\right) \tag{D.22}
\end{equation*}
$$

so that the $\mathrm{k}^{\text {th }}$ moment integral is:

$$
\int_{-\infty}^{\infty} x^{k} \delta_{N}(x) d x= \begin{cases}0 & k<N  \tag{D.23}\\ N! & k=N\end{cases}
$$

and the sifting property gives the $\mathrm{N}^{\text {th }}$ derivative of the function at the point of application of $\delta_{N}\left(x-x_{0}\right)$ is:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{f}(\mathrm{x}) \delta_{\mathrm{N}}\left(\mathrm{x}-\mathrm{x}_{0}\right) \mathrm{dx}=\mathrm{f}^{(\mathrm{N})}\left(\mathrm{x}_{0}\right) \tag{D.24}
\end{equation*}
$$

In physical applications, $\delta_{N}\left(x-x_{0}\right)$ represents high order point mechanical forces and sources. For example, $\delta_{2}\left(\mathrm{x}-\mathrm{x}_{0}\right)$ represents a doublet force or a quadrapole.

## D. 4 Equivalent Representations of Distributed Functions

In many instances, one can represent a distributed function evaluated at the point of application of a Dirac delta function of any order by a series of functions with equal and lower ordered Dirac functions. For example, one can show that

$$
\begin{equation*}
f(\xi) \delta(x-\xi)=f(x) \delta(x-\xi) \tag{D.25}
\end{equation*}
$$

which allows one to express a point value of $f(\xi)$ by a field function $f(x)$ defined over the entire real axis. The proof uses the sifting property of the Dirac delta function and an auxiliary function $\mathrm{F}(\mathrm{x})$ :

$$
\begin{aligned}
\int_{-\infty}^{\infty} F(x) f(x) \delta(x-\xi) d x & =F(\xi) f(\xi)=f(\xi) \int_{-\infty}^{\infty} F(x) \delta(x-\xi) d x \\
& =\int_{-\infty}^{\infty} F(\xi) f(\xi) \delta(x-\xi) d x
\end{aligned}
$$

which satisfies the equivalence in D. 25 .
Similarly one can show that:

$$
\begin{equation*}
f(x) \delta_{1}(x-\xi)=f^{\prime}(\xi) \delta(x-\xi)+f(\xi) \delta_{1}(x-\xi) \tag{D.26}
\end{equation*}
$$

which again can be proven by using an auxiliary function $\mathrm{F}(\mathrm{x})$ :

$$
\begin{aligned}
\int_{-\infty}^{\infty} F(x) f(x) \delta_{1}(x-\xi) d x & =F(\xi) f^{\prime}(\xi)+F^{\prime}(\xi) f(\xi) \\
& =f^{\prime}(\xi) \int_{-\infty}^{\infty} F(x) \delta(x-\xi) d x+f(\xi) \int_{-\infty}^{\infty} F(x) \delta_{1}(x-\xi) d x
\end{aligned}
$$

which proves the equivalency in Eq. (D.26). This equivalence shows that a distributed couple (dipole) field $f(x)$ is equivalent to a point couple (dipole) of strength $f(\xi)$ and a point force (monopole) of strength $f^{\prime}(\xi)$.

## D. 5 Dirac Delta Functions in n-Dimensional Space

A similar representation of Dirac delta function exists in multi-dimensional space. Let $x$ be a position vector in $n$-dimensional space:

$$
\begin{equation*}
x=\left[x_{1}, x_{2}, \ldots, x_{n}\right] \tag{D.27}
\end{equation*}
$$

and let the symbol $R_{n}$ to represent the volume integral in that space, i.e.

$$
\begin{equation*}
\int_{R_{n}} F(x) d x \equiv \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} F\left(x_{1}, x_{2}, \ldots x_{n}\right) d x_{1} d x_{2} \ldots d x_{n} \tag{D.28}
\end{equation*}
$$

## D.5.1 Definitions and Integrals

The Dirac delta function has the following properties that mirror those in onedimensional, so that:

$$
\begin{equation*}
\delta(x-\xi)=\left[x_{1}-\xi_{1}, x_{2}-\xi_{2}, \ldots, x_{n}-\xi_{n}\right] \tag{D.29}
\end{equation*}
$$

Integral:
The integral of Dirac delta function over the entire space is unity, i.e.

$$
\begin{equation*}
\int_{R_{n}} \delta(x-\xi) d x=1 \tag{D.30}
\end{equation*}
$$

Sifting Property:

$$
\begin{equation*}
\int_{R_{n}} F(x) \delta(x-\xi) d x=F(\xi) \tag{D.31}
\end{equation*}
$$

Scaling Property:
For a common scaling factor a of all the coordinates $x_{1}, x_{2}, \ldots x_{n}$ :

$$
\begin{equation*}
\int_{R_{n}} F(x) \delta\left(\frac{\mathbf{x}}{a}\right) d x=|a|^{n} F(0) \tag{D.32}
\end{equation*}
$$

Integral Representation:
Let $U(x)=U\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be a non-negative locally integrable function, such that:

$$
\begin{equation*}
\int_{R_{n}} U(x) d x=1 \tag{D.33}
\end{equation*}
$$

Define:

$$
\begin{equation*}
u(\alpha, \mathbf{x})=\alpha^{-n} U(\mathbf{x} / \alpha)=\alpha^{-n} U\left(x_{1} / \alpha, x_{2} / \alpha, \ldots x_{n} / \alpha\right) \tag{D.34}
\end{equation*}
$$

then:

$$
\begin{equation*}
\operatorname{Lim}_{\alpha \rightarrow 0} u(\alpha, \mathbf{x})=\delta(\mathbf{x}) \tag{D.35}
\end{equation*}
$$

This can be easily proven through the scaling property:

$$
\operatorname{Lim}_{\alpha \rightarrow 0} \int_{R_{n}} \frac{1}{\alpha_{n}} U\left(\frac{x}{\alpha}\right) d x=\int_{R_{n}} U(y) d y=1
$$

where the scaling transformation $\mathbf{y}=\mathbf{x} / \alpha$ was used. It also satisfies the sifting property, since:

$$
\operatorname{Lim}_{\alpha \rightarrow 0} \int_{R_{n}} \frac{1}{\alpha_{n}} U\left(\frac{x}{\alpha}\right) F(\mathbf{x}) d x=\operatorname{Lim}_{\alpha \rightarrow 0} \int_{R_{n}} U(y) F(\alpha y) d y=F(0)
$$

## D.5.2 Representation by Products of Dirac Delta Functions

One can show that the Dirac delta function in n-dimensional space can be written in terms of a product of one-dimensional ones, i.e.:

$$
\begin{equation*}
\delta(x-\xi)=\delta\left(x_{1}-\xi_{1}\right) \delta\left(x_{2}-\xi_{2}\right) \ldots \delta\left(x_{n}-\xi_{n}\right) \tag{D.36}
\end{equation*}
$$

This equivalence can be shown through the volume integral and sifting property:

$$
\int_{R_{n}} \delta(x-\xi) d x=\int_{-\infty}^{\infty} \delta\left(x_{1}-\xi_{1}\right) \mathrm{dx}_{1} \cdot \ldots \cdot \int_{-\infty}^{\infty} \delta\left(\mathrm{x}_{\mathrm{n}}-\xi_{\mathrm{n}}\right) \mathrm{dx} \mathrm{x}_{\mathrm{n}}=1
$$

and

$$
\int_{R_{n}} F(x) \delta(x-\xi) d x=F(\xi)=\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} F\left(x_{1}, \ldots, x_{n}\right) \delta\left(x_{1}-\xi_{1}\right) \cdot \ldots \cdot \delta\left(x_{n}-\xi_{n}\right) d x_{1} \ldots d x_{n}
$$

## D.5.3 Dirac Delta Function in Linear Transformation

The Dirac delta function can be expressed in terms of new coordinates undergoing linear transformations. Let the real variables $u_{1}, u_{2}, \ldots u_{n}$ be defined in a single-vlaued transformation defined by:

$$
u_{1}=u_{1}\left(x_{1}, x_{2}, \ldots x_{n}\right), u_{2}=u_{2}\left(x_{1}, x_{2}, \ldots x_{n}\right), \ldots u_{n}=u_{n}\left(x_{1}, x_{2}, \ldots x_{n}\right)
$$

then:

$$
\begin{equation*}
\delta(x-\xi)=\frac{1}{J} \delta[u-\eta] \tag{D.37}
\end{equation*}
$$

where $\boldsymbol{\eta}=\mathbf{u}(\xi)$ and the Jacobian J is given by

$$
J(\xi)=\operatorname{det}\left[\partial \mathbf{x}_{\mathbf{i}} / \partial u_{j}\right] \quad \text { for } \quad J(\xi) \neq 0
$$

## D. 6 Spherically Symmetric Dirac Delta Function Representation

If the Dirac Delta function in $\mathbf{n}$-dimensional space depends on the spherical distance only, a new representation exists. Let r be the radius in n -dimensional space:

$$
r=\left[x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}\right]^{1 / 2}
$$

then if the function $U(x)$ depends on $r$ only:

$$
\int_{R_{n}} U(x) d x=\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} U(r) d x_{1} d x_{2} \ldots d x_{n}=1
$$

one can make the following transformation to $n$-dimensional spherical coordinates $\mathrm{r}, \theta_{1}$, $\theta_{2}, \ldots, \theta_{\mathrm{n}}$ where only ( $\mathrm{n}-1$ ) of these Eulerian angles are independent:

$$
x_{1}=r \cos \theta_{1}, \quad x_{2}=r \cos \theta_{2}, \quad \ldots \quad x_{n}=r \cos \theta_{n}
$$

Thus, the volume integral transforms to:

$$
\int_{R_{n}} U(x) d x=\int_{0}^{\infty} U(r) r^{n-1} d r\left\{\int_{0}^{2 \pi} \ldots \int_{0}^{2 \pi} \cos \theta_{1} \ldots \cos \theta_{n} d \theta_{1} \ldots d \theta_{n}\right\}
$$

The last integral can be written in a condensed form as:

$$
\left\{\int_{0}^{\infty} \mathrm{U}(\mathrm{r}) \mathrm{r}^{\mathrm{n}-1} \mathrm{dr}\right\} \mathrm{S}_{\mathrm{n}}(1)=1
$$

where $U(r)$ is the part of the representation that depends on $r$ only and $S_{n}(1)$ is the surface of an $n$-dimensional sphere of a unit radius, so that $U(r)$ must satisfy the following integral:

$$
\begin{equation*}
\int_{0}^{\infty} r^{n-1} U(r) d r=\frac{1}{S_{n}(1)} \tag{D.38}
\end{equation*}
$$

The volume and surface of an $n$-dimensional sphere $V_{n}$ and $S_{n}$ of radius $r$ are:

$$
\begin{align*}
& V_{n}(r)=\frac{\pi^{n / 2}}{(n / 2)!} r^{n}=\frac{\pi^{n / 2} r^{n}}{\Gamma(n / 2+1)}  \tag{D.39}\\
& S_{n}(r)=\frac{d V_{n}}{d r}=\frac{2 \pi^{n / 2} r^{n-1}}{\left(\frac{n}{2}-1\right)!}=\frac{2 \pi^{n / 2} r^{n-1}}{\Gamma(n / 2)} \tag{D.40}
\end{align*}
$$

Thus, in three dimensional space:

$$
S_{3}(1)=\frac{2 \pi^{3 / 2}}{(1 / 2)!}=\frac{2 \pi^{3 / 2}}{\Gamma(3 / 2)}=4 \pi
$$

so that the representation function $U(r)$ must satisfy:

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{r}^{2} \mathrm{U}(\mathrm{r}) \mathrm{dr}=\frac{1}{4 \pi} \tag{D.41}
\end{equation*}
$$

In two-dimensional space:

$$
S_{2}(1)=2 \pi
$$

so that the representation of the function $\mathrm{U}(\mathrm{r})$ must satisfy:

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{r} U(\mathrm{r}) \mathrm{dr}=\frac{1}{2 \pi} \tag{D.42}
\end{equation*}
$$

Once one finds a function $U(r)$ whose integral satisfies eq. (D.38), one can then obtain a Dirac delta function representation as follows:

$$
\begin{equation*}
u(\alpha, r)=\alpha^{-n} U(r / \alpha) \tag{D.43}
\end{equation*}
$$

so that the spherically symmetric Dirac delta function $\delta$ given by:

$$
\delta(\mathbf{x})=\operatorname{Lim}_{\alpha \rightarrow 0} u(\alpha, r)
$$

## Example D. 4

To construct a representation of a spherically symmetric representation of a Dirac delta function in 3 dimensional space from the function:

$$
\mathrm{U}(\mathrm{r})=\frac{\mathrm{e}^{-\mathrm{r}}}{8 \pi}
$$

Since:

$$
\int_{0}^{\infty} \mathrm{r}^{2} \mathrm{U}(\mathrm{r}) \mathrm{dr}=\frac{1}{4 \pi}
$$

then $\mathrm{U}(\mathrm{r})$ is a Dirac delta representation in three dimensional space, and $u(\alpha, r)=\frac{1}{\alpha^{3}} \frac{\mathrm{e}^{-\mathrm{r} / \alpha}}{8 \pi}$
so that the spherical Dirac delta function representation in three dimensional space is:
$\delta(\mathbf{x})=\frac{1}{8 \pi} \operatorname{Lim}_{\alpha \rightarrow 0} \frac{\mathrm{e}^{-\mathrm{r} / \alpha}}{\alpha^{3}}$

## D. 7 Dirac Delta Function of Order N in n-Dimensional Space

Dirac delta functions of higher order than zero are defined in terms of derivatives of the Dirac delta functions as was done in one-dimensional space. Define an integer vector $l$ in a n-dimensional space as:
$\boldsymbol{l}=\left[l_{1}, l_{2}, \ldots l_{\mathrm{n}}\right] \quad$ (D.44)
where $l_{1}, l_{2}, \ldots, l_{\mathrm{n}}$ are zero or positive integers, so that the measure of the vector
is $|l|$, defined as:

$$
\begin{equation*}
|l|=l_{1}+l_{2}+\ldots+l_{\mathrm{n}} \tag{D.45}
\end{equation*}
$$

One can then write a partial derivative in short notation as:

$$
\begin{equation*}
\partial^{l}=\frac{\partial^{l_{1}+l_{2}+\ldots+l_{n}}}{\partial \mathrm{x}_{1}^{l_{1}} \partial \mathrm{x}_{2}^{l_{2}} \ldots \partial \mathrm{x}_{\mathrm{n}}^{l_{n}}}=\frac{\partial^{|l|}}{\partial \mathrm{x}_{1}^{l_{I}} \partial \mathrm{x}_{2}^{l_{2}} \ldots \partial \mathrm{x}_{\mathrm{n}}^{l_{n}}} \tag{D.46}
\end{equation*}
$$

Thus, one may define a Dirac delta function of $\mathbf{N}$ order in $n$-dimensional spaces in terms of derivatives of zero order:

$$
\begin{equation*}
\delta^{\mathbf{N}}(\mathbf{x})=(-1)^{\mathbf{N} \mid} \partial^{\mathbf{N}} \delta(\mathbf{x}) \tag{D.47}
\end{equation*}
$$

so that the sifting property becomes:

$$
\begin{equation*}
\int_{R_{n}} \delta^{N}(x-\xi) F(x) d x=\partial^{N} F(\xi) \tag{D.48}
\end{equation*}
$$

Partial differentiation with respect to the position $\mathbf{x}$ or $\boldsymbol{\xi}$ are related. For example, one can show that:

$$
\begin{equation*}
\frac{\partial}{\partial \mathrm{x}_{1}} \delta(\mathbf{x}-\xi)=-\frac{\partial}{\partial \xi_{1}} \delta(\mathbf{x}-\xi) \tag{D.49}
\end{equation*}
$$

by use of auxiliary functions as follows:

$$
\int_{R_{n}} \frac{\partial \delta(\mathbf{x}-\xi)}{\partial x_{1}} F(\mathbf{x}) d \mathbf{x}=-\frac{\partial F(\xi)}{\partial \xi_{1}}=-\frac{\partial}{\partial \xi_{1}} \int_{R_{n}} \delta(x-\xi) F(x) d x=-\int_{R_{n}} \frac{\partial \delta(x-\xi)}{\partial \xi_{1}} F(x) d x
$$

## PROBLEMS

1. For the following functions
(i) show that they represent $\delta(x)$ as $\alpha \rightarrow 0$
(ii) show that they satisfy the sifting property
(a) $u(\alpha, x)=\frac{1}{\alpha \sqrt{\pi}} \mathrm{e}^{-\mathrm{x}^{2} / \alpha^{2}}$
(b)

$$
u(\alpha, x)= \begin{cases}0 & x \leq-\alpha-\varepsilon \\ \frac{1}{2 \alpha}\left[1+\frac{x+\alpha}{\varepsilon}\right] & -\alpha-\varepsilon \leq x \leq-\alpha \\ \frac{1}{2 \alpha} & -\alpha \leq x \leq \alpha \\ \frac{1}{2 \alpha}\left[1-\frac{x+\alpha}{\varepsilon}\right] & \alpha \leq x \leq \alpha+\varepsilon \\ 0 & x \geq \alpha+\varepsilon\end{cases}
$$

in the limit $\varepsilon \rightarrow 0$.
(c)
$u(\alpha, x)=\left\{\begin{array}{lc}0 & |x|>\alpha \\ \frac{1}{\alpha}\left(1+\frac{x}{\alpha}\right) & -\alpha \leq x \leq 0 \\ \frac{1}{\alpha}\left(1-\frac{x}{\alpha}\right) & 0 \leq x \leq \alpha\end{array}\right.$
(d) $u(\alpha, x)=\frac{1}{\pi x} \sin (x / \alpha)$
2. Show that the following are representations of the spherical Dirac delta function:
(a) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\operatorname{Lim}_{\alpha \rightarrow 0} \frac{\alpha}{2 \pi\left(\mathrm{r}^{2}+\alpha^{2}\right)^{3 / 2}}$
(b) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)=\operatorname{Lim}_{\alpha \rightarrow 0} \frac{\alpha}{\pi^{2}\left(\mathrm{r}^{2}+\alpha^{2}\right)^{2}}$
(c) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)=\operatorname{Lim}_{\alpha \rightarrow 0} \frac{\alpha \sin ^{2}(\mathrm{r} / \alpha)}{2 \pi^{2} \mathrm{r}^{4}}$
3. Write down the following in terms of a series of Dirac delta function
(a) $\delta(\tan x)$
(b) $\delta(\sin \mathrm{x})$
4. If $x_{1}=a u_{1}+b u_{2}$, and $x_{2}=c u_{1}+d u_{2}$, then show that:

$$
\delta\left(\mathrm{x}_{1}\right) \delta\left(\mathrm{x}_{2}\right)=\frac{1}{|\mathrm{ad}-\mathrm{bc}|} \delta\left(\mathrm{u}_{1}\right) \delta\left(\mathrm{u}_{2}\right)
$$

5. Show that the representation of Spherical Dirac delta functions located at the origin are:
(a) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)=\frac{\delta(\mathrm{r})}{4 \pi \mathrm{r}^{2}}$
(b) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\frac{\delta(\mathrm{r})}{2 \pi \mathrm{r}}$
6. Show that the Dirac delta function at points not at the origin in cylindrical coordinates are given by:
(a) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right) \delta\left(\theta-\theta_{0}\right)}{\mathrm{r}} \quad$ (Line source)
(b) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)=\frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right) \delta\left(\theta-\theta_{0}\right) \delta\left(\mathrm{z}-\mathrm{z}_{0}\right)}{\mathrm{r}} \quad$ (Point source)
(c) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{3}\right)=\frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right) \delta\left(\mathrm{z}-\mathrm{z}_{0}\right)}{2 \pi \mathrm{r}} \quad$ (Ring source)
7. Show that the following Dirac delta functions represent sources not at the origin in spherical coordinates.
(a) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)=\frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right) \delta\left(\theta-\theta_{0}\right) \delta\left(\phi-\phi_{0}\right)}{\mathrm{r}^{2}} \quad$ (Point source)
(b) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right) \delta\left(\theta-\theta_{0}\right)}{2 \mathrm{r}^{2}} \quad$ (Ring source)
(c) $\delta\left(\mathrm{x}_{1}, \mathrm{x}_{3}\right)=\frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right) \delta\left(\phi-\phi_{0}\right)}{2 \pi \mathrm{r}^{2}} \quad$ (Ring source)
(d) $\delta\left(\mathrm{x}_{1}\right)=\frac{\delta\left(\mathrm{r}-\mathrm{r}_{0}\right)}{4 \pi \mathrm{r}^{2}} \quad$ (Surface source)

## APPENDIX E

## PLOTS OF SPECIAL FUNCTIONS

E. 1 Bessel Functions of the First and Second Kind of Order 0, 1, 2



## E. 2 Spherical Bessel Functions of the First and Second Kind of Order $0,1,2$




## E. 3 Modified Bessel Function of the First and Second Kind

 of Order 0, 1, 2


## E. 4 Bessel Function of the First and Second Kind of Order

 1/2

## E. 5 Modified Bessel Function of the First and Second Kind of Order $1 / 2$
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## ANSWERS

## Chapter 1

1. (a) $y=(c+x) e^{-x^{2} / 2}$
(b) $y=c x^{-2}+x^{2} / 4$
(c) $y=c(\sin x)^{-2}+(\sin x) / 3$
(d) $y=\frac{1}{\cosh x}\left(c+\frac{1}{2}\left[\frac{e^{2 x}}{2}+x\right]\right)$
(e) $y=c \cot x+\csc x$
(f) $y=c e^{-x}+x e^{-x}$
2. (a) $y=c_{1} e^{-x}+c_{2} e^{2 x}$
(b) $y=c_{1} e^{x / 2}+c_{2} e^{-x / 2}+c_{3} e^{x}$
(c) $\mathrm{y}=\left(\mathrm{c}_{1}+c_{2} \mathrm{x}\right) \mathrm{e}^{\mathrm{x}}+\mathrm{c}_{3} \mathrm{e}^{-2 \mathrm{x}}$
(d) $y=\left(c_{1}+c_{2} x\right) e^{-2 x}+\left(c_{3}+c_{4} x\right) e^{2 x}$

$$
=\bar{c}_{1} \sinh (2 x)+\bar{c}_{2} \cosh (2 x)+x\left(\bar{c}_{3} \sinh (2 x)+\bar{c}_{4} \cosh (2 x)\right)
$$

(e) $y=c_{1} e^{2 x}+c_{2} e^{-2 x}+c_{3} e^{2 i x}+c_{4} e^{-2 i x}$

$$
=\bar{c}_{1} \sinh (2 x)+\bar{c}_{2} \cosh (2 x)+\bar{c}_{3} \sin (2 x)+\bar{c}_{4} \cos (2 x)
$$

(f) $\mathrm{y}=\mathrm{c}_{1} \exp \left(\frac{1-\mathrm{i}}{\sqrt{2}} \mathrm{x}\right)+\mathrm{c}_{2} \exp \left(\frac{-1+\mathrm{i}}{\sqrt{2}} \mathrm{x}\right)$
(g) $y=e^{-z}\left(c_{1} \sin z+c_{2} \cos z\right)+e^{z}\left(c_{3} \sin z+c_{4} \cos z\right)$

$$
=\bar{c}_{1} \sin z \sinh z+\bar{c}_{2} \sin z \cosh z+\bar{c}_{3} \cos z \sinh z+\bar{c}_{4} \cos z \cosh z
$$

where $\mathrm{z}=\mathrm{x} \sqrt{2}$
(h) $y=e^{x}\left(c_{1}+c_{2} x+c_{3} x^{2}\right)+e^{-x}\left(c_{4}+c_{5} x\right)$
(i) $y=c_{1} e^{-2 a x}+e^{a x}\left[c_{2} \sin (a x \sqrt{3})+c_{3} \cos (a x \sqrt{3})\right]$
(j) $y=c_{1} e^{-a x}+e^{a x}\left[c_{2} \sin (a x)+c_{3} \cos (a x)\right]$
(k) $y=\left(c_{1}+c_{2} x\right) \sin (a x)+\left(c_{3}+c_{4} x\right) \cos (a x)$
(l) $y=c_{1} \sin (2 x)+c_{2} \cos (2 x)+e^{-x \sqrt{3}}\left(c_{3} \sin x+c_{4} \cos x\right)$

$$
+e^{x \sqrt{3}}\left(c_{5} \sin x+c_{6} \cos x\right)
$$

5. (a) $y=c_{1} x+c_{2} x^{-1}$
(b) $y=c_{1} x^{-1}+c_{2} x^{-1} \log x$
(c) $y=c_{1} \sin \left(\log x^{2}\right)+c_{2} \cos \left(\log x^{2}\right)$
(d) $y=c_{1} x+c_{2} x^{-1}+c_{3} x^{2}$
(e) $y=\left(c_{1}+c_{2} \log x\right) x+c_{3} x^{-2}$
(f) $y=c_{1} x+c_{2} x^{-2}+c_{3} \sin \left(\log x^{2}\right)+c_{4} \cos \left(\log x^{2}\right)$
(g) $y=x^{1 / 2}\left(c_{1}+c_{2} \log x\right)$
(h) $y=x^{1 / 2}\left[c_{1} \sin (\log x)+c_{2} \cos (\log x)\right]$
6. (a) $y_{p}=-2 e^{x}-3 \sin x+\cos x-\left(3 x^{2} / 2+x\right) e^{-x}$
(b) $y_{p}=x^{2}-3 x+9 / 2+e^{-x}+\left(3 x^{4} / 4-x^{3}+x^{2}\right) e^{x}$
(c) $y_{p}=\left[\sin (2 x)+x^{2} \sinh (2 x)\right] / 4$
(d) $y_{p}=x^{2}+2 x \log x$
(e) $y_{p}=x^{2}+2 x(\log x)^{2}$
7. (a) $y=c_{1} \sin (k x)+c_{2} \cos (k x)+\frac{1}{k} \int_{1}^{x} \sin (k(x-\eta) f(\eta) d \eta$
(b) $y=c_{1} x+c_{2} x^{-1}+\frac{1}{2} \int_{1}^{x}\left(x \eta^{-2}-x^{-1}\right) f(\eta) d \eta$
(c) $y=c_{1} x+c_{2} x^{2}+c_{3} x^{2} \log x+\int_{1}^{x}\left(x \eta-x^{2}(1+\log \eta)+x^{2} \log x\right) \frac{f(\eta)}{\eta^{3}} d \eta$
(d) $y=c_{1} e^{k x}+c_{2} e^{-k x}+\frac{1}{k} \int_{1}^{x} \sinh (k(x-\eta) f(\eta) d \eta$

## Chapter 2

1. (a) $\rho \rightarrow \infty,-\infty<x<\infty$
(f) $\rho=2, \quad-2<x<2$
(b) $\rho \rightarrow \infty,-\infty<x<\infty$
(g) $\rho=2, \quad-2<x<2$
(c) $\rho=1,-1<x<+1$
(h) $\rho=4, \quad-4<x<4$
(d) $\rho=1,-1 \leq x \leq 1$
(i) $\rho=2, \quad-1<x<3$
(e) $\rho=1, \quad-1 \leq x \leq 1$
(j) $\rho=3, \quad-4 \leq x \leq 2$
2. (a) $y=c_{1}\left[1-\frac{x^{3}}{6}+\frac{x^{6}}{45}-\ldots\right]+c_{2}\left[x-\frac{x^{4}}{6}+\frac{5 x^{7}}{252}-\ldots\right]$
(b) $y=c_{1}\left[1+\frac{x^{2}}{21!}-\frac{x^{4}}{2^{2} 2!}+\frac{1.3 x^{6}}{2^{3} 3!}-\frac{1 \cdot 3 \cdot 5 x^{8}}{2^{4} 4!}+\ldots\right]+c_{2} x$
(c) $y=c_{1} \sum_{m=0}^{\infty} \frac{x^{2 m}}{2^{m} m!}+c_{2}\left[x+\frac{x^{3}}{3}+\frac{x^{5}}{3 \cdot 5}+\frac{x^{7}}{3 \cdot 5 \cdot 7}+\ldots\right]$
(d) $y=c_{1}\left[1+x^{2}+\frac{11}{12} x^{4}+\frac{7}{12} x^{6}+\ldots\right]+c_{2}\left[x+x^{3}+\frac{3}{4} x^{5}+\frac{5}{12} x^{7}+\ldots\right]$
(e) $y=c_{1}\left[1+x^{2}+\frac{x^{3}}{6}+\frac{x^{4}}{3}+\frac{11 x^{5}}{120}+\frac{13 x^{6}}{180}+\ldots\right]+c_{2}\left[x+\frac{x^{3}}{2}+\frac{x^{4}}{12}+\frac{x^{5}}{18}+\frac{x^{6}}{30}+\ldots\right]$
(f) $y=c_{1}\left[1-\frac{x^{3}}{6}+\frac{x^{6}}{45}-\ldots\right]+c_{2}\left[x-\frac{x^{4}}{6}+\frac{5 x^{7}}{252}-\ldots\right]+c_{3}\left[x^{2}-\frac{3 x^{5}}{20}+\frac{9 x^{8}}{560}-\ldots\right]$
(g) $y=c_{1} \sum_{n=0}^{\infty}(-1)^{n}(2 n+1) x^{2 n}+c_{2} \sum_{n=0}^{\infty}(-1)^{n}(n+1) x^{2 n+1}$
(h) $y=c_{1}\left(x-x^{3}\right)+c_{2} \sum_{n=0}^{\infty} \frac{x^{2 n}}{(2 n-3)(2 n-1)}$
(i) $y=c_{1}\left[1+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\frac{3 x^{4}}{4!}+\ldots\right]+c_{2} x\left[1+\frac{x^{2}}{3!}+\frac{2 x^{3}}{4!}+\ldots\right]$
(j) $y=c_{1} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{4 n+2}}{(2 n+1)!}+c_{2} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{4 n}}{(2 n)!}$
3. (a) $y=c_{1}\left[1-\frac{(x+1)^{2}}{2}+\frac{(x+1)^{3}}{3}-\frac{5(x+1)^{4}}{24}+\ldots\right]$

$$
+c_{2}\left[(x+1)-(x+1)^{2}+\frac{2(x+1)^{3}}{3}-\frac{5(x+1)^{4}}{12}+\ldots\right]
$$

(b) $y=c_{1}\left[1+\frac{(x-1)^{4}}{12}+\frac{(x-1)^{8}}{12 \cdot 56}+\frac{(x-1)^{12}}{12 \cdot 56 \cdot 132}+\ldots.\right]$

$$
+c_{2}\left[(x-1)+\frac{(x-1)^{5}}{20}+\frac{(x-1)^{9}}{20 \cdot 56}+\frac{(x-1)^{13}}{20 \cdot 72 \cdot 156}+\ldots\right]
$$

(c) $y=c_{1} \sum_{n=0}^{\infty}(2 n+1)(x-1)^{2 n}+c_{2} \sum_{n=0}^{\infty}(n+1)(x-1)^{2 n+1}$
(d) $y=c_{1} \sum_{n=0}^{\infty}(n+1)(2 n+1)(x+1)^{2 n}+c_{2} \sum_{n=0}^{\infty}(n+1)(2 n+3)(x+1)^{2 n+1}$
4. (a) $x=0$ RSP
(e) $\mathrm{x}=0, \mathrm{n} \pi$ RSP $\mathrm{n}= \pm 1, \pm 2, \pm 3, \ldots$
(b) $x=0$ ISP
(f) $x=0$ ISP, $x=n \pi \operatorname{RSP} n= \pm 1, \pm 2, \ldots$
(c) $x= \pm 1$ RSP
(g) $x=1$ RSP
(d) $x=0, \pm 1$ RSP
(h) $x=0,1$ RSP
5. (a) $\mathrm{y}_{1}=\mathrm{x}^{3 / 2}\left(1-\frac{3}{4} \mathrm{x}+\frac{15}{32} \mathrm{x}^{2}-\frac{35}{128} \mathrm{x}^{3}+\ldots\right), \mathrm{y}_{2}=\mathrm{x}\left(1-\mathrm{x}+\frac{2}{3} \mathrm{x}^{2}-\frac{2}{5} \mathrm{x}^{3}+\ldots\right)$
(b) $y=c_{1} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{n+1}}{\Gamma(n+7 / 2)}+c_{2} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{n-3 / 2}}{n!}$
where:
$\Gamma(\mathrm{n}+7 / 2)=(\mathrm{n}+5 / 2)(\mathrm{n}+3 / 2)(\mathrm{n}+1 / 2) \ldots(3+1 / 2)(2+1 / 2)(1+1 / 2) \ldots$
(c) $y=c_{1} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{n+1 / 2}}{(n+1)!}+c_{2} x^{-1 / 2}$
(d) $y=c_{1} \sum_{n=0}^{\infty} \frac{x^{n+1}}{(n+2)!}+c_{2}\left[1+x^{-1}\right]$
(e) $y=c_{1} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{4 n+3}}{1 \cdot 3 \cdot 5 \cdot(2 n+1)}+c_{2} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{2 n+2}}{2^{n} n!}$
(f) $y_{1}(x)=\sum_{n=0}^{\infty} \frac{x^{n+1}}{(n!)^{2}}, \quad y_{2}(x)=y_{1}(x) \log x-2 \sum_{n=1}^{\infty} \frac{x^{n+1}}{(n!)^{2}} g(n)$
(g) $y_{1}(x)=\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{2 n+1 / 2}}{2^{n} n!}$,
$y_{2}(x)=y_{1}(x) \log x-\frac{1}{2} \sum_{n=1}^{\infty}(-1)^{n} \frac{x^{2 n+1 / 2}}{2^{n} n!} g(n)$
(h) $y_{1}(x)=\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{n+1}}{n!}$,

$$
y_{2}(x)=-y_{1}(x) \log x+1+\frac{1}{x}+\sum_{n=1}^{\infty}(-1)^{n} \frac{x^{n+1}}{n!} g(n)
$$

(i) $y_{1}(x)=\sum_{m=0}^{\infty}(-1)^{m} \frac{x^{3 m+3}}{2^{m} m!}$,

$$
y_{2}(x)=\frac{1}{x^{3}}\left(1+\frac{x^{2}}{4}+\frac{x^{4}}{8}\right)+\frac{1}{8} y_{1}(x) \log x-\frac{1}{16} \sum_{m=1}^{\infty}(-1)^{m} \frac{x^{2 m+3}}{2^{m} m!} g(m)
$$

(j) $y=c_{1} \sum_{n=0}^{\infty} \frac{x^{n-3+i}}{n!(1+2 i)(2+2 i) \ldots(n+2 i)}+c_{2} \sum_{n=0}^{\infty} \frac{x^{n-3-i}}{n!(1-2 i)(2-2 i) \ldots(n-2 i)}$
(k) $y_{1}=x\left(1-\frac{1}{3} x+\frac{1}{12} x^{2}-\frac{1}{60} x^{3}+\ldots\right), y_{2}=-1+x^{-1}$
(l) $y=c_{1}\left(x-\frac{x^{2}}{3}\right)+c_{2}\left(3-\frac{1}{x}\right)$
(m) $y=c_{1} \sum_{n=0}^{\infty}(n+1) x^{2 n}+c_{2} \sum_{n=0}^{\infty}(2 n+1) x^{2 n-1}$
(n) $y=c_{1} x^{-1}+c_{2} \sum_{n=0}^{\infty} \frac{x^{2 n}}{2 n+1}$
(o) $y_{1}(x)=1+2 x+x^{2}$,

$$
y_{2}(x)=y_{1}(x) \log x-x-x^{2}+\frac{2}{3} \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{n+3}}{(n+1)(n+2)(n+3)}
$$

(p) $y_{1}(x)=\sum_{n=0}^{\infty} \frac{x^{2 n}}{(n!)^{2}}$,
$y_{2}(x)=y_{1}(x) \log x-\sum_{n=1}^{\infty} \frac{x^{2 n}}{(n!)^{2}} g(n)$
(q) $y_{1}(x)=\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{n}}{(n!)^{2}}$,
$y_{2}(x)=y_{1}(x) \log x-2 \sum_{n=1}^{\infty}(-1)^{n} \frac{x^{n}}{(n!)^{2}} g(n)$
(r) $y_{1}(x)=\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{2 n}}{(n+1)!n!}$,

$$
y_{2}(x)=y_{1}(x) \log x-\frac{1}{2} x^{-2}\left\{1+x^{2}-\sum_{n=2}^{\infty}(-1)^{n} \frac{x^{2 n}}{(n!)^{2}}[1+2 n g(n-1)]\right\}
$$

(s) $y=c_{1}\left(1+\frac{2}{3} x+\frac{x^{2}}{3}\right)+c_{2} x^{4} \sum_{n=0}^{\infty}(n+1) x^{n}$
(t) $y_{1}(x)=x \sum_{n=0}^{\infty}(-1)^{n} \frac{x^{2 n}}{(n!)^{2}}, \quad y_{2}(x)=y_{1}(x) \log x-x \sum_{n=1}^{\infty}(-1)^{n} \frac{x^{2 n}}{(n!)^{2}} g(n)$

## Chapter 3

9. In the following solutions, $Z$ represents $\mathrm{J}, \mathrm{Y}, \mathrm{H}^{(1)}, \mathrm{H}^{(2)}$.
(a) $y=x^{1 / 2} Z_{ \pm(n+1 / 2)}(k x)$
(b) $y=x Z_{ \pm 1 / 3}(k x)$
(c) $y=Z_{0}\left(x^{2}\right)$
(d) $y=x Z_{t 1 / 2}\left(x^{2}\right)$
(e) $y=e^{-x} x^{-2} Z_{t 1}\left(k x^{3}\right)$
(f) $y=x^{-3} Z_{42}\left(2 k x^{3}\right)$
(g) $y=x^{1 / 4} Z_{ \pm 1 / 6}\left(\mathrm{kx}^{2} / 2\right)$
(h) $y=x^{-2} Z_{ \pm 2}\left(\mathrm{kx}^{2} / 2\right)$
(i) $y=e^{x} Z_{+2}\left(e^{x}\right)$
(j) $y=x^{1 / 2} e^{x} Z_{ \pm 3 / 2}(x)$
(k) $y=e^{x / 2} x^{-3 / 2} Z_{ \pm 1 / 2}\left(k x^{2}\right)$
(l) $y=x e^{x} Z_{ \pm 1}$ (ix)
(m) $y=x e^{-x} Z_{ \pm 2}\left(2 x^{1 / 2}\right)$
(n) $y=e^{-x} Z_{+2}(2 x)$
10. (a) $-2^{\mathrm{p}} \Gamma(\mathrm{p}) / \pi$
(b) $2^{-p} / \Gamma(p+1)$
(c) 0
(d) i $^{n}(n-1)!/ \pi$
(e) -3 i
(f) $\sqrt{2 / \pi}$

## Chapter 4

1. Characteristic equation:

$$
\begin{aligned}
& \tan \alpha_{n}=\frac{2 \alpha_{n}}{\alpha_{n}^{2}-1} \quad \alpha=k L=\omega L / c \\
& \phi_{n}=\sin \left(\alpha_{n} x / L\right)+\alpha_{n} \cos \left(\alpha_{n} x / L\right)
\end{aligned}
$$

2. Characteristic equation:

$$
\frac{\tan \alpha_{n}}{\alpha_{n}}=-\frac{\tan \beta_{n}}{\beta_{n}}
$$

where:

$$
\alpha_{n}=\frac{\omega_{n}}{c_{1}} \frac{L}{2}, \quad \beta_{n}=\frac{\omega_{n}}{c_{2}} \frac{L}{2}, \quad c_{1}^{2}=\frac{T_{0}}{\rho_{1}}, \quad \text { and } \quad c_{2}^{2}=\frac{T_{0}}{\rho_{2}}
$$

Eigenfunction:

$$
\phi_{n}= \begin{cases}\sin \left(\frac{2 \alpha_{n} x}{L}\right) & 0 \leq x \leq L / 2 \\ \frac{\sin \alpha_{n}}{\sin \beta_{n}} \sin \left(\frac{2 \beta_{n}(L-x)}{L}\right) & L / 2 \leq x \leq L\end{cases}
$$

3. Characteristic equation:

$$
J_{1 / 4}\left(\frac{\sqrt{\lambda_{n}}}{2}\right) Y_{1 / 4}\left(2 \sqrt{\lambda_{n}}\right)-Y_{1 / 4}\left(\frac{\sqrt{\lambda_{n}}}{2}\right) J_{1 / 4}\left(2 \sqrt{\lambda_{n}}\right)=0
$$

Eigenfunction:

$$
\phi_{\mathrm{n}}=\sqrt{\mathrm{z}}\left\{\mathrm{~J}_{1 / 4}\left(\frac{\sqrt{\lambda_{n}}}{2} \mathrm{z}^{2}\right)-\frac{\mathrm{J}_{1 / 4}\left(2 \sqrt{\lambda_{n}}\right)}{\mathrm{Y}_{1 / 4}\left(2 \sqrt{\lambda_{n}}\right)} \mathrm{Y}_{1 / 4}\left(\frac{\sqrt{\lambda_{n}}}{2} z^{2}\right)\right\} \quad \mathrm{z}=1+\mathrm{x} / \mathrm{L}
$$

4. (i) $\alpha_{n} \tan \left(\alpha_{n}\right)=1 \quad$ where $\quad \alpha=k L / 2 \quad n=1,2,3, \ldots$

$$
\phi_{n}= \begin{cases}\sin \left(\frac{2 \alpha_{n}}{L} x\right) & 0 \leq x \leq L / 2 \\ \sin \left(\frac{2 \alpha_{n}}{L}(x-L)\right) & L / 2 \leq x \leq L\end{cases}
$$

(ii) $\alpha_{\mathrm{n}}=\mathrm{n} \pi \quad \mathrm{n}=1,2,3, \ldots$

$$
\phi_{\mathrm{n}}= \begin{cases}\sin \left(\frac{2 n \pi}{L} x\right) & 0 \leq x \leq L / 2 \\ -\sin \left(\frac{2 n \pi}{L}(x-L)\right) & L / 2 \leq x \leq L\end{cases}
$$

5. (a) $\lambda_{n}=\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}}$,
$\phi_{n}=\cos \left(\frac{n \pi}{L} x\right)$
$\mathrm{n}=0,1,2, \ldots$.
(b) $\lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}$,
$\phi_{n}=\sin \left(\frac{n \pi}{L} x\right)$
$\mathrm{n}=1,2,3, \ldots$
(c) $\lambda_{n}=\frac{(2 n+1)^{2} \pi^{2}}{4 L^{2}}$,
$\phi_{n}=\sin \left(\frac{(2 n+1) \pi}{2 L} x\right)$
$\mathrm{n}=0,1,2, \ldots$.
(d) $u_{n}(x)=\cos \left(\frac{\alpha_{n}}{L} x\right)$
$\lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}}$, $\tan \alpha_{\mathrm{n}}=\frac{\mathrm{aL}}{\alpha_{\mathrm{n}}} \quad \mathrm{n}=1,2,3 \ldots$.
(e) $u_{n}(x)=\sin \left(\frac{\alpha_{n}}{L} x\right)$
$\lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}}$,
$\tan \alpha_{\mathrm{n}}=\frac{\mathrm{L}}{\mathrm{a} \alpha_{\mathrm{n}}} \quad \mathrm{n}=1,2,3 \ldots$.
(f) $u_{n}(x)=\sin \left(\frac{\alpha_{n}}{L} x\right)+\frac{\alpha_{n}}{a L} \cos \left(\frac{\alpha_{n}}{L} x\right), \quad \tan \alpha_{n}=\frac{a L^{2}-b \alpha_{n}^{2}}{(1+a b) L \alpha_{n}} \quad n=1,2,3 \ldots$
6. Characteristic Equation:
$\tan \alpha_{n}=\frac{2 \xi \alpha_{n}}{\xi^{2} \alpha_{n}^{2}-1} \quad$ where $\quad \alpha=k L$ and $\quad \xi=\frac{M}{\rho A L}$
$\phi_{n}(x)=\cos \left(\frac{\alpha_{n}}{L} x\right)-\xi \alpha_{n} \sin \left(\frac{\alpha_{n}}{L} x\right)$
7. Characteristic Equation:

$$
\begin{array}{lll}
J_{0}\left(\alpha_{n}\right) Y_{0}\left(2 \alpha_{n}\right)-J_{0}\left(2 \alpha_{n}\right) Y_{0}\left(\alpha_{n}\right)=0 & \text { where } & \alpha_{n}=k L \\
\phi_{n}=J_{0}\left(\alpha_{n} z\right)-\frac{J_{0}\left(\alpha_{n}\right)}{Y_{0}\left(\alpha_{n}\right)} Y_{0}\left(\alpha_{n} z\right) & \text { where } & z=1+x / L
\end{array}
$$

8. Let $\alpha_{n}=\beta_{n} L, \lambda_{n}=\frac{\alpha_{n}^{4}}{L^{4}}$, and $\lambda_{0}=0$ (if it is a root)
(a) $\sin \alpha_{n}=0, \quad \alpha_{n}=n \pi \quad \phi_{n}=\sin \left(\frac{n \pi}{L} x\right) \quad n=1,2,3, \ldots$
(b) $\cos \alpha_{n} \cosh \alpha_{n}=-1, \quad \alpha_{1}=1.88, \alpha_{2}=4.69, \alpha_{3}=7.86 \quad n=1,2,3, \ldots$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)-\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\sin \left(\alpha_{n}\right)+\sinh \left(\alpha_{n}\right)}-\frac{\cos \left(\frac{\alpha_{n}}{L} x\right)-\cosh \left(\frac{\alpha_{n}}{L} x\right)}{\cos \left(\alpha_{n}\right)+\cosh \left(\alpha_{n}\right)}
$$

(c) $\cos \alpha_{\mathrm{n}} \cosh \alpha_{\mathrm{n}}=1, \alpha_{0}=0, \alpha_{1}=4.73, \alpha_{2}=7.85, \alpha_{3}=11.00 \mathrm{n}=1,2,3, \ldots$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)+\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\sinh \left(\alpha_{n}\right)-\sin \left(\alpha_{n}\right)}+\frac{\cos \left(\frac{\alpha_{n}}{L} x\right)+\cosh \left(\frac{\alpha_{n}}{L} x\right)}{\cos \left(\alpha_{n}\right)-\cosh \left(\alpha_{n}\right)}
$$

(d) $\sin \alpha_{n}=0, \quad \alpha_{n}=n \pi$
$\phi_{\mathrm{n}}=\cos \left(\frac{\mathrm{n} \pi}{\mathrm{L}} \mathrm{x}\right) \quad \mathrm{n}=0,1,2, \ldots$
(e) $\tan \alpha_{n}=\tanh \alpha_{n}, \alpha_{1}=3.93, \alpha_{2}=7.07, \alpha_{3}=10.2$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)}{\sin \left(\alpha_{n}\right)}-\frac{\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\sinh \left(\alpha_{n}\right)}
$$

(f) $\tan \alpha_{n}=\tanh \alpha_{n}$, [see (e)] $\mathrm{n}=0,1,2, \ldots$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)}{\sin \left(\alpha_{n}\right)}+\frac{\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\sinh \left(\alpha_{n}\right)}
$$

(g) $\operatorname{coth} \alpha_{n}-\cot \alpha_{n}=\frac{2 \gamma L^{3}}{\alpha_{n}^{3} E I}$ $\mathrm{n}=1,2,3, \ldots$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)}{\sin \left(\alpha_{n}\right)}+\frac{\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\sinh \left(\alpha_{n}\right)}
$$

(h) $\tan \alpha_{n}-\tanh \alpha_{n}=\frac{2 \eta L}{\alpha_{n} E I}$ $\mathrm{n}=1,2,3, \ldots$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)}{\cos \left(\alpha_{n}\right)}+\frac{\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\cosh \left(\alpha_{n}\right)}
$$

(i) $\cosh \alpha_{n} \cos \alpha_{n}+1=\frac{\gamma L^{3}}{\alpha_{n}^{3} E I}\left[\sinh \alpha_{n} \cos \alpha_{n}-\cosh \alpha_{n} \sin \alpha_{n}\right] \quad n=1,2,3, \ldots$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)-\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\sin \left(\alpha_{n}\right)+\sinh \left(\alpha_{n}\right)}-\frac{\cos \left(\frac{\alpha_{n}}{L} x\right)-\cosh \left(\frac{\alpha_{n}}{L} x\right)}{\cos \left(\alpha_{n}\right)+\cosh \left(\alpha_{n}\right)}
$$

(j) $\cosh \alpha_{n}+\cos \alpha_{n}+1=-\frac{\eta L}{\alpha_{n} E I}\left[\cosh \alpha_{n} \sin \alpha_{n}+\sinh \alpha_{n} \cos \alpha_{n}\right] n=1,2,3, \ldots$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)-\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\cos \left(\alpha_{n}\right)+\cosh \left(\alpha_{n}\right)}+\frac{\cos \left(\frac{\alpha_{n}}{L} x\right)-\cosh \left(\frac{\alpha_{n}}{L} x\right)}{\sin \left(\alpha_{n}\right)-\sinh \left(\alpha_{n}\right)}
$$

## 9. Characteristic Equation:

$\tanh \alpha_{n}=\tan \alpha_{n}+2 k \alpha_{n} \tan \alpha_{n} \tanh \alpha_{n}$

$$
\alpha_{n}=\beta_{n} L, \quad \lambda_{n}=\frac{\alpha_{n}^{4}}{L^{4}}, n=1,2,3 \ldots
$$

$$
\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)-\sinh \left(\frac{\alpha_{n}}{L} x\right)}{\sin \left(\alpha_{n}\right)+\sinh \left(\alpha_{n}\right)}-\frac{\cos \left(\frac{\alpha_{n}}{L} x\right)-\cosh \left(\frac{\alpha_{n}}{L} x\right)}{\cos \left(\alpha_{n}\right)+\cosh \left(\alpha_{n}\right)}
$$

10. Characteristic Equation:

$$
\begin{aligned}
& \text { (a) } k \alpha_{n}\left(\tan \alpha_{n}-\tanh \alpha_{n}\right)=2 \quad \text { where } \\
& \begin{aligned}
\phi_{n}(x) & =\frac{\alpha_{n}=\beta_{n} L / 2, k=M /(\rho A L)}{\cos \left(\alpha_{n}\right)}-\frac{2 \alpha_{n}}{\cosh \left(\frac{\sinh \left(\frac{2 \alpha_{n}}{L} x\right)}{\cosh )}\right.} \\
& =-\sin (z)+\tan \left(\alpha_{n}\right) \cos (z)+\sinh (z)-\tanh \left(\alpha_{n}\right) \cosh (z) \quad L / 2 \leq x \leq L
\end{aligned}
\end{aligned}
$$

where $z=\alpha_{n}(2 x-L) / L$
(b) $\sin \alpha_{n}=0$

$$
\lambda_{n}=\frac{16 \alpha_{n}^{4}}{L^{4}}
$$

$$
\phi_{\mathrm{n}}=\sin \left(\frac{2 \mathrm{n} \pi}{\mathrm{~L}} \mathrm{x}\right) \quad 0 \leq \mathrm{x} \leq \mathrm{L} \quad \mathrm{n}=1,2,3, \ldots
$$

11. Characteristic equation:

$$
\begin{array}{ll}
J_{n}\left(\alpha_{m}\right) I_{n+1}\left(\alpha_{m}\right)+J_{n+1}\left(\alpha_{m}\right) I_{n}\left(\alpha_{m}\right)=0 & \text { where } \\
\phi_{n}=x^{n / 2}\left[\frac{J_{n}\left(2 \beta_{m} L \sqrt{x / L}\right)}{J_{n}\left(2 \beta_{m} L\right)}-\frac{I_{n}\left(2 \beta_{m} L \sqrt{x / L}\right)}{I_{n}\left(2 \beta_{m} L\right)}\right] & m=1,2,3, \ldots
\end{array}
$$

12. (a) Characteristic Equation:

$$
\begin{array}{ll}
\frac{\sin \alpha_{n}}{\alpha_{n}}=0, \quad \alpha_{n}=k_{n} L=n \pi & \lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}} \quad n=1,2,3, \ldots \\
\phi_{n}=\frac{\sin \left(\frac{n \pi}{L} x\right)}{\frac{n \pi}{L} x}=j_{0}\left(\frac{n \pi}{L} x\right) & \\
\text { (b) } \tan \alpha_{n}=\alpha_{n} \quad \alpha_{n}=k_{n} L & \lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}} \quad n=0,1,2, \ldots \\
\alpha_{0}=0, \quad \alpha_{1}==4.49, \quad \alpha_{2}=7.73, \quad \alpha_{3}=10.90 & \\
\phi_{n}=\frac{\sin \left(\frac{n \pi}{L} x\right)}{\frac{n \pi}{L} x}=j_{0}\left(\frac{n \pi}{L} x\right) &
\end{array}
$$

13. Characteristic Equations:
$\tan \alpha_{n}=\alpha_{n} \quad \alpha_{n}=k_{n} L \quad \lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}} \quad n=1,2,3, \ldots \quad$ (see $12(b)$ )
$\phi_{n}=\frac{j_{1}\left(\frac{\alpha_{n}}{L} x\right)}{\frac{\alpha_{n}}{L} x}=\frac{1}{\left(\frac{\alpha_{n}}{L} x\right)^{2}}\left[\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)}{\frac{\alpha_{n}}{L} x}-\cos \left(\frac{\alpha_{n}}{L} x\right)\right]$
14. Characteristic Equation:

$$
\begin{aligned}
& \tan \alpha_{n}=-\frac{\alpha_{n}}{a L} \quad \alpha_{n}=L \sqrt{k_{n}^{2}-a^{2}} \quad \lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}}+a^{2} \quad n=1,2,3, \ldots \\
& \phi_{n}=e^{-a x}\left[\sin \left(\frac{\alpha_{n}}{L} x\right)+\frac{\alpha_{n}}{a L} \cos \left(\frac{\alpha_{n}}{L} x\right)\right]
\end{aligned}
$$

15. (a) Characteristic Equations:
(i) $\sin \alpha_{n}=0$,
$\alpha_{n}=r_{n} L / 2 \quad \lambda_{n}=r_{n}^{2}=\frac{P_{n}}{E I}$
(ii) $\tan \alpha_{n}=\alpha_{n}$
$\alpha_{0}=0, \quad \alpha_{1}=2 \pi, \quad \alpha_{2}=8.99, \quad \alpha_{3}=4 \pi, \ldots$
$\lambda_{\mathrm{n}}=\frac{4 \alpha_{\mathrm{n}}^{2}}{\mathrm{~L}^{2}} \quad \mathrm{n}=1,2,3, \ldots$
$\phi_{n}(x)=\frac{\sin \left(2 \frac{\alpha_{n}}{L} x\right)-2 \frac{\alpha_{n}}{L} x}{\sin \left(2 \alpha_{n}\right)-2 \alpha_{n}}-\frac{\cos \left(2 \frac{\alpha_{n}}{L} x\right)-1}{\cos \left(2 \alpha_{n}\right)-1}$
(b) Characteristic Equation:

$$
\sin \alpha_{n}=0, \quad \alpha_{n}=r_{n} L \quad n=0,1,2, . .
$$

$\alpha_{\mathrm{n}}=\mathrm{n} \pi, \quad \lambda_{\mathrm{n}}=\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}}$,
$\phi_{\mathrm{n}}=\sin \left(\frac{\mathrm{n} \pi}{\mathrm{L}} \mathrm{x}\right) \quad \mathrm{n}^{\prime}=1,2,3, \ldots$
(c) Characteristic Equation:
(i) $\sin \alpha_{n}=0$,
$\alpha_{n}=r_{n} L \quad n=0,1,2, .$.
$\alpha_{n}=\mathrm{n} \pi, \quad \lambda_{\mathrm{n}}=\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}}, \quad \phi_{\mathrm{n}}=\sin \left(\frac{\mathrm{n} \pi}{\mathrm{L}} \mathrm{x}\right) \quad \mathrm{n}=1,2,3, \ldots$
(ii) $\tan \alpha_{\mathrm{n}}=\alpha_{\mathrm{n}} \quad \mathrm{n}=0,1,2, \ldots$
$\lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}} \quad \phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)-\frac{\alpha_{n}}{L} x}{\sin \left(\alpha_{n}\right)}-\frac{\cos \left(\frac{\alpha_{n}}{L} x\right)-1}{\cos \left(\alpha_{n}\right)} \quad n=1,2,3, \ldots$
(d) $\sin \alpha_{n}=0, \quad \alpha_{n}=r_{n} L, \quad \alpha_{n}=n \pi, \quad n=0,1,2, \ldots$
$\lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}, \quad \phi_{n}=\sin \left(\frac{n \pi}{L} x\right)-(-1)^{n} \frac{E I}{\gamma L^{3}} n^{2} \pi^{2}\left(\frac{x}{L}\right) \quad n=1,2,3, \ldots$
(e) $\cos \alpha_{n}=0, \quad \alpha_{n}=r_{n} L \quad n=0,1,2, \ldots$
$\alpha_{\mathrm{n}}=(\mathrm{n}+1 / 2) \pi, \quad \lambda_{\mathrm{n}}=\frac{\alpha_{\mathrm{n}}^{2}}{\mathrm{~L}^{2}}, \quad \phi_{\mathrm{n}}=\sin \left(\frac{(\mathrm{n}+1 / 2) \pi}{\mathrm{L}} \mathrm{x}\right)$
(f) $\tan \alpha_{n}=\frac{\frac{\eta L}{E I} \alpha_{n}}{\frac{\eta L}{E I}+\alpha_{n}^{2}}=\frac{\alpha_{n}}{1+\frac{\eta L}{E I} \alpha_{n}^{2}} \quad \alpha_{n}=r_{n} L$
$\lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}}, \quad \phi_{n}=\sin \left(\frac{\alpha_{n}}{L} x\right)-\frac{x}{L} \sin \left(\alpha_{n}\right), \quad n=1,2,3, \ldots$
(g) $\sin \alpha_{n}=0, \quad \alpha_{n}=r_{n} L, \quad \alpha_{n}=n \pi, \quad n=0,1,2, \ldots$
$\lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}, \quad \phi_{n}=\cos \left(\frac{n \pi}{L} x\right)-1$
(h) $(\xi-1) \alpha_{n} \sin \alpha_{n}+\left(\alpha_{n}^{2}+2 \xi\right) \cos \alpha_{n}=2 \xi, \quad \xi=\frac{\eta L}{E I}$
$\alpha_{n}=r_{n} L, \quad \lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}}, \quad n=1,2,3, \ldots$
$\phi_{n}(x)=\frac{\sin \left(\frac{\alpha_{n}}{L} x\right)-\frac{\alpha_{n}}{L} x}{\sin \left(\alpha_{n}\right)-\alpha_{n}}-\frac{\cos \left(\frac{\alpha_{n}}{L} x\right)-1}{\cos \left(\alpha_{n}\right)-1}$
16. Characteristic Equation:
$\tan \alpha=-\mathrm{a} \alpha_{\mathrm{n}} / \mathrm{L} \quad \alpha=\frac{\mathrm{rL}}{\mathrm{ab}}, \quad \mathrm{L}=\mathrm{b}-\mathrm{a}, \quad \mathrm{r}^{2}=\frac{\mathrm{Pb}^{4}}{\mathrm{EI}_{0}}$
$\phi_{n}(x)=x\left\{\frac{\sin \left(\frac{a b}{x L} \alpha_{n}\right)}{\sin \left(\frac{b}{L} \alpha_{n}\right)}-\frac{\cos \left(\frac{a b}{x L} \alpha_{n}\right)}{\cos \left(\frac{b}{L} \alpha_{n}\right)}\right\}$
$\mathrm{n}=1,2,3, \ldots$
17. Characteristic Equation:
$\mathrm{J}_{-1 / 3}\left(\alpha_{\mathrm{n}}\right)=0, \quad \alpha=\frac{2}{3} \beta \mathrm{~L}^{3 / 2}, \quad \beta^{2}=\frac{\mathrm{q}}{\mathrm{EI}}, \quad \mathrm{n}=1,2,3, \ldots$
$\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{x}^{1 / 2} \mathrm{~J}_{-1 / 3}\left[\alpha_{\mathrm{n}}\left(\frac{\mathrm{x}}{\mathrm{L}}\right)^{3 / 2}\right] \quad \mathrm{n}=1,2,3, \ldots$
$\phi_{\mathrm{n}}(\mathrm{x})$ is the eigenfunction for $\frac{\mathrm{dy}}{\mathrm{dx}}$ or $\mathrm{u}(\mathrm{x})$
18. Since $\gamma<\beta^{2} / 2$, where $\gamma^{2}=\frac{k}{E I}$, and $\beta^{2}=\frac{P}{E I}$, then the characteristic equation becomes:

$$
\frac{1}{\xi_{n}^{2}} \tan \left(\xi_{n} L\right)=\frac{1}{\eta_{n}^{2}} \tan \left(\eta_{n} L\right)
$$

$$
\mathrm{n}=1,2,3, \ldots
$$

where:

$$
\xi_{n}=\beta_{n}\left(\frac{1+\left(1-4 \gamma^{2} / \beta_{n}^{4}\right)^{1 / 2}}{2}\right)^{1 / 2}
$$

$\eta_{\mathrm{n}}=\beta_{\mathrm{n}}\left(\frac{1-\left(1-4 \gamma^{2} / \beta_{n}^{4}\right)^{1 / 2}}{2}\right)^{1 / 2}$
The Eigenvalues of this system are $\beta_{n}, \mathrm{n}=1,2,3, \ldots$ and $\phi_{n}(x)=\frac{\sin \left(\xi_{n} x\right)}{\sin \left(\xi_{n} L\right)}-\frac{\cos \left(\eta_{n} x\right)}{\cos \left(\eta_{n} L\right)}$
21.
(a) $\mathrm{p}=1-\mathrm{x}^{2}$
$\mathrm{q}=0$
$\mathrm{r}=1$
(b) $p=\left(1-x^{2}\right)^{1 / 2}$
$\mathrm{q}=0$
$r=\left(1-x^{2}\right)^{-1 / 2}$
(c) $\mathrm{p}=1$
$\mathrm{q}=\left(1-\mathrm{x}^{2}\right)^{-2}$
$\mathrm{r}=\left(1-\mathrm{x}^{2}\right)^{-1}$
(d) $p=x^{a+1} e^{-x}$
$\mathrm{q}=0$
$r=x^{a} e^{-x}$
(e) $p=e^{-x^{2}}$
$\mathrm{q}=0$
$r=e^{-x^{2}}$
(f) $p=\left(1-x^{2}\right)^{a+1 / 2}$
$\mathrm{q}=0$
(g) $p=(1-x)^{a+1}(1+x)^{b+1}$
$\mathrm{q}=0$
$r=\left(1-x^{2}\right)^{-1 / 2}$
(h) $p=x^{c}(1-x)^{a+b+c+1}$
$\mathrm{q}=0$
$r=(1-x)^{a}(1+x)^{b}$
(i) $p=e^{x}$
$\mathrm{q}=-2 \mathrm{e}^{\mathrm{x}} \mathrm{x}^{-2}$
$r=x^{c-1}(1-x)^{a+b-c}$
(j) $\mathrm{p}=\mathrm{x}$
$\mathrm{q}=-\mathrm{n}^{2} \mathrm{x}^{-1}$
$r=e^{x}$
(k) $\mathrm{p}=(\mathrm{ax}+\mathrm{b})^{2}$
$\mathrm{q}=0$
$\mathrm{r}=\mathrm{x}$
(l) $p=\sin ^{2}(a x)$
$\mathrm{q}=0$
$r=(a x+b)^{2}$
(m) $\mathrm{p}=\mathrm{x}^{3 / 2}$
$\mathrm{q}=0$
$r=\sin ^{2}(a x)$
(n) $\mathrm{p}=\mathrm{e}^{\mathrm{ax}}$
$\mathrm{q}=0$
$r=x^{1 / 2}$
(o) $p=\cos ^{2}(a x)$
$\mathrm{q}=0$
$r=e^{a x}$
(p) $p=\cosh ^{2}(a x)$
$q=0$
$r=\cos ^{2}(a x)$
(q) $p=\cos (a x)$
$\mathrm{q}=0$
$r=\cosh ^{2}(a x)$
$q=a^{2} x^{2} e^{a x^{2}} \quad r=e^{a x^{2}}$
$\mathrm{r}=\cos ^{3}(\mathrm{ax})$
(r) $p=e^{a x^{2}}$
(s) $\mathrm{p}=1$
(t) $\mathrm{p}=1$
(u) $\mathrm{p}=1$
(v) $\mathrm{p}=1$
(w) $\mathrm{p}=\mathrm{x}^{4}$
(x) $\mathrm{p}=\mathrm{e}^{4 \mathrm{x}}$
(y) $p=x^{-2}$
(z) $\mathrm{p}=\mathrm{x}^{-1}$
(a) $\mathrm{p}=\mathrm{x}^{2}$
(bb) $\mathrm{p}=\mathrm{x}^{3}$
(cc) $\mathrm{p}=\mathrm{x}^{3}$
(dd) $p=x^{6}$
(ee) $\mathrm{p}=\mathrm{x}^{4}$
(ff) $p=x^{2}$
(gg) $p=x^{11 / 2}$
(hh) $p=x^{9 / 7}$
$\mathrm{q}=-\mathrm{a}^{2}$
$r=e^{-4 a x}$
$q=-a(a-1) x^{-2}$
$r=x^{-4 a}$
$\mathrm{q}=0$
$r=x^{-4}$
$\mathrm{q}=0$
$r=x^{-1}$
$\mathrm{q}=0$
$r=\mathrm{x}^{4}$
$\mathrm{q}=4 \mathrm{e}^{4 \mathrm{x}}$
$r=e^{4 x}$
$\mathrm{q}=0$
$\mathrm{r}=\mathrm{x}^{-1}$
$\mathrm{q}=\mathrm{x}^{-3}$
$r=x^{-3}$
$\mathrm{q}=0$
$r=x^{2}$
$q=-3 x$
$\mathrm{r}=\mathrm{x}^{9}$
$\mathrm{q}=0$
$r=x^{5 / 3}$
$\mathrm{q}=0$
$r=x^{6}$
$\mathrm{q}=0$
$r=x^{6}$
$\mathrm{q}=0$
$r=x^{4}$
$q=-\frac{63}{16} x^{7 / 2}$
$r=x^{13 / 2}$
$\mathrm{q}=0$
$r=\frac{9}{4} x^{23 / 7}$
22.
(a) $\phi_{n}(x)=P_{2 n+1}(x)$,
$\lambda_{\mathrm{n}}=2(\mathrm{n}+1)(2 \mathrm{n}+1) \quad \mathrm{n}=0,1,2, \ldots$
(b) $\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{P}_{2 \mathrm{n}}(\mathrm{x})$,
$\lambda_{n}=2 n(2 n+1)$
$\mathrm{n}=0,1,2, \ldots$
(c) $\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{T}_{\mathrm{n}}(\mathrm{x})$,
(Tchebyshev Polynomials)

$$
\lambda_{n}=n^{2}
$$

$$
\mathrm{n}=0,1,2, \ldots
$$

(d) $\phi_{\mathrm{n}}(\mathrm{x})=(1-\mathrm{x})^{1 / 2} \mathrm{P}_{\mathrm{n}}(\mathrm{x})$,
$\lambda_{n}=n(n+1)$
$\mathrm{n}=0,1,2, \ldots$
(e) $\phi_{n}(x)=\frac{1}{a x+b} \sin \left(\frac{n \pi}{L} x\right)$
$\lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}$
$\mathrm{n}=1,2,3, \ldots$
(f) $\phi_{\mathrm{n}}(\mathrm{x})=\frac{\sin \left(\frac{\mathrm{n} \pi}{\mathrm{L}} \mathrm{x}\right)}{\sin (\mathrm{ax})}$,
(g) $\phi_{n}(x)=\frac{1}{\sqrt{\mathrm{x}}} \sin \left(\frac{\mathrm{n} \pi}{\sqrt{\mathrm{L}}} \sqrt{\mathrm{x}}\right)$
$\lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}-a^{2}$
$\mathrm{n}=1,2,3, \ldots$

$$
\lambda_{\mathrm{n}}=\frac{\mathrm{n}^{2} \pi^{2}}{4 \mathrm{~L}}
$$

$$
\mathrm{n}=1,2,3, \ldots
$$

(h) $\phi_{n}(x)=e^{-a x / 2} \sin \left(\frac{n \pi}{L} x\right) \quad \lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}+\frac{a^{2}}{4} \quad n=1,2,3, \ldots$
(i) $\phi_{n}(x)=\frac{\sin \left(\frac{n \pi}{L} x\right)}{\cos (a x)}$,
$\lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}}-a^{2}$
$\mathrm{n}=1,2,3, \ldots$
(j) $\phi_{\mathrm{n}}(\mathrm{x})=\frac{\sin \left(\frac{\mathrm{n} \pi}{\mathrm{L}} \mathrm{x}\right)}{\cosh (\mathrm{ax})}$,
$\lambda_{\mathrm{n}}=\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}}+\mathrm{a}^{2} \quad \mathrm{n}=1,2,3, \ldots$
(k) $\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{e}^{-\mathrm{ax} / 2} \sin \left(\frac{\mathrm{n} \pi}{\mathrm{L}} \mathrm{x}\right)$
$\lambda_{\mathrm{n}}=\frac{\mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{2}}+\mathrm{a} \quad \mathrm{n}=1,2,3, \ldots$
(l) $\phi_{n}(x)=e^{a x} \sin \left(n \pi \frac{e^{-2 a x}-1}{e^{-2 a L}-1}\right)$

$$
\lambda_{\mathrm{n}}=\left[\frac{2 \mathrm{n} \pi \mathrm{a}}{\mathrm{e}^{-2 \mathrm{~L} a}-1}\right]^{2}
$$

(m) $\phi_{n}(x)=x^{a} \sin \left(\frac{n \pi x^{1-2 a}}{L^{1-2 a}}\right)$

$$
\lambda_{\mathrm{n}}=\left[\frac{(2 \mathrm{a}-1) \mathrm{n} \pi}{\mathrm{~L}^{1-2 \mathrm{a}}}\right]^{2}
$$

$$
\mathrm{n}=1,2,3, \ldots
$$

(n) $\phi_{n}(x)=x \sin \left(2 n \pi \frac{x-1}{x}\right) \quad \lambda_{n}=4 n^{2} \pi^{2}$ $\mathrm{n}=1,2,3, \ldots$
(o) $\phi_{n}(x)=x^{1 / 2} J_{1}\left[\alpha_{n}(x / L)^{1 / 2}\right]$

$$
\mathrm{J}_{1}\left(\alpha_{\mathrm{n}}\right)=0 \quad \lambda_{\mathrm{n}}=\frac{\alpha_{\mathrm{n}}^{2}}{4 \mathrm{~L}} \quad \mathrm{n}=1,2,3, \ldots
$$

(p) $\phi_{\mathrm{n}}(\mathrm{x})=\frac{1}{\mathrm{x}^{2}}\left[\frac{\sin \left(\alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{L}}\right)}{\alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{L}}}-\cos \left(\alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{L}}\right)\right]$

$$
\lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}}, \quad \tan \left(\alpha_{n}\right)=\frac{3 \alpha_{n}}{3-\alpha_{n}^{2}} \quad n=1,2,3, \ldots
$$

(q) $\phi_{n}(x)=e^{-2 x} \sin (n \pi x)$

$$
\lambda_{n}=n^{2} \pi^{2}
$$

$$
n=1,2,3, \ldots
$$

(r) $\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{x}^{3 / 2} \mathrm{~J}_{1}\left[\alpha_{\mathrm{n}}(\mathrm{x} / \mathrm{L})^{3 / 2}\right]$

$$
\begin{array}{lll}
J_{1}\left(\alpha_{n}\right)=0 & \lambda_{n}=\frac{\alpha_{n}^{2}}{L^{3}} & n=1,2,3, \ldots \\
\text { (s) } \phi_{n}(x)=x \sin (n \pi \log x) & \lambda_{n}=n^{2} \pi^{2} & n=1,2,3, \ldots
\end{array}
$$

(t) $\phi_{n}(x)=\frac{\sin \left(\frac{n \pi}{L} x\right)}{x \sqrt{n \pi / L}}, \quad \lambda_{n}=\frac{n^{2} \pi^{2}}{L^{2}} \quad n=1,2,3, \ldots$
(u) $\phi_{n}(x)=x^{-3} \sin \left(n \pi(x / L)^{4}\right)$

$$
\lambda_{\mathrm{n}}=\frac{16 \mathrm{n}^{2} \pi^{2}}{\mathrm{~L}^{8}} \quad \mathrm{n}=1,2,3, \ldots
$$

(v) $\phi_{n}(x)=x^{-1} \mathrm{~J}_{3}\left[\alpha_{n}(x / L)^{1 / 3}\right]$

$$
\mathrm{J}_{3}\left(\alpha_{\mathrm{n}}\right)=0 \quad \lambda_{\mathrm{n}}=\frac{\alpha_{\mathrm{n}}^{2}}{9 \mathrm{~L}^{2 / 3}} \quad \mathrm{n}=1,2,3, \ldots
$$

(w) $\phi_{\mathrm{n}}(\mathrm{x})=\mathrm{x}^{-5 / 2} \mathrm{~J}_{5 / 2}\left[\alpha_{\mathrm{n}} \mathrm{x} / \mathrm{L}\right]$
or $\quad \phi_{\mathrm{n}}(\mathrm{x})=\frac{1}{\sqrt{\mathrm{x}}}\left\{\left(\frac{3 \mathrm{~L}^{2}}{\alpha_{\mathrm{n}}^{2} \mathrm{x}^{2}}-1\right) \sin \left(\alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{L}}\right)-\frac{3 \mathrm{~L}}{\alpha_{\mathrm{n}} \mathrm{x}} \cos \left(\alpha_{\mathrm{n}} \frac{\mathrm{x}}{\mathrm{L}}\right)\right\}$

$$
\tan \left(\alpha_{n}\right)=\frac{3 \alpha_{n}}{3-\alpha_{n}^{2}} \quad \lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}} \quad n=1,2,3, \ldots
$$

(x) $\phi_{n}(x)=x^{-3 / 2} J_{3 / 4}\left[\alpha_{n} x^{2} / L^{2}\right]$

$$
\mathrm{J}_{3 / 4}\left(\alpha_{n}\right)=0 \quad \lambda_{\mathrm{n}}=4 \frac{\alpha_{n}^{2}}{L^{4}} \quad n=1,2,3, \ldots
$$

(y) $\phi_{n}(x)=x^{-1 / 2} \mathrm{~J}_{1 / 4}\left[\alpha_{\mathrm{n}} \mathrm{x}^{2} / \mathrm{L}^{2}\right]$

$$
\mathrm{J}_{1 / 4}\left(\alpha_{n}\right)=0 \quad \lambda_{n}=4 \frac{\alpha_{n}^{2}}{L^{4}} \quad n=1,2,3, \ldots
$$

(z) $\phi_{n}(x)=x^{-9 / 4} J_{2}\left[\alpha_{n}(x / L)^{3 / 2}\right]$

$$
J_{2}\left(\alpha_{n}\right)=0
$$

$$
\mathrm{n}=1,2,3, \ldots
$$

(aa) $\phi_{n}(x)=x^{-1 / 7} J_{1 / 14}\left[\alpha_{n} x^{2} / L^{2}\right]$

$$
\mathrm{J}_{1 / 14}\left(\alpha_{n}\right)=0 \quad \lambda_{\mathrm{n}}=4 \frac{\alpha_{n}^{2}}{L^{4}} \quad \mathrm{n}=1,2,3, \ldots
$$

23. 

(a) $y=\sum_{n=1}^{\infty} \frac{A_{n}}{\lambda-\frac{n^{2} \pi^{2}}{L^{2}}} \sin \left(\frac{n \pi}{L} x\right) \quad A_{n}=\frac{2}{L} \int_{0}^{L} f(x) \sin \left(\frac{n \pi}{L} x\right) d x$
(b) $y=\sum_{n=1}^{\infty} \frac{A_{n}}{\lambda-\lambda_{n}} J_{0}\left(\sqrt{\lambda_{n}} x\right) \quad$ where $\lambda_{n}$ is the root of $J_{0}\left(\sqrt{\lambda_{n}} L\right)=0$, and $A_{n}=\frac{2}{\sqrt{\lambda_{n}} \mathrm{LJ} J_{1}\left(\sqrt{\lambda_{n}} \mathrm{~L}\right)}$
(c) $y=\sum_{n=0}^{\infty} \frac{A_{n}}{\lambda-n(n+1)} P_{n}(x)$

$$
A_{n}=\frac{2 n+1}{2} \int_{-1}^{+1} f(x) P_{n}(x) d x
$$

(d) $y=y_{I}+y_{I I}$,
$y_{I}=[3 \cos (k x)-3 \cot (k) \sin (k x)] e^{x}, \quad y_{\Pi}=\frac{4 e^{x}}{\pi} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin (n \pi x)}{n\left(\beta-n^{2} \pi^{2}\right)}$
(e) $y=\frac{4 e^{x / 2}}{\pi \sqrt{x}} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin (n \pi \sqrt{x})}{n\left(\lambda-n^{2} \pi^{2} / 4\right)}$
(f) $y=\frac{4 e^{x}}{\pi x^{2}} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin \left(n \pi x^{2}\right)}{n\left(\alpha^{2}-4 n^{2} \pi^{2}\right)}$
(g) $y=\frac{4}{\pi x} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin (n \pi x)}{n\left(k^{2}-n^{2} \pi^{2}\right)}$
(h) $y=\frac{4 e^{x}}{x L} \sum_{n=1}^{\infty} \frac{1-J_{0}\left(\alpha_{n}\right)}{\left(\lambda-\lambda_{n}\right) J_{0}^{2}\left(\alpha_{n}\right)} J_{1}\left(\alpha_{n} \frac{x}{L}\right) \quad J_{1}\left(\alpha_{n}\right)=0 \quad \lambda_{n}=\frac{\alpha_{n}^{2}}{L^{2}}$
(i) $y=\frac{4 e^{3 x}}{x} \sum_{n=1}^{\infty} a_{n} J_{2}\left(\alpha_{n} x^{2}\right) \quad J_{2}\left(\alpha_{n}\right)=0$
$a_{n}=\frac{\left[J_{n}^{\prime}\left(\alpha_{n}\right)\right]^{-2}}{\lambda-4 \alpha_{n}^{2}} \int_{0}^{1} x^{2} J_{2}\left(\alpha_{n} x^{2}\right) d x$
(j) $y=\frac{4 e^{2 x}}{\pi x^{3 / 2}} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin \left(n \pi x^{2}\right)}{n\left(\lambda-4 n^{2} \pi^{2}\right)}$
(k) $y=\frac{4 e^{x}}{\pi x^{7 / 4}} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin \left(n \pi x^{2}\right)}{n\left(\lambda-4 n^{2} \pi^{2}\right)}$
(l) $y=-\frac{2}{e^{x}(x L)^{1 / 2}} \sum_{n=1}^{\infty} \frac{J_{1 / 4}\left(\alpha_{n} \frac{x^{2}}{L^{2}}\right)}{\left(\lambda-4 \frac{\alpha_{n}^{2}}{L^{4}}\right) \alpha_{n} J_{1 / 4}^{\prime}\left(\alpha_{n}\right)}$
(m) $y=-\frac{4 e^{x}}{\pi x^{3}} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin \left(n \pi x^{3}\right)}{n\left(\lambda-9 n^{2} \pi^{2}\right)}$
(n) $y=\frac{4 e^{x}}{\pi x^{4}} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin \left(n \pi x^{4}\right)}{n\left(\lambda^{2}-16 n^{2} \pi^{2}\right)}$
24. (a) $2 \pi \sum_{n=1}^{\infty}(-1)^{n+1} \frac{\sin (n x)}{n}-\frac{8}{\pi} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin (n x)}{n^{3}}$
(b) $\frac{2}{\pi} \sum_{m=1}^{\infty} \frac{1-\cos \left(\frac{m \pi}{2}\right)}{m} \sin (m x)$
(c) $2 \sum_{n=1}^{\infty}(-1)^{n+1} \frac{\sin (n x)}{n}$
(d) $\frac{8}{\pi^{3}} \sum_{n=1,3, \ldots}^{\infty} \frac{\sin (n \pi x)}{n^{3}}$
(e) $\frac{2}{\pi} \sum_{n=1}^{\infty}\left[1-(-1)^{n} e^{\pi}\right] \frac{n \sin (n x)}{n^{2}+1}$
(f) $\sin x$
25. (a) $\frac{\pi^{2}}{3}+4 \sum_{n=1}^{\infty}(-1)^{n} \frac{\cos (n x)}{n^{2}}$
(b) $\frac{1}{2}+\frac{2}{\pi} \sum_{n=1}^{\infty}(-1)^{n+1} \frac{\cos ((2 n-1) x)}{2 n-1}$
(c) $\frac{\pi}{2}-\frac{4}{\pi} \sum_{n=1}^{\infty} \frac{\cos ((2 n-1) x)}{(2 n-1)^{2}}$
(d) $\frac{1}{6}-\frac{1}{\pi^{2}} \sum_{\mathrm{n}=1}^{\infty} \frac{\mathrm{x} \cos (2 \mathrm{nx})}{\mathrm{n}^{2}}$
(e) $\frac{e^{\pi}-1}{\pi}-\frac{2}{\pi} \sum_{n=1}^{\infty}\left[1-(-1)^{n} e^{\pi}\right] \frac{\cos (2 n x)}{n^{2}+1}$
(f) $\frac{2}{\pi}-\frac{4}{\pi} \sum_{n=1}^{\infty} \frac{\cos (2 n x)}{4 n^{2}-1}$
26. (a) $\frac{1}{\pi}+\frac{1}{2} \sin x-\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{\cos (2 n x)}{(2 n-1)(2 n+1)}$
(b) $\frac{2 \mathrm{a}}{\pi} \sin (\mathrm{a} \pi)\left[\frac{1}{2 \mathrm{a}^{2}}+\sum_{\mathrm{n}=1}^{\infty}(-1)^{\mathrm{n}} \frac{\cos (\mathrm{nx})}{\mathrm{a}^{2}-\mathrm{n}^{2}}\right]$
(c) $-\frac{1}{3}-\frac{4}{\pi^{2}} \sum_{n=1}^{\infty}(-1)^{n} \frac{\cos (n \pi x)}{n^{2}}-\frac{2}{\pi} \sum_{n=1}^{\infty}(-1)^{n} \frac{\sin (n \pi x)}{n}$
(d) $\frac{2}{\pi} \sin (a \pi) \sum_{n=1}^{\infty}(-1)^{n} \frac{n \sin (n x)}{a^{2}-n^{2}}$
(e) $\frac{3}{4}+\frac{1}{\pi} \sum_{n=1}^{\infty} \frac{\sin (n \pi / 2)}{n^{2}} \cos \left(n \pi \frac{x}{L}\right)-\frac{1}{\pi} \sum_{n=1}^{\infty} \frac{\cos (n \pi / 2)-\cos (n \pi)}{n} \sin \left(n \pi \frac{x}{L}\right)$
27. $f(x)=\frac{1}{2} \sum_{n=1}^{\infty} \frac{J_{1}\left(\mu_{n}\right)}{\mu_{n}\left[J_{1}\left(2 \mu_{n}\right)\right]^{2}} J_{0}\left(\mu_{n} x\right)$
28. $f(x)=-2 \sum_{n=1}^{\infty} \frac{J_{2}\left(\mu_{n} x\right)}{\mu_{n} J_{1}\left(\mu_{n}\right)}$
29. $f(x)=2 a \sum_{n=1}^{\infty} \frac{J_{0}\left(\mu_{n} x\right)}{\left(a^{2}+\mu_{n}^{2} L^{2}\right) J_{0}\left(\mu_{n} L\right)}$
30. $f(x)=\frac{1}{2}+\frac{1}{2} \sum_{n=0}^{\infty}\left[P_{2 n}(0)-P_{2 n+2}(0)\right] P_{2 n+1}(x)$
31. $f(x)=\frac{1}{4} P_{0}+\frac{1}{2} P_{1}(x)+\frac{5}{16} P_{2}(x)+\ldots$

## Chapter 5

10. (a) Everywhere except at $\mathrm{z}= \pm \mathrm{i}$
(d) Nowhere
(b) Nowhere
(e) Nowhere
(c) Nowhere
(f) Everywhere
11. (a) $v=e^{x} \sin y+C$
(d) $v=2 \tan ^{-1}(y / x)+C$
(b) $v=3 x^{2} y-y^{3}+C$
(e) $v=-\sin x \sinh y+C$
(c) $v=\sinh x \sin y+C$
(f) $v=y-\frac{y}{x^{2}+y^{2}}+C$
12. (a) $2 n \pi$
$\mathrm{n}=0, \pm 1, \pm 2, \ldots$
(b) $(2 \mathrm{n}+1 / 2) \pi+\mathrm{i} \cosh ^{-1} 2$
$\mathrm{n}=0, \pm 1, \pm 2, \ldots$
(c) $(2 n+1 / 2) \pi \pm i \alpha$
$\mathrm{n}=0, \pm 1, \pm 2, \ldots$
(d) $i(2 n-1 / 2) \pi$
$\mathrm{n}=0, \pm 1, \pm 2, \ldots$
(e) $\log 2 \pm(2 n+1) \pi i$
$\mathrm{n}=0, \pm 1, \pm 2, \ldots$
(f) -1
13. (a) -i
(d) $2 \pi \mathrm{i}$
(b) -1
(e) 0
(c) $(-1+5 \mathrm{i}) / 2,(-1+5.1 \mathrm{i}) / 2$
14. (a) $(1-\cosh 1) / 2$
(d) $-2(1-i) / 3$
(b) $10 \mathrm{i} / 3$
(e) 0
(c) $6+26 i / 3$
(f) $2 i \sin 1$
15. (a) $4 \pi \mathrm{i}$
(e) $8 \pi \mathrm{i}$
(b) $2 \pi \mathrm{i}$
(f) 0
(c) 0
(g) $2 \pi(\mathrm{i}-1)$
(d) $\pi i / 3$
(h) $2 \pi \mathrm{i}$
16. 

(a) $\sum_{n=0}^{\infty}(-1)^{n} \frac{z^{2 n}}{(2 n)!} \quad|z|<\infty$
(b) $\sum_{n=0}^{\infty}(-1)^{n} \frac{z^{2 n}}{(2 n+1)!} \quad|z|<\infty$
(c) $\sum_{n=0}^{\infty}(-1)^{n}(n+1) z^{n} \quad|z|<1$
(d) $\sum_{n=0}^{\infty} \frac{z^{n}}{(n+1)!} \quad|z|<\infty$
(e) $\sum_{n=0}^{\infty}(-1)^{n} \frac{(z-2)^{n}}{2^{n+1}} \quad|z-2|<2$
(f) $-1-2 \sum_{n=1}^{\infty}(z-1)^{n} \quad|z-1|<1$
(g) $\sum_{n=0}^{\infty}(n+1)(z+1)^{n} \quad|z+1|<1$
(h) $\sum_{n=0}^{\infty}(-1)^{n} \frac{(z-1)^{n+1}}{2^{n+1}} \quad|z-1|<2$
(i) $e^{2} \sum_{n=0}^{\infty} \frac{(z-2)^{n}}{n!}$
$|z-2|<\infty$
(j) $-\sum_{n=0}^{\infty} \frac{(z-i \pi)^{n}}{n!}$
$|z-i \pi|<\infty$
23.
(a) $\sum_{n=0}^{\infty} \frac{z^{n-3}}{n!}$
(b) $\sum_{n=0}^{\infty} \frac{z^{-n}}{n!}$
(c) $-\sum_{n=1}^{\infty} z^{-n}-\sum_{n=0}^{\infty} \frac{z^{n}}{2^{n+!}}$
(d) $\sum_{n=0}^{\infty}(z-1)^{-n-2}$
(e) $-\sum_{n=0}^{\infty}(z-1)^{n-1}$
(f) $\frac{1}{10}\left\{\sum_{n=0}^{\infty}\left[(2 i-1)(-1)^{n}-(2 i+1)\right] i^{n} z^{-n-1}+\sum_{n=0}^{\infty}(-1)^{n}\left(\frac{z}{2}\right)^{n}\right\}$
(g) $\sum_{n=0}^{\infty}(-1)^{n}(z-1)^{-n-2}$
(h) $-\sum_{n=1}^{\infty}(z+1)^{-n}-\sum_{n=0}^{\infty} \frac{(z+1)^{n}}{2^{n+1}}$
24.
(a) Simple poles: $\mathrm{z}=(2 \mathrm{n}+1) \pi / 2, \mathrm{n}=0, \mp 1, \mp 2, \ldots$
(b) Simple pole: $\quad \mathrm{z}=0$
(c) Simple poles: $\mathrm{z}=\mp \mathrm{i} \pi$
(d) Simple poles: $\mathrm{z}=\mathrm{n} \pi, \mathrm{n}=\mp 1, \mp 2, \ldots$.

Removable pole at $\mathrm{z}=0$
(e) Poles:
$\mathrm{m}=2, \mathrm{z}=\mp \mathrm{i}$
(f) Poles:
$\mathrm{m}=3, \mathrm{z}=0$
Simple Poles: $\quad \mathrm{z}=\mp 1$
(g) Poles:
$\mathrm{m}=2, \mathrm{z}=0$
Simple Pole:
$z=2$
(h) Pole of order 3: $z=0$
(i) Simple Pole: $\quad \mathrm{z}= \pm 2 \mathrm{in} \pi, \mathrm{n}=0,1,2, \ldots$
(j) Pole: $\quad m=3, z=-1$
25. (a) $\mathrm{r}\left(\frac{2 \mathrm{n}+1}{2} \pi\right)=-1$
(b) $r(0)=1$
(c) $\mathrm{r}(\pi \mathrm{i})=-\frac{1}{2 \pi \mathrm{i}}, \mathrm{r}(-\pi \mathrm{i})=\frac{1}{2 \pi \mathrm{i}}$
(d) $r(n \pi)=(-1)^{n} n \pi, n=\mp 1, \mp 2, \ldots$
(e) $r(i)=(1 / 2+i), r(-i)=(1 / 2-i)$
(f) $r(0)=3, r(1)=-3 / 2, r(-1)=-3 / 2$
(g) $r(0)=-1, r(2)=1$
(h) $r(0)=-3 / 10$
(i) $\mathrm{r}(0)=1=\mathrm{r}(2 \mathrm{n} \pi \mathrm{i})$
(j) $r(-1)=-3$
26. (a) 0
(b) $2 \pi\left(1-\mathrm{a}^{2}\right)^{-1}$
(c) $\frac{\pi \mathrm{a}}{2\left(1-\mathrm{a}^{2}\right)}\left(\mathrm{a}^{2}+3\right)$
(d) $\frac{\pi}{\left(1-\mathrm{a}^{2}\right)^{3 / 2}}$
(e) $\pi \frac{(2 n)!}{2^{2 n}(n!)^{2}}$
(f) $\frac{2 \pi}{1-a^{2}}(-a)^{n}$
(g) $\frac{\pi}{a^{2}}\left(1-\left(1-a^{2}\right)^{1 / 2}\right)$
(h) $\frac{\pi(2 n)!}{2^{2 n}(n!)^{2}}$
(i) $\pi 2^{-1 / 2}$
(j) $(-1)^{\mathrm{n}} \frac{2 \pi \mathrm{e}^{-\mathrm{an}}}{\sinh (\mathrm{a})}$
(k) $\pi\left(1-a^{2}\right)^{-1 / 2}$
(l) $2 \pi\left(1-a^{2}\right)^{-1 / 2}$
(m) $2 \pi\left(1-\mathrm{a}^{2}\right)^{-3 / 2}$
(n) $\frac{\pi \mathrm{a}^{2}}{1-\mathrm{a}^{2}}$
27. (a) $2 \pi\left(4 b-a^{2}\right)^{-1 / 2}$
(b) $\frac{\pi}{4 \mathrm{a}}$
(c) $\pi\left(4 a^{3}\right)^{-1}$
(d) $\frac{\pi(2 a+b)}{2 a^{3} b(a+b)^{2}}$
(e) $\frac{\pi}{2^{3 / 2} a^{3}}$
(f) $\frac{3 \pi}{16 a^{5}}$
(g) $\frac{\pi \sqrt{2}}{16 \mathrm{a}^{3}}$
(h) $\frac{\pi}{6 a^{3}}$
(i). $\frac{\pi \sqrt{2}}{4 \mathrm{a}}$
(j) $\frac{\pi}{3 a}$
(k) $\frac{\pi}{16 \mathrm{a}^{3}}$
(l) $\frac{\pi}{2 a b(a+b)}$
(m) $\frac{3 \pi \sqrt{2}}{16 \mathrm{a}^{2}}$
(n) $\frac{\pi}{2(a+b)}$
28. (a) $\frac{\pi}{2 b e^{a b}}$
(b) $\frac{\pi}{4 b^{2} e^{a b}} \sin (a b)$
(c) $\frac{\pi}{2\left(b^{2}-c^{2}\right)}\left(b e^{-a b}-c e^{-a c}\right)$
(d) $\frac{\pi}{2 a e^{2}} \cos b$
(e) $\frac{\pi(1+a b)}{4 b^{3} e^{a b}}$
(f) $\frac{\pi}{2 b c\left(b^{2}-c^{2}\right)}\left(b e^{-a c}-c e^{-a b}\right)$
(g) $\frac{\pi\left(e^{-a b}-e^{-a c}\right)}{2\left(c^{2}-b^{2}\right)}$
(h) $\pi a e^{-a b}(4 b)^{-1}$
(i) $\mathrm{e}^{-\mathrm{ab}} \pi / 2$
(j) $\pi(1-a b / 2) e^{-a b} / 2$
(k) $(\cos (a b)-\sin (a b)) e^{-a b} \pi(4 b)^{-1}$
(l) $\frac{\pi a(1+a b)}{16 b^{3} e^{a b}}$
29. (a) $\pi \cos (a b)$
(b) $\pi$
(c) $-1 / 4$
(d) $\pi\left[2-\mathrm{e}^{-\mathrm{ab}}(\mathrm{ab}+2)\right] /\left(8 \mathrm{~b}^{4}\right)$
(e) $(12)^{-1 / 2} \pi$
(f) $\pi / 5$
(g) $1 / \pi$
(h) $-\pi / 2$
(i) $-3^{-1 / 2} \pi$
(j) $-\pi \sin (\mathrm{ab}) /(2 \mathrm{~b})$
(k) $-\pi\left[e^{-a b}+\sin (a b)\right] / 4 b^{3}$
(l) $\pi \cos (\mathrm{ab}) / 2$
(m) $\left[e^{-a b}-\sin (a b)\right] \pi /(4 b)$
(n) $\frac{\pi}{2 b c\left(c^{2}-b^{2}\right)}[c \sin (a b)-b \sin (a c)]$
(o) $\frac{\pi}{8 b^{4}}\left[1-e^{-a b} \cos (a b)\right]$
(p) $\frac{\pi}{4 \mathrm{~b}^{2}}\left[\mathrm{e}^{-\mathrm{ab}}+\cos (\mathrm{ab})-2\right]$
(q) $\frac{\pi}{2\left(c^{2}-b^{2}\right)}[b \sin (a b)-c \sin (a c)]$
(r) $-\frac{\pi}{8 b^{5}}\left[(2+a b) e^{-a b}+\sin (a b)\right]$
(s) $\frac{\pi}{2\left(b^{2}-c^{2}\right)}\left[b^{2} \sin (a b)-c^{2} \sin (a c)\right]$
(t) $\left[\cos (a b)+e^{-a b}\right] \pi / 4$
31. (a) 1
(b) $\left(e^{-b t}-e^{-a t}\right) /(a-b)$
(c) $\sin (a t) / a$
(d) $\cos (a t)$
(e) $t \cos (a t)$
(f) $e^{-b t} \sin (a t) / a$
(g) $\frac{\mathrm{t}^{\mathrm{n}}}{\mathrm{n}!}$
(h) $\cosh (a t)$
(i) $1-\cos (a t)$
(j) $\sin (a t)-a t \cos (a t)$
(k) $\sin (a t)+a t \cos (a t)$
(l) $\sinh (a t)-\sin (a t)$
(m) $\cosh (a t)-\cos (a t)$
32. (a) $F(x)=\left\{\begin{array}{cc}1 & 0<x<a \\ 0 & x>a\end{array}\right.$
(b) $F(x)=\frac{e^{-a x}}{a}$
(c) $F(x)=\operatorname{sech}(\pi x)$
(d) $F(x)=(1+a x) e^{-a x} /\left(2 a^{3}\right)$
38. (a) $\pi^{3} / 16$
(b) 0
(c) $5 / 32 \pi^{5}$
(d) $3 \pi^{3} / \sqrt{32}$
(e) $-\pi^{2} \sqrt{2} / 16$
(f) $-\pi / 4$
(g) $-\pi / 2$
(h) $\frac{\pi}{2 a b\left(b^{2}-a^{2}\right)}[b \log a-a \log b]$
(i) $-23 \pi / 96$
(j) $\pi^{3} \frac{1+\cos ^{2}\left(\frac{\pi}{2 n}\right)}{8 n^{3} \sin ^{3}\left(\frac{\pi}{2 n}\right)}$
(k) $-\pi^{2} \frac{\cos \left(\frac{\pi}{2 n}\right)}{4 n^{2} \sin ^{2}\left(\frac{\pi}{2 n}\right)}$
(1) $\frac{\pi a \log a}{2\left(1-a^{2}\right)}$
(m) $\pi^{2} /(4 \mathrm{a})$
(n) 0
39. (a) $\pi(1-a) /(4 \cos (a \pi / 2))$
(b) $-\pi / \sin (a \pi)$
(c) $2 \pi \frac{\sin \left(\frac{a \pi}{3}\right)}{\sqrt{3} \sin (a \pi)}$
(d) $\pi \frac{b^{a}-c^{a}}{(b-c) \sin (a \pi)}$
(e) $\pi \sin (a b) /[\sin (b) \sin (a \pi)]$
(f) $-\pi \operatorname{cotan}(a \pi)$
(g) $\mathrm{ab}^{\mathrm{a}-1} \operatorname{cosec}(\mathrm{a} \pi)$
(h) $(-1)^{n} b^{a+1-n} \operatorname{cosec}(a \pi) \frac{\Gamma(a+1)}{\Gamma(a-n+2)}$
(i) $(c+b)^{-3} \pi / 2$
(j) $\left[b^{a} \operatorname{cosec}(a \pi)-c^{a} \cot (a \pi)\right] \pi /(b+c)$
(k) $-\pi \cot (a \pi)\left(c^{a}-b^{a}\right) /(c-b)$
(l) $\frac{2-\mathrm{a}}{9} \pi \operatorname{cosec}\left(\frac{(\mathrm{a}+1) \pi}{3}\right)$
40. (a) $2 \pi \sqrt{3} /(9 a)$
(b) $\pi \operatorname{cosec}(\pi / 5) /(5 \mathrm{a}) \quad$ OR $\quad \frac{4 \pi}{25 \mathrm{a}}\left(2 \sin \left(\frac{\pi}{5}\right)+\sin \left(\frac{2 \pi}{5}\right)\right)$
(c) $\pi /\left(4 a^{2}\right)$
(d) $\pi \operatorname{cosec}(2 \pi / 5) /\left(5 \mathrm{a}^{2}\right)$
(e) $\pi \sqrt{3} /(9 a)$
(f) $\pi \cot (\pi / 5) /(5 a)$
(g) $-\pi \cot (2 \pi / 5) /\left(5 \mathrm{a}^{3}\right)$
(h) $1 /\left(2 \mathrm{a}^{2}\right)$
(i) $1 /\left(3 a^{3}\right)$
41. (a) $\frac{(\log b)^{2}-(\log a)^{2}}{2(b-a)}$
(b) $\frac{\log a}{a}$
(c) $-2 \pi^{2} / 27$
(d) $2 \pi^{2} / 27$
(e) $\left[\pi^{2}+(\log a)^{2}\right] /[2(a+1)]$
(f) $\log a\left[\pi^{2}+(\log a)^{2}\right] /[3(a+1)]$
(g) $2 \pi^{2} / 3$
(h) $4 \pi^{2} / 27$
(i) $4 \pi^{2} / 27$
(j) $\pi^{2} / 27$
42. (a) $\frac{1}{a} e^{e^{t^{2}}} \operatorname{erf}(\mathrm{a} \sqrt{\mathrm{t}})$
(b) $(\pi t)^{-1 / 2}-a^{a^{2} t}[1-\operatorname{erf}(a \sqrt{t})]$
(c) $\left(\pi t^{3}\right)^{-1 / 2}\left[e^{b t}-e^{a t}\right] / 2$
(d) $(\pi \mathrm{t})^{-1 / 2} \mathrm{e}^{-\mathrm{at}}$
(e) $\frac{1}{\mathrm{a}}\left\{1-\mathrm{e}^{\mathrm{a}^{2} \mathrm{t}}[1-\operatorname{erf}(\mathrm{a} \sqrt{\mathrm{t}})]\right\}$
(f) $\frac{\mathrm{t}^{\mathrm{b}-1} \mathrm{e}^{-\mathrm{at}}}{\Gamma(\mathrm{b})}$
(g) 0 for $0<\mathrm{t}<\mathrm{a}, \mathrm{e}^{-\mathrm{b}(\mathrm{t}-\mathrm{a})}$ for $\mathrm{t}>\mathrm{a}$
(h) $(\pi t)^{-1 / 2} \cosh (2 a \sqrt{t})$
(i) $\left(\pi t^{3}\right)^{-1 / 2} e^{-a / 4 t} a^{1 / 2 / 2}$
(j) $\left(\mathrm{e}^{-\mathrm{at}}-\mathrm{e}^{-\mathrm{bt}}\right) / \mathrm{t}$
(k) $2(\cos (a t)-\cos (b t)) / t$
(I) $2 \cos (c t)\left(e^{-b t}-e^{-a t}\right) / t$
(m) $(1+2 b t) e^{b t}(\pi t)^{-1 / 2}$
(n) $(\pi \mathrm{t})^{-1 / 2}$
(o) $\mathrm{J}_{0}(\mathrm{at})$
(p) $(\pi t / 2)^{-1 / 2} \cos (a t)$
(q) $(\pi t / 2)^{-1 / 2} \cosh (\mathrm{at})$
(r) $1-\operatorname{erf}\left(\frac{1}{2} \sqrt{a / t}\right)$
(s) $(\log t)^{2}-\pi^{2} / 6$
(t) $(\cos (a t)+a t \sin (a t)-1) / t^{2}$
(u) 0 for $0<t<a, \mathrm{~J}_{0}$ (bt) for $\mathrm{t}>\mathrm{a}$
(v) $\frac{e^{a^{2} t}}{b+a}+\frac{a e^{a^{2} t} \operatorname{erfc}(a \sqrt{t})-b e^{b^{2} t} \operatorname{erfc}(b \sqrt{t})}{b^{2}-a^{2}}$
(w) $e^{-(a+b) t} I_{0}[(a-b) t]$
(x) $t e^{-(a+b) t}\left[I_{1}[(a-b) t]+I_{0}[(a-b) t]\right]$
(y) $\sqrt{\pi}\left(\frac{t}{2 a}\right)^{v} J_{v}(a t) / \Gamma\left(v+\frac{1}{2}\right)$
(z) $a^{v} J_{v}(a t)$
(aa) $\mathrm{e}^{\mathrm{a}^{2} t} \operatorname{erfc}(a \sqrt{\mathrm{t}})$
(bb) $\mathrm{e}^{-\mathrm{at}} \operatorname{erf}\left[((\mathrm{b}-\mathrm{a}))^{1 / 2}\right](\mathrm{b}-\mathrm{a})^{-1 / 2}$
(cc) $\frac{e^{a^{2} t}}{b+a}+\frac{a e^{b^{2} t} \operatorname{erfc}(b \sqrt{t})-b e^{a^{2} t} \operatorname{erfc}(a \sqrt{t})}{b^{2}-a^{2}}$
(dd) a $e^{-a t}\left[I_{0}(a t)+I_{1}(a t)\right]$
(ee) $2(1-\cos (a t)) / t$
(ff) $\left(\frac{\mathrm{a}}{4 \pi \mathrm{t}^{3}}\right)^{1 / 2} \exp \left(-\frac{\mathrm{a}}{4 \mathrm{t}}\right)$
(gg) $(\pi \mathrm{t})^{-1 / 2} \exp \left(-\frac{\mathrm{a}}{4 \mathrm{t}}\right)$
(hh) $\sin (\mathrm{at}) / \mathrm{t}$

## Chapter 6

1. $T(x, y)=2 T_{0} b L \sum_{n=1}^{\infty} \frac{1-\cos \alpha_{n}}{\alpha_{n}\left(b L+\cos ^{2} \alpha_{n}\right)} \frac{\sinh \left(\alpha_{n} y / L\right)}{\sinh \left(\alpha_{n}\right)} \sin \left(\alpha_{n} x / L\right)$ where $\tan \alpha_{n}=-\alpha_{\mathrm{n}} /(\mathrm{bL})$
2. $T(x, y)=\frac{2 T_{0}}{L} \sum_{\substack{n=1 \\ L}}^{\infty} a_{n} \sin (n \pi x / L) \exp (-n \pi y / L)$
where $a_{n}=\int_{0}^{L} f(x) \sin (n \pi x / L) d x$
3. $T(x, y)=\frac{2 T_{0}}{L} \sum_{n=1}^{\infty} a_{n} \frac{b^{2} L^{2}+\alpha_{n}^{2}}{b^{2} L^{2}+b L+\alpha_{n}^{2}} \cos \left(\alpha_{n} x / L\right) \exp \left(-\alpha_{n} y / L\right)$
where $a_{n}=\int_{0}^{L} f(x) \cos \left(\alpha_{n} x / L\right) d x$ and $\tan \alpha_{n}=L b / \alpha_{n}$
4. $T(x, y)=\frac{2 T_{0}}{L} \sum_{n=1}^{\infty} a_{n} \frac{\cosh (n \pi y / L)}{\cosh (n \pi)} \sin (n \pi x / L)$
where $a_{n}=\int_{0}^{L} f(x) \sin (n \pi x / L) d x$
5. $T(r, \theta)=\frac{4 T_{0}}{\pi} \sum_{n=0}^{\infty} \frac{1}{2 n+1}\left(\frac{r}{a}\right)^{2 n+1} \sin ((2 n+1) \theta)$
6. $T(r, \theta)=\frac{4 T_{0}}{b} \sum_{n=1}^{\infty} a_{n}\left(\frac{r}{a}\right)^{n \pi / b} \sin (n \pi \theta / b) \quad$ where $a_{n}=\int_{0}^{b} f(\theta) \sin \left(\frac{n \pi}{b} \theta\right) d \theta$
7. $T(r, \theta)=\sum_{n=1}^{\infty}\left(\frac{c}{r}\right)^{n}\left(a_{n} \cos (n \theta)+b_{n} \sin (n \theta)\right)$
where $a_{n}=\frac{T_{0}}{\pi} \int_{0}^{2 \pi} f(\theta) \cos (n \theta) d \theta \quad$ and $\quad b_{n}=\frac{T_{0}}{\pi} \int_{0}^{2 \pi} f(\theta) \sin (n \theta) d \theta$
8. $T(x, y, z)=\frac{4 T_{0}}{a b} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} d_{m n} \frac{\sinh \left(\alpha_{m n} z\right)}{\sinh \left(\alpha_{m n} c\right)} \sin \left(\frac{m \pi}{a} x\right) \sin \left(\frac{n \pi}{b} y\right)$
where $\alpha_{m n}=\pi \sqrt{(m / a)^{2}+(n / b)^{2}}$ and $d_{m n}=\int_{0}^{a} \int_{0}^{b} f(x, y) \sin \left(\frac{m \pi}{a} x\right) \sin \left(\frac{n \pi}{b} y\right) d x d y$
9. $T(r, z)=\frac{2 T_{0}}{a^{2}} \sum_{n=1}^{\infty} c_{n} \frac{\sinh \left(\alpha_{n} z\right)}{\sinh \left(\alpha_{n} L\right)} J_{0}\left(\alpha_{n} r\right)$
where $J_{1}\left(\alpha_{n} a\right)=\frac{b}{\alpha_{n}} J_{0}\left(\alpha_{n} a\right)$ and $c_{n}=\frac{1}{\left(1+\left(\alpha_{n} / b\right)^{2}\right) J_{1}^{2}\left(\alpha_{n} a\right)} \int_{0}^{a} r f(r) J_{0}\left(\alpha_{n} r\right) d r$
10. $T(z, r)=2 T_{0} \sum_{n=1}^{\infty} c_{n} \frac{\sinh \left(\alpha_{n} z\right)}{\sinh \left(\alpha_{n} L\right)} \phi_{0}\left(\alpha_{n} r\right)$ where $\phi_{0}\left(\alpha_{n} r\right)=\frac{J_{0}\left(\alpha_{n} r\right)}{J_{0}\left(\alpha_{n} a\right)}-\frac{Y_{0}\left(\alpha_{n} r\right)}{Y_{0}\left(\alpha_{n} a\right)}$ $\phi_{0}\left(\alpha_{\mathrm{n}} \mathrm{b}\right)=0$ (characteristic equation),
and $c_{n}=\frac{1}{b^{2} \phi_{1}^{2}\left(\alpha_{n} b\right)-a^{2} \phi_{1}^{2}\left(\alpha_{n} a\right)} \int_{a}^{b} r f(r) \phi_{0}\left(\alpha_{n} r\right) d r$
11. $T(z, r)=\frac{2 T_{0}}{a^{2}} \sum_{n=0}^{\infty} b_{n} \frac{\sinh \left(\alpha_{n} z\right)}{\sinh \left(\alpha_{n} L\right)} \frac{J_{0}\left(\alpha_{n} r\right)}{J_{1}^{2}\left(\alpha_{n} a\right)}$
where $J_{0}\left(\alpha_{n} a\right)=0$ and $b_{n}=\int_{0}^{a} r f(r) J_{0}\left(\alpha_{n} r\right) d r$
12. $T(z, r)=\frac{2 T_{0}}{L} \sum_{n=1}^{\infty} b_{n} \sin \left(\frac{n \pi}{L} z\right) \frac{I_{0}\left(\frac{n \pi}{L} r\right)}{I_{0}\left(\frac{n \pi}{L} a\right)}$ where $b_{n}=\int_{0}^{L} f(z) \sin \left(\frac{n \pi}{L} z\right) d z$
13. $T(r, \theta)=T_{0} \sum_{n=0}^{\infty} a_{n}\left(\frac{r}{a}\right)^{n} P_{n}(\cos \theta)$ where $a_{n}=\frac{2 n+1}{2} \int_{-1}^{+1} f(x) P_{n}(x) d x$ For $f(x)=1, T=T_{0}$
14. $T(r, \theta)=T_{0} \sum_{n=0}^{\infty} a_{n}\left(\frac{a}{r}\right)^{n+1} P_{n}(\cos \theta)$ where $a_{n}=\frac{2 n+1}{2} \int_{-1}^{+1} f(x) P_{n}(x) d x$

For $f(x)=1, T=T_{0} a / r$
15. $T(r, \theta)=T_{0} \sum_{n=0}^{\infty} a_{n}\left(\frac{r}{a}\right)^{n} P_{n}(\cos \theta) \quad$ where $a_{0}=1 / 4, a_{1}=b a /(2 b a+2)$,

$$
a_{2 n+1}=0, \text { and } a_{2 n}=(-1)^{n} \frac{b a}{b a+1} \frac{(2 n-2)!(4 n+1)}{2^{2 n+1}(n-1)!(n+1)!} \quad \text { for } n=1,2,3, \ldots
$$

16. Velocity potential $\phi(r, \theta)=V_{0}\left[1+\frac{\mathrm{a}^{3}}{2 \mathrm{r}^{3}}\right] \mathrm{r} \cos \theta$
17. $T(r, \theta)=T_{0} \sum_{n=0}^{\infty}(-1)^{n} \frac{(2 n-1)!(4 n+3)}{2^{n+1}(n+1)!}\left(\frac{r}{a}\right)^{2 n+1} P_{2 n+1}(\cos \theta)$
18. $T(r, \theta)=T_{0} \sum_{n=0}^{\infty} a_{n}\left[1-\left(\frac{r}{b}\right)^{2 n+1}\right]\left(\frac{a}{r}\right)^{n+1} P_{n}(\cos \theta)$
where $a_{n}=\frac{2 n+1}{2-2(a / b)^{2 n+1}} \int_{-1}^{+1} f(x) P_{n}(x) d x$
19. $T(r, \theta, z)=T_{o} \sum_{n=1}^{\infty} a_{o n} e^{-\alpha_{00} z_{o}} J_{o}\left(\alpha_{o n} r\right)$

where $\mathrm{J}_{\mathrm{m}}\left(\alpha_{m n} \mathrm{a}\right)=0$
$a_{o n}=\frac{1}{\pi a^{2} J_{1}^{2}\left(\alpha_{o n} a\right)} \int_{0}^{2 \pi} \int_{0}^{a} r f(r, \theta) J_{o}\left(\alpha_{o n} r\right) d r d \theta$
$\left.\begin{array}{c}a_{m n} \\ b_{m n}\end{array}\right\}=\frac{2}{\pi a^{2} J_{m+1}^{2}\left(\alpha_{m n} a\right)} \int_{0}^{2 \pi} \int_{0}^{a} r f(r, \theta) J_{m}\left(\alpha_{m n} r\right)\left\{\begin{array}{c}\cos (m \theta) \\ \sin (m \theta)\end{array}\right\} d r d \theta$
20. $T(r, z, \theta)=\frac{T_{0}}{\pi L} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} A_{n m} I_{n / 2}\left(\frac{m \pi}{L} r\right) \sin \left(\frac{m \pi}{L} z\right) \cos \left(\frac{n \theta}{2}\right)$
where $A_{n m}=\frac{\varepsilon_{n}}{I_{n \pi / b}(m \pi a / L)} \int_{0}^{L} \int_{0}^{b} f(z, \theta) \sin \left(\frac{m \pi}{L} z\right) \cos \left(\frac{n \pi}{b} \theta\right) d \theta d z$
21. $T(r, z, \theta)=\frac{2 T_{o}}{b L} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} a_{n m} K_{n \pi / b}\left(\frac{m \pi}{L} r\right) \sin \left(\frac{m \pi}{L} z\right) \cos \left(\frac{n \pi}{b} \theta\right)$
where $A_{n m}=\frac{\varepsilon_{n}}{K_{n \pi / b}(m \pi a / L)} \int_{0}^{L} \int_{0}^{b} f(z, \theta) \sin \left(\frac{m \pi}{L} z\right) \cos \left(\frac{n \pi}{b} \theta\right) d \theta d z$
22. $T(r, \theta, z)=\frac{4 T_{0}}{\pi a^{2}} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} A_{n m} J_{n}\left(\alpha_{n m} r\right) \sin (n \theta) \sinh \left(\alpha_{n m} z\right)$
where $J_{n}\left(\alpha_{n m} a\right)=0 \quad$ for $n=1,2,3, \ldots$
and $A_{n m}=\frac{1}{\sinh \left(\alpha_{n m} L\right) J_{n+1}^{2}\left(\alpha_{n m} a\right)} \int_{0}^{\pi} \int_{0}^{a} r f(r, \theta) J_{n}\left(\alpha_{n m} r\right) \sin (n \theta) d r d \theta$
23. $T=\frac{1}{a^{3}} \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} \frac{2 n+1}{j_{n+1}^{2}\left(k_{n m} a\right) k_{n m}^{2}} A_{n m} j_{n}\left(k_{n m} r\right) P_{n}(\eta)$
where $\eta=\cos \theta, j_{n}\left(k_{n m} a\right)=0$, and $A_{n m}=\int_{0}^{b} \int_{-1}^{+1} r^{2} q(r, \eta) j_{n}\left(k_{n m r}\right) P_{n}(\eta) d \eta d r$
24. $\phi=-\frac{Q_{0}}{2 \pi r} \sum_{n=1}^{\infty} \frac{\sin \left(\mu_{n} r / a\right)}{\mu_{n} \sin ^{2}\left(\mu_{n}\right)}$ where tan $\mu_{n}=\mu_{n}$ for $n=1,2,3, \ldots$
25. $\phi=\frac{4 Q_{0}}{\pi a^{2} L} \sum_{n=0}^{\infty} \sum_{m=1,3,5}^{\infty} \frac{(-1)^{(m-1) / 2} \sin (m \pi / 4) J_{0}\left(\mu_{n} r / a\right) \cos (m \pi z / L)}{J_{0}^{2}\left(\mu_{n}\right)\left[\left(\mu_{n} / a\right)^{2}+(m \pi / L)^{2}\right]}$
where $J_{1}\left(\mu_{n}\right)=0$ for $n=0,1,2, \ldots$
26. In the following list of solutions, $\mathrm{k}=\omega / \mathrm{c}, \mathrm{k}_{\mathrm{nm}}$ are the eigenvalues and $\mathrm{W}_{\mathrm{nm}}$ are the mode shapes:
(a) $\mathrm{W}_{\mathrm{nm}}=\mathrm{J}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right) \sin (\mathrm{n} \theta)$, where $\mathrm{J}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{a}\right)=0$ for $\mathrm{n}, \mathrm{m}=1,2,3, \ldots$
(b) $\mathrm{W}_{\mathrm{nm}}=\left[\frac{\mathrm{J}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right)}{\mathrm{J}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{b}\right)}-\frac{\mathrm{Y}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right)}{\mathrm{Y}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{b}\right)}\right]\left\{\begin{array}{c}\sin (\mathrm{n} \theta) \\ \cos (\mathrm{n} \theta)\end{array}\right\}$
$J_{n}\left(k_{n m} a\right) Y_{n}\left(k_{n m} b\right)-J_{n}\left(k_{n m} b\right) Y_{n}\left(k_{n m} a\right)=0 \quad n=0,1,2, \ldots \quad m=1,2,3, \ldots$
(c) $\mathrm{W}_{\mathrm{nm}}$ same as in part (b)
$J_{n}\left(k_{n m} b\right) Y_{n}^{\prime}\left(k_{n m} a\right)-J_{n}^{\prime}\left(k_{n m} a\right) Y_{n}\left(k_{n m} b\right)=0$
(d) $\mathrm{W}_{\mathrm{nm}}=\mathrm{J}_{\mathrm{n} \pi / \mathrm{c}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right) \sin (\mathrm{n} \pi \theta / \mathrm{c})$
$\mathrm{J}_{\mathrm{n} \pi / \mathrm{c}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{a}^{\mathrm{a}}\right)=0 \quad$ for $\quad \mathrm{n}, \mathrm{m}=1,2,3, \ldots$
(e) $\mathrm{W}_{\mathrm{nm}}$ same as in (d)
$J_{n \pi / c}^{\prime}\left(k_{n m} a\right)=0$
(f) $\mathrm{W}_{\mathrm{nm}}=\left[\frac{\mathrm{J}_{\alpha}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right)}{\mathrm{J}_{\alpha}\left(\mathrm{k}_{\mathrm{nm}} b\right)}-\frac{\mathrm{Y}_{\alpha}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right)}{\mathrm{Y}_{\alpha}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{b}\right)}\right] \sin (\alpha \theta) \quad \alpha=\mathrm{n} \pi / \mathrm{c}$
$J_{\alpha}\left(k_{n m} b\right) Y_{\alpha}\left(k_{n m} a\right)-J_{\alpha}\left(k_{n m} a\right) Y_{\alpha}\left(k_{n m} b\right)=0 \quad n, m=1,2,3, \ldots$
(g) $\mathrm{W}_{\mathrm{nm}}=\left[\frac{\mathrm{J}_{\alpha}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right)}{\mathrm{J}_{\alpha}^{\prime}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{b}\right)}-\frac{\mathrm{Y}_{\alpha}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right)}{\mathrm{Y}_{\alpha}^{\prime}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{b}\right)}\right] \sin (\alpha \theta) \quad \alpha=\mathrm{n} \pi / \mathrm{c}$
$J_{\alpha}^{\prime}\left(k_{n m} b\right) Y_{\alpha}^{\prime}\left(k_{n m} a\right)-J_{\alpha}^{\prime}\left(k_{n m} a\right) Y_{\alpha}^{\prime}\left(k_{n m} b\right)=0 \quad n, m=1,2,3, \ldots$
(h) $\mathrm{W}_{\mathrm{nm}}=\sin (\mathrm{n} \pi \mathrm{y} / \mathrm{b}) \cos (\mathrm{m} \pi \mathrm{x} / \mathrm{a})$
$\mathrm{k}_{\mathrm{nm}}^{2}=\left(\frac{\mathrm{n} \pi}{\mathrm{b}}\right)^{2}+\left(\frac{\mathrm{m} \pi}{\mathrm{a}}\right)^{2} \quad \mathrm{n}=1,2,3, \ldots \quad \mathrm{~m}=0,1,2, \ldots$
27. $\phi_{n l m}=J_{n}\left(q_{n l} r\right) \cos \left(\frac{m \pi}{L} z\right)\left\{\begin{array}{l}\sin (n \theta) \\ \cos (n \theta)\end{array}\right\} \quad$ where $J_{n}^{\prime}\left(q_{n} a\right)=0$
$\mathbf{k}_{\mathrm{nlm}}^{2}=\frac{\mathrm{m}^{2} \pi^{2}}{\mathrm{~L}^{2}}+\mathrm{q}_{\mathrm{n} l}^{2} \quad \mathrm{~m}=0,1,2, \ldots \begin{cases}\mathrm{n}=0 & l=0,1,2, \ldots \\ \mathrm{n} \geq 1 & l=1,2,3, \ldots\end{cases}$
28. $\phi_{n / m}=J_{n}\left(q_{n} r\right) \sin \left(\frac{m \pi}{L} z\right)\left\{\begin{array}{c}\sin (n \theta) \\ \cos (n \theta)\end{array}\right\} \quad$ where $J_{n}^{\prime}\left(q_{n /} a\right)=0$
$\mathrm{k}_{\mathrm{nlm}}^{2}=\frac{\mathrm{m}^{2} \pi^{2}}{\mathrm{~L}^{2}}+\mathrm{q}_{\mathrm{n} l}^{2} \quad \mathrm{n}=0,1,2, \ldots l, \mathrm{~m}=1,2,3, \ldots$
29. $\phi_{n l m}=\left[\frac{j_{n}\left(k_{n} r\right)}{j_{n}^{\prime}\left(k_{n l} b\right)}-\frac{y_{n}\left(k_{n l} r\right)}{y_{n}^{\prime}\left(k_{n l} b\right)}\right] P_{n}^{m}(\cos \theta)\left\{\begin{array}{c}\sin (n \theta) \\ \cos (n \theta)\end{array}\right\}$
where $j_{n}^{\prime}\left(k_{n} b\right) y_{n}^{\prime}\left(k_{n l} a\right)-j_{n}^{\prime}\left(k_{n l} a^{2}\right) y_{n}^{\prime}\left(k_{n l} b\right)=0$
$\mathrm{n}, \mathrm{m}=0,1,2, \ldots l=1,2,3, \ldots$
30. $w(x, y, t)=W(x, y) \sin (\omega t)$
$W(x, y)=\frac{4 q_{0}}{a b S} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{A_{n m}}{k_{n m}^{2}-k^{2}} \sin \left(\frac{m \pi}{a} x\right) \sin \left(\frac{n \pi}{b} y\right)$
$k_{n m}^{2}=\left(\frac{n \pi}{b}\right)^{2}+\left(\frac{m \pi}{a}\right)^{2} \quad k=\omega / c$
$A_{n m}=\int_{0}^{a} \int_{0}^{b} f(x, y) \sin \left(\frac{m \pi}{a} x\right) \sin \left(\frac{n \pi}{b} y\right) d y d x$
31. $\mathrm{w}(\mathrm{r}, \theta, \mathrm{t})=\mathrm{W}(\mathrm{r}, \theta) \sin (\omega \mathrm{t})$
$W(r, \theta)=\frac{q_{0}}{\pi a^{2} S} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{J_{n}\left(k_{n m} r\right)}{k_{n m}^{2}-k^{2}} \cdot \frac{A_{n m} \cos (n \theta)+B_{n m} \sin (n \theta)}{J_{n+1}^{2}\left(k_{n m} a\right)}$
where $J_{n}\left(k_{\text {nm }} a\right)=0$
$\left\{\begin{array}{l}A_{n m} \\ B_{n m}\end{array}\right\}=\varepsilon_{n} \int_{0}^{a} \int_{0}^{2 \pi} r f(r, \theta) J_{n}\left(k_{n m} r\right)\left\{\begin{array}{c}\cos (n \theta) \\ \sin (n \theta)\end{array}\right\} d \theta d r$
32. $\mathrm{w}_{\mathrm{nm}}(\mathrm{r}, \theta)=\left[\frac{\mathrm{J}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right)}{\mathrm{J}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{a}\right)}-\frac{\mathrm{I}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{r}\right)}{\mathrm{I}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}} \mathrm{a}\right)}\right]\left\{\begin{array}{l}\sin (\mathrm{n} \theta) \\ \cos (\mathrm{n} \theta)\end{array}\right\}$
where $\left[\frac{J_{n+1}\left(k_{n m} a\right)}{J_{n}\left(k_{n m} a\right)}+\frac{I_{n+1}\left(k_{n m} a\right)}{I_{n}\left(k_{n m} a\right)}\right]=\frac{2 k_{n m}}{1-v}$
33. $w(x, y, t)=W(x, y) \sin (\omega t)$
$W(x, y)=\frac{4}{\rho h L^{2}} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{A_{n m}}{\omega_{n m}^{2}-\omega^{2}} \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} y\right)$
where $\omega_{\mathrm{nm}}^{2}=\sqrt{\frac{\mathrm{D}}{\mathrm{\rho h}}}\left[\left(\frac{\mathrm{n} \pi}{\mathrm{L}}\right)^{2}+\left(\frac{\mathrm{m} \pi}{\mathrm{L}}\right)^{2}\right]$
and $A_{n m}=\int_{0}^{L} \int_{0}^{L} q_{0}(x, y) \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} y\right) d y d x$
34. $w=\frac{2 F_{0}}{a b S} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty}(-1)^{n+m} \frac{\varepsilon_{2 n}}{k^{2}-\lambda_{\mathrm{nm}}} \cos \left(\frac{2 n \pi}{a} x\right) \sin \left(\frac{(2 m+1) \pi}{b} y\right)$
$\lambda_{\mathrm{nm}}=4 \mathrm{n}^{2} \pi^{2} / \mathrm{a}^{2}+(2 \mathrm{~m}+1)^{2} \pi^{2} / \mathrm{b}^{2}$
35. $T(x, t)=\frac{4 T_{0}}{\pi} \sum_{n=1}^{\infty} \frac{\sin ^{2}(n \pi / 4)}{n} \sin \left(\frac{n \pi}{L} x\right) \exp \left(-\frac{n^{2} \pi^{2}}{L^{2}} K t\right)$
36. $T(x, t)=\frac{2 T_{0}}{L} \sum_{n=1}^{\infty} A_{n}\left[\alpha_{n} \cos \left(\alpha_{n} x / L\right)+b L \sin \left(\alpha_{n} x / L\right)\right] \exp \left(-\frac{\alpha_{n}^{2}}{L^{2}} K t\right)$ where $2 \cot \alpha_{n}=\alpha_{n} /(b L)-(b L) / \alpha_{n}$ and $A_{n}=\frac{1}{b L(b L+2)+\alpha_{n}^{2}} \int_{0}^{L} f(x)\left[\alpha_{n} \cos \left(\alpha_{n} x / L\right)+b L \sin \left(\alpha_{n} x / L\right)\right] d x$
37. $T(x, y, t)=\frac{4}{a b} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} A_{m n}(t) \sin \left(\frac{m \pi}{a} x\right) \sin \left(\frac{n \pi}{b} y\right)$
where $A_{m n}=B_{m n} \exp \left(-\lambda_{m n} K t\right)+C_{m n}\left[\exp (-\alpha t)-\exp \left(-\lambda_{m n} \mathrm{Kt}\right)\right]$
$C_{m n}=Q_{0} \frac{\sin (n \pi / 2) \sin (m \pi / 2)}{\left(\lambda_{m n} K-\alpha\right) \rho c}$
$B_{m n}=T_{0} \int_{0}^{a} \int_{0}^{b} f(x, y) \sin \left(\frac{m \pi}{a} x\right) \sin \left(\frac{n \pi}{b} y\right) d x d y$
and $\lambda_{m n}=\pi^{2}\left(m^{2} / a^{2}+n^{2} / b^{2}\right)$
38. $T(r, t)=\frac{2}{a^{2}} \sum_{n=1}^{\infty} A_{n} J_{0}\left(\alpha_{n} r / a\right) \exp \left(-K \alpha_{n}^{2} t / a^{2}\right)$
where $J_{0}\left(\alpha_{n}\right)=0$ and $A_{n}=\frac{T_{0}}{J_{1}^{2}\left(\alpha_{n}\right)} \int_{0}^{a} r f(r) J_{0}\left(\alpha_{n} r / a\right) d r$
39. $T(r, t)=\frac{2}{a^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}^{2}}{\left(\alpha_{n}^{2}+b^{2} a^{2}\right) J_{0}^{2}\left(\alpha_{n}\right)} A_{n}(t) J_{0}\left(\alpha_{n} r / a\right) \exp \left(-K \alpha_{n}^{2} t / a^{2}\right)$ where $\mathrm{J}_{1}\left(\alpha_{n}\right)=$ ba $\mathrm{J}_{0}\left(\alpha_{n}\right) / \alpha_{n}$ and $A_{n}(t)=T_{0} \int_{0}^{a} r f(r) J_{0}\left(\alpha_{n} r / a\right) d r+\frac{Q_{0}}{2 \pi \rho c} \exp \left(K \alpha_{n}^{2} t_{0} / a^{2}\right) H\left(t-t_{0}\right)$
40. $\mathrm{T}(\mathrm{r}, \theta, \mathrm{t})=$

$$
\begin{aligned}
& \frac{1}{\pi a^{2}} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{\varepsilon_{n} \exp \left(-\alpha_{n m}^{2} K t / a^{2}\right)}{J_{n+1}^{2}\left(\alpha_{n m}\right)}\left[A_{n m}(t) \cos (n \theta)+B_{n m}(t) \sin (n \theta)\right] J_{n}\left(\alpha_{n m} r / a\right) \\
& w h e r e J_{n}\left(\alpha_{n m}\right)=0 \quad n=0,1,2, \ldots \quad m=1,2,3, \ldots \\
& A_{n m}(t)=C_{n m}+P_{n m} \exp \left(K \alpha_{n m}^{2} t_{0} / a^{2}\right) H\left(t-t_{0}\right) \\
& B_{n m}(t)=D_{n m}+R_{n m} \exp \left(K \alpha_{n m}^{2} t_{0} / a^{2}\right) H\left(t-t_{0}\right) \\
& P_{n m}=K \frac{Q_{0}}{k} J_{n}\left(\alpha_{n m} r_{0} / a\right) \cos \left(n \theta_{0}\right), R_{n m}=K \frac{Q_{0}}{k} J_{n}\left(\alpha_{n m} r_{0} / a\right) \sin \left(n \theta_{0}\right) \\
& C_{n m}=T_{0} \int_{0}^{a} \int \pi r f(r, \theta) J_{n}\left(\alpha_{n m} r / a\right) \cos (n \theta) d \theta d r \\
& 0 \\
& D_{n m}=T_{0} \iint_{0}^{a} r f(r, \theta) J_{n}\left(\alpha_{n m} r / a\right) \sin (n \theta) d \theta d r
\end{aligned}
$$

41. $T(r, t)=-\frac{2 T_{0} a}{\pi r} \sum_{n=1}^{\infty} \frac{(-1)^{n}}{n} \sin \left(\frac{n \pi}{a} r\right) \exp \left(-\frac{n^{2} \pi^{2}}{a^{2}} K t\right)$
42. $T(r, t)=\frac{2 T_{0}}{a r} \sum_{n=1}^{\infty} \frac{(x-1)^{2}+\alpha_{n}^{2}}{x(x-1)+\alpha_{n}^{2}} A_{n} \sin \left(\alpha_{n} r / a\right) \exp \left(-K \alpha_{n}^{2} t / a^{2}\right)$
where $x=b a, \tan \alpha_{n}=-\alpha_{n} /(x-1)$
and $A_{n}=\int_{0}^{a} r f(r) \sin \left(\alpha_{n} r / a\right) d r$
43. $T(x, y, z, t)=\frac{8 T_{0}}{L^{3}} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sum_{q=1}^{\infty} A_{m n q} B_{m n q}(t) \sin \left(\frac{m \pi}{L} x\right) \sin \left(\frac{n \pi}{L} y\right) \sin \left(\frac{q \pi}{L} z\right)$
where $B_{m n q}(t)=\exp \left[-K \pi^{2} \frac{m^{2}+n^{2}+q^{2}}{L^{2}} t\right]$
and $A_{m n q}=\int_{0}^{L} \int_{0}^{L L} f(x, y, z) \sin \left(\frac{m \pi}{L} x\right) \sin \left(\frac{n \pi}{L} y\right) \sin \left(\frac{q \pi}{L} z\right) d x d y d z$
44. $T(r, \theta, \phi, t)=\frac{T_{0}}{2 \pi \mathrm{a}^{3}} \sum_{\mathrm{n}=0}^{\infty} \sum_{\mathrm{q}=1}^{\infty} \sum_{m=0}^{\infty}\left[A_{\mathrm{nmq}} \cos (\mathrm{m} \phi)+\mathrm{B}_{\mathrm{nmq}} \sin (\mathrm{m} \phi)\right]$.

$$
\cdot j_{n}\left(\alpha_{n q} r / a\right) P_{n}^{m}(\eta) \exp \left(-K \alpha_{n q}^{2} t / a^{2}\right)
$$

where $\eta=\cos \theta, j_{n}\left(\alpha_{n q}\right)=0 \quad n=0,1,2, \ldots \quad q=1,2,3, \ldots$
$\left.\begin{array}{l}A_{n m q} \\ B_{n m q}\end{array}\right\}=C_{n m q} \int_{0}^{a+1} \int_{-1} \int_{0}^{2 \pi} r^{2} f(r, \eta, \phi) j_{n}\left(\alpha_{n q} \frac{r}{a}\right) P_{n}^{m}(\eta)\left\{\begin{array}{l}\cos (m \phi) \\ \sin (m \phi)\end{array}\right\} d \phi d \eta d r$ and $C_{n m q}=(-1)^{m} \frac{(2 n+1) \varepsilon_{m}(n-m)!}{j_{n+1}^{2}\left(\alpha_{n q}\right)(n+m)!}$
45. $T=-\frac{Q_{0} K}{k} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} E_{n m}(t) \Psi_{n m}(x, y)$
where $\Psi_{n m}(x, y)=\left[\sin \left(\mu_{m} x / a\right)+\frac{\mu_{m}}{a y} \cos \left(\mu_{m} x / a\right)\right] \sin (n \pi y / b)$,

$$
\tan \mu_{\mathrm{m}}=\frac{2 \mu_{\mathrm{m}} \mathrm{a} \gamma}{\mu_{\mathrm{m}}^{2}-\mathrm{a}^{2} \gamma^{2}} \quad \mathrm{n}, \mathrm{~m}=1,2,3, \ldots
$$

$E_{n m}(t)=\left[\sin \left(\frac{\mu_{m}}{2}\right)+\frac{\mu_{m}}{a y} \cos \left(\frac{\mu_{m}}{2}\right)\right] \sin \left(\frac{n \pi}{2}\right) \frac{\lambda_{n m} K \sin (\omega t)-\omega \cos (\omega t)+\omega \mathrm{e}^{-\lambda_{\mathrm{nm}} K t}}{N_{n m}\left(K^{2} \lambda_{n m}^{2}+\omega^{2}\right)}$
$N_{n m}=\int_{0}^{a} \int_{0}^{b} \Psi_{n m}^{2} d x d y$, and $\lambda_{n m}=\mu_{m}^{2} / a^{2}+n^{2} \pi^{2} / b^{2}$
46. $T=\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} E_{n m}(t) J_{n}\left(\gamma_{n m} r / a\right) \sin (n \theta)$
$E_{n m}(t)=\frac{K Q_{0}}{k N_{n m}} J_{n}\left(\gamma_{n m} r_{0} / a\right) \sin (n \pi / 4) e^{-K \lambda_{\mathrm{mm}}\left(\mathrm{t}-\mathrm{t}_{0}\right)} H\left(\mathrm{t}-\mathrm{t}_{0}\right)$
$\mathrm{N}_{\mathrm{nm}}=\frac{\pi}{2} \int_{0}^{\mathrm{a}} r \mathrm{~J}_{\mathrm{n}}^{2}\left(\gamma_{\mathrm{nm}} \mathrm{r} / \mathrm{a}\right) \mathrm{dr} \quad \mathrm{J}_{\mathrm{n}}^{\prime}\left(\gamma_{\mathrm{nm}}\right)=0$
47. $T=-\frac{Q_{0} K}{k} \sum_{n=1}^{\infty} E_{n}(t) \cos \left(\alpha_{n} x / L\right) \quad$ where $\tan \alpha_{n}=b L / \alpha_{n}$
$E_{n}(t)=\frac{e^{-a t}-e^{-\lambda_{n} K t}}{\lambda_{n} K-a} \cdot \frac{\cos \left(\alpha_{n} x_{0} / L\right)}{N_{n}} \quad \lambda_{n}=\alpha_{n}^{2} / L^{2} \quad n=1,2,3, \ldots$
$\mathrm{N}_{\mathrm{n}}=\frac{\mathrm{L}}{2} \cdot \frac{\alpha_{\mathrm{n}}^{2}+(\mathrm{bL})^{2}+\mathrm{bL}}{\alpha_{\mathrm{n}}^{2}+(\mathrm{bL})^{2}}$
48. $T=\frac{2 Q_{0} K}{a b k} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} E_{n m}(t) \cos \left(\frac{n \pi}{a} x\right) \sin \left(\frac{m \pi}{b} y\right)$
$E_{n m}(t)=\varepsilon_{n} \cos \left(\frac{n \pi}{2}\right) \sin \left(\frac{m \pi}{2}\right) \frac{e^{-c t}-e^{-K \lambda_{\mathrm{nm}} t}}{K \lambda_{n m}-c}$
where $\lambda_{n m}=n^{2} \pi^{2} / a^{2}+m^{2} \pi^{2} / b^{2}$
49. $T=\frac{K Q_{0}}{2 \pi} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \sum_{l=1}^{\infty} E_{n m l}(t) J_{m}\left(\mu_{m l} r / a\right) \cos (m \theta) \cos (n \pi z / L)$
$\mathrm{E}_{\mathrm{nml} l}(\mathrm{t})=\frac{\mathrm{J}_{\mathrm{m}}\left(\mu_{\mathrm{m} l} \mathrm{r}_{0} / \mathrm{a}\right) \cos (\mathrm{m} \pi / 2) \cos \left(\mathrm{n} \pi \mathrm{z}_{0} / \mathrm{L}\right)}{\mathrm{N}_{\mathrm{nm} l}} \mathrm{e}^{-\mathrm{K} \lambda_{\max }\left(\mathrm{t}-\mathrm{t}_{0}\right)} \mathrm{H}\left(\mathrm{t}-\mathrm{t}_{0}\right)$
where $\mathrm{J}_{\mathrm{m}}\left(\mu_{\mathrm{m} l}\right)=0, \quad \lambda_{\mathrm{nm} l}=\mu_{\mathrm{m} l}^{2} / \mathrm{a}^{2}+\mathrm{n}^{2} \pi^{2} / \mathrm{L}^{2}$
$\mathrm{N}_{\mathrm{nm} l}=\frac{\mathrm{a}^{2} \pi \mathrm{~L}}{2 \mu_{\mathrm{m} l}^{2} \varepsilon_{\mathrm{m}} \varepsilon_{\mathrm{n}}}\left(\mu_{\mathrm{m} l}^{2}-\mathrm{m}^{2}\right) \mathrm{J}_{\mathrm{m}}^{2}\left(\mu_{\mathrm{m} l}\right)$
50. $T=T_{0}+\sum_{n=1}^{\infty} E_{n}(t) X_{n}(x)$, where $X_{n}(x)=\sin \left(\beta_{n} x / L\right)+\frac{a \beta_{n}}{L} \cos \left(\beta_{n} x / L\right)$

$$
\begin{aligned}
& E_{n}(t)=C_{n} e^{-\lambda_{n} K t}+\frac{K Q_{0}}{k N_{n}} X_{n}\left(\frac{L}{2}\right) e^{-\lambda_{n} K\left(t-t_{0}\right)} H\left(t-t_{0}\right) \\
& C_{n}=\frac{T_{1}-T_{0}}{N_{n}} \int_{0}^{L} X_{n}(x) d x, \quad \text { and } N_{n}=\int_{0}^{L} X_{n}^{2}(x) d x
\end{aligned}
$$

51. $y(x, t)=\sum_{n=1}^{\infty}\left[a_{n} \cos \left(\frac{n \pi}{L} c t\right)+b_{n} \sin \left(\frac{n \pi}{L} c t\right)\right] \sin \left(\frac{n \pi}{L} x\right)$ where $a_{n}=\frac{2}{L} \int_{0}^{L} f(x) \sin \left(\frac{n \pi}{L} x\right) d x$, and $b_{n}=\frac{2}{n \pi c} \int_{0}^{L} g(x) \sin \left(\frac{n \pi}{L} x\right) d x$
52. $y(x, t)=\frac{2 W_{0} L^{2}}{\pi^{2} a(L-a)} \sum_{n=1}^{\infty} \frac{1}{n^{2}} \sin \left(\frac{n \pi}{L} x\right) \cos \left(\frac{n \pi}{L} c t\right) \sin \left(\frac{n \pi}{L} a\right)$
53. $u(x, t)=\sum_{n=0}^{\infty}\left[a_{n} \cos \left(\frac{(2 n+1) \pi}{2 L} c t\right)+b_{n} \sin \left(\frac{(2 n+1) \pi}{2 L} c t\right)\right] \sin \left(\frac{(2 n+1) \pi}{2 L} x\right)$
where $a_{n}=\frac{2}{L} \int_{0}^{L} f(x) \sin \left(\frac{(2 n+1) \pi}{2 L} x\right) d x$,
and $b_{n}=\frac{4}{(2 n+1) \pi c} \int_{0}^{L} g(x) \sin \left(\frac{(2 n+1) \pi}{2 L} x\right) d x$
54. $y(x, t)=2 y_{0} \gamma L^{2}(\gamma L+1) \sum_{n=1}^{\infty} \frac{\sin \left(\alpha_{n}\right) \sin \left(\alpha_{n} x / L\right)}{\alpha_{n}^{2}\left(\gamma L+\cos ^{2}\left(\alpha_{n}\right)\right)} \cos \left(\alpha_{n} t c / L\right)$ where $\tan \alpha_{n}=-\frac{\alpha_{n}}{\gamma L}$
55. (a) $y(x, t)=\frac{2 I L}{\pi^{2} c \varepsilon \rho} \sum_{n=1}^{\infty} \frac{1}{n^{2}} \sin \left(\frac{n \pi}{2}\right) \sin \left(\frac{n \pi}{L} \varepsilon\right) \sin \left(\frac{n \pi}{L} c t\right) \sin \left(\frac{n \pi}{L} x\right)$
(b) $\operatorname{Lim}_{\varepsilon \rightarrow 0} y(x, t) \rightarrow \frac{2 I}{\pi c \rho} \sum_{n=1}^{\infty} \frac{1}{n} \sin \left(\frac{n \pi}{2}\right) \sin \left(\frac{n \pi}{L} c t\right) \sin \left(\frac{n \pi}{L} x\right)$
56. $y(x, t)=\frac{2 c}{T_{0} \pi} \sum_{n=1}^{\infty} T_{n}(t) \sin \left(\frac{n \pi}{L} x\right)$
where $T_{n}(t)=\frac{1}{n} \int_{0}^{t}\left[\int_{0}^{L} f(x, \tau) \sin \left(\frac{n \pi}{L} x\right)\right] \sin \left(\frac{n \pi}{L} c(t-\tau)\right) d \tau$
57. Solution for $y(x, t)$ same as in 56 , where $T_{n}=\frac{P_{0}}{n} \sin \left(\frac{n \pi}{2}\right) \sin \left(\frac{n \pi}{L} c t\right)$
58. $W(x, y, t)=\frac{4}{a b} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty}\left[A_{m n} \cos \left(\alpha_{m n} c t\right)+B_{m n} \sin \left(\alpha_{m n} c t\right)\right] \sin \left(\frac{n \pi}{a} x\right) \sin \left(\frac{m \pi}{b} y\right)$
where $\alpha_{n m}^{2}=\pi^{2}\left(\frac{\mathrm{~m}^{2}}{\mathrm{~b}^{2}}+\frac{\mathrm{n}^{2}}{\mathrm{a}^{2}}\right)$,
$A_{m n}=\int_{0}^{a} \int_{0}^{b} f(x, y) \sin \left(\frac{n \pi}{a} x\right) \sin \left(\frac{m \pi}{b} y\right) d x d y$
and $B_{m n}=\frac{1}{c \alpha_{m n}} \int_{0}^{a} \int_{0}^{b} g(x, y) \sin \left(\frac{n \pi}{a} x\right) \sin \left(\frac{m \pi}{b} y\right) d x d y$
59. $W(r, \theta, t)=\sum_{n=0}^{\infty} \sum_{m=1}^{\infty}\left\{\left[A_{n m} \cos (n \theta)+B_{n m} \sin (n \theta)\right] \cos \left(\frac{\alpha_{\mathrm{nm}} \mathrm{ct}}{a}\right)\right.$

$$
\left.+\left[C_{n m} \cos (n \theta)+D_{n m} \sin (n \theta)\right] \sin \left(\frac{\alpha_{\mathrm{nm}} \mathrm{ct}}{\mathrm{a}}\right)\right] \mathrm{J}_{\mathrm{n}}\left(\alpha_{\mathrm{nm}} \frac{\mathrm{r}}{\mathrm{a}}\right)
$$

where $J_{n}\left(\alpha_{n m}\right)=0$
$\left.\begin{array}{l}A_{n m} \\ B_{n m}\end{array}\right\}=\frac{\varepsilon_{n}}{\pi a^{2} J_{n+1}^{2}\left(\alpha_{m n}\right)} \int_{0}^{a} \int_{0}^{2 \pi} r f(r, \theta) J_{n}\left(\alpha_{n m} \frac{r}{a}\right)\left\{\begin{array}{c}\cos (n \theta) \\ \sin (n \theta)\end{array}\right\} d \theta d r$
$\left.\begin{array}{l}C_{n m} \\ D_{n m}\end{array}\right\}=\frac{\varepsilon_{n}}{\pi c a \alpha_{n m} J_{n+1}^{2}\left(\alpha_{m n}\right)} \int_{0}^{a} \int_{0}^{2 \pi} r g(r, \theta) J_{n}\left(\alpha_{n m} \frac{r}{a}\right)\left\{\begin{array}{l}\cos (n \theta) \\ \sin (n \theta)\end{array}\right\} d \theta d r$
60. $W(r, \theta, t)=\sum_{n=0}^{\infty} \sum_{m=1}^{\infty} W_{n m}(r)\left[A_{n m} \cos (n \theta)+B_{n m} \sin (n \theta)\right] \cos \left(\alpha_{n m} c t\right)$
where $W_{n m}(r)=\frac{J_{n}\left(\alpha_{n m} \frac{r}{a}\right)}{J_{n}\left(\alpha_{n m}\right)}-\frac{Y_{n}\left(\alpha_{n m} \frac{r}{a}\right)}{Y_{n}\left(\alpha_{n m}\right)}$
$J_{n}\left(\alpha_{n m}\right) Y_{n}\left(\alpha_{n m} \frac{b}{a}\right)-J_{n}\left(\alpha_{n m} \frac{b}{a}\right) Y_{n}\left(\alpha_{n m}\right)=0$
$\left.\begin{array}{l}\mathrm{A}_{\mathrm{nm}} \\ \mathrm{B}_{\mathrm{nm}}\end{array}\right\}=\frac{\varepsilon_{\mathrm{n}}}{2 \pi R} \int_{\mathrm{a}}^{\mathrm{b}} \int_{0}^{2 \pi} \mathrm{rf}(\mathrm{r}, \theta) \mathrm{W}_{\mathrm{nm}}(\mathrm{r})\left\{\begin{array}{c}\cos (\mathrm{n} \theta) \\ \sin (\mathrm{n} \theta)\end{array}\right\} \mathrm{d} \theta \mathrm{dr}$
and $R=\frac{b^{2}}{2}\left(\frac{J_{n}^{\prime}\left(\alpha_{n m} b / a\right)}{J_{n}\left(\alpha_{n m}\right)}-\frac{Y_{n}^{\prime}\left(\alpha_{n m} b / a\right)}{Y_{n}\left(\alpha_{n m}\right)}\right)^{2}-\frac{a^{2}}{2}\left(\frac{J_{n}^{\prime}\left(\alpha_{n m}\right)}{J_{n}\left(\alpha_{n m}\right)}-\frac{Y_{n}^{\prime}\left(\alpha_{n m}\right)}{Y_{n}\left(\alpha_{n m}\right)}\right)^{2}$
61. $W(r, t)=\frac{P_{0} c}{\pi a S} \sum_{n=1}^{\infty} T_{n}(t) J_{0}\left(k_{n} r / a\right)$ where $J_{0}\left(k_{n}\right)=0$ and $T_{n}(t)=\frac{\sin \left(k_{n} c t / a\right)}{k_{n} J_{1}^{2}\left(k_{n}\right)}$
62. $W(c, y, t)=\frac{4 P_{0} c}{L S} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} T_{n m}(t) \sin \left(\frac{n \pi}{L} x\right) \sin \left(\frac{m \pi}{L} y\right)$
where $T_{n m}(t)=\frac{1}{k_{n m}} \sin \left(\frac{n \pi}{L} x_{0}\right) \sin \left(\frac{m \pi}{L} y_{0}\right) \sin \left(\frac{k_{n m} c t}{L}\right)$, and $\mathrm{k}_{\mathrm{nm}}^{2}=\pi^{2}\left(\mathrm{~m}^{2}+\mathrm{n}^{2}\right)$
63. $W(r, \theta, t)=\frac{P_{0} c}{\pi a S} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{\varepsilon_{n} \sin \left(\frac{k_{n m} c t}{a}\right)}{k_{n m} J_{n+1}^{2}\left(k_{n m}\right)} J_{n}\left(k_{n m} \frac{r}{a}\right) J_{n}\left(k_{n m} \frac{r_{0}}{a}\right) \cos \left(n\left(\theta-\theta_{0}\right)\right)$ where $\mathrm{J}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}}\right)=0$
64. $u(x, t)=\frac{c L F_{0}}{A E} H\left(t-t_{0}\right) \sum_{n=1}^{\infty} \frac{\cos \left(\mu_{n} x / L\right) \sin \left(c \mu_{n}\left(t-t_{0}\right) / L\right)}{\mu_{n} N_{n}}$ where $N_{n}=\frac{L}{2}\left[1+\frac{A E}{\gamma L} \sin ^{2}\left(\mu_{n}\right)\right]$, and $\tan \left(\mu_{n}\right)=\frac{\gamma L}{A E \mu_{n}}$
65. $w=\frac{2 c a P_{0}}{S b} H\left(t-t_{0}\right) \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} E_{n m}(t) J_{\beta_{n}}\left(\gamma_{n m} r / a\right) \sin \left(\beta_{n} \theta\right)$, where $\beta_{n}=n \pi / b$
$J_{\beta_{n}}\left(\gamma_{n m}\right)=0, N_{n m}=\int_{0}^{a} r J_{\beta_{n}}^{2}\left(\gamma_{n m} \frac{r}{a}\right) d r, \quad \lambda_{n m}=\gamma_{n m}^{2} / a^{2}$
and $E_{n m}(t)=\frac{J_{\beta_{0}}\left(\gamma_{n m} r_{0} / a\right)}{N_{n m} \gamma_{n m}} \sin \left(n \pi \theta_{0} / b\right) \sin \left(c \sqrt{\lambda_{n m}}\left(t-t_{0}\right)\right)$
66. $\mathrm{w}=$
$\frac{2 c^{2} P_{0}}{a b S} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \varepsilon_{m} E_{n m}(t) \cos \left(\frac{m \pi}{a} x\right) \sin \left(\frac{n \pi}{b} y\right)+W_{0} \sin \left(\frac{\pi y}{b}\right) \cos \left(\frac{c \pi}{b} t\right)$
$E_{n m}(t)=\frac{1}{c \sqrt{\lambda_{m n}}} \cos \left(\frac{m \pi}{a} x_{0}\right) \sin \left(\frac{n \pi}{b} y_{0}\right) \sin \left(c \sqrt{\lambda_{m n}}\left(t-t_{0}\right)\right) H\left(t-t_{0}\right)$
and $\lambda_{m n}=m^{2} \pi^{2} / a^{2}+n^{2} \pi^{2} / b^{2}$
67. $w=\frac{2 c P_{0}}{\pi a^{2} S} H\left(t-t_{0}\right) \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} E_{n m}(t) J_{n}\left(\mu_{n m} r / a\right) \cos (n \theta)$ where $J_{n}\left(\mu_{n m}\right)=0$ $\mathrm{E}_{\mathrm{nm}}(\mathrm{t})=\frac{\varepsilon_{\mathrm{n}} \mathrm{J}_{\mathrm{n}}\left(\mu_{\mathrm{nm}} \mathrm{r}_{0} / \mathrm{a}\right)}{\left[\mathrm{J}_{\mathrm{n}}^{\prime}\left(\mu_{\mathrm{nm}}\right)\right]^{2} \sqrt{\lambda_{\mathrm{mn}}}} \cos \left(\frac{\mathrm{n} \pi}{2}\right) \sin \left(\mathrm{c} \sqrt{\lambda_{\mathrm{mn}}}\left(\mathrm{t}-\mathrm{t}_{0}\right)\right)$
68. $w=\frac{2 c P_{0}}{\pi S} H\left(t-t_{0}\right) \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} E_{n m}(t) R_{n m}(r) \sin (n \theta)$
where $E_{n m}(t)=\frac{R_{n m}\left(r_{0}\right)}{N_{n m} k_{n m}} \sin (n \pi / 2) \sin \left(\mathrm{ck}_{n \mathrm{~m}}\left(\mathrm{t}-\mathrm{t}_{0}\right)\right)$
$R_{n m}(r)=\frac{J_{n}\left(k_{n m} r / a\right)}{J_{n}\left(k_{n m}\right)}-\frac{Y_{n}\left(k_{n m} r / a\right)}{Y_{n}\left(k_{n m}\right)}$
$J_{n}\left(k_{n m}\right) Y_{n}\left(k_{n m} b / a\right)-J_{n}\left(k_{n m} b / a\right) Y_{n}\left(k_{n m}\right)=0$
and $N_{n m}=\int_{0}^{a} r R_{n m}^{2}(r) d r$
69. $u=\frac{F_{0}}{A E} c L H\left(t-t_{0}\right) \sum_{n=1}^{\infty} E_{n}(t) X_{n}(x)$
where $X_{n}(x)=\frac{\sin \left(\beta_{\mathrm{n}} \mathrm{x} / \mathrm{L}\right)}{\beta_{\mathrm{n}}}+\frac{\mathrm{AE}}{\zeta \mathrm{L}} \cos \left(\beta_{\mathrm{n}} \mathrm{x} / \mathrm{L}\right)$,
$E_{n}(t)=\frac{\sin \left(c \beta_{n}\left(t-t_{0}\right) / L\right)}{N_{n} \beta_{n}} X_{n}(L / 2), N_{n}=\int_{0}^{L} X_{n}^{2}(x) d x$
and $\tan \left(\beta_{\mathrm{n}}\right)=\frac{(\gamma+\zeta) \mathrm{L} \beta_{\mathrm{n}}}{\mathrm{AE}\left(\beta_{\mathrm{n}}^{2}-\zeta \gamma \mathrm{L}^{2} /(\mathrm{AE})^{2}\right)}$
70. $w=\frac{P_{0} c}{2 \pi S} H\left(t-t_{0}\right) \sum_{n=0}^{\infty} \sum_{m=1}^{\infty}\left[G_{n m}(t) \sin (n \theta)+H_{n m}(t) \cos (n \theta)\right] R_{n m}(r)$

$N_{n m}=\int_{a}^{b} r R_{n m}^{2}(r) d r, \quad R_{n m}(r)=J_{n}\left(\mu_{n m} r / a\right)-\frac{J_{n}\left(\mu_{n m}\right)}{Y_{n}\left(\mu_{n m}\right)} Y_{n}\left(\mu_{n m} r / a\right)$ and $J_{n}\left(\mu_{n m}\right) Y_{n}\left(\mu_{n m} b / a\right)-J_{n}\left(\mu_{n m} b / a\right) Y_{n}\left(\mu_{n m}\right)=0$
71. $\mathrm{V}_{\mathrm{r}}=\frac{2}{\mathrm{ar}^{2}} \sum_{\mathrm{n}=1}^{\infty} \frac{1+\alpha_{\mathrm{n}}^{2}}{\alpha_{\mathrm{n}}^{2}}\left(\mathrm{~A}_{\mathrm{n}} \cos \left(\frac{\alpha_{\mathrm{n}} \mathrm{ct}}{\mathrm{a}}\right)+\mathrm{B}_{\mathrm{n}} \sin \left(\frac{\alpha_{\mathrm{n}} \mathrm{ct}}{\mathrm{a}}\right)\right)\left(\sin \left(\frac{\alpha_{\mathrm{n}} \mathrm{r}}{\mathrm{a}}\right)-\frac{\alpha_{\mathrm{n}} \mathrm{r}}{\mathrm{a}} \cos \left(\frac{\alpha_{\mathrm{n}} \mathrm{r}}{\mathrm{a}}\right)\right)$ where $\tan \left(\alpha_{n}\right)=\alpha_{n}, V_{r}=-\frac{\partial \phi}{\partial r}$, $A_{n}=\int_{0}^{a} r f(r) \sin \left(\alpha_{n} r / a\right) d r$, and $B_{n}=\frac{a}{\alpha_{n} c} \int_{0}^{a} r g(r) \sin \left(\alpha_{n} r / a\right) d r$
72. $\mathrm{V}_{\mathrm{r}}=\frac{2}{a^{3}} \sum_{\mathrm{n}=1}^{\infty} \frac{\alpha_{\mathrm{n}}}{\mathrm{J}_{0}^{2}\left(\alpha_{\mathrm{n}}\right)}\left(\mathrm{A}_{\mathrm{n}} \cos \left(\frac{\alpha_{\mathrm{n}} \mathrm{ct}}{\mathrm{a}}\right)+\mathrm{B}_{\mathrm{n}} \sin \left(\frac{\alpha_{\mathrm{n}} \mathrm{ct}}{\mathrm{a}}\right)\right) \mathrm{J}_{1}\left(\frac{\alpha_{\mathrm{n}} \mathrm{r}}{\mathrm{a}}\right)$ where $J_{1}\left(\alpha_{n}\right)=0, A_{n}=\int_{0}^{a} r f(r) J_{0}\left(\alpha_{n} r / a\right) d r$, and $B_{n}=\frac{a}{\alpha_{n} c} \int_{0}^{a} r g(r) J_{0}\left(\alpha_{n} r / a\right) d r$
73. $y(x, t)=\frac{f(v)-f(-u)}{2}+\frac{1}{2 c} \int_{-u}^{v} g(\eta) d \eta \quad u<0$

$$
=\frac{f(v)+f(u)}{2}+\frac{1}{2 c} \int_{u}^{v} g(\eta) d \eta \quad u>0
$$

where $u=x-c t$, and $v=x+c t$
74. $y(x, t)=y_{0} \sin (\omega(t-x / a)) H(t-x / a)$
75. $p=\rho c V_{0}\left(\frac{a}{r}\right) \frac{i k a}{i k a-1} e^{i k(r-a)} e^{-i \omega t}$
76. $p=i \rho c V_{0} \sum_{n=0}^{\infty} A_{n} P_{n}(\eta) h_{n}^{(1)}(k r)$, where $k=\omega / c, \eta=\cos (\theta)$ and $A_{n}=\frac{2 n+1}{2 h_{n}^{(1)^{\prime}}(k a)} \int_{-1}^{+1} f(\eta) P_{n}(\eta) d \eta$
77. $p_{s}=-p_{0} \sum_{n=0}^{\infty} \varepsilon_{n}(i)^{n} \frac{J_{n}(k a)}{H_{n}^{(2)}(k a)} H_{n}^{(2)}(k r) \cos (n \theta)$
78. $p_{s}=-p_{0} \sum_{n=0}^{\infty} \varepsilon_{n}(i)^{n} \frac{J_{n}^{\prime}(k a)}{H_{n}^{(2)^{\prime}}(k a)} H_{n}^{(2)}(k r) \cos (n \theta)$
79. $p_{s}=-p_{0} \sum_{n=0}^{\infty}(2 n+1)(i)^{n} \frac{j_{n}(k a)}{h_{n}^{(2)}(k a)} h_{n}^{(2)}(k r) P_{n}(\cos \theta)$
80. $p=-p_{0} \sum_{n=0}^{\infty}(2 n+1)(i)^{n} A_{n} h_{n}^{(2)}(k r) P_{n}(\cos \theta)$
where $A_{n}=\frac{j_{n}\left(k_{1} a\right) j_{n}\left(k_{2} a\right)-\frac{\rho_{2} c_{2}}{\rho_{1} c_{1}} j_{n}\left(k_{2} a\right) j_{n}\left(k_{1} a\right)}{h_{n}^{(2)}\left(k_{1} a\right) j_{n}^{\prime}\left(k_{2} a\right)-\frac{\rho_{2} c_{2}}{\rho_{1} c_{1}} j_{n}\left(k_{2} a\right) h_{n}^{(2)^{\prime}}\left(k_{1} a\right)}$
81. $\mathrm{p}=-\mathrm{i} \rho \mathrm{CV} \mathrm{V}_{0} \frac{\mathrm{~h}_{0}^{(2)}(\mathrm{kr})}{\mathrm{h}_{0}^{(2)}{ }^{\prime}(\mathrm{ka})}$
82. $\mathrm{p}=-\mathrm{i} \rho \mathrm{V} \mathrm{V}_{0} \sum_{\mathrm{m}=0}^{\infty} \mathrm{a}_{\mathrm{m}} \frac{\mathrm{h}_{2 \mathrm{~m}+1}^{(2)}(\mathrm{kr})}{\mathrm{h}_{2 \mathrm{~m}+1}^{(2)}(\mathrm{ka})} \mathrm{P}_{2 \mathrm{~m}+1}(\cos \theta)$
where $a_{m}=(-1)^{m} \frac{(4 m+3)(2 m)!}{2^{2 m+1}(m)!(m+1)!}$
83. (a) $p=-\frac{i \rho c V_{0}}{\pi} \sum_{n=0}^{\infty} \varepsilon_{n} \frac{\sin (n \alpha)}{n} \frac{H_{n}^{(2)}(k r)}{H_{n}^{(2)}(k a)} \cos (n \theta) e^{i \omega t}$
(b) $p=-\frac{i \rho c Q_{0}}{2 \pi a} \sum_{n=0}^{\infty} \varepsilon_{n} \frac{H_{n}^{(2)}(k r)}{H_{n}^{(2)^{\prime}}(k a)} \cos (n \theta) e^{i \omega t}$
84. $p=\frac{\rho \omega V_{0}}{a b} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} A_{m n} \cos \left(\frac{n \pi}{a} x\right) \cos \left(\frac{m \pi}{b} y\right) e^{-i \alpha_{m n} z} e^{i \omega t}$
where $A_{m n}=\frac{\varepsilon_{n} \varepsilon_{m}}{\alpha_{n m}} \int_{0}^{a} \int_{0}^{b} f(x, y) \cos \left(\frac{n \pi}{a} x\right) \cos \left(\frac{m \pi}{b} y\right) d y d x$ and $\alpha_{n m}^{2}=\frac{\omega^{2}}{c^{2}}-\frac{n^{2} \pi^{2}}{a^{2}}-\frac{m^{2} \pi^{2}}{b^{2}}$

For $f(x, y)=1: \quad A_{00}=\frac{a b}{\alpha_{00}}=\frac{a b c}{\omega}, A_{n m}=0$ for $n, m \neq 0$

$$
\text { and } p=\rho c V_{0} \exp \left[-i \frac{\omega}{c}(z-c t)\right]
$$

85. $\mathrm{p}=\frac{2 \rho \omega V_{0}}{\pi a^{2}} \sum_{\mathrm{n}=0}^{\infty} \sum_{m=1}^{\infty}\left(A_{\mathrm{nm}} \sin (\mathrm{n} \theta)+\mathrm{B}_{\mathrm{nm}} \cos (\mathrm{n} \theta)\right) \mathrm{J}_{\mathrm{n}}\left(\mu_{\mathrm{nm}} \frac{\mathrm{r}}{\mathrm{a}}\right) \mathrm{e}^{-\mathrm{i} \alpha_{\mathrm{na}} \mathrm{z}} \mathrm{e}^{\mathrm{i} \omega \mathrm{t}}$
where $\left.\begin{array}{c}A_{n m} \\ B_{n m}\end{array}\right\}=\frac{\varepsilon_{n} \mu_{n m}^{2}}{\alpha_{n m}\left(\mu_{n m}^{2}-n^{2}\right) J_{n}^{2}\left(\mu_{n m}\right)} \int_{0}^{a} \int_{0}^{2 \pi} r f(r, \theta) J_{n}\left(\mu_{n m} \frac{r}{a}\right)\left\{\begin{array}{l}\sin (n \theta) \\ \cos (n \theta)\end{array}\right\} d \theta d r$
$J_{n}^{\prime}\left(\mu_{n m}\right)=0$, and $\alpha_{n m}^{2}=\frac{\omega^{2}}{\mathrm{c}^{2}}-\frac{\mu_{n m}^{2}}{\mathrm{a}^{2}}$

## Chapter 7

1. (a) $p /\left(p^{2}+a^{2}\right)$
(b) $2 a p /\left(p^{2}+a^{2}\right)^{2}$
(c) $(p-a) /\left[(p-a)^{2}+b^{2}\right]$
(d) $2 \mathrm{a}^{2} \mathrm{p} /\left(\mathrm{p}^{4}+4 \mathrm{a}^{4}\right)$
(e) $\mathrm{n}!/(\mathrm{p}+\mathrm{a})^{\mathrm{n}+1}$
(f) $a\left(p^{2}-2 a^{2}\right) /\left(p^{4}+4 a^{4}\right)$
2. In the following $\mathrm{F}(\mathrm{p})=\boldsymbol{L}(\mathrm{t})$ :
(a) a F (ap)
(b) $\mathrm{aF}[\mathrm{a}(\mathrm{p}-\mathrm{b})]$
(c) $\mathrm{pF}(\mathrm{p}+\mathrm{a})-\mathrm{f}\left(0^{+}\right)$
(d) $\mathrm{pd}^{2} \mathrm{~F} / \mathrm{dp}^{2}$
(e) $-\mathrm{dF}(\mathrm{p}+\mathrm{a}) / \mathrm{dp}$
(f) $(p-1)^{2} F(p-1)-(p-1) f\left(0^{+}\right)-f^{\prime}\left(0^{+}\right)$
(g) $(-1)^{\mathrm{n}}$ a $\mathrm{d}^{\mathrm{n}} \mathrm{F}(\mathrm{ap}) / \mathrm{dp}^{\mathrm{n}}$
(h) $p(p-a) F(p-a)-p f\left(0^{+}\right)-f^{\prime}\left(0^{+}\right)$
(i) $-\mathrm{pdF} / \mathrm{dp}$
(j) $[F(p-a)-F(p+a)] / 2$
(k) $-(\mathrm{dF} / \mathrm{dp}) / \mathrm{p}$
(l) $F(p) / p$
3. 

(a) $\left\{1-\mathrm{pT} \mathrm{e}^{-\mathrm{pT}} /\left[1-\mathrm{e}^{-\mathrm{pT}}\right]\right\} / \mathrm{p}^{2}$
(b) $\frac{\mathrm{a}}{\mathrm{p}^{2}+\mathrm{a}^{2}} \operatorname{coth}(\mathrm{p} \pi / 2 \mathrm{a})$
(c) $[\tanh (\mathrm{pT} / 4)] / \mathrm{p}$
(d) $[\pi \mathrm{p} \operatorname{coth}(\mathrm{p} \pi / 2)-2] / \mathrm{p}^{3}$
(e) $\left\{p\left[1+e^{-p^{T / 2}}\right]\right\}^{-1}$
(f) $[2 p \cosh (p T / 4)]^{-1}$
(g) $[\mathrm{p}+\omega / \sinh (\mathrm{p} \pi / 2 \omega)] /\left(\omega^{2}+\mathrm{p}^{2}\right)$
4.
(a) $\left(\mathrm{e}^{\mathrm{at}}-\mathrm{e}^{\mathrm{bt}}\right) /(\mathrm{a}-\mathrm{b})$
(b) $1-\cos (\mathrm{at})$
(c) at - $\sin (a t)$
(d) $\sin ($ at $)-$ at $\cos (a t)$
(e) $t \sin (a t)$
(f) $\sin$ (at) $\cosh (a t)-\cos (a t) \sinh$ (at)
(g) $\sin (a t)+$ at $\cos (a t)$
(h) $\sinh (a t)-\sin (a t)$
5. (a) $y(t)=\frac{1}{k} \int_{0}^{t} f(t-x) \sin (k x) d x+A \cos (k t)+\frac{B}{k} \sin (k t)$
(b) $y(t)=\frac{1}{k} \int_{0}^{t} f(t-x) \sinh (k x) d x+A \cosh (k t)+\frac{B}{k} \sinh (k t)$
(c) $y(t)=\frac{A}{2 a^{2}}[\cosh (a t)-\cos (a t)]+\frac{B}{2 a^{3}}[\sinh (a t)-\sin (a t)]$
(d) $y(t)=\frac{1}{2 a^{3}} \int_{0}^{t} f(t-x)(\sinh (\beta x)-\sin (\beta x)) d x$
(e) $y(t)=\frac{1}{2} \int_{0}^{t}\left[e^{-x}-2 e^{-2 x}+e^{-3 x}\right] f(t-x) d x$
(f) $y(t)=\int_{0}^{t}\left[e^{-x}-e^{-2 x}-x e^{-2 x}\right] f(t-x) d x$
(g) $y(t)=\frac{1}{6} \int_{0}^{t} x^{3} e^{-x} f(t-x) d x$
(h) $y(t)=\int_{0}^{t} x e^{-x} f(t-x) d x$
(i) $y(t)=e^{-2 t}(1+2 t)+A t_{0}\left(t-t_{0}\right) e^{-2\left(t-t_{0}\right)} H\left(t-t_{0}\right)$
(j) $y(t)=t+e^{t}-e^{-2 t}$
(k) $y(t)=B\left[e^{3 t}-e^{2 t}\right]+A\left[e^{3\left(t-t_{0}\right)}-e^{2\left(t-t_{0}\right)}\right] H\left(t-t_{0}\right)$
6. (a) $\mathrm{y}(\mathrm{t})=\left[\frac{2}{25} \mathrm{e}^{\left(\mathrm{t}-\mathrm{t}_{0}\right) / 2}+\frac{4}{5}\left(\mathrm{t}-\mathrm{t}_{0}\right) \mathrm{e}^{-2\left(\mathrm{t}-\mathrm{t}_{0}\right)}-\frac{2}{25} \mathrm{e}^{-2\left(\mathrm{t}-\mathrm{t}_{0}\right)}\right] \mathrm{H}\left(\mathrm{t}-\mathrm{t}_{0}\right)$
(b) $\mathrm{y}(\mathrm{t})=\mathrm{A}\left[1-\mathrm{t}^{2} / 2\right]$
(c) $y(t)=3 \mathrm{e}^{\mathrm{t}} / 2-\mathrm{e}^{-\mathrm{t}} / 2$
(d) $y(t)=\int_{0}^{t} f(t-x) h(x) d x \quad$ where $h(x)=L^{-1}\left[p^{2}+k^{2}-G(p)\right]^{-1}$, and $G(p)=L g(t)$
(e) $y(t)=2[1-a t] e^{-2 a t}$
(f) $y(t)=\frac{1}{3} \int_{0}^{t}\left[4 e^{-4 x}-e^{-x}\right] f(t-x) d x$
(g) $y(t)=\frac{A}{(a-1)(a-2)}\left[2(a-1) e^{-2 t}-(a-2) e^{-t}-a e^{-a t}\right]+B\left[2 e^{-2 t}-e^{-t}\right]$
(h) $y(t)=\int_{0}^{t} \cos (x) f(t-x) d x$
(i) $y(t)=\int_{0}^{t} e^{a x} \cos (x) f(t-x) d x$
(j) $y(t)=\int_{0}^{t}\left(x-x^{2} / 2\right) e^{-x} f(t-x) d x$
7. (a) $x(t)=[-2 U+(U+V) \cosh (a t)+(U-V) \cos (a t)] /\left(2 a^{2}\right)$
$y(t)=[-2 V+(U+V) \cosh (a t)+(V-U) \cos (a t)] /\left(2 a^{2}\right)$
(b) $x(t)=y(t)=e^{-t}+t e^{-t}$
(c) $x(t)=e^{t}+t e^{t}, y(t)=3 e^{t}+2 t e^{t}$
(d) $x(t)=\frac{1}{2}[g(t)-f(t)]+\frac{1}{4} \int_{0}^{t} e^{-3(t-x) / 2}[f(x)+g(x)] d x$
$y(t)=\frac{1}{2}[f(t)-g(t)]+\frac{1}{4} \int_{0}^{t} e^{-3(t-x) / 2}[f(x)+g(x)] d x$
(e) $x(t)=\frac{1}{2} \int_{0}^{t}(\sin (x)-\sinh (x)) g(t-x) d x+\frac{1}{2} \int_{0}^{t}(\sin (x)+\sinh (x)) f(t-x) d x$

$$
y(t)=\frac{1}{2} \int_{0}^{t}(\sin (x)-\sinh (x)) f(t-x) d x+\frac{1}{2} \int_{0}^{t}(\sin (x)+\sinh (x)) g(t-x) d x
$$

(f) $x(t)=\int_{0}^{t}[\cosh (x) f(t-x)-\sinh (x) g(t-x)] d x$

$$
y(t)=\int_{0}^{t}[\cosh (x) g(t-x)-\sinh (x) f(t-x)] d x
$$

(g) $x(t)=\frac{1}{12}\left[(A-B)+2\left(y_{0}-x_{0}\right)\right] e^{2 t}+\frac{3}{4}\left[A+B-2\left(y_{0}+x_{0}\right)\right] e^{-2 t}$

$$
\begin{aligned}
& +\left[(A+B)-2\left(x_{0}+y_{0}\right)\right] e^{-t}+\frac{1}{3}\left[-(A+2 B)+4\left(y_{0}+2 x_{0}\right)\right] t e^{-t} \\
y(t)= & \frac{1}{12}\left[(B-A)+2\left(x_{0}-y_{0}\right)\right] e^{2 t}+\frac{3}{4}\left[A+B-2\left(y_{0}+x_{0}\right)\right] e^{-2 t} \\
& +\left[(A+B)-2\left(x_{0}+y_{0}\right)\right] e^{-t}+\frac{1}{3}\left[-(B+2 A)+4\left(x_{0}+2 y_{0}\right)\right] t e^{-t}
\end{aligned}
$$

8. $y(x, t)=\frac{A c}{b}\left\{-e^{-b x} \sinh \left(b c\left(t-t_{0}\right)\right) H\left(t-t_{0}\right)+\sinh \left(b c\left(t-t_{0}-\frac{x}{c}\right)\right) H\left(t-t_{0}-\frac{x}{c}\right)\right\}$
9. $y(x, t)=\frac{T_{0}}{2} e^{-a t}\left\{e^{-i x \sqrt{a / K}} \operatorname{erfc}\left[\frac{x}{2 \sqrt{K t}}-i \sqrt{a t}\right]+e^{i x \sqrt{a / K}} \operatorname{erfc}\left[\frac{x}{2 \sqrt{K t}}+i \sqrt{a t}\right]\right\}$

$$
\begin{aligned}
& +\frac{K Q e^{-b t}}{2 b}\left\{e^{-i x \sqrt{b / K}} \operatorname{erfc}\left[\frac{x}{2 \sqrt{K t}}-i \sqrt{b t}\right]+e^{i x \sqrt{b / K}} \operatorname{erfc}\left[\frac{x}{2 \sqrt{K t}}+i \sqrt{b t}\right]\right\} \\
& +\frac{K Q}{b}\left\{1-e^{-b t}-\operatorname{erfc}\left(\frac{x}{2 \sqrt{K t}}\right)\right\}
\end{aligned}
$$

10. $\mathrm{y}(\mathrm{x}, \mathrm{t})=\frac{1}{2} \mathrm{c} \mathrm{y}_{0}\left\{\mathrm{H}\left[\mathrm{t}-\mathrm{t}_{0}-\frac{\mathrm{x}+\mathrm{x}_{0}}{\mathrm{c}}\right]+\mathrm{H}\left[\mathrm{t}-\mathrm{t}_{0}+\frac{\mathrm{x}-\mathrm{x}_{0}}{\mathrm{c}}\right]\right.$

$$
\left.-H\left[t-t_{0}+\frac{x-x_{0}}{c}\right] H\left[x-x_{0}\right]+H\left[t-t_{0}-\frac{x-x_{0}}{c}\right] H\left[x-x_{0}\right]\right\}
$$

11. $\mathrm{T}=\frac{\mathrm{Q}}{2}\left[\frac{\mathrm{~K}}{\pi\left(\mathrm{t}-\mathrm{t}_{0}\right)}\right]^{1 / 2}\left\{\exp \left[-\frac{\left(\mathrm{x}-\mathrm{x}_{0}\right)^{2}}{4 \mathrm{~K}\left(\mathrm{t}-\mathrm{t}_{0}\right)}\right]-\exp \left[-\frac{\left(\mathrm{x}+\mathrm{x}_{0}\right)^{2}}{4 \mathrm{~K}\left(\mathrm{t}-\mathrm{t}_{0}\right)}\right]\right\} \mathrm{H}\left(\mathrm{t}-\mathrm{t}_{0}\right)$
12. $y(x, t)=y_{0}\left(x-\frac{L}{2}\right)^{2} H(t)+y_{0} c^{2} t^{2}+\frac{c y_{0} L}{2}\left\{\left(t-\frac{x}{c}\right) H\left(t-\frac{x}{c}\right)-\left(t+\frac{x}{c}\right)\right\}-\frac{c y_{0} L}{2} f(t, x)$
where $f(t, x)=f(t+2 L / c, x)$ is a periodic function, defined over the first period as:

$$
\begin{aligned}
& f_{1}(t, x)=\left(t-\frac{x}{c}\right) H\left(t-\frac{x}{c}\right)+\left(t+\frac{x}{c}\right)+\left(t-\frac{2 L-x}{c}\right) H\left(t-\frac{2 L-x}{c}\right) \\
& \quad+\left(t-\frac{2 L+x}{c}\right) H\left(t-\frac{2 L+x}{c}\right)+2\left(t-\frac{L-x}{c}\right) H\left(t-\frac{L-x}{c}\right)+2\left(t-\frac{L+x}{c}\right) H\left(t-\frac{L+x}{c}\right)
\end{aligned}
$$

13. $y(x, t)=2 V_{0}(t-x / c) H(t-x / c)-V_{0} t$
14. $y(x, t)=y_{0} f(t, x)$
where $f(t, x)=f(t+2 L / c, x)$ is a periodic function, defined over the first period as:
$f_{1}(t, x)=-H\left(t-\frac{L-x}{c}\right)+H\left(t-\frac{L+x}{c}\right)-H\left(t-\frac{2 L-x}{c}\right)+H\left(t-\frac{x}{c}\right)$
15. $\mathrm{y}(\mathrm{x}, \mathrm{t})=\mathrm{y}_{0} \mathrm{H}\left(\mathrm{t}-\frac{\mathrm{x}}{\mathrm{c}}\right)+\frac{\mathrm{c} \mathrm{P}_{0}}{\mathrm{~b} \mathrm{~T}_{0}} \sinh \left[\mathrm{cb}\left(\mathrm{t}-\mathrm{t}_{0}-\frac{\mathrm{x}}{\mathrm{c}}\right)\right] \mathrm{H}\left(\mathrm{t}-\mathrm{t}_{0}-\frac{\mathrm{x}}{\mathrm{c}}\right)$

$$
-\frac{c P_{0}}{b T_{0}} \sinh \left[c b\left(t-t_{0}\right)\right] e^{-b x} H\left(t-t_{0}\right)
$$

16. $y(x, t)=T_{0} \operatorname{erf}\left(\frac{x}{\sqrt{4 K t}}\right)+T_{0} \frac{x}{\sqrt{4 K \pi}}\left(t-t_{0}\right)^{-3 / 2} \exp \left[-\frac{x^{2}}{4 K\left(t-t_{0}\right)}\right] H\left(t-t_{0}\right)$
17. $T(x, t)=-\frac{T_{0}}{2} e^{K b^{2} t}\left\{e^{b x} \operatorname{erfc}\left[\frac{x}{2 \sqrt{K t}}+b \sqrt{K t}\right]+e^{-b x} \operatorname{erfc}\left[\frac{x}{2 \sqrt{K t}}-b \sqrt{K t}\right]\right\}$ $+T_{0} e^{K b^{2} t} e^{-b x}$
18. $\mathrm{y}(\mathrm{x}, \mathrm{t})=\left[\mathrm{e}^{-\mathrm{c} \gamma(\mathrm{t}-\mathrm{x} / \mathrm{c})}-1\right][\mathrm{H}(\mathrm{t}-\mathrm{x} / \mathrm{c})] / \gamma$
19. $y(x, t)=-(t-x / c)\left[V_{0}+a_{0}(t-x / c) / 2\right] H(t-x / c)+V_{0} t$
20. $T(x, t)=T_{0}\left\{\operatorname{erfc}\left(\frac{x}{2 \sqrt{K t}}\right)-e^{b x+b^{2} K t} \operatorname{erfc}\left(\frac{x}{2 \sqrt{K t}}+b \sqrt{K t}\right)\right\}+Q_{0} K H\left(t-t_{0}\right)$
$-Q_{0} K H\left(t-t_{0}\right)\left\{\operatorname{erfc}\left(\frac{x}{2 \sqrt{K\left(t-t_{0}\right)}}\right)-e^{b x+b^{2} K\left(t-t_{0}\right)} \operatorname{erfc}\left(\frac{x}{2 \sqrt{K\left(t-t_{0}\right)}}+b \sqrt{K\left(t-t_{0}\right)}\right\}\right.$
21. $\mathrm{T}(\mathrm{x}, \mathrm{t})=\mathrm{T}_{0} \operatorname{erfc}\left(\frac{\mathrm{x}}{2 \sqrt{\mathrm{Kt}}}\right)+\frac{\mathrm{KQ}_{0}}{\mathrm{ak}}\left(1-\mathrm{e}^{-\mathrm{at}}\right)-\frac{\mathrm{KQ}_{0}}{\mathrm{ka}} \operatorname{erfc}\left(\frac{\mathrm{x}}{2 \sqrt{\mathrm{Kt}}}\right)$

$$
+\frac{Q_{0} K}{2 a k} e^{-a t}\left\{e^{-i x \sqrt{a / K}} \operatorname{erfc}\left(\frac{x}{2 \sqrt{K t}}-i \sqrt{a t}\right)+e^{i x \sqrt{a / K}} \operatorname{erfc}\left(\frac{x}{2 \sqrt{K t}}+i \sqrt{a t}\right)\right\}
$$

22. $\left.y(x, t)=\frac{F_{0} c}{2 A E}\left\{H\left[t-t_{0}-\frac{x-x_{0}}{c}\right]-H\left[t-t_{0}+\frac{x-x_{0}}{c}\right]\right\} H\left[x-x_{0}\right]+f(t)\right\}$ where $f(t)=f(t+2 L / c)$ is a periodic function, defined over the first period as:

$$
\begin{aligned}
& f_{1}(t)=H\left[t-t_{0}+\frac{x-x_{0}}{c}\right]-H\left[t-t_{0}-\frac{x+x_{0}}{c}\right] \\
&-H\left[t-t_{0}-\frac{2 L-x-x_{0}}{c}\right]+H\left[t-t_{0}-\frac{2 L+x-x_{0}}{c}\right]
\end{aligned}
$$

23. $y(x, t)=\frac{c^{2} F_{0}}{a^{2} A E}\{f(t)+a t-\sin (a t)\}$
$f(t)=f(t+2 L / c)$ is a periodic function, defined over the first period as:

$$
\begin{aligned}
f_{1}(t) & =-\left[a\left(t-\frac{x}{c}\right)-\sin \left(a\left(t-\frac{x}{c}\right)\right)\right] H\left(t-\frac{x}{c}\right) \\
& +\left[a\left(t-\frac{L+x}{c}\right)-\sin \left(a\left(t-\frac{L+x}{c}\right)\right)\right] H\left(t-\frac{L+x}{c}\right) \\
& -\left[a\left(t-\frac{L-x}{c}\right)-\sin \left(a\left(t-\frac{L-x}{c}\right)\right)\right] H\left(t-\frac{L-x}{c}\right) \\
& +\left[a\left(t-\frac{2 L-x}{c}\right)-\sin \left(a\left(t-\frac{2 L-x}{c}\right)\right)\right] H\left(t-\frac{2 L-x}{c}\right)
\end{aligned}
$$

24. $T(x, t)=T_{0} \operatorname{erfc}\left(\frac{x}{2 \sqrt{K(t-a)}}\right) H(t-a)\left[4 \frac{t-a}{a}-1\right]-\frac{4 T_{0}}{a} t \operatorname{erfc}\left(\frac{x}{2 \sqrt{K t}}\right)$

$$
+\frac{K Q_{0}}{k} \operatorname{erf}\left(\frac{x}{2 \sqrt{K\left(t-t_{0}\right)}}\right) H\left(t-t_{0}\right)
$$

25. $y(x, t)=A\left\{\left[\frac{\sinh \left(b c\left(t-\frac{x}{c}\right)\right)}{b c}-\frac{\sin \left(a\left(t-\frac{x}{c}\right)\right)}{a}\right] H\left(t-\frac{x}{c}\right)-\left[\frac{\sinh (b c t)}{c b}-\frac{\sin (a t)}{a}\right] e^{-b x}\right\}$

$$
\text { where } A=\frac{P_{0} a c^{2}}{\left(a^{2}+b^{2} c^{2}\right) T_{0}}
$$

26. $T(x, t)=-Q \operatorname{Kt}\left[1+4 \operatorname{erfc}\left(\frac{x}{2 \sqrt{K t}}\right)\right]+T_{0} \frac{x\left(t-t_{0}\right)^{-3 / 2}}{2 \sqrt{\pi K}} e^{-x^{2} /\left[4 K\left(t-t_{0}\right)\right]} H\left(t-t_{0}\right)$
27. $y(x, t)=y_{0} \cos \left(b\left(t-\frac{x}{c}\right)\right) H\left(t-\frac{x}{c}\right)+\frac{F_{0} c^{2}}{A E a^{2}}\left[a t-1+e^{-a t}\right]$

$$
-\frac{F_{0} c^{2}}{A E a^{2}}\left[a\left(t-\frac{x}{c}\right)-1+e^{-a\left(t-\frac{x}{c}\right)}\right] H\left(t-\frac{x}{c}\right)
$$

28. $T(x, t)=\frac{K Q}{k} H\left(t-t_{0}\right)-F \sqrt{K / \pi} \int_{0}^{t} e^{-x^{2} /[4 K u]} u^{-1 / 2}(t-u) e^{-a(t-u)} d u$
29. $y(x, t)=A H(t-x / c)-y_{0} \cosh (c b(t-x / c)) H(t-x / c)+y_{0} e^{-b x} \cosh (c b t)$
30. $T(x, t)=-\mathrm{KQ}_{0} \mathrm{a}(1-\cos (\mathrm{at}))-4 \mathrm{~T}_{0} \operatorname{terfc}\left(\frac{\mathrm{x}}{2 \sqrt{\mathrm{Kt}}}\right)$

$$
+\frac{\sqrt{K} Q_{0} a x}{4 \sqrt{\pi}} \int_{0}^{t}[H(t-u)-\cos (a(t-u))] u^{-3 / 2} e^{-x^{2} /[4 K u]} d u
$$

## Chapter 8

1. $g(x \mid \xi)=-\sin x \cos \xi+\sin x \sin \xi \tan 1+\sin (x-\xi) H(x-\xi)$
$y(x)=x-\sin x / \cos 1$
2. $g(x \mid \xi)=\frac{1}{2 n}\left\{\left[\xi^{n}-\xi^{-n}\right] x^{n}+\left[x^{n} \xi^{-n}-x^{-n} \xi^{n}\right] H(x-\xi)\right\}$
3. $g(x \mid \xi)=\frac{1}{2 n \xi}\left\{\left[\xi^{n}-\xi^{-n}\right] x^{n}+\left[x^{n} \xi^{-n}-x^{-n} \xi^{n}\right] H(x-\xi)\right\}$
4. $g(x \mid \xi)=-\frac{\sinh (k x) \sinh (k(L-\xi))}{k \sinh (k L)}+\frac{1}{k} \sinh (k(x-\xi)) H(x-\xi)$
5. $g(x \mid \xi)=\frac{1}{6}\left[x^{3}-3 x^{2} \xi-(x-\xi)^{3} H(x-\xi)\right]$
6. $g(x \mid \xi)=-\frac{1}{6}(x-\xi)^{3} H(x-\xi)-\frac{1}{2 L^{2}} \xi x^{2}(L-\xi)^{2}+\frac{1}{6 L^{3}} x^{3}(L-\xi)^{2}(L+2 \xi)$
7. $g(x \mid \xi)=-\frac{1}{6}(x-\xi)^{3} H(x-\xi)-\frac{1}{6 L} \xi x(L-\xi)(2 L-\xi)+\frac{1}{6 L} x^{3}(L-\xi)$
8. (a) $g(x \mid \xi)=-\frac{\sin (k x) \sin (k(L-\xi))}{k \sin (k L)}+\frac{1}{k} \sin (k(x-\xi)) H(x-\xi)$
(b) $g(x \mid \xi)=\frac{2}{L} \sum_{n=1}^{\infty} \frac{\sin (n \pi x / L) \sin (n \pi \xi / L)}{k^{2}-n^{2} \pi^{2} / L^{2}}$

9 (i)
(a) $g(x \mid \xi)=\frac{1}{2 \beta^{3}}[\sin (\beta(x-\xi))-\sinh (\beta(x-\xi))] H(x-\xi)$

$$
+\frac{1}{2 \beta^{3}}\left\{\frac{\sinh (\beta x) \sinh (\beta(L-\xi))}{\sinh (\beta L)}-\frac{\sin (\beta x) \sin (\beta(L-\xi))}{\sin (\beta L)}\right\}
$$

(b) $g(x \mid \xi)=\frac{2}{L} \sum_{n=1}^{\infty} \frac{\sin (n \pi x / L) \sin (n \pi \xi / L)}{\beta^{4}-n^{4} \pi^{4} / L^{4}}$

9 (ii)
(a) $g(x \mid \xi)=\frac{1}{2 \beta^{3}}[\sin (\beta(x-\xi))-\sinh (\beta(x-\xi))] H(x-\xi)$

$$
+\frac{1}{4 \beta^{3}}\left\{C_{1}[\sin (\beta x)-\sinh (\beta x)]+C_{2}[\cos (\beta x)-\cosh (\beta x)]\right\}
$$

where:

$$
\begin{aligned}
C_{1}= & \frac{[\sinh (\beta(L-\xi))-\sin (\beta(L-\xi))][\sin (\beta \mathrm{L})+\sinh (\beta \mathrm{L})]}{[1-\cos (\beta \mathrm{L}) \cosh (\beta \mathrm{L})]} \\
& +\frac{[\cosh (\beta(\mathrm{L}-\xi))-\cos (\beta(\mathrm{L}-\xi))][\cos (\beta \mathrm{L})-\cosh (\beta \mathrm{L})]}{[1-\cos (\beta \mathrm{L}) \cosh (\beta \mathrm{L})]}
\end{aligned}
$$

and

$$
\begin{aligned}
C_{2}= & \frac{[\sinh (\beta(L-\xi))-\sin (\beta(L-\xi))][\cos (\beta \mathrm{L})-\cosh (\beta \mathrm{L})]}{[1-\cos (\beta \mathrm{L}) \cosh (\beta \mathrm{L})]} \\
& +\frac{[\cosh (\beta(\mathrm{L}-\xi))-\cos (\beta(\mathrm{L}-\xi))][\sin (\beta \mathrm{L})-\sinh (\beta \mathrm{L})]}{[1-\cos (\beta \mathrm{L}) \cosh (\beta \mathrm{L})]}
\end{aligned}
$$

(b) Eigenfunctions $\phi_{\mathrm{n}}(\mathrm{x})$ are:

$$
\phi_{n}(x)=\sin \left(\frac{\alpha_{n}}{L} x\right)-\sinh \left(\frac{\alpha_{n}}{L} x\right)+\frac{\sin \left(\alpha_{n}\right)-\sinh \left(\alpha_{n}\right)}{\cosh \left(\alpha_{n}\right)-\cos \left(\alpha_{n}\right)}\left[\cos \left(\frac{\alpha_{n}}{L} x\right)-\cosh \left(\frac{\alpha_{n}}{L} x\right)\right]
$$

where, $\cos \left(\alpha_{n}\right) \cosh \left(\alpha_{n}\right)=1$, and with $\alpha_{0}=0$. So that $g(x \mid \xi)$ is:

$$
g(x \mid \xi)=\sum_{n=0}^{\infty} \frac{\phi_{n}(x) \phi_{n}(\xi)}{N_{n}\left(\beta^{4}-\alpha_{n}^{4} / L^{4}\right)}
$$

where $N_{n}=\int_{0}^{L} \phi_{n}^{2}(x) d x$
10. (a) $g(x \mid \xi)=\frac{\pi}{2} \frac{J_{n}(k x)}{J_{n}(k)}\left[J_{n}(k) Y_{n}(k \xi)-J_{n}(k \xi) Y_{n}(k)\right]$

$$
-\frac{\pi}{2}\left[J_{n}(k x) Y_{n}(k \xi)-J_{n}(k \xi) Y_{n}(k x)\right] H(x-\xi)
$$

(b) $g(x \mid \xi)=\sum_{m=1}^{\infty} \frac{J_{n}\left(k_{n m} x\right) J_{n}\left(k_{n m} \xi\right)}{\left(k^{2}-k_{n m}^{2}\right)\left[J_{n}^{\prime}\left(k_{n m}\right)\right]^{2}}$
where $\mathrm{J}_{\mathrm{n}}\left(\mathrm{k}_{\mathrm{nm}}\right)=0$.
11. (a) $g(x \mid \xi)=-\frac{\sin (k x) \sin (k(1-\xi)) \cdot 0}{k x \xi \sin (k)}+\frac{1}{k x \xi} \sin (k(x-\xi)) H(x-\xi)$
(b) $g(x \mid \xi)=\frac{2}{x \xi} \sum_{n=1}^{\infty} \frac{\sin (n \pi x) \sin (n \pi \xi)}{k^{2}-n^{2} \pi^{2}}$
12. $g(x \mid \xi)=\frac{1}{4 \eta^{3} \sqrt{2}}\left\{\mathrm{e}^{-\eta(x+\xi)} \sin [\eta(x+\xi)+\pi / 4]-\mathrm{e}^{-\eta|x-\xi|} \sin [\eta|x-\xi|+\pi / 4]\right\}$ where $\eta=\gamma / \sqrt{2}$
13. (a) $g(x \mid \xi)=\frac{1}{\eta}\left\{\left[e^{-\eta x} \sinh (\eta \xi)-e^{-\eta \xi} \sinh (\eta x)\right] H(x-\xi)+\sinh (\eta x) e^{-\eta \xi}\right\}$ where $\eta=\sqrt{\gamma-k^{2}}$
(b) $g(x \mid \xi)=\frac{1}{\eta}\left\{\left[e^{i \eta x} \sin (\eta \xi)-e^{i \eta \xi} \sin (\eta x)\right] H(x-\xi)+\sin (\eta x) e^{i \eta \xi}\right\}$
where $\eta=\sqrt{k^{2}-\gamma}$
(c) $g(x \mid \xi)=x-(x-\xi) H(x-\xi)$
14. $g(x \mid \xi)=x-(x-\xi) H(x-\xi)$

$$
T(x)=T_{1}+\int_{0}^{x} \xi f(\xi) d \xi+x \int_{x}^{\infty} f(\xi) d \xi
$$

15. $g(x \mid \xi)=\frac{1}{4 \beta^{3}}\left[i e^{i \beta(x+\xi)}-e^{-\beta(x+\xi)}-i e^{i \beta|x-\xi|}+e^{-\beta|x-\xi|}\right]$
16. $g(x \mid \xi)=\frac{1}{4 \beta^{3}}\left[-i e^{i \beta(x+\xi)}+e^{-\beta(x+\xi)}-i e^{i \beta|x-\xi|}+e^{-\beta|x-\xi|}\right]$
17. (a) $g(x \mid \xi)=\frac{1}{2 \eta^{3}}\left\{\mathrm{e}^{-\eta(x+\xi) / \sqrt{2}} \cos \left(\frac{\eta(x+\xi)}{\sqrt{2}}-\frac{\pi}{4}\right)\right.$

$$
\left.-\mathrm{e}^{-\eta|x-\xi| / \sqrt{2}} \cos \left(\frac{\eta|x-\xi|}{\sqrt{2}}-\frac{\pi}{4}\right)\right\} \eta=\left(\gamma^{4}-\beta^{4}\right)^{1 / 4}
$$

(b) $g(x \mid \xi)=\frac{1}{4 \eta^{3}}\left[i e^{i \eta(x+\xi)}-e^{-\eta(x+\xi)}-i e^{i \eta|x-\xi|}+e^{-\eta|x-\xi|}\right] \quad \eta=\left(\beta^{4}-\gamma^{4}\right)^{1 / 4}$
(c) $g(x \mid \xi)=\frac{x}{6}\left(3 \xi^{2}+x^{2}\right)-\frac{(x-\xi)^{3}}{6} H(x-\xi)$
19. (a) $g(x \mid \xi)=-\frac{1}{2 \eta^{3}}\left\{e^{-\eta(x+\xi) / \sqrt{2}} \cos \left(\frac{\eta(x+\xi)}{\sqrt{2}}-\frac{\pi}{4}\right)\right.$

$$
\left.+\mathrm{e}^{-\eta|x-\xi| / \sqrt{2}} \cos \left(\frac{\eta|\mathrm{x}-\xi|}{\sqrt{2}}-\frac{\pi}{4}\right)\right\} \eta=\left(\gamma^{4}-\beta^{4}\right)^{1 / 4}
$$

(b) $g(x \mid \xi)=\frac{1}{4 \eta^{3}}\left[-i e^{i \eta(x+\xi)}+e^{-\eta(x+\xi)}-i e^{i \eta|x-\xi|}+e^{-\eta|x-\xi|}\right] \eta=\left(\beta^{4}-\gamma^{4}\right)^{1 / 4}$
(c) $g\left(\left.x\right|_{\xi} ^{\xi}\right)=-\frac{\xi}{6}\left(\xi^{2}+3 x^{2}\right)-\frac{(x-\xi)^{3}}{6} H(x-\xi)$
20. $g(x \mid \xi)=-\frac{1}{2 \gamma^{3}} \mathrm{e}^{-\gamma|x-\xi| / \sqrt{2}} \sin \left(\frac{\gamma|x-\xi|}{\sqrt{2}}+\frac{\pi}{4}\right)$
21. (a) $g(x \mid \xi)=\frac{1}{2 \eta} e^{-\eta|x-\xi|}$
$\eta=\sqrt{\gamma-\mathrm{k}^{2}}$
(b) $g(x \mid \xi)=\frac{i}{2 \eta} e^{i \eta|x-\xi|} \quad \eta=\sqrt{\mathrm{k}^{2}-\gamma}$
(c) $g(x \mid \xi)=-\frac{1}{2}|x-\xi|$
22. $g(x \mid \xi)=-\frac{1}{2}|x-\xi|$
23. $g(x \mid \xi)=\frac{1}{4 \beta^{3}}\left[-i e^{i \beta|x-\xi|}+e^{-\beta|x-\xi|}\right]$
24. (a) $g(x \mid \xi)=-\frac{1}{2 \eta^{3}} e^{-\eta|x-\xi| / \sqrt{2}} \sin \left(\frac{\eta|x-\xi|}{\sqrt{2}}+\frac{\pi}{4}\right) \quad \eta=\left(\gamma^{4}-\beta^{4}\right)^{1 / 4}$
(b) $g(x \mid \xi)=\frac{1}{4 \eta^{3}}\left[-i e^{i \eta|x-\xi|}+e^{-\eta|x-\xi|}\right] \quad \eta=\left(\beta^{4}-\gamma^{4}\right)^{1 / 4}$
(c) $g(x \mid \xi)=-\frac{1}{12}|x-\xi|^{3}$
25. $g(x \mid \xi)=-\log \left(r_{1}\right) / 2 \pi$

$$
r_{1}=|x-\xi|
$$

26. $g(x \mid \xi)=K_{o}\left(\gamma r_{1}\right) / 2 \pi$

$$
r_{1}=|x-\xi|
$$

27. $\mathrm{g}(\mathrm{x} \mid \mathrm{\xi})=\mathrm{i} \mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{1}\right) / 4$

$$
r_{1}=|x-\xi|
$$

28. (a) $g=\frac{1}{2 \pi} K_{o}(\eta r)$

$$
\eta=\sqrt{\gamma-k^{2}}
$$

(b) $g=\frac{i}{4} H_{o}^{(1)}(\eta r)$

$$
\eta=\sqrt{\mathrm{k}^{2}-\gamma}
$$

29. $g(x \mid \xi)=r_{1}^{2}\left(1-\log \left(r_{1}\right)\right) / 8 \pi$

$$
r_{1}=|x-\xi|
$$

30. $\mathbf{g}(\mathbf{x} \mid \boldsymbol{\xi})=\operatorname{kei}\left(\gamma \mathrm{r}_{1}\right) / 2 \pi \gamma^{2} \quad \mathrm{r}_{1}=|\mathbf{x}-\boldsymbol{\xi}|$
31. (a) $\mathrm{g}=-\frac{1}{8 \eta^{2}}\left[\mathrm{iH}_{\mathrm{o}}^{(1)}\left(\eta \mathrm{r}_{1}\right)-\frac{2}{\pi} \mathrm{~K}_{\mathrm{o}}\left(\eta \mathrm{r}_{1}\right)\right] \quad \eta=\left(\mathrm{k}^{4}-\gamma^{4}\right)^{1 / 4} \quad \mathrm{r}_{1}=|\mathrm{x}-\xi|$
(b) $\mathrm{g}=\frac{1}{2 \pi \eta^{2}} \operatorname{kei}\left(\eta r_{1}\right) \quad \eta=\left(\gamma^{4}-\mathrm{k}^{4}\right)^{1 / 4} \quad \mathrm{r}_{1}=|\mathbf{x}-\boldsymbol{\xi}|$
32. Solution in eq. (8.103)
33. Solution in eq. (8.101)
34. Solution in eq. (8.118)
35. Solution in eq. (8.115)
36. $g(x, t \mid \xi, \tau)=-\frac{i \sqrt{c(t-\tau)}}{2 \sqrt{2} c} H(t-\tau)\{(1-i) \operatorname{erfc}[a(1-i)]+(1+i) \operatorname{erfc}[a(1+i)]\}$

$$
a=\frac{|x-\xi|}{2 \sqrt{2 c(t-\tau)}}
$$

37. $g(x, t \xi, \tau)=\left\{-\frac{1}{8 c}+\frac{1}{4 \pi c} \int_{0}^{A(r, t)} \frac{\sin x}{x} d x\right\} H(t-\tau)=$

$$
=\left\{-\frac{1}{8 c}+\frac{1}{4 \pi c} \sum_{n=0}^{\infty} \frac{(-1)^{n} A(r, t)}{(2 n+1)(2 n+1)!}\right\} H(t-\tau), \quad A(r, t)=\frac{r_{1}^{2}}{4 \tau(t-\tau)}
$$

39. $G=\frac{1}{\gamma}+\frac{1}{2}[x+\xi-|x-\xi|]$
40. Use the coordinate system in Section 8.26 by deleting the $y$-coordinate.
(a) $G=\frac{1}{4 \pi} \log \left(\frac{\mathrm{r}_{2}^{2}}{\mathrm{r}_{1}^{2}}\right)$
(b) $\mathrm{G}=-\frac{1}{4 \pi} \log \left(\mathrm{r}_{1}^{2} \mathrm{r}_{2}^{2}\right)$
41. Use the coordinate system of Section 8.32 in two dimension, i.e. delete the $y$ coordinate such that $\mathrm{x} \geq 0$. Let:
$\mathrm{g}=-\frac{1}{2 \pi} \log \left(\mathrm{r}_{1}\right), \quad \mathrm{g}_{1}=-\frac{1}{2 \pi} \log \left(\mathrm{r}_{2}\right), \quad \mathrm{g}_{2}=-\frac{1}{2 \pi} \log \left(\mathrm{r}_{3}\right), \quad \mathrm{g}_{3}=-\frac{1}{2 \pi} \log \left(\mathrm{r}_{4}\right)$
(a) $G=-\frac{1}{2 \pi} \log \left(r_{1} r_{2} r_{3} r_{4}\right)$
(b) $G=-\frac{1}{2 \pi} \log \left(\frac{r_{1} r_{3}}{r_{2} r_{4}}\right)$
(c) $G=-\frac{1}{2 \pi} \log \left(\frac{r_{1} r_{2}}{r_{3} r_{4}}\right)$
(d) $\mathrm{G}=-\frac{1}{2 \pi} \log \left(\frac{\mathrm{r}_{1} \mathrm{r}_{4}}{\mathrm{r}_{2} \mathrm{r}_{3}}\right)$
42. Use the coordinate system of Fig 8.9 , section 8.32
(a) $\mathrm{G}=\frac{1}{4 \pi}\left(\frac{1}{\mathrm{r}_{1}}+\frac{1}{\mathrm{r}_{2}}+\frac{1}{\mathrm{r}_{3}}+\frac{1}{\mathrm{r}_{4}}\right)$
(b) $\mathrm{G}=\frac{1}{4 \pi}\left(\frac{1}{\mathrm{r}_{1}}-\frac{1}{\mathrm{r}_{2}}-\frac{1}{\mathrm{r}_{3}}+\frac{1}{\mathrm{r}_{4}}\right)$
(c) $\mathrm{G}=\frac{1}{4 \pi}\left(\frac{1}{\mathrm{r}_{1}}+\frac{1}{\mathrm{r}_{2}}-\frac{1}{\mathrm{r}_{3}}-\frac{1}{\mathrm{r}_{4}}\right)$
(d) $\mathrm{G}=\frac{1}{4 \pi}\left(\frac{1}{\mathrm{r}_{1}}-\frac{1}{\mathrm{r}_{2}}+\frac{1}{\mathrm{r}_{3}}-\frac{1}{\mathrm{r}_{4}}\right)$
43. Define $\mathrm{g}=\frac{\mathrm{i}}{4} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{1}\right), \mathrm{g}_{1}=\frac{\mathrm{i}}{4} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{2}\right), \mathrm{g}_{2}=\frac{\mathrm{i}}{4} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{3}\right), \mathrm{g}_{3}=\frac{\mathrm{i}}{4} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{4}\right)$, Coordinate system as in Problem 41.
(a) $\mathrm{G}=\mathrm{g}+\mathrm{g}_{1}+\mathrm{g}_{2}+\mathrm{g}_{3}$
(b) $\mathrm{G}=\mathrm{g}-\mathrm{g}_{1}-\mathrm{g}_{2}+\mathrm{g}_{3}$
(c) $\mathrm{G}=\mathrm{g}+\mathrm{g}_{1}-\mathrm{g}_{2}-\mathrm{g}_{3}$
(d) $\mathrm{G}=\mathrm{g}-\mathrm{g}_{1}+\mathrm{g}_{2}-\mathrm{g}_{3}$
44. Use the coordinates in Fig 8.9, Section 8.32.
$\mathrm{g}=\frac{\mathrm{e}^{\mathrm{ikr}_{1}}}{4 \pi r_{1}} \quad \mathrm{~g}_{1}=\frac{\mathrm{e}^{\mathrm{ikr}_{2}}}{4 \pi \mathrm{r}_{2}} \quad \mathrm{~g}_{2}=\frac{\mathrm{e}^{\mathrm{ikr} r_{3}}}{4 \pi r_{3}} \quad g_{3}=\frac{\mathrm{e}^{i k r_{4}}}{4 \pi r_{4}}$
(a) $\mathrm{G}=\mathrm{g}+\mathrm{g}_{1}+\mathrm{g}_{2}+\mathrm{g}_{3}$
(b) $\mathrm{G}=\mathrm{g}-\mathrm{g}_{1}-\mathrm{g}_{2}+\mathrm{g}_{3}$
(c) $\mathrm{G}=\mathrm{g}+\mathrm{g}_{1}-\mathrm{g}_{2}-\mathrm{g}_{3}$
(d) done in section 8.32

45 Define the following radial distances:

$$
\begin{array}{ll}
\mathrm{r}_{1}^{2}=(\mathrm{x}-\xi)^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}-\zeta)^{2} & \mathrm{r}_{5}^{2}=(\mathrm{x}-\xi)^{2}+(\mathrm{y}+\eta)^{2}+(\mathrm{z}+\zeta)^{2} \\
\mathrm{r}_{2}^{2}=(\mathrm{x}-\xi)^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}+\zeta)^{2} & \mathrm{r}_{6}^{2}=(\mathrm{x}+\xi)^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}+\zeta)^{2} \\
\mathrm{r}_{3}^{2}=(\mathrm{x}-\xi)^{2}+(\mathrm{y}+\eta)^{2}+(\mathrm{z}-\zeta)^{2} & \mathrm{r}_{7}^{2}=(\mathrm{x}+\xi)^{2}+(\mathrm{y}+\eta)^{2}+(\mathrm{z}-\zeta)^{2} \\
\mathrm{r}_{4}^{2}=(\mathrm{x}+\xi)^{2}+(\mathrm{y}-\eta)^{2}+(\mathrm{z}-\zeta)^{2} & \mathrm{r}_{8}^{2}=(\mathrm{x}+\xi)^{2}+(\mathrm{y}+\eta)^{2}+(\mathrm{z}+\zeta)^{2}
\end{array}
$$

(a) $4 \pi G=\frac{1}{r_{1}}-\frac{1}{r_{2}}-\frac{1}{r_{3}}-\frac{1}{r_{4}}+\frac{1}{r_{5}}+\frac{1}{r_{6}}+\frac{1}{r_{7}}-\frac{1}{r_{8}}$
(b) $4 \pi G=\frac{1}{r_{1}}+\frac{1}{r_{2}}+\frac{1}{r_{3}}+\frac{1}{r_{4}}+\frac{1}{r_{5}}+\frac{1}{r_{6}}+\frac{1}{r_{7}}+\frac{1}{r_{8}}$
(c) $4 \pi G=\frac{1}{r_{1}}-\frac{1}{r_{2}}-\frac{1}{r_{3}}+\frac{1}{r_{4}}+\frac{1}{r_{5}}-\frac{1}{r_{6}}-\frac{1}{r_{7}}+\frac{1}{r_{8}}$
(d) $4 \pi \mathrm{G}=\frac{1}{\mathrm{r}_{1}}+\frac{1}{\mathrm{r}_{2}}-\frac{1}{\mathrm{r}_{3}}+\frac{1}{\mathrm{r}_{4}}-\frac{1}{\mathrm{r}_{5}}+\frac{1}{\mathrm{r}_{6}}-\frac{1}{\mathrm{r}_{7}}-\frac{1}{\mathrm{r}_{8}}$
46. Use the radial distances of Problem 45. Define:
$g=\frac{e^{i k r_{1}}}{4 \pi r_{1}} \quad g_{1}=\frac{e^{i k r_{2}}}{4 \pi r_{2}} \quad g_{2}=\frac{e^{i k r_{3}}}{4 \pi r_{3}} \quad g_{3}=\frac{e^{i k r_{4}}}{4 \pi r_{4}}$
$g_{4}=\frac{e^{i k r_{5}}}{4 \pi r_{5}} \quad g_{5}=\frac{e^{i k r_{6}}}{4 \pi r_{6}} \quad g_{6}=\frac{e^{i k r_{7}}}{4 \pi r_{7}} \quad g_{7}=\frac{e^{i k r_{8}}}{4 \pi r_{8}}$
(a) $\mathrm{G}=\mathrm{g}-\mathrm{g}_{1}-\mathrm{g}_{2}-\mathrm{g}_{3}+\mathrm{g}_{4}+\mathrm{g}_{5}+\mathrm{g}_{6}-\mathrm{g}_{7}$
(b) $G=g+g_{1}+g_{2}+g_{3}+g_{4}+g_{5}+g_{6}+g_{7}$
(c) $\mathrm{G}=\mathrm{g}-\mathrm{g}_{1}-\mathrm{g}_{2}+\mathrm{g}_{3}+\mathrm{g}_{4}-\mathrm{g}_{5}-\mathrm{g}_{6}+\mathrm{g}_{7}$
(d) $\mathrm{G}=\mathrm{g}+\mathrm{g}_{1}-\mathrm{g}_{2}+\mathrm{g}_{3}-\mathrm{g}_{4}+\mathrm{g}_{5}-\mathrm{g}_{6}-\mathrm{g}_{7}$
47. Define the images on the $\mathrm{z}>\mathrm{L} / 2$ by $\mathrm{r}_{2}, \mathrm{r}_{3} \ldots$, and those in the $\mathrm{z}<-\mathrm{L} / 2$ by $r_{2}^{\prime}, r_{3}^{\prime}, \ldots$. Let the source be at $\xi, \zeta$ :
$r_{1}^{2}=(x-\xi)^{2}+(z-\zeta)^{2}$
$r_{n}^{2}=(x-\xi)^{2}+\left(z-(n-1) L+(-1)^{n} \zeta\right)^{2}$
$r_{n}^{\prime 2}=(x-\xi)^{2}+\left(z+(n-1) L+(-1)^{n} \zeta\right)^{2}$
(a) $4 \pi G=-\log r_{1}^{2}-\sum_{n=2}^{\infty} \log r_{n}^{2}-\sum_{n=2}^{\infty} \log \left(r_{n}^{\prime}\right)^{2}$
(b) $4 \pi G=-\log r_{1}^{2}+\sum_{n=2}^{\infty}(-1)^{n} \log r_{n}^{2}+\sum_{n=2}^{\infty}(-1)^{n} \log \left(r_{n}^{\prime}\right)^{2}$
48. Define:
$r_{1}^{2}=(x-\xi)^{2}+(y-\eta)^{2}+(z-\zeta)^{2}$
$r_{n}^{2}=(x-\xi)^{2}+(y-\eta)^{2}+\left(z-(n-1) L+(-1)^{n} \zeta\right)^{2}$
$r_{n}^{\prime 2}=(x-\xi)^{2}+(y-\eta)^{2}+\left(z+(n-1) L+(-1)^{n} \zeta\right)^{2}$
(a) $4 \pi G=\frac{1}{r_{1}}+\sum_{n=2}^{\infty} \frac{1}{r_{n}}+\sum_{n=2}^{\infty} \frac{1}{r_{n}^{\prime}}$
(b) $4 \pi G=\frac{1}{r_{1}}-\sum_{n=2}^{\infty} \frac{(-1)^{n}}{r_{n}}-\sum_{n=2}^{\infty} \frac{(-1)^{n}}{r_{n}^{\prime}}$
49. Use same radial distances as in Problem 47
(a) $-4 \mathrm{iG}=\mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{1}\right)+\sum_{\mathrm{n}=2}^{\infty} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{\mathrm{n}}\right)+\sum_{\mathrm{n}=2}^{\infty} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{\mathrm{n}}^{\prime}\right)$
(b) $-4 \mathrm{iG}=\mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{1}\right)-\sum_{\mathrm{n}=2}^{\infty}(-1)^{\mathrm{n}} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{\mathrm{n}}\right)-\sum_{\mathrm{n}=2}^{\infty}(-1)^{\mathrm{n}} \mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{n}^{\prime}\right)$
50. Use same raidal distances as in Problem 48
(a) $4 \pi G=\frac{e^{i k r_{1}}}{r_{1}}+\sum_{n=2}^{\infty} \frac{e^{i k r_{n}}}{r_{n}}+\sum_{n=2}^{\infty} \frac{e^{i k r_{n}^{\prime}}}{r_{n}^{\prime}}$
(b) $4 \pi G=\frac{e^{i k r_{1}}}{r_{1}}-\sum_{n=2}^{\infty} \frac{(-1)^{n} e^{i k r_{n}}}{r_{n}}-\sum_{n=2}^{\infty} \frac{(-1)^{n} e^{i k r_{n}^{\prime}}}{r_{n}^{\prime}}$
51. $\mathrm{G}=\frac{\mathrm{i}}{4}\left[\mathrm{H}_{0}^{(1)}\left(\mathrm{kr}_{1}\right)-\mathrm{H}_{0}^{(2)}\left(\mathrm{k} \frac{\rho}{\mathrm{a}} \mathrm{r}_{2}\right)\right]$
(a) For interior region $\rho, r_{1}<a, \bar{\rho}, r_{2}>a, \bar{\rho}=a^{2} / \rho$
(b) For exterior region $\rho, \mathrm{r}_{1}>\mathrm{a}, \bar{\rho}, \mathrm{r}_{2}<\mathrm{a}, \bar{\rho}=\mathrm{a}^{2} / \rho$
52. Define:
$r_{1}^{2}=r^{2}+\rho^{2}-2 r \rho \cos (\theta-\phi)$
$\mathrm{r}_{2}^{2}=\mathrm{r}^{2}+\rho^{2}-2 \mathrm{r} \rho \cos (\theta+\phi-2 \pi / 3)$
$\mathrm{r}_{3}^{2}=\mathrm{r}^{2}+\rho^{2}-2 \mathrm{r} \rho \cos (\theta-\phi-2 \pi / 3)$

$$
\begin{aligned}
& \mathbf{r}_{4}^{2}=\mathrm{r}^{2}+\rho^{2}-2 \mathrm{r} \rho \cos (\theta+\phi-4 \pi / 3) \\
& \mathbf{r}_{5}^{2}=\mathrm{r}^{2}+\rho^{2}-2 \mathrm{r} \rho \cos (\theta-\phi-4 \pi / 3) \\
& \mathbf{r}_{6}^{2}=\mathrm{r}^{2}+\rho^{2}-2 \mathrm{r} \rho \cos (\theta+\phi)
\end{aligned}
$$

(a) $-4 \pi G=\log r_{1}^{2}+\log r_{2}^{2}+\log r_{3}^{2}+\log r_{4}^{2}+\log r_{5}^{2}+\log r_{6}^{2}$
(b) $-4 \pi G=\log r_{1}^{2}-\log r_{2}^{2}+\log r_{3}^{2}-\log r_{4}^{2}+\log r_{5}^{2}-\log r_{6}^{2}$
53. Use the definitions of Problem 52
(a) $-4 \mathrm{iG}=\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{1}\right)+\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{2}\right)+\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{3}\right)+\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{4}\right)+\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{5}\right)+\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{6}\right)$
(b) $-4 \mathrm{iG}=\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{1}\right)-\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{2}\right)+\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{3}\right)-\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{4}\right)+\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{5}\right)-\mathrm{H}_{\mathrm{o}}^{(1)}\left(\mathrm{kr}_{6}\right)$

## Chapter 9

1. $\Gamma(k, x) \sim x^{k-1} e^{-x}\left[1+\frac{k-1}{x}+\frac{(k-1)(k-2)}{x^{2}}+\frac{(k-1)(k-2)(k-3)}{x^{3}}+\ldots\right]$
2. same as problem 1 .
3. $E_{1}(z) \sim e^{-z} \sum_{k=0}^{\infty}(-1)^{k} \frac{k!}{z^{k+1}}$
4. $\quad \mathrm{E}_{\mathrm{n}}(\mathrm{z}) \sim \frac{\mathrm{e}^{-\mathrm{z}}}{\mathrm{z}}\left\{1-\frac{\mathrm{n}}{\mathrm{z}}+\frac{\mathrm{n}(\mathrm{n}+1)}{\mathrm{z}^{2}}-\frac{\mathrm{n}(\mathrm{n}+1)(\mathrm{n}+2)}{\mathrm{z}^{3}}+\ldots\right\}$
5. $f(z) \sim \sum_{k=0}^{\infty}(-1)^{k} \frac{(2 k)!}{z^{2 k+1}}$
6. $\mathrm{g}(\mathrm{z}) \sim \sum_{\mathrm{k}=0}^{\infty}(-1)^{\mathrm{k}} \frac{(2 \mathrm{k}+1)!}{\mathrm{z}^{2 \mathrm{k}+2}}$
7. $H_{0}^{(1)}(z) \sim \sqrt{\frac{2}{\pi z}} e^{i(z-\pi / 4)}\left[1+\sum_{k=1}^{\infty} \frac{(-i)^{k}[(2 k-1)!!]}{k!(8 z)^{k}}\right]$
8. $\quad \operatorname{rfc}(z) \sim \frac{e^{-z^{2}}}{\sqrt{\pi} z}\left\{1+\sum_{m=1}^{\infty}(-1)^{m} \frac{[(2 m-1)!!]}{\left(2 z^{2}\right)^{m}}\right\}$
9. same as problem 8.
10. $H_{v}^{(1)}(z) \sim \sqrt{\frac{2}{\pi z}} e^{i[z-\pi v / 2-\pi / 4]}\left\{1+\sum_{k=1}^{\infty}(i)^{k} \frac{\left[q-1^{2}\right]\left[q-3^{2}\right] \ldots\left[q-(2 k-1)^{2}\right]}{k!(8 z)^{k}}\right\}$

$$
q=4 v^{2}
$$

11. same as problem 10.
12. $\mathrm{K}_{\mathrm{v}}(\mathrm{z}) \sim \sqrt{\frac{\pi}{2 \mathrm{z}}} \mathrm{e}^{-\mathrm{z}}\left\{1+\frac{\mathrm{q}-1}{8 \mathrm{z}}+\frac{(\mathrm{q}-1)\left(\mathrm{q}-3^{2}\right)}{2!(8 \mathrm{z})^{2}}+\frac{(\mathrm{q}-1)\left(\mathrm{q}-3^{2}\right)\left(\mathrm{q}-5^{2}\right)}{3!(8 \mathrm{z})^{3}}+\ldots\right\}$

$$
q=4 v^{2}
$$

13. same as problem 12.
14. same as problem 12.
15. $U(n, z) \sim e^{-z^{2} / 4} z^{-n}\left\{1-\frac{n(n+1)}{2 z^{2}}+\frac{n(n+1)(n+2)(n+3)}{2!\left(2 z^{2}\right)^{2}}-\ldots\right\}$
16. same as problem 15.
17. $F(z) \sim \frac{e^{i \pi / 4}}{\sqrt{2}}+\frac{1}{\pi \sqrt{2}} e^{i z^{2}} \sum_{n=0}^{\infty} \frac{(-i)^{n+1} \Gamma(n+1 / 2)}{z^{2 n+1}}$
18. $\Phi(\mathrm{x}) \sim 1-\frac{\mathrm{e}^{-\mathrm{x}^{2}}}{\pi} \sum_{\mathrm{k}=0}^{\infty} \frac{(-1)^{\mathrm{k}} \Gamma(\mathrm{k}+1 / 2)}{\mathrm{x}^{2 \mathrm{k}+1}}$
19. Same as problem 8
20. Same as 10 for $\mathrm{H}_{v}^{(1)}, \mathrm{H}_{v}^{(2)}(\mathrm{z})=\overline{\mathrm{H}_{\mathrm{v}}^{(1)}(\mathrm{z})}$
21. Same as 12 for $K_{v}(z)$

$$
I_{v}(z) \sim \frac{e^{z}}{\sqrt{2 \pi z}}\left\{1-\frac{q-1}{8 z}+\frac{(q-1)\left(q-3^{2}\right)}{2!(8 z)^{2}}-\frac{(q-1)\left(q-3^{2}\right)\left(q-5^{2}\right)}{3!(8 z)^{3}}+\ldots\right\} \quad q=4 v^{2}
$$

22. $\mathrm{J}_{v}(\mathrm{x}) \sim \frac{\exp (v \tanh \alpha-v \alpha)}{\sqrt{2 v \tanh \alpha}} \sum_{\mathrm{k}=0}^{\infty} \frac{\mathrm{u}_{\mathrm{k}}(\mathrm{t})}{v^{k}}$

$$
Y_{v}(x) \sim \frac{\exp (-v \tanh \alpha+v \alpha)}{\sqrt{(\pi v \tanh \alpha) / 2}} \sum_{k=0}^{\infty}(-1)^{k} \frac{u_{k}(t)}{v^{k}}
$$

$$
t=\operatorname{coth} \alpha \quad \cosh \alpha=v / x
$$

$$
u_{0}=1 \quad u_{1}(t)=\frac{1}{8}-\frac{5 t^{3}}{24} \quad u_{2}(t)=\frac{9}{128} t^{2}-\frac{231}{576} t^{4}+\frac{1155}{3456} t^{6}
$$

23. $H_{v}{ }^{(1)}(v \sec \alpha) \sim \frac{\exp [i v(\tan \alpha-\alpha)-i \pi / 4]}{\sqrt{\frac{\pi}{2} v \tan \alpha}} \sum_{k=0}^{\infty}(-i)^{k} \frac{u_{k}(t)}{v^{k}}$
$\mathrm{H}_{v}{ }^{(2)}(v \sec \alpha)=\overline{\mathrm{H}_{v}{ }^{(1)}(v \sec \alpha)} \quad \mathrm{t}=\cot \alpha \quad v=\mathrm{x} \cos \alpha$
$\mathbf{u}_{\mathbf{k}}(\mathrm{t})$ defined in problem \#22
24. $I_{v}(v x) \sim \frac{e^{+v \sqrt{1+x^{2}}}}{\sqrt{2 \pi v \sqrt{1+x^{2}}}}\left(\frac{x}{1+\sqrt{1+x^{2}}}\right)^{v} \sum_{k=0}^{\infty} \frac{u_{k}(t)}{v^{k}}$
$K_{v}(v x) \sim e^{-v \sqrt{1+x^{2}}} \sqrt{\frac{\pi}{2 v \sqrt{1+x^{2}}}}\left(\frac{\mathrm{x}}{1+\sqrt{1+\mathrm{x}^{2}}}\right)^{-v} \sum(-1)^{k} \frac{\mathrm{u}_{\mathrm{k}}(\mathrm{t})}{v^{k}}$
$t=\frac{1}{\sqrt{1+x^{2}}}$
$\mathbf{u}_{\mathbf{k}}(\mathrm{t})$ defined in problem \#22

Appendix A
3.
a. $\rho=2$
b. $\rho=4$
c. $\rho=1$
d. $\rho=2$
e. $\rho=\infty$
f. $\rho=1$
g. $\rho=\mathrm{e}$
h. $\rho=3$
i. $\rho=2$
j. $\rho=2$
$-1<x<3$
$-6<x<2$
$1 \leq x<3$
$-2<x<2$
$-\infty<x<\infty$
$-2<x \leq 0$
$-e \leq x \leq e$
$0<x<6$
$-3<x<1$
$-3 \leq x<1$
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Fixed Shaft, Vibration of, 122
Fluid Density, 306
Fluid Flow,
Around an Infinite Cylinder, 328
Incompressible, 309
Forced Vibration,
of a Beam, 159
of a Membrane, 338
Formal Asymptotic Solutions, 564, 566, 574
In Exponential Form, 578
Fourier,
Bessel Series, 169
Coefficients, $135,137,162,164,166$,
333
Complete Series, 165
Complex Transform, 465
Cosine Series, 163
Cosine Transform, 384, 421
Integral Theorem, 383
Series, $88,135,151,161,163,383$
Sine Series, 161

Sine Transform, 385, 425
Fourier Coefficients, Time Dependent, 343, 344, 350
Fourier Complex Transform, 465
Fourier Cosine Transform, 163, 384, 385
Convolution Theorem, 423
Inverse, 385
Of Derivatives, 422
Operational Calculus, 421
Parseval Formula for, 423
Fourier Series,
Generalized, 333, 343
Fourier Sine Transform. 161-2, 385
Convolution Theorem, 423
Inverse, 385
Of Derivatives, 422
Operational Calculus, 421
Parseval Formula for, 423
Fourier Transform,
Complex, 386, 397
Generalized One-Sided, 400
Inverse Multiple Complex, 387
Multiple Complex, 387
of $n$th Derivative,
Free Boundary, 115, 121, 133, 299
Frequency, 111
Fresnel Functions, 606
Frobenius Method, 25, 43
Characteristic Equation, 27
Distinct Roots That Differ by an
Integer, 32
Two Distinct Roots, 27
Two Identical Roots, 30
Fundamental Solutions, 472
Adjoint, 472
Behavior for Large R, 476, 479
Bi-Laplacian Helmholtz Eq., 484
Bi-Laplacian, 476
Causal, for the Diffusion Eq., 480-2
Causal, for the Wave Eq., 483
Development by Construction, 475
For the Laplacian, 473
For the Eq. $-\Delta^{2}+\mu^{2}, 479$
Helmholtz Eq., 477
Symmetry, 473

## G

Gamma Function, 544, 599
Incomplete, 602
Gautschi Function, 604
Generalized Bessel Equations, 56
Generalized Fourier Transforms 393, 395
Inverse, 395
One Sided, 400
Generalized Fourier Series, 135, 151, 333, 343
Generalized Jordan's Lemma, 245, 247
Generating Function,
Bessel Functions, 58-9, 75
Hermite Polynomials, 58
Legendre Polynomials, 75
Tchebyshev, 77
Geometric Series Sum Formula, 407
Gradient, Cartesian, 627
Circular Cylindrical, 628
Elliptic Cylindrical, 629
Generalized Orthogonal, 625
Oblate Spheroidal, 632
Prolate Spheroidal, 631
Spherical, 630
Gravitation, Law of, 310
Gravitational Potential, 309, 310
Green's Identity,
For Bi-Laplacian Operator, 469
For Diffusion Operator, 470
For Laplacian Operator, 468
For the Wave Operator, 471
Green's Theorem, 138, 207
Green's Functions, Adjoint, 455-6
Causal, for Diffusion Operator, 515
Causal, for Wave Operator, 510
Eigenfunction Expansion Technique, 459, 461, 497
Equations with Constant Coefficients, 458
For a Circular Area, 493-9, 522, 526
For a Semi-Infinite Strip, 520
For Helmholtz Operator for HalfSpace, 503-6
for Helmholtz Operator for Quarter Space, 507
for Helmholtz Operator, 478-9, 503
For OD Value Problems, 453
for PDE, 466
For Spherical Geometry for the
Laplacian, 500-2
For the Laplacian by Eigenfunction
Expansion, 492
for Unbounded Media, 472
Higher Ordered Sources, 459
Infinite 1-D Media, 465
Laplacian for Half-Space, 488-90
Laplacian Operator for Bounded
Media, 485, 487
Longitudinal Vibration of Semi-
Infinite Bar, 462
Reciprocity of, 456-7
Semi-infinite 1-D Media, 462
Symmetry, 456-7, 460, 473
Vibration of Finite String, 460, 462
Vibration of Infinite String, 465

## H

Hankel Functions, 53
Integral Representation, 392
of the First and Second Kind of Order
p, 53
Recurrence Formula, 54
Spherical, 54, 364
Wronskian, 53
Hankel Transform, 389
Inverse, 389, 392
of Derivatives, 438
of Order Zero, 387, 440
of Order $v, 389,440$
Operational Calculus with, 438
Parsveal Formula For, 441
Harmonic Functions, 196
Heat Conduction in Solids, 293
Heat Distribution (see Temperature Distribution)
Heat Flow, 293
In a Circular Sheet, 346
In a Finite Cylinder, 347

In a Semi-Infinite Rod, 415, 424, 428, 434, 517
In Finite Bar, 416
In Finite Thin Rod, 344
Heat Sink, 296
Heat Source, 296, 334
Heaviside Function, 403, 406, 635
Helical Spring, 121
Helmholtz Equation, 307, 336
Fundamental Solution, 477
Green's Function for, 477
Green's Identity for, 469
Non-Homogeneous System, 338
Uniqueness for, 313
Hermite Polynomials, 615
Homogeneous Eigenvalue Problem, 142
Hydrodynamic Eq., 303
Hyperbolic Functions,
Complex, 203
Inverse, 206
Periodicity of Complex, 204
Hypergeometric Functions, 617

## I

Identity Theorem, Complex Function, 221
Image Sources, 495
Image Point, 493
Images, Method of, 488
Incomplete Gamma Function, 602
Incompressible Fluid, 303
Flow of, 309
Infinite Series, 74, 90, 216, 585
Convergence Tests, 586
Convergent, 585
Divergent, 585
Expansion, 90
of Functions of One Variable, 591
Power Series, 594
Infinity, Point at , 559
Initial Value Problem, 13, 107, 413
Initial Conditions, 301, 315, 316, 342, 349, 350
Integral Test, 590
Integral Transforms, 383
Integral,
$(\log \mathrm{x})^{\mathrm{n}}, 256$

Asymetric functions with $\log (x), 264$
Asymmetric Functions, 263
Bessel Function, 64
Compex Periodic Functions, 236
Complex, 207, 209
Even Functions with $\log (x), 252$
Functions with $\mathrm{x}^{\text {a }}, 259$
Laplace, 79
Legendre Polynomial, 79, 81, 85
Mehler, 81
Odd Functions 263
Odd Functions with $\log (x), 264$
Orthogonality, 145
Real Improper by Non-Circular
Contours, 249
Real Improper with Singularities on the Real Axis, 242
Real Improper, 237, 239
Integral Representation of,
Bessel, 63, 64
Beta Function, 603
Confluent Hypergeometric Function, 619
Cosine Integral Function, 611
Error Function, 604
Exponential Integral Function, 608,609
Fresnel Function, 606
Gamma Function, 600
Hermite Polynomial, 616
Hypergeometric Function, 617
Incomplete Gamma Functions, 602
Legendre Function of Second Kind, 92
Legendre Polynomial, 79
Psi Function, 601
Sine Integral Function, 611
Integrating Factor, 2
Integration,
By Parts, 537
Complex Functions, 207, 209
Integro-differential Equation, 412
Interior Region, 493
Inverse,
Complex Fourier Transform, 386
Fourier Cosine Transform, 385
Fourier Sine Transform, 385
Fourier Transform, 385, 395, 397

Laplace Transform, 266, 269, 273
Transform, 398
Irregular Singular Point, 23, 560
Of Rank One, 568
Of Rank Higher Than One, 571

J, K, L

Jordan's Lemma, 240
Generalized, 245, 247
Kelvin Functions, 620
Kronecker Delta, 134
Laguerre Polynomials,
Associated, 614-5
Differential Equation, 613
Generating Function, 613
Recurrence Relations, 614
Lagrange's Identity, 138
Laplace Integral, 79
Laplace Transform,
for Half-Space, Green's Function for, 488
Initial Value Problem, 413
Inverse, 266, 269, 273, 400
of Heaviside Function, 406
of Integrals, Derivatives, and
Elementary Functions, 405
of Periodic Functions, 406
Solutions of ODE and PDE, 411
Two-Sided, 399
With Operational Calculus, 402
Laplace's Equation, 196, 295, 308, 319
Green's Identity for, 468,485
In Polar Coordinates, 522
Uniqueness of, 312
Laplace's Integral, 538
Laplacian,
Cartesian, 627
Circular Cylindrical, 628
Elliptic Cylindrical, 629
Fundamental Solution, 473-5
Generalized Orthogonal, 625
Green's Function for, 492-3
Oblate Spheroidal, 632
Prolate Spheroidal, 631
Spherical, 630
Laurent Series, 222

Legendre,
Coefficients, 75
Functions, 69
Polynomial, 71
Legendre Functions, 69
Associated, 93, 364
of the First Kind, 71, 93
of the Second Kind, 71, 73, 89, 93
Legendre Polynomials, 71, 77, 81, 85
Cosine Arguments, 76, 89
Expansions in Terms of, 85
Generating Function, 76
Infinite Series Expansion, 90
Integral Representation of, 79, 81, 85, 92, 96
Orthogonality, 81, 83, 85
Parity, 76
Recurrence Formula, 77, 95, 97
Rodriguez Formula, 72, 90
Sine Arguments, 88
Limiting Absorption, 466, 485
Limiting Contours, 245
Linear ODE ,
Complete Solution, 1, 3
Homogeneous, 1
Non-homogeneous, 1
Particular Solution, 1, 10
With Constant Coefficients, 4
Linear,
Differential Equation, 1, 139
Independence, 3
Operators, 142
Second Order, 139
Linear Spring, 115
Local Strain, 119
Logarithmic Function, 204
Integral of Even Functions With, 252
Integrals of Odd Functions With, 264
Longitudinal Vibration, 113, 151

## M

MacDonald Function, 55
Material Absorption, 463
Material Conductivity, 295
Mean Free Path, 297

Mehler, 81

Mellin Transform, 401
Inverse, 402
Membrane,
Infinite, Vibration, 441
Vibation Eq., 298
Vibrating Square, 338
Vibration of Circular, 353
Method of Images, 488
Method of Steepest Descent, 539
Method of Undetermined Coefficients, 7
Method of Variation of Parameters, 9
Modified Bessel Functions, 55
Recurrence Formula, 55
Moment of Inertia, 117, 120
Cross-sectional Area, 117, 120
Polar Area, 132
Moments, 117, 299
Morera's Theorem, 215
Multiply Connected Region, 212
Multivalued Functions, 197, 200, 204, 205, 206, 266
Multiple Fourier Transform, 386, 387
Convolution Theorem, 436
of Partal Derivatives, 435
Operational Calculus With, 435

## N

N-Dimensional Sphere, 645
Natural Boundary Condition, 111, 121
Neumann
Factor, 60
Function, 46
Function of Order n, 48
Integral, 92
Neutrons, Diffusion of, 296
Newton's Law of Cooling, 296
Nonhomogeneous
Boundary Condition, 111, 121
Eigenvalue Problem, 158
Equation, 1
Norm, of functions, 133
Norm of Eigenfunctions, 159
Normal Asymptotic Solutions, 635
Normal Vector, 294

Normalization Constant, 145, 461

## 0

ODE (See Ordinary Differential Equations)
Open End, 126, 131
Operator in N-Dimensional Space, 472
Ordinary Differential Equations, Asymptotic Solution With Irregular Singular Points, 563, 571
Asymptotic Solution with Large
Parameter, 574
Asymptotic Solutions for Large
Arguments, 559
Asymptotic Solutions with Regular Singular Points, 561
By Laplace Transform, 411
Constant Coefficients, 4
First-Order, 2, 344
Frobenius Solution, 25
Homogeneous, 1, 4
Legendre Polynomials, 71, 77
Linear, 1
Non-homogeneous, 1
P0wer Series Solution, 25
Second-Order, 10, 350
Self-Adjoint, 461
Singularities of, 23
Orthogonal Coordinate Systems, Generalized, 525
Orthogonal Eigenfunctions, 144, 151
Orthogonal Functions, 133, 144, 332-3
Orthogonality Integral, 145, 333, 351
Orthonormal Set, 133-4, 151

## P

Parseval's Formula for Transforms,
Fourier Complex, 432
Fourier Cosine, 423
Fourier Sine, 428
Hankel, 441
Partial Differential Equations,
Acoustic Wave Eq., 307
Diffusion and Absorption of Particles, 296

Diffusion of Gases, 296
Electrostatic Potential, 311
Elliptic, 312
Gravitational Potential, 309
Green's Function for, 466
Heat Conduction in Solids, 294
Helmholtz Eq., 307
Hyperbolic, 312
Laplace Eq., 308
Linear, 467
Parabolic, 312
Poisson Eq., 308
Vibration Eq., 297
Vibration of Membranes, 298
Vibration of Plates, 300
Water-Basin, 303
Wave Eq., 302
Particular Solution, 1, 7, 9, 10, 453, 456
PDE (See Partial Differential Equations)
Periodic Boundary Conditions, 150
Periodic Functions, 418
Integrals of Complex, 236
Phase Integral Method, 568
Plane Wave Front, 358
Plane Waves,
Harmonic, 301, 358
Periodic in Time, 111
Plates,
Circular, 340
Equation of Motion in, 300
Fundamental Solution for Static, 477
Fundamental Solution for Vibration, 485
Stiffness, 300
Uniqueness, 301
Vibration of, 299
Polar Moment of Inertia, 132
Pole,
Simple, 229
of Order m, 229
Polynomials, 201
Positive Definite, 143, 151, 460
Positive Eigenvalues, 157
Potential,
Electrostatic, 311
Gravitational, 309, 310
Source, 306
Velocity, 306
Power Series, 19, 216, 594

Powers of $x$ in Bessel Functions, 61
Pressure, External, 124, 303
Pressure, of Fluid, 305
Pressure-Release Plane Surface, 358-9
Proper S-L System, 151
Psi Function, 600

## R

Raabe's Test, 589
Radiation, Acoustic from Infinite Cylinder, 363
Radius of Convergence, 19, 216, 594
Radius of Curvature, 120
Ratio Test, 587
Rayleigh Quotient, 146
Real Integrals, Improper, 237
By Non-Circular Contours, 249
With Circular Functions, 239
With Singularities on the Real Axis, 242
Recurrence Formula, 21, 55, 59, 77-8, 95
Recurrence Relations,
Associated Laguerre, 614
Associated Legendre, 95
Bessel Function, 51
Confluent Hypergeometric, 618
Exponential Integral, 609
Gamma, 599
Hermite Polynomial, 615
Hypergeometric Functions, 617
Incomplete Gamma, 602
Kelvin, 621
Laguerre, 614
Legendre Plynomials, 78
Modified Bessel, 55
Psi, 601
Spherical Bessel, 53
Tchebyshev, 612
Reflection and Refraction of Plane Waves, 358
Region,
Closed, 189
Open, 190
Semi-Closed, 190
Simply Connected, 190
Multiply Connected, 190
Regular Point, 23, 559
Regular Singular Point, 23, 25, 43, 560

Residue Theorem, 231
Residues And Poles, 231
Resonance of Acoustic Horn, 126
Riemann Sheets, 198, 200
Principal, 205
Rigid Sphere,Enclosed Gas, 364
Rodriguez Formula, 72, 81, 83, 90
Root Test, 588
Rigid End, 126

## S

S-L Problem, (See Sturm-Liouville Systems)
Saddle Point Method, 539
Modified, 554, 558
Sawtooth Wave, 418
Scattered Pressure Field, 365
Scattering of a Plane Wave from a Rigid Sphere, 364
Second-Order Euler DE, 62
Second-Order Linear DE, Adjoint, 139
Self-Adjoint Differential Operator, 138, 457, 460, 473
Self-Adjoint Eigenvalue Problem, 143
Separation of Variables, 319
Cartesian Coordinates, 319, 338, 351,
Cylindrical Coordinates, 322, 326, 328, 334, 340, 346, 347, 353, 362
Spherical Coordinates, 324, 331, 341, 364
Series,
Convergence of, 19
Infinite, 74
Power, 19, 216, 594
Shear Forces, 299
Shift Theorem, 403, 407, 635
Simple Pole, 229, 554
Simply Supported Beam, 159
Sine,
of a Complex Variable, 202
In Terms of Legendre Polynomial, 88
Integral, 610
Singular Point, Solutions, 23, 25, 43
Singularities,
Classification, 23, 229
Essential, 229
Isolated, 197, 229
Poles, 229

Principal Part, 229
Removable, 229
Small Arguments, 65
Small Circle Integral, 248
Small Circle Theorem, 247
Snell's Law, 361
Source, Heat (see Heat Source)
Source, Potential, 306
Speed (see Wave Speed)
Spherical Bessel Functions, 52
Recurrence Formula, 53
Wronskian, 53
Spherical Harmonic Waves, 364
Specific Heat, Ratio, 306
Spherical Coordinates, 629
Stability, 127
Static Deflection, 418
Standing Waves, 308
Stationary Phase,
Method, 552
Path, 552
Point, 552
Steady-State Temperature Distribution, 309

In a Circular Sheet, 496
In Annular Sheet, 322, 334
In Rectangular Sheet, 319
In Semi-Infinite Bar, 518
In Semi-Infinite Sheet, 491
In Solid Cylinder, 326
In Solid Sphere, 324
Steepest Descent
Method, 539, 553
Saddle Point, 539
Paths, 540
Step Function (see Heaviside Function)
Stirling Formula, 544
Stretched Strings, 102
Equation of Motion, 111
Fixed, 112
Green's Function for, 460,465
Vibration of, 109, 112, 152
Wave Propagation, 109
Sturm-Liouville Equation, Asymptotic Behavior of, 148, 155
Boundary Conditions, 150, 155
Fourth Order Equation, 155
Periodic Boundary Conditions, 150
Second Order, 148, 459

Subnormal Asymptotic Solution, 565
Sum of A Series Method, 519
Superposition, Principle of; 321
Surface of N-Dimensional Sphere, 645

## T

Taylor's Expansion Series, 217
Taylor Series, Complex, 218
Tchebychev Polynomials, 612
Telegraph Equations, 130
Temperature Distribution, Steady State (see Steady State Temperature Distribution)
Torsional Vibrations, 132, 153
Boundary Conditions, 133
Circular Bars, 132, 153
Wave Equation, 132
Torque, 132
Transient Motion of a Square Plate, 351
Transmission Line Equation, 130
Transverse Elastic Spring, 121
Trigonometric Series (See Fourier Series)

## $\mathbf{U}$

Undetermined Coefficients, 7
Uniform Convergence, 402, 592
Uniqueness Theorem, 137, 141, 312
BC's, 313, 315
Differential Equations, 13
Diffusion Eq., 315
Helmholtz, 314
Initial Conditions, 13, 315, 316
Laplace, 312
Poisson, 312
Wave Equation, 316

V

Variable,
Cross-section, 126, 153
Density, 152
Variation of Parameters, 9
Velocity Field, Potential, 306
Vibration Equation, 297, 349

Bounded Medium, 307
Forced, 159, 307
Forced, of a Membrane, 298, 338, 353
Free, 341
Free, of a Circular Plate, 340
Green's Function for, 460, 462, 465, 512, 514
Longitudinal, 113, 115, 151
Non-Homogenous Dirichlet,
Neumann Or Robin 349
of a Bar, 115, 151
of a Beam, 117, 298
of a String, 109, 112, 152, 356, 413, 429, 433, 512
One Dimensional Continua, 297
Torsional, 132
Transient Vibration 349
Uniqueness, 297
Velocity of a Wave (see Wave Speed)
Velocity, Vector Particle, 303, 305
Velocity Potential, 306
Volume of N-Dimensional Sphere, 645

$$
\mathbf{W}, \mathbf{X}, \mathbf{Y}, \mathbf{Z}
$$

Watson's Lemma, 538, 543
Wave Equation, 111, 115, 120, 132, 302, 306, 355
Acoustic Horn 125-6
Acoustic Medium, 303
Axisymmetric Spherical, 365
Beam, 120
Cylindrical Harmonic, 362
Harmonic Plane Waves, 302
Spherical Harmonic, 364

Time Dependent Source 349
Uniqueness of, 316
Wave Number, 111, 120, 302
Wave Operator,
Green's Identity for, 471, 510
Wave Propagation,
In Infinite, 1-D Medium, 355
In Infinite Plates, 436
In Semi-Infinite String, 420
In Simple String, 109, 113, 117
Spherically Symmetric, 357
Surface of Water Basin, 303
Transient, in String, 356
Wave Speed,
Characteristic, 297
In Acoustic Medium, 125, 306
In Membrane, 298
Longitudinal in a Bar, 115
Shear, 133
Stretched String, 111
Wavelength, 302
Weber, 45
Weierstrass Test for Uniform
Convergence, 593
Weighting Function, 134
Whirling of String, 109, 117, 122
Wronskian, 3, 10, 11, 44-5, 74
Abel Formula, 11
of Hankel Functions, 53
of Modified Bessel Functions, 55
of $P_{n}(x)$ and $Q_{n}(x), 74$
of Spherical Bessel Functions, 53
WKBJ Method,
for Irregular Singular Points, 568
For ODE With Large Parameters, 580
Young's Modulus, Complex, 463

