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Foreword

Indisputably, Support Vector Machines (SVM) and Evolutionary Algorithms (EA)
are both established algorithmic techniques and both have their merits and success
stories. It appears natural to combine the two, especially in the context of classifi-
cation. Indeed, many researchers have attempted to bring them together in or or the
other way. But if I would be asked who could deliver the most complete coverage
of all the important aspects of interaction between SVMs and EAs, together with a
thorough introduction into the individual foundations, the authors would be my first
choice, the most suitable candidates for this endeavor.

It is now more than ten years ago that I first met Ruxandra, and almost ten years
since I first met Catalin, and we have shared a lot of exciting research related and
more personal (but not less exciting) moments, and more is yet to come, as I hope.
Together, we have experienced some cool scientific successes and also a bitter defeat
when somebody had the same striking idea on one aspect of SVM and EA combina-
tion and published the paper when we had just generated the first, very encouraging
experimental results. The idea was not bad, nonetheless, because the paper we did
not write won a best paper award.

Catalin and Ruxandra are experts in SVMs and EAs, and they provide more than
an overview over the research on the combination of both with a focus on their
own contributions: they also point to interesting interactions that desire even more
investigation. And, unsurprisingly, they manage to explain the matter in a way that
makes the book very approachable and fascinating for researchers or even students
who only know one of the fields, or are completely new to both of them.

Bochum, February 2014 Mike Preuss



Preface

When we decided to write this book, we asked ourselves whether we could try and
unify everything that we have studied and developed under a same roof, where a
reader could find some of the old and the new, some of the questions and several
likely answers, some of the theory around support vector machines and some of
the practicality of evolutionary algorithms. All working towards a common target:
classification. We use it everyday, even without being aware of it: we categorize
people, food, music, movies, books. But when classification is involved at a larger
scale, like for the provision of living, health and security, effective computational
means to address it are vital.

This work, describing some of its facets in connection to support vector machines
and evolutionary algorithms, is thus an appropriate reading material for researchers
in machine learning and data mining with an emphasis on evolutionary computation
and support vector learning for classification. The basic concepts and the literature
review are however suitable also for introducing MSc and PhD students to these
two fields of computational intelligence. The book should be also interesting for
the practical environment, with an accent on computer aided diagnosis in medicine.
Physicians and those working in designing computational tools for medical diag-
nosis will find the discussed techniques helpful, as algorithms and experimental
discussions are included in the presentation.

There are many people who are somehow involved in the emergence of this book.
We thank Dr. Camelia Pintea for convincing and supporting us to have it published.
We express our gratitude to Prof. Lakhmi Jain, who so warmly sustained this project.
Acknowledgements also go to Dr. Thomas Ditzinger, who so kindly agreed to its
appearance.

Many thanks to Dr. Mike Preuss, who has been our friend and co-author for so
many years now; from him we have learnt how to experiment thoroughly and how to
write convincingly. We are also grateful to Prof. Thomas Bartz-Beielstein, who has
shown us friendship and the SPO. We also thank him, as well as Dr. Boris Naujoks
and Martin Zaefferer, for taking the time to review this book before being published.
Further on, without the continuous aid of Prof. Hans-Paul Schwefel and Prof. Günter
Rudolph, we would not have started and continued our fruitful collaboration with
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our German research partners; thanks also to the nice staff at TU Dortmund and
FH Cologne. In the same sense, we owe a lot to the Deutscher Akademischer Aus-
tauschdienst (DAAD) who supported our several research stays in Germany. Our
thoughts go as well to Prof. D. Dumitrescu, who introduced us to evolutionary al-
gorithms and support vector machines and who has constantly encouraged us, all
throughout PhD and beyond, to push the limits in our research work and dreams.

We also acknowledge that this work was partially supported by the grant number
42C/2014, awarded in the internal grant competition of the University of Craiova.
We also thank our colleagues from its Department of Computer Science for always
stimulating our research.

Our families deserve a lot of appreciation for always being there for us. And
last but most importantly, our love goes to our sons, Calin and Radu; without them,
we would not have written this book with such optimism, although we would have
finished it faster. Now, that it is complete, we will have more time to play together.
Although our almost 4-year old son solemnly just announced us that we would have
to defer playing until he also finished writing his own book.

Craiova, Romania Catalin Stoean
March 2014 Ruxandra Stoean



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Part I: Support Vector Machines

2 Support Vector Learning and Optimization . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Goals of This Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Structural Risk Minimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Support Vector Machines with Linear Learning . . . . . . . . . . . . . . . . 9

2.3.1 Linearly Separable Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Solving the Primal Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Linearly Nonseparable Data . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Support Vector Machines with Nonlinear Learning . . . . . . . . . . . . . . 20
2.5 Support Vector Machines for Multi-class Learning . . . . . . . . . . . . . . 23

2.5.1 One-Against-All . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.2 One-Against-One and Decision Directed Acyclic Graph . . . 24

2.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Part II: Evolutionary Algorithms

3 Overview of Evolutionary Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1 Goals of This Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 The Wheels of Artificial Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 What’s What in Evolutionary Algorithms . . . . . . . . . . . . . . . . . . . . . 31
3.4 Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 The Population Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Fitness Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.7 The Selection Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.7.1 Selection for Reproduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.7.2 Selection for Replacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.8 Variation: The Recombination Operator . . . . . . . . . . . . . . . . . . . . . . . 38
3.9 Variation: The Mutation Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41



XII Contents

3.10 Termination Criterion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.11 Evolutionary Algorithms for Classification . . . . . . . . . . . . . . . . . . . . 43
3.12 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4 Genetic Chromodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1 Goals of This Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 The Genetic Chromodynamics Framework . . . . . . . . . . . . . . . . . . . . 48
4.3 Crowding Genetic Chromodynamics . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4 Genetic Chromodynamics for Classification . . . . . . . . . . . . . . . . . . . 53

4.4.1 Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4.2 Fitness Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4.3 Mating and Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4.4 Merging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4.5 Resulting Chromodynamic Prototypes . . . . . . . . . . . . . . . . . . 55

4.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5 Cooperative Coevolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.1 Goals of This Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Cooperation within Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 Evolutionary Approaches for Coadaptive Classification . . . . . . . . . . 61
5.4 Cooperative Coevolution for Classification . . . . . . . . . . . . . . . . . . . . 61

5.4.1 Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4.2 Fitness Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4.3 Selection and Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4.4 Resulting Cooperative Prototypes . . . . . . . . . . . . . . . . . . . . . . 65

5.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.6 Diversity Preservation through Archiving . . . . . . . . . . . . . . . . . . . . . 67
5.7 Feature Selection by Hill Climbing . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.8 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Part III: Support Vector Machines and Evolutionary Algorithms

6 Evolutionary Algorithms Optimizing Support Vector Learning . . . . . 77
6.1 Goals of This Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 Evolutionary Interactions with Support Vector Machines . . . . . . . . . 78
6.3 Evolutionary-Driven Support Vector Machines . . . . . . . . . . . . . . . . . 78

6.3.1 Scope and Relevance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3.2 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3.3 Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3.4 Fitness Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3.5 Selection and Variation Operators . . . . . . . . . . . . . . . . . . . . . 83
6.3.6 Survivor Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.3.7 Stop Condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

6.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.5 Dealing with Large Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85



Contents XIII

6.6 Feature Selection by Genetic Algorithms . . . . . . . . . . . . . . . . . . . . . . 86
6.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

7 Evolutionary Algorithms Explaining Support Vector Learning . . . . . 91
7.1 Goals of This Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.2 Support Vector Learning and Information Extraction Classifiers . . . 92
7.3 Extracting Class Prototypes from Support Vector Machines by

Cooperative Coevolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.2 Scope and Relevance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.3 Particularities of the Cooperative Coevolutionary

Classifier for Information Extraction . . . . . . . . . . . . . . . . . . . 96
7.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.5 Feature Selection by Hill Climbing – Revisited . . . . . . . . . . . . . . . . . 101
7.6 Explaining Singular Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.7 Post-Feature Selection for Prototypes . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.8 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

8 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121



Acronyms

SVM Support vector machine
PP Primal problem
SRM Structural risk minimization
VC Vapnik-Chervonenkis
KKTL Karush-Kuhn-Tucker-Lagrange
DP Dual problem
EA Evolutionary algorithm
EC Evolutionary computation
GA Genetic algorithm
GC Genetic chromodynamics
CC Cooperative coevolution
ESVM Evolutionary-driven support vector machine
SVM-CC Support vector machines followed by cooperative coevolution
HC Hill climbing
DT Decision trees
NN Neural network
SPO Sequential parameter optimization
LHS Latin hypercube sampling
UCI University of California at Irvine



Chapter 1
Introduction

The beginning is the most important part of the work.
Plato, The Republic

Suppose one is confronted with a medical classification problem. What trustwor-
thy technique should one then use to solve it? Support vector machines (SVMs) are
known to be a smart choice. But how can one make a personal, more flexible imple-
mentation of the learning engine that makes them run that well? And how does one
open the black box behind their predicted diagnosis and explain the reasoning to the
otherwise reluctant fellow physicians? Alternatively, one could choose to develop a
more versatile evolutionary algorithm (EA) to tackle the classification task towards a
potentially more understandable logic of discrimination. But will comprehensibility
weigh more than accuracy?

It is therefore the goal of this book to investigate how can both efficiency as well
as transparency in prediction be achieved when dealing with classification by means
of SVMs and EAs. We will in turn address the following choices:

1. Proficient, black box SVMs (found in chapter 2).
2. Transparent but less efficient EAs (chapters 3, 4 and 5).
3. Efficient learning by SVMs, flexible training by EAs (chapter 6).
4. Predicting by SVMs, explaining by EAs (chapter 7).

The book starts by reviewing the classical as well as the state of the art approaches
to SVMs and EAs for classification, as well as methods for their hybridization.
Nevertheless, it is especially focused on the authors’ personal contributions to the
enunciated scope.

Each presented new methodology is accompanied by a short experimental sec-
tion on several benchmark data sets to get a grasp of its results. For more in-depth
experimentally-related information, evaluation and test cases the reader should con-
sult the corresponding referenced articles.

Throughout this book, we will assume that a classification problem is defined by
the subsequent components:

• a set of m training pairs, where each holds the information related to a data sam-
ple (a sequence of values for given attributes or indicators) and its confirmed
target (outcome, decision attribute).

C. Stoean and R. Stoean, Support Vector Machines and Evolutionary Algorithms 1
for Classification, Intelligent Systems Reference Library 69,
DOI: 10.1007/978-3-319-06941-8_1, c© Springer International Publishing Switzerland 2014



2 1 Introduction

• every sample (or example, record, point, instance) is described by n attributes:
xi ∈ [a1,b1]× [a2,b2]× ...× [an,bn], where ai,bi denote the bounds of definition
for every attribute.

• each corresponding outcome yi ∈ {0,1, ...,k − 1}, where there are k possible
classes.

• a set of l validation couples (xv
i ,y

v
i ), in order to assess the prediction error of the

model. Please note that this set can be constituted only in the situation when the
amount of data is sufficiently large [Hastie et al, 2001].

• a set of p test pairs of the type (x
′
i,y

′
i), to measure the generalization error of the

approach [Hastie et al, 2001].
• for both the validation and test sets, the target is unknown to the learning machine

and must be predicted.

As illustrated in Fig. 1.1, learning pursues the following steps:

• A chosen classifier learns the associations between each training sample and the
acknowledged output (training phase).

• Either in a black box manner or explicitly, the obtained inference engine takes
each test sample and makes a forecast on its probable class, according to what
has been learnt (testing phase).

• The percent of correctly labeled new cases out of the total number of test samples
is next computed (accuracy of prediction).

• Cross-validation (as in statistics) must be employed in order to estimate the pre-
diction accuracy that the model will exhibit in practice. This is done by selecting
training/test sets for a number of times according to several possible schemes.

• The generalization ability of the technique is eventually assessed by comput-
ing the test prediction accuracy as averaged over the several rounds of cross-
validation.

• Once more, if we dispose of a substantial data collection, it is advisable to ad-
ditionally make a prediction on the targets of validation examples, prior to the
testing phase. This allows for an estimation of the prediction error of the con-
structed model, computed also after several rounds of cross-validation that now
additionally include the validation set [Hastie et al, 2001].

Note that, in all conducted experiments throughout this book, we were not able to
use the supplementary validation set, since the data samples in the chosen sets were
insufficient. This was so because, for the benchmark data sets, we selected those
that were both easier to understand for the reader and cleaner to make reproducing
of results undemanding. For the real-world available tasks, the data was not too
numerous as it comes from hospitals in Romania, where such sets have been only
recently collected and prepared for computer-aided diagnosis purposes.

What is more, we employ the repeated random sub-sampling method for cross-
validation, where the multiple training/test sets are chosen by randomly splitting the
data in two for the given number of times.

As the task for classification is to achieve an optimal separation of given data
into classes, SVMs regard learning from a geometrical point of view. They assume
the existence of a separating surface between every two classes labeled as -1 and
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Training 
   data

Attr1 Attr2 ... Attrn Class
53.8 1.7 4.9 pos

41.7 3.9 2.7 neg

Learning Classifier

Test data

Attr1 Attr2 ... Attrn Class
48.3 2.4 3.3 ?

38.3 1.8 5.4 ?

Inference 
  engine

Attr1 Attr2 ... Attrn Class
48.3 2.4 3.3 neg

38.3 1.8 5.4 pos

Validation 
      data

Attr1 Attr2 ... Attrn Class
51.1 2.1 5.1   ?

46.2 2.5 3.3  ?

Fig. 1.1 The classifier learns the associations between the training samples and their cor-
responding classes and is then calibrated on the validation samples. The resulting inference
engine is subsequently used to classify new test data. The validation process can be omitted,
especially for relatively small data sets. The process is subject to cross-validation, in order to
estimate the practical prediction accuracy.

1. The aim then becomes the discovery of the appropriate decision hyperplane. The
book will outline all the aspects related to classification by SVMs, including the
theoretical background and detailed demonstrations of their behavior (chapter 2).

EAs, on the other hand, are able to evolve rules that place each sample into a cor-
responding class, while training on the available data. The rules can take different
forms, from the IF-THEN conjunctive layout from computational logic to complex
structures like trees. In this book, we will evolve thresholds for the attributes of the
given data examples. These IF-THEN constructions can also be called rules, but we
will more rigorously refer to them as class prototypes, since the former are gen-
erally supposed to have a more elaborate formulation. Two techniques that evolve
class prototypes while maintaining diversity during evolution are proposed: a mul-
timodal EA that separates potential rules of different classes through a common
radius means (chapter 4) and another that creates separate collaborative populations
connected to each outcome (chapter 5).

Combinations between SVMs and EAs have been widely explored by the ma-
chine learning community and on different levels. Within this framework, we
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outline approaches tackling two degrees of hybridization: EA optimization at the
core of SVM learning (chapter 6) and a stepwise learner that separates by SVMs
and explains by EAs (chapter 7).

Having presented these options – SVMs alone, single EAs and hybridization at
two stages of learning to classify – the question that we address and try to answer
through this book is: what choice is more advantageous, if one takes into consider-
ation one or more of the following characteristics:

• prediction accuracy
• comprehensibility
• simplicity
• flexibility
• runtime
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6 Part I: Support Vector Machines

The first part of this book describes support vector machines from (a) their geomet-
rical view upon learning to (b) the standard solving of their inner resulting optimiza-
tion problem. All the important concepts and deductions are thoroughly outlined, all
because SVMs are very popular but most of the time not understood.



Chapter 2
Support Vector Learning and Optimization

East is east and west is west and never the twain shall meet.
The Ballad of East and West by Rudyard Kipling

2.1 Goals of This Chapter

The kernel-based methodology of SVMs [Vapnik and Chervonenkis, 1974],
[Vapnik, 1995a] has been established as a top ranking approach for supervised
learning within both the theoretical and red practical research environments. This
very performing technique suffers nevertheless from the curse of an opaque engine
[Huysmans et al, 2006], which is undesirable for both theoreticians, who are keen to
control the modeling, and the practitioners, who are more than often suspicious of
using the prediction results as a reliable assistant in decision making.

A concise view on a SVM is given in [Cristianini and Shawe-Taylor, 2000]:

A system for efficiently training linear learning machines in kernel-induced feature
spaces, while respecting the insights of generalization theory and exploiting optimiza-
tion theory.

The right placement of data samples to be classified triggers corresponding sep-
arating surfaces within SVM training. The technique basically considers only the
general case of binary classification and treats reductions of multi-class tasks to the
former. We will also start from the general case of two-class problems and end with
the solution to several classes.

If the first aim of this chapter is to outline the essence of SVMs, the second
one targets the presentation of what is often presumed to be evident and treated
very rapidly in other works. We therefore additionally detail the theoretical aspects
and mechanism of the classical approach to solving the constrained optimization
problem within SVMs.

Starting from the central principle underlying the paradigm (Sect. 2.2), the dis-
cussion of this chapter pursues SVMs from the existence of a linear decision func-
tion (Sect. 2.3) to the creation of a nonlinear surface (Sect. 2.4) and ends with the
treatment for multi-class problems (Sect. 2.5).

C. Stoean and R. Stoean, Support Vector Machines and Evolutionary Algorithms 7
for Classification, Intelligent Systems Reference Library 69,
DOI: 10.1007/978-3-319-06941-8_2, c© Springer International Publishing Switzerland 2014
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2.2 Structural Risk Minimization

SVMs act upon a fundamental theoretical assumption, called the principle of struc-
tural risk minimization (SRM) [Vapnik and Chervonenkis, 1968].

Intuitively speaking, the SRM principle asserts that, for a given classification
task, with a certain amount of training data, generalization performance is solely
achieved if the accuracy on the particular training set and the capacity of the machine
to pursue learning on any other training set without error have a good balance. This
request can be illustrated by the example found in [Burges, 1998]:

A machine with too much capacity is like a botanist with photographic memory who,
when presented with a new tree, concludes that it is not a tree because it has a different
number of leaves from anything she has seen before; a machine with too little capacity
is like the botanist’s lazy brother, who declares that if it’s green, then it’s a tree. Neither
can generalize well.

We have given a definition of classification in the introductory chapter and we
first consider the case of a binary task. For convenience of mathematical interpreta-
tion, the two classes are labeled as -1 and 1; henceforth, yi ∈ {−1,1} .

Let us suppose the set of functions { ft}, of generic parameters t:

ft : Rn →{−1,1}. (2.1)

The given set of m training samples can be labeled in 2m possible ways. If for each
labeling, a member of the set { ft} can be found to correctly assign those labels,
then it is said that the collection of samples is shattered by that set of functions
[Cherkassky and Mulier, 2007].

Definition 2.1. [Burges, 1998] The Vapnik-Chervonenkis (VC) - dimension h for a
set of functions { ft} is defined as the maximum number of training samples that can
be shattered by it.

Proposition 2.1. (Structural Risk Minimization principle) [Vapnik, 1982]
For the considered classification problem, for any generic parameters t and for

m > h, with a probability of at least 1−η , the following inequality holds:

R(t)≤ Remp(t)+φ
(

h
m
,

log(η)
m

)
,

where R(t) is the test error, Remp(t) is the training error and φ is called the confi-
dence term and is defined as:

φ
(

h
m
,

log(η)
m

)
=

√
h
(
log 2m

h + 1
)− log η

4

m
.

The SRM principle affirms that, for a high generalization ability, both the training
error and the confidence term must be kept minimal; the latter is minimized by
reducing the VC-dimension.
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2.3 Support Vector Machines with Linear Learning

When confronted with a new classification task, the first reasonable choice is to try
and separate the data in a linear fashion.

2.3.1 Linearly Separable Data

If training data are presumed to be linearly separable, then there exists a linear hy-
perplane H:

H : w · x− b = 0, (2.2)

which separates the samples according to their classes [Haykin, 1999]. w is called
the weight vector and b is referred to as the bias.

Recall that the two classes are labeled as -1 and 1. The data samples of class 1
thus lie on the positive side of the hyperplane and their negative counterparts on the
opposite side.

Proposition 2.2. [Haykin, 1999]
Two subsets of n-dimensional samples are linearly separable iff there exist w∈R

n

and b ∈ R such that for every sample i = 1,2, ...,m:

{
w · xi − b > 0,yi = 1
w · xi − b ≤ 0,yi =−1

(2.3)

An insightful picture of this geometric separation is given in Fig. 2.1.

Fig. 2.1 The positive and negative
samples, denoted by squares and
circles, respectively. The decision
hyperplane between the two corre-
sponding separable subsets is H.

H

{x|w⋅x-b<0}

{x|w⋅x-b>0}
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It is further resorted to a stronger statement for linear separability, where the
positive and negative samples lie behind a corresponding supporting hyperplane.

Proposition 2.3. [Bosch and Smith, 1998] Two subsets of n-dimensional samples
are linearly separable iff there exist w ∈ R

n and b ∈ R such that, for every sample
i = 1,2, ...,m:

{
w · xi − b ≥ 1,yi = 1
w · xi − b ≤−1,yi =−1

(2.4)

An example for the stronger separation concept is given in Fig. 2.2.

Fig. 2.2 The decision and support-
ing hyperplanes for the linearly
separable subsets. The separating
hyperplane H is the one that lies in
the middle of the two parallel sup-
porting hyperplanes H1, H2 for the
two classes. The support vectors are
circled.

H
H1

H2

{x|w⋅x-b=-1}
{x|w⋅x-b=1}

Proof. (we provide a detailed version – as in [Stoean, 2008] – for a gentler flow of
the connections between the different conceptual statements)

Suppose there exist w and b such that the two inequalities hold.
The subsets given by yi = 1 and yi =−1, respectively, are linearly separable since

all positive samples lie on one side of the hyperplane given by

w · x− b = 0,

from:

w · xi − b ≥ 1 > 0 for yi = 1,

and simultaneously:

w · xi − b ≤−1 < 0 for yi =−1,

so all negative samples lie on the other side of this hyperplane.

Now, conversely, suppose the two subsets are linearly separable. Then, there exist
w ∈ R

n and b ∈R such that, for i = 1,2, ...,m:
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{
w · xi − b > 0,yi = 1
w · xi − b ≤ 0,yi =−1

Since:

min{w · xi|yi = 1}> max{w · xi|yi =−1} ,
let us set:

p = min{w · xi|yi = 1}−max{w · xi|yi =−1}
and make:

w′ =
2
p

w

and

b′ = 1
p (min{w · xi|yi = 1}+max{w · xi|yi =−1})

Then:

min
{

w′ · xi|yi = 1
}
=

=
2
p

min{w · xi|yi = 1}

=
1
p
(min{w · xi|yi = 1}+max{w · xi|yi =−1}+

min{w · xi|yi = 1}−max{w · xi|yi =−1})
=

1
p
(min{w · xi|yi = 1}+max{w · xi|yi =−1}+ p)

= b′+ 1

and

max
{

w′ · xi|yi =−1
}
=

=
2
p

max{w · xi|yi =−1}

=
1
p
(min{w · xi|yi = 1}+max{w · xi|yi =−1}− p)

= b′ − 1

Consequently, there exist w ∈R
n and b ∈R such that:

w · xi ≥ b+ 1 ⇒ w · xi − b ≥ 1 when yi = 1

and w · xi ≤ b− 1 ⇒ w · xi − b ≤−1 when yi =−1
�	
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Definition 2.2. The support vectors are the training samples for which either the
first or the second line of (2.4) holds with the equality sign.

In other words, the support vectors are the data samples that lie closest to the
decision surface. Their removal would change the found solution. The supporting
hyperplanes are those denoted by the two lines in (2.4), if equalities are stated in-
stead.

Following the geometrical separation statement (2.4), SVMs hence have to deter-
mine the optimal values for the coefficients w and b of the decision hyperplane that
linearly partitions the training data. In a more succinct formulation, from (2.4), the
optimal w and b must then satisfy for every i = 1,2, ...,m:

yi(w · xi − b)− 1≥ 0 (2.5)

In addition, according to the SRM principle (Proposition 2.1), separation must be
performed with a high generalization capacity. In order to also address this point, in
the next lines, we will first calculate the margin of separation between classes.

The distance from one random sample z to the separating hyperplane is given by:

|w · z− b|
‖w‖ . (2.6)

Let us subsequently compute the same distance from the samples zi that lie clos-
est to the separating hyperplane on either side of it (the support vectors, see Fig.
2.2). Since zi are situated closest to the decision hyperplane, it results that either
zi ∈ H1 or zi ∈ H2 (according to Def. 2.2) and thus |w · zi − b|= 1, for all i.

Hence:

|w · zi − b|
‖w‖ =

1
‖w‖ for all i = 1,2, ...,m. (2.7)

Then, the margin of separation becomes equal to [Vapnik, 2003]:

2
‖w‖ . (2.8)

Proposition 2.4. [Vapnik, 1995b]
Let r be the radius of the smallest ball

Br(a) = {x ∈R
n|‖x− a‖< r} ,a ∈ R

n

containing the samples x1, ...,xm and let

fw,b = sgn(w · x− b)

be the hyperplane decision functions.
Then the set

{
fw,b|‖w‖ ≤ A

}
has a VC-dimension h (as from Definition 2.1) sat-

isfying
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h < r2A2 + 1

In other words, it is stated that, since ‖w‖ is inversely proportional to the margin
of separation (from (2.8)), by requiring a large margin (i.e., a small A), a small VC-
dimension is obtained. Conversely, by allowing separations with small margin, a
much larger class of problems can be potentially separated (i.e., there exists a larger
class of possible labeling modes for the training samples, from the definition of the
VC-dimension).

The SRM principle requests that, in order to achieve high generalization of the
classifier, training error and VC-dimension must be both kept small. Therefore, hy-
perplane decision functions must be constrained to maximize the margin, i.e.,

minimize
‖w‖2

2
, (2.9)

and separate the training data with as few exceptions as possible.
From (2.5) and (2.9), it follows that the resulting optimization problem is (2.10)

[Haykin, 1999]:

⎧⎨
⎩find w and b as to minimize

‖w‖2

2
subject to yi(w · xi − b)≥ 1, for all i = 1,2, ...,m

(2.10)

The reached constrained optimization problem is called the primal problem (PP).

2.3.2 Solving the Primal Problem

The original solving of the PP (2.10) requires the a priori knowledge of several
fundamental mathematical propositions described in the subsequent lines.

Definition 2.3. A function f : C → R is said to be convex if
f (αx+(1−α)y)≤ α f (x)+ (1−α) f (y), for all x,y ∈C and α ∈ [0,1].

Proposition 2.5. For a function f : (a,b)→R, (a,b)⊆R, that has a second deriva-
tive in (a,b), a necessary and sufficient condition for its convexity on that interval is
that the second derivative f ′′(x)≥ 0, for all x ∈ (a,b).

Proposition 2.6. If two functions are convex, the composition of the functions is
convex.

Proposition 2.7. The objective function in PP (2.10) is convex [Haykin, 1999].

Proof. (detailed as in [Stoean, 2008])
Let h = f ◦ g, where f : R→R, f (x) = x2 and g : Rn → R, g(w) = ‖w‖.

1. f : R→R, f (x) = x2 ⇒ f ′(x) = 2x ⇒ f ′′(x) = 2 ≥ 0 ⇒ f is convex.
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2. g : Rn → R, g(w) = ‖w‖
We appeal to two well-known properties of a norm:

1. ‖αv‖= |α| ‖v‖
2. ‖v+w‖ ≤ ‖v‖+ ‖w‖

Let v,w ∈R
n and α ∈ [0,1].

g(αv+(1−α)w) = ‖αv+(1−α)w‖ ≤ |α| ‖v‖+ |1−α|‖w‖ =
α ‖v‖+(1−α)‖w‖= αg(v)+ (1−α)g(w)

⇒ g is convex.

Following Proposition 2.6 ⇒ h is convex. �	
Since constraints in PP (2.10) are linear in w, the following proposition arises.

Proposition 2.8. The feasible region for a constrained optimization problem is con-
vex if the constraints are linear.

At this point, we have all the necessary information to outline the classical solv-
ing of the PP inside SVMs (2.10). The standard method of finding the optimal solu-
tion with respect to the defined constraints resorts to an extension of the Lagrange
multipliers method. This is described in detail in what follows.

Since the objective function is convex and constraints are linear, the Karush-
Kuhn-Tucker-Lagrange (KKTL) conditions can be stated for PP [Haykin, 1999] .

This is based on the argument that, since constraints are linear, the KKTL con-
ditions are guaranteed to be necessary. Also, since PP is convex (convex objective
function + convex feasible region), the KKTL conditions are at the same time suffi-
cient for global optimality [Fletcher, 1987].

First, the Lagrangian function is constructed:

L(w,b,α) =
1
2
‖w‖2 −

m

∑
i=1

αi [yi(w · xi − b)− 1], (2.11)

where variables αi ≥ 0 are the Lagrange multipliers.
The solution to the problem is determined by the KKTL conditions for every

sample i = 1,2, ...,m [Burges, 1998]:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂L(w,b,α)

∂w
= 0

∂L(w,b,α)

∂b
= 0

αi [yi(w · xi − b)− 1] = 0
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Application of the KKTL conditions yields [Haykin, 1999]:

∂L(w,b,α)

∂w
= w−

m

∑
i=1

αiyixi = 0 ⇒ w =
m

∑
i=1

αiyixi (2.12)

∂L(w,b,α)

∂b
=

m

∑
i=1

αiyi = 0 (2.13)

αi [yi(w · xi − b)− 1] = 0, i = 1,2, ...,m (2.14)

We additionally refer to the separability statement and the conditions for positive
Lagrange multipliers for every i = 1,2, ...,m:

yi(w · xi − b)− 1≥ 0

αi ≥ 0

We have to solve the particular PP in (2.10). Generally speaking, given the PP:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

minimize f (x)

subject to

⎧⎪⎨
⎪⎩

g1(x)≥ 0

...

gm(x)≥ 0

,
(2.15)

the Lagrange multipliers are α = (α∗
1 , ...,α

∗
m), α∗

i ≥ 0, such that:

inf
g1(x)≥0,...,gm(x)≥0

f (x) = inf
x∈Rn

L(x,α∗),

where L is the Lagrangian function:

L(x,α) = f (x)+
m

∑
j=1

α jg j(x),x ∈R
n,α ∈ R

m

Then, one can resort to the dual function [Haykin, 1999]:

q(α) = inf
x∈Rn

L(x,α)

This naturally leads to the dual problem (DP) :
{

maximize q(α)

subject to α ≥ 0
(2.16)

The optimal primal value is f ∗ = inf
g1(x)≥0,...,gr(x)≥0

f (x) = inf
x∈Rn

sup
α≥0

L(x,α).

The optimal dual value is g∗ = sup
α≥0

q(α) = sup
α≥0

inf
x∈Rn

L(x,α).

There is always that q∗ ≤ f ∗.
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But, if there is convexity in the PP, then:

1. q∗ = f ∗
2. Optimal solutions of the DP are multipliers for the PP.

Further on, (2.11) is expanded and one obtains [Haykin, 1999]:

L(w,b,α) =
1
2
‖w‖2 −

m

∑
i=1

αiyiw · xi + b
m

∑
i=1

αiyi +
m

∑
i=1

αi (2.17)

The third term on the right-hand side of the expansion is zero from (2.13).
Moreover, from (2.12), one obtains:

1
2
‖w‖2 = w ·w =

m

∑
i=1

αiyiw · xi =
m

∑
i=1

m

∑
j=1

αiα jyiy jxi · x j

Therefore, (2.17) changes to:

L(w,b,α) =
m

∑
i=1

αi − 1
2

m

∑
i=1

m

∑
j=1

αiα jyiy jxi · x j

According to the duality concepts, by setting Q(α) = L(w,b,α), one obtains the
DP:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

find {αi}i=1,2,...,m as to maximize Q(α) =
m

∑
i=1

αi − 1
2

m

∑
i=1

m

∑
j=1

αiα jyiy jxi · x j

subject to

⎧⎪⎨
⎪⎩

m

∑
i=1

αiyi = 0

αi ≥ 0
(2.18)

The optimum Lagrange multipliers are next determined by setting the gradient of
Q to zero and solving the resulting system.

Then, the optimum vector w can be computed from (2.12) [Haykin, 1999]:

w =
m

∑
i=1

αiyixi

As b is concerned, it can be obtained from any of the equalities of (2.14), when
αi �= 0. Then:

yi(w · xi − b)− 1 = 0 ⇒

yi(
m

∑
j=1

α jy jx j · xi − b) = 1 ⇒
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m

∑
j=1

α jy jx j · xi − b = yi ⇒

b =
m

∑
j=1

α jy jx j · xi − yi

Note that we have equalled 1/yi to yi above, since yi can be either 1 or -1.
Although the value for b can be thus directly derived from only one such equality

when αi �= 0, it is nevertheless safer to compute all the b values and take their mean
as the final result.

In the reached solution to the constrained optimization problem, those points for
which αi > 0 are the support vectors and they can also be obtained as the output of
the SVM.

Finally, the class for a test sample x′ is predicted based on the sign of the decision
function with the found coefficients w and b applied to x′ and the inequalities in
(2.4):

class(x′) = sgn(w · x′ − b)

2.3.3 Linearly Nonseparable Data

Since real-world data are not linearly separable, it is obvious that a linear separating
hyperplane is not able to build a partition without any errors. However, a linear
separation that minimizes training error can be tried as a solution to the classification
problem [Haykin, 1999].

The separability statement can be relaxed by introducing slack variables ξi ≥ 0
into its formulation [Cortes and Vapnik, 1995]. This can be achieved by observ-
ing the deviations of data samples from the corresponding supporting hyperplanes,
which designate the ideal condition of data separability. These variables may then
indicate different nuanced digressions (Fig. 2.3), but only a ξi > 1 signifies an error
of classification.

Minimization of training error is achieved by adding the indicator of an error
(slack variable) for every training data sample into the separability statement and, at
the same time, by minimizing their sum.

For every sample i = 1,2, ...,m, the constraints in (2.5) subsequently become:

yi(w · xi − b)≥ 1− ξi, (2.19)

where ξi ≥ 0.
Simultaneously with (2.19), the sum of misclassifications must be minimized:

minimize C
m

∑
i=1

ξi. (2.20)

C > 0 is a parameter of the methodology and is employed for the penalization of
errors.
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Fig. 2.3 Different data placements
in relation to the separating and
supporting hyperplanes. Corre-
sponding indicators of errors are
labeled by 1, 2 and 3: correct
placement, ξi = 0 (label 1), margin
position, ξi < 1 (label 2) and
classification error, ξi > 1 (label 3).

1

3
1

1

3
3

3

1

2

2

Therefore, the optimization problem changes to (2.21):
⎧⎪⎨
⎪⎩

find w and b as to minimize ‖w‖2

2 +C
m

∑
i=1

ξi,C > 0

subject to yi(w · xi − b)≥ 1− ξi,ξi ≥ 0, for all i = 1,2, ...,m
(2.21)

This formulation still obeys the SRM principle as the VC-dimension is once more
minimized and separation of training data with as few exceptions as possible is again
achieved, both through (2.19) and (2.20).

From the formulation in (2.11), the Lagrangian function changes in the following
way [Burges, 1998], where variables αi and μi, i = 1,2, ...,m, are the Lagrange
multipliers:

L(w,b,ξ ,α,μ) =
1
2
‖w‖2 +C

m

∑
i=1

ξi −
m

∑
i=1

αi [yi(w · xi − b)− 1+ ξi]−

m

∑
i=1

μiξi,

The introduction of the μi multipliers is related to the inclusion of the ξi variables
in the relaxed formulation of the PP.

Application of the KKTL conditions to this new constrained optimization prob-
lem leads to the following lines: [Burges, 1998]:

∂L(w,b,ξ ,α,μ)
∂w

= w−
m

∑
i=1

αiyixi = 0 ⇒ w =
m

∑
i=1

αiyixi (2.22)
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∂L(w,b,ξ ,α,μ)
∂b

=
m

∑
i=1

αiyi = 0 (2.23)

∂L(w,b,ξ ,α,μ)
∂ξi

=C−αi − μi = 0 ⇒ αi + μi =C (2.24)

The KKTL conditions also require that, for every i = 1,2, ...,m, the subsequent
equalities hold:

αi [yi(w · xi − b)− 1+ ξi] = 0 (2.25)

μiξi = 0 (2.26)

We additionally refer to the relaxed separability statement and the conditions for
positive slack variables ξi and Lagrange multipliers αi and μi for every i= 1,2, ...,m:

yi(w · xi − b)− 1+ ξi ≥ 0

ξi ≥ 0

αi ≥ 0

μi ≥ 0

After term by term expansion, the Lagrangian function is then transformed to:

L(w,b,ξ ,α,μ) =
m

∑
i=1

αi − 1
2

m

∑
i=1

m

∑
i=1

αiα jyiy jxi · x j +C
m

∑
i=1

ξi−

m

∑
i=1

αiξi −
m

∑
i=1

μiξi

From (2.26), the last term of the Lagrangian becomes zero and following (2.24)
and expanding the third term, one obtains:

L(w,b,ξ ,α,μ) =
m

∑
i=1

αi − 1
2

m

∑
i=1

m

∑
i=1

αiα jyiy jxi · x j +
m

∑
i=1

(αi + μi)ξi −
m

∑
i=1

αiξi

=
m

∑
i=1

αi − 1
2

m

∑
i=1

m

∑
i=1

αiα jyiy jxi · x j +
m

∑
i=1

αiξi +
m

∑
i=1

μiξi −
m

∑
i=1

αiξi

=
m

∑
i=1

αi − 1
2

m

∑
i=1

m

∑
i=1

αiα jyiy jxi · x j
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Consequently, the following corresponding DP is obtained:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

find {αi}i=1,2,...,m as to maximize Q(α) =
m

∑
i=1

αi − 1
2

m

∑
i=1

m

∑
j=1

αiα jyiy jxi · x j

subject to

⎧⎪⎨
⎪⎩

m

∑
i=1

αiyi = 0

0 ≤ αi ≤C
,C > 0

(2.27)

The second constraint is obtained from (2.24) and the condition that μi ≥ 0, for
every sample i = 1,2, ...,m.

The optimum value for w is again computed as:

w =
m

∑
i=1

αiyixi

Coefficient b of the hyperplane can be determined as follows [Haykin, 1999]. If
the values αi obeying the condition αi <C are considered, then from (2.24) it results
that for those i μi �= 0. Subsequently, from (2.26) we derive that ξi = 0, for those
certain i. Under these circumstances, from (2.25) and (2.22), one obtains the same
formulation as in the separable case:

yi(w · xi − b)− 1= 0 ⇒ b =
m

∑
j=1

α jy jx j · xi − yi.

It is again better to take b as the mean value resulting from all such equalities.
Those points that have 0 < αi <C are the support vectors.

2.4 Support Vector Machines with Nonlinear Learning

If a linear hyperplane is not able to provide satisfactory results for the classification
task, then is it possible that a nonlinear decision surface can do the separation? The
answer is affirmative and is based on the following result.

Theorem 2.1. [Cover, 1965] A complex pattern classification problem cast in a
high-dimensional space nonlinearly is more likely to be linearly separable than in
a low-dimensional space.

The above theorem states that an input space can be mapped into a new feature
space where it is highly probable that data are linearly separable provided that:

1. The transformation is nonlinear.
2. The dimensionality of the feature space is high enough.
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The initial space of training data samples can thus be nonlinearly mapped into a
higher dimensional feature space, where a linear decision hyperplane can be subse-
quently built. The decision hyperplane achieves an accurate separation in the feature
space which corresponds to a nonlinear decision function in the initial space (see
Fig. 2.4).

Fig. 2.4 The initial data
space with squares and cir-
cles (up left) is nonlinearly
mapped into the higher di-
mensional space, where the
objects are linearly sepa-
rable (up right). This cor-
responds to a nonlinear
surface discriminating in
the initial space (down).

The procedure therefore leads to the creation of a linear separating hyperplane
that minimizes training error as before, but this time performs in the feature space.
Accordingly, a nonlinear map Φ : Rn → H is considered and data samples from the
initial space are mapped by Φ into H.

In the standard solving of the SVM optimization problem, vectors appear only
as part of scalar products; the issue can be thus further simplified by substi-
tuting the dot product by a kernel, which is a function with the property that
[Courant and Hilbert, 1970]:

K(x,y) = Φ(x) ·Φ(y), (2.28)

where x,y ∈R
n.

SVMs require that the kernel is a positive (semi-)definite function in order
for the standard solving approach to find a solution to the optimization problem
[Boser et al, 1992]. Such a kernel is one that satisfies Mercer’s theorem from
functional analysis and is therefore required to be a dot product in some space
[Burges, 1998].

Theorem 2.2. [Mercer, 1908]
Let K(x,y) be a continuous symmetric kernel that is defined in the closed interval

a ≤ x ≤ b and likewise for y. The kernel K(x,y) can be expanded in the series
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K(x,y) =
∞

∑
i=1

λiΦ(x)iΦ(y)i

with positive coefficients, λi > 0 for all i. For this expansion to be valid and for
it to converge absolutely and uniformly, it is necessary that the condition

∫ b

a

∫ b

a
K(x,y)ψ(x)ψ(y)dxdy ≥ 0

holds for all ψ(·) for which

∫ b

a
ψ2(x)dx < ∞

Restricting the kernel to be positive (semi-)definite has two drawbacks [Mierswa,
2006b]. On the one hand, it is difficult to check Mercer’s condition for a newly
constructed kernel. On the other hand, kernels that fail to meet the conditions of the
theorem might have proven to achieve a better separation of the training samples.

When applying SVMs for a classification task, there are a couple of classical
kernels that had been demonstrated to meet Mercer’s condition [Vapnik, 1995b]:

• the polynomial kernel of degree p: K(x,y) = (x · y)p

• the radial basis function kernel: K(x,y) = e−σ‖x−y‖2
,

where p and σ are parameters of the SVM.
One may state the DP in this new case by simply replacing the dot product be-

tween data points with the chosen kernel, as below:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

find {αi}i=1,2,...,m as to maximize Q(α) =
m

∑
i=1

αi − 1
2

m

∑
i=1

m

∑
j=1

αiα jyiy jK(xi,x j)

subject to

⎧⎪⎨
⎪⎩

m

∑
i=1

αiyi = 0

0 ≤ αi ≤C
,C > 0

(2.29)
As generally one is not able to construct the mapping Φ from the kernel K, the

value for the optimum vector w cannot always be determined explicitly from:

w =
m

∑
i=1

αiyiΦ(xi)

Consequently, one usually has to directly determine the class for a new data sam-
ple x′, as follows:

class(x′) = sgn(w ·Φ(x′)− b)
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Therefore, by replacing w with
m

∑
i=1

αiyiΦ(xi), one gets:

class(x′) = sgn(w ·Φ(x′)− b)

= sgn(
m

∑
i=1

αiyiΦ(x) ·Φ(xi)− b)

= sgn(
m

∑
i=1

αiyiK(x,xi)− b)

One is left to determine the value of b. This is done by replacing the dot product
by the kernel in the formula for the linear case, i.e. when 0 < αi <C:

b =
m

∑
j=1

α jy jK(x j,xi)− yi,

and taking the mean of all the values obtained for b.

2.5 Support Vector Machines for Multi-class Learning

Multi-class SVMs build several two-class classifiers that separately solve the corre-
sponding tasks. The translation from multi-class to two-class is performed through
different systems, among which one-against-all, one-against-one or decision di-
rected acyclic graph are the most commonly employed.

Resulting SVM decision functions are considered as a whole and the class for
each sample in the test set is decided by the corresponding system [Hsu and Lin,
2004] .

2.5.1 One-Against-All

The one-against-all technique [Hsu and Lin, 2004] builds k classifiers. Every ith

SVM considers all training samples labeled with i as positive and all the remaining
ones as negative.

The aim of every ith SVM is thus to determine the optimal coefficients w and b
of the decision hyperplane to separate the samples with outcome i from all the other
samples in the training set, such that (2.30) :

⎧⎪⎨
⎪⎩

find wi and bi as to minimize
‖wi‖2

2
+C

m

∑
j=1

ξ i
j

subject to y j(wi · x j − bi)≥ 1− ξ i
j,ξ i

j ≥ 0, for all j = 1,2, ...,m.

(2.30)
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Once the all hyperplanes are determined following the classical SVM solving as
in the earlier pages, the class for a test sample x′ is given by the category that has
the maximum value for the learning function, as in (2.31):

class(x′) = argmaxi=1,2,...,k(w
i ·Φ(x′))− bi) (2.31)

2.5.2 One-Against-One and Decision Directed Acyclic Graph

The one-against-one technique [Hsu and Lin, 2004] builds k(k−1)
2 SVMs. Every ith

machine is trained on data from every two classes, i and j, where samples labelled
with i are considered positive while those in class j are taken as negative.

The aim of every SVM is hence to determine the optimal coefficients of the deci-
sion hyperplane to discriminate the samples with outcome i from the samples with
outcome j, such that (2.32) :

⎧⎪⎨
⎪⎩

find wi j and bi j as to minimize
‖wi j‖2

2
+C

m

∑
l=1

ξ i j
l ,

subject to yl(wi j · xl − bi j)≥ 1− ξ i j
l ,ξ i j

l ≥ 0, for all l = 1,2, ...,m
(2.32)

When the hyperplanes of the k(k−1)
2 SVMs are found, a voting method is used to

determine the class for a test sample x′. For every SVM, the class of x′ is computed
by following the sign of its resulting decision function applied to x′. Subsequently,
if the sign says x′ is in class i, the vote for the i-th class is incremented by one;
conversely, the vote for class j is increased by unity. Finally, x′ is taken to belong
to the class with the largest vote. In case two classes have an identical number of
votes, the one with the smaller index is selected.

Classification within the decision directed acyclic graph technique [Platt et al,
2000] is done in an identical manner to that of one-against-one.

For the second part, after the hyperplanes of the k(k−1)
2 SVMs are discovered, the

following graph system is used to determine the class for a test sample x (Fig. 2.5).
Each node of the graph has an attached list of classes and considers the first and last
elements of the list. The list that corresponds to the root node contains all k classes.
When a test instance x is evaluated, one descends from node to node, in other words,
eliminates one class from each corresponding list, until the leaves are reached.

The mechanism starts at the root node which considers the first and last classes.
At each node, i vs j, we refer to the SVM that was trained on data from classes i and
j. The class of x is computed by following the sign of the corresponding decision
function applied to x. Subsequently, if the sign says x is in class i, the node is exited
via the right edge; conversely, we exit through the left edge. We thus eliminate the
wrong class from the list and proceed via the corresponding edge to test the first and
last classes of the new list and node. The class is given by the leaf that x eventually
reaches.



2.6 Concluding Remarks 25

Fig. 2.5 An example of a 3-class problem
labeled by a decision directed acyclic graph 1 vs 3

2 vs 3 1 vs 2

3 2 2 1

1,2,3

2,3 1,2

not 1 not 3

not 1not 3not 2 not 2

2.6 Concluding Remarks

SVMs provide a very interesting and efficient vision upon classification. They pur-
sue a geometrical interpretation of the relationship between samples and decision
surfaces and thus manage to formulate a simple and natural optimization task.

On the practical side, when applying the technique for the problem at hand, one
should first try a linear SVM (with possibly some errors) and only after this fails,
turn to a nonlinear model; there, a radial kernel should generally do the trick.

Although very effective (as demonstrated by their many applications, like those
described in [Kramer and Hein, 2009], [Kandaswamy et al, 2010], [Li et al, 2010],
[Palmieri et al, 2013], to give only a few examples of their diversity), the standard
solving of the reached optimization problem within SVMs is both intricate, as seen
in this chapter, and constrained: the possibilities are limited to the kernels that obey
Mercer’s theorem. Thus, nonstandard possibly better performing decision functions
are left aside. However, as a substitute for the original solving, direct search tech-
niques (like the EAs) do not depend on the condition whether the kernel is positive
(semi-) definite or not.
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The second part of this book presents the essential aspects of EAs, mostly those
related to the application of this friendly paradigm to the problem at hand. This is not
a thorough description of the field, it merely emphasizes the must-have knowledge
to understand the various EA approaches to classification.



Chapter 3
Overview of Evolutionary Algorithms

It is not the strongest or the most intelligent who will
survive but those who can best manage change.
Charles Darwin

3.1 Goals of This Chapter

Every aspect of our daily life implies a search for the best possible action and the
optimal choice for that act. Most standard optimization methods require the fulfil-
ment of certain constraints, imply convergence issues or use single point movement.
Among them, EAs represent a flexible and adaptable alternative, with classes of
methods based on principles of evolution and heredity, with populations of potential
solutions and only some basic knowledge of mathematics.

This chapter explains the concepts revolving around the field of evolutionary
computation (EC) (Sect. 3.2), presents a general scheme of an EA and describes its
main components (Sect. 3.3). The choices for representation and evolutionary op-
erators are only summarized; more emphasis is given to the types employed further
on within the approaches that are put forward by this book. Finally, Sect. 3.11 out-
lines the traditional EA approaches to classification as a standard reference for the
envisaged contributions.

3.2 The Wheels of Artificial Evolution

Evolution is the driving force behind all life forms in nature, since, even under very
cruel conditions, diverse species that make up our world manage to survive and
adapt in their own niches. As nature represents a great source of inspiration for sci-
entists, the development of an artificial optimization framework to mimic evolution
and heredity and transform their laws into arithmetical operators came natural and
it materialized through the field of EAs.

When solving a problem in the EC context, an environment is created and filled
with a population of individuals. These represent a collection of candidate solu-
tions for the considered task. Learning is viewed as a process of continuous adap-
tation of the individuals to the initially unknown environment. This acclimatization
is achieved through reproduction, recombination and mutation. The fitness of the
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individuals is closely related to how well they adjust to the environment and repre-
sents their chance of survival and multiplication.

Provided that the environment can only host a limited number of individuals and
given their capacity to reproduce, selection is inevitable if population size is forbid-
den to grow exponentially. Obviously, natural selection favors those individuals that
best adapt to the environmental settings – historically called by Darwin as survival
of the fittest – hence the best ones survive and reproduce and evolution progresses
step by step. Occasional mutations take place in order to introduce new testing ma-
terial. Thus, the constitution of the population changes as time passes and it evolves,
offering in the end the most adequate solution(s) for the considered problem.

As a correspondence between natural evolution and problem solving, the envi-
ronment is said to represent the problem, individuals are candidate solutions and the
fitness corresponds to the quality of the solution. The quality of a candidate deter-
mines the chance of the considered individual to be used as a seed for building new
potential solutions. As in nature, mutation also sporadically attacks certain traits of
an individual. The next generation is presumably a better one than that of its parents.

There are many approaches that simulate evolution: genetic algorithms (GAs),
evolution strategies, genetic programming, evolutionary programming [Fogel, 1995],
[Bäck, 1996], [Michalewicz, 1996], [Bäck et al, 1997], [Dumitrescu et al, 2000],
[Sarker et al, 2002], [Eiben and Smith, 2003], [Schwefel et al, 2003]. All of them
imply the use of selection of individuals in a population, reproduction, random vari-
ation and competition, which are the essences of evolution, both in nature or inside
a computer [Fogel, 1997]. EAs are simple, general and fast, with several potential
solutions that exist at the same time. They are semi-probabilistic techniques that
combine local search - the exploitation of the best available solutions at some point
- with global search - the exploration of the search space. The different properties of
continuity, convexity or derivability that have been standardly required in classical
optimization for an objective function are of no further concern within EAs.

Real-world tasks have immense solution search spaces and the high number of
local optima hardens the process of finding the global optimum in reasonable time.
Moreover, the problems can have dynamic components that can change the location
of the optima in time and, therefore, the technique that is considered for solving
them must adapt to the changes. Additionally, the final solution may have nonlinear
constraints that have to be fulfilled (constrained problems) or may have objectives
that are in conflict (multiobjective problems). EAs represent an appropriate alterna-
tive for solving such problems. They are population-based approaches, thus multi-
ple regions of the search space can be simultaneously explored. This is especially
advantageous when dealing with a multimodal search space where an EA keeps
track of several optima in parallel and maintains diversity in the population of solu-
tions, with the aim of performing a better exploration of the search space for finding
the global optimum. When the considered problem is dynamic, the solutions in the
population continuously adapt to the changing landscape and move towards the new
optima. For multiobjective problems [Coello et al, 2007], [Branke et al, 2008], EAs
provide, in the end of the evolution process, a set of trade-off solutions for the con-
flicting objectives, while traditional techniques only produce one solution at the end
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of a run. For constrained problems, EAs offer a set of feasible and unfeasible solu-
tions. Probably their main advantage and the reason why they are frequently used
nowadays is that they can be applied to any type of optimization problem, be that
it is continuous or discrete. Another important advantage is that they can be easily
hybridized with existing techniques.

It may be tempting to perceive EAs as the applicable solver for any optimization
problem, which is false.

If there is already a traditional method that solves a given problem, EAs should not be
used [Schwefel, 1997].

At least one should not expect their alternative solving to be both better or less
computationally expensive. The computational effort indeed represents an impor-
tant drawback of EAs as many candidate solutions have to be evaluated in the evo-
lutionary process. But even if EAs alone do not necessarily provide the best possible
solution for the problem at hand, they can be used for adding further improvements
to solutions obtained by other means. Artificial evolution thus represents an opti-
mization process that does not reach perfection, but still can obtain highly precise
solutions to a large scale of optimization problems. Conversely, an EC technique is
better than a random search strategy.

There is a continuous interest for researchers in this field as well as from com-
pletely different areas towards the application of EAs for solving practical optimiza-
tion problems. They are also called the Swiss army knife of metaheuristics and they
owe their charm to their simplicity and flexibility.

3.3 What’s What in Evolutionary Algorithms

Artificial evolution performs a precise algorithmic cycle which closely follows its
natural counterpart. Figure 3.1 intuitively shows a typical evolutionary flow. Given
a population of individuals, the environmental pressure causes natural selection, the
survival of the fittest, and consequently the average fitness along the generations
gradually increases. Supposing the fitness function has to be maximized, a set of
randomly generated candidate solutions are created in the domain of the function
and are evaluated – the better individuals are considered those with higher values
for the fitness function. Based on the computed fitness values, a part of the individ-
uals are selected to be the parents of a new generation of individuals. Descendants
are obtained through variation, i.e., by applying recombination and/or mutation to
the previously chosen individuals. Recombination takes place between two or more
individuals and one or more descendants (or offspring) are obtained; descendants
borrow particularities from each of the parents. When mutation is applied to a po-
tential solution, the result is one new individual that is usually only slightly different
from its parent. After applying the variation operators, a set of new individuals is
obtained that will fight for survival with the old ones for a place in the next genera-
tion. The candidate solutions that are fitter are again advantaged in this competition.
The evolutionary process – parent selection - variation - survival selection – resumes
and usually stops after a predefined computational limit is reached.
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Initialization

Population

Select parents
Parents

OffspringTermination

Survivor selection

Variation
operators

Fig. 3.1 The cycle of an EA

We have introduced several EA-related concepts in the previous paragraph. They
are summarized below:

1. Initialization
2. Representation of candidate solutions
3. Population model
4. Fitness function
5. Selection

• Parent selection strategy
• Survival selection strategy

6. Variation operators
7. Termination criterion

An EA for a specific problem is completely built only when each of these com-
ponents is carefully specified.

A general formulation of a canonical EA is outlined by Algorithm 3.1.
Although initialization and a termination criterion are also common for the tradi-

tional approaches to optimization, the presence of selection and variation operators
needs further argumentation apart from that of perfectly mimicking nature. Variation
operators have the role of introducing new candidates into the population and, in this
way, explore the search space. But by applying them alone, worse solutions might
be encountered; the task of avoiding the decrease in quality of the populations with
respect to the fitness evaluations is achieved by selection. Selection exploits the fitter
candidate solutions, so the average value of the population fitness consequently in-
creases. In conclusion, variation operators create diversity in the population, having
an explorative role, while selection favors the better individuals, having therefore an
exploitative task.
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Algorithm 3.1 A standard EA.

Require: An optimization problem
Ensure: The best obtained individual(s)

begin
Initialization;
Evaluation;
while termination condition is not satisfied do

Selection for reproduction;
Recombination;
Mutation;
Evaluation;
Survivor selection for the next generation;

end while
return best obtained solution(s)
end

In order to reach the optimum of the problem to be solved, a good equilibrium
between exploration and exploitation has to be established [Eiben and Smith, 2003].
When performing too much exploitation and only little exploration, some promising
regions from the search space might remain unexplored, so the best solutions might
not be found at all. In such a situation, there is a high probability that the search
process remains blocked into a local optimum. Otherwise, if there is too much ex-
ploration and only little exploitation, the search process is significantly slowed down
and the time needed for the convergence of the algorithm to the optimum might be-
come too large.

It must also be underlined that EAs are stochastic optimizers. When selection is
applied, the fitter individuals have higher chances to be chosen than the less fit ones.
However, even the weak individuals, with respect to the fitness evaluation, have a
(smaller) chance to be selected. In the same way, when recombination is applied to
two or more candidates, the offspring genes are randomly chosen from each of the
parents. In the case of mutation, the parts of the individual that are changed are also
picked in a random fashion.

In the following sections, we will present the evolutionary components in detail.
The most common choices are briefly discussed and those used in further experi-
ments throughout this book are emphasized.

3.4 Representation

The first thing to do when solving a problem through EAs is to set up a bridge be-
tween the problem space and the EA space. The possible solutions of the original
problem (phenotypes) have to be encoded into individuals within the EA (geno-
types).

While sometimes the phenotypic and the genotypic spaces may coincide, other
times they can be completely different. For instance, if the optimization problem is
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in an integer domain, a real-valued genotype representation can be chosen, so the
two spaces would be the same, or it could be decided for a binary representation. A
solution of the form ”21” from the phenotypic space would then be represented as
”10101” in the genotypic space. The way the individual representation is chosen de-
pends very much on the problem to be solved. In conclusion, a mapping is therefore
necessary to transfer the solution of the problem into the EA space (encoding) and
an inverse mapping will be also needed, in order to transform the EA result back
into the problem solution (decoding).

Genotypes or individuals are also called chromosomes, but throughout the book
we will mostly refer to them as individuals. The individual is composed of genes.
A gene is located at a particular position in the chromosome. A gene may contain
several values or may have several forms. Each value of a gene is referred to as an
allele of that gene.

A binary representation is used for problems searching for 0/1 values (such as
truth values) for certain variables. It is however often inappropriately chosen for
solving other tasks, just because it is typical of the widely used EA subclass of
GAs.

An integer encoding is most appropriate when solutions have to be represented
in a discrete space. An example would be the search for optimal values for a set of
variables that are instantiated with integers. Permutation problems where one must
determine an optimal permutation of elements that lead to a potential solution can
also be represented by integer values.

When the values represented by genes come from a continuous space, a real-
valued encoding is employed. Every individual is then a vector of real components
and each of them takes values in a certain domain and must be kept in that interval
all throughout evolution.

The chosen representation is strongly related to the type of recombination and
mutation operators that are used. Since the techniques we discuss in this book use
only binary and real-valued encodings, we will summarize only some variation op-
erators that correspond to these representations.

3.5 The Population Model

The role of the population is that of preserving all candidate solutions at one time; it
consists of a set of genotypes that are not necessarily all different from each other.
The population as a unit is the one that evolves, not the individuals. When selection
is applied for choosing the parents of the population that will form the next gener-
ation, it picks the fitter candidates from the current population. Also, the resulting
offspring are intended to replace the former individuals in a fitter future population.

The population size represents the number of individuals that the population con-
tains. Usually, the population size, which is a parameter of the EA, is constant from
the start to the end of the algorithm. However, an algorithm that contains a popula-
tion with decreasing size is presented in Chap. 4.
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The initialization of the population implies addressing population size together
with representation. Each gene of every individual generally takes a random value
from its domain of representation. Sometimes, the EA may start using as an initial
population a fixed set of candidate solutions obtained by other methods.

3.6 Fitness Evaluation

The role of the fitness function (or evaluation function) is to measure the extent by
which individuals adapted to the environment. It is mostly used by selection and
thereby makes improvements possible.

The fitness function is defined on the genotypic space and its values are usually
real numbers, in order to be able to make comparisons between the qualities of
different individuals. Returning to the previous example of a binary representation,
and presuming that a real-valued function is to be optimized, e.g. f (x) = x2, the
fitness of the genotype 10101 is 212 = 441.

In many cases, the objective function, which is the name used in the original
context of the problem, coincides with the fitness function or the fitness function is
a transformation of the given objective function.

3.7 The Selection Operator

Selection appears twice during an evolutionary cycle. First, there is selection for
reproduction, when parents of the next generation are chosen (parent or mating se-
lection). Secondly, there is selection for replacement, when individuals that will
form the next generation are chosen from the offspring and the current population
(survivor selection). Both selection types are responsible for quality enhancement.

3.7.1 Selection for Reproduction

The role of parent selection is that of choosing which of the individuals in the current
population should be considered to undergo variation in order to create offspring,
based on their quality. Parent selection is typically probabilistic: high-quality indi-
viduals have a good chance to be selected for reproduction, while low-quality ones
have small chances of becoming parents.

The selection operator does not create new candidate solutions. It is solely re-
sponsible for selecting relatively good solutions from the population and discarding
the remaining candidates. As the population size usually remains constant, the se-
lection conducts to the placement of multiple copies of certain individuals in a new
population by removing inferior solutions.

The basic idea is that individuals with a better fitness must have a higher probabil-
ity of being selected. Nevertheless, selection operators differ in the way the chances
are assigned to better solutions. Some operators sort the individuals in the popu-
lation according to their fitness and then deterministically choose some few best
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individuals. Meanwhile, other operators assign a selection probability to each indi-
vidual which is dependent on its fitness. In this case, there exists the possibility of
selecting a bad solution and, at the same time, of rejecting a good one. However,
this can be an advantage: the fittest individuals in a population can be connected to
a suboptimal region in the fitness landscape and, by using a deterministic selection,
the EA would evidently converge to the wrong, suboptimal solution. If, conversely, a
probabilistic selection is employed here, diversity is maintained for a higher number
of generations by selecting some less fit individuals. Therefore, more exploration is
performed and the EA would eventually be prevented from converging to a wrong
solution.

Two of the most popular schemes, i.e. the proportional and the tournament selec-
tions, are briefly mentioned in the following paragraphs.

Proportional selection implies that the number of copies an individual will have
is directly proportional to its fitness. A solution having double the fitness of an-
other solution will also have twice as many copies in the selected population. The
most commonly used form of implementing selection probabilities within the pro-
portional type is the roulette-wheel (or Monte-Carlo) mechanism, where each in-
dividual in the population occupies a section on a roulette that has a size directly
proportional to its fitness. Then, the wheel is spun as many times as the population
size and at every turn the solution indicated by the wheel is selected. Evidently, so-
lutions with better fitness have higher chances to be selected (and therefore to have
several copies in the population) as their sections on the wheel are proportional to
their fitness.

Algorithm 3.2 puts forward the basic steps for implementing the proportional
scheme. A probability selection is computed for each individual like in (3.1), by re-
ferring the sum of the fitness evaluations for all individuals in the population. Then,
the sections of the roulette-wheel are computed as in (3.2). Next, the wheel is turned
n times by randomly generating a number in the [0, 1] interval and determining its
correspondingly chosen section: that is the one pointing to the individual that is
selected.

Psel(xi) =
f (xi)

n

∑
j=1

f (x j)

(3.1)

ai =
i

∑
j=1

Psel(x j) (3.2)

There are however several limitations of the proportional selection scheme. First
of all, if there exists a very fit individual in comparison to all the others in the popu-
lation, proportional selection selects a very high number of copies of that individual
and this leads to a loss of diversity in the population which conducts to prema-
ture convergence. On the other hand, if all candidates have very similar evaluations,
which usually happens later on in the evolutionary process, the roulette-wheel will
be marked approximately equally for all individuals in the population and all of
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Algorithm 3.2 Proportional selection.

Require: The population that consists of n individuals
Ensure: n individuals selected for reproduction

begin
for i = 1 to n do

Compute the probability Psel(xi) to select individual xi as in (3.1);
end for
for i = 1 to n do

Compute the roulette section ai for individual xi as in (3.2);
end for
i ← 1;
while i ≤ n do

Generate a random number r ∈ [0, 1];
j ← 1;
while a j < r do

j ← j + 1;
end while
selecti ← x j;
i ← i + 1;

end while
return the selected individuals
end

them will have almost the same chances of being selected (the effect of random
selection). On a different level, it cannot handle negative values for fitness, as they
should correspond to sections on the roulette-wheel. Finally, it cannot handle min-
imization problems directly, but they have to be transformed into a maximization
formulation. A way to avoid these last two drawbacks is by using a scaling scheme,
where the fitness of every solution is mapped into another interval before marking
the roulette wheel [Goldberg, 1989].

These issues of proportional selection are avoided when using the tournament
type. For a number of times equal to the population size, one chooses the best so-
lution in a tournament of k individuals. In the simplest form, k is 2, the scheme is
called binary tournament selection and the best one of each two solutions is chosen
for as many times as to form a population of the same size as before. This selection
operator does not depend on whether the fitness values are positive or negative and,
when one deals with a minimization problem (instead of a maximization one), the
only difference is that the individuals with the smaller fitness value are now selected
(instead of the ones with the higher fitness score). The absolute performances of
individuals do not count, it is only the actual values they exhibit in relation to one
another that are important. Therefore, in this type of selection there is no need for
global knowledge on the population as in the proportional scheme.

Due to its simplicity and flexibility, it is the scheme we use the most throughout
the book and it is outlined in Algorithm 3.3.
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Algorithm 3.3 Tournament selection.

Require: The population that consists of n individuals
Ensure: n individuals selected for reproduction

begin
i ← 1;
while i ≤ n do

Choose k individuals;
Take the fittest one x from them;
selecti ← x;
i ← i + 1;

end while
return the selected individuals
end

An important parameter and advantage of this selection is given by the tourna-
ment size k. For higher values of k, there is a stronger selection pressure, which
triggers the choice of above average individuals. Smaller values of k on the contrary
also give weaker individuals the chance of being selected, which eventually leads to
a better exploration of the search space.

Ranking selection is similar to the proportional scheme, but instead of using the
direct fitness values, the individuals are ordered according to their performance and
attributed a corresponding rank. It can also treat negative evaluation results and,
when minimization is required, the only difference is that ranking has to be inversely
performed.

3.7.2 Selection for Replacement

Another situation when selection takes place is when it is decided which individuals
from the current population and their offspring are retained to form the population
of the next generation. In order to preserve the same population size after offspring
are obtained via the variation operators, survivor selection has to intervene. This
selection decision is usually elitist (the best individuals are preferred) and takes into
account the fitness of all individuals (new and old), favoring the fitter candidate
solutions.

3.8 Variation: The Recombination Operator

We have seen that the selection operator has the task of focusing search on the
most promising regions of the search space. On the other side, the role of the
variation operators is to create new candidate solutions from the old ones and in-
crease population diversity. They are representation dependent, as for various en-
codings, different operators have to be defined [Bäck, 1996], [Bäck et al, 1997],
[Eiben and Smith, 2003].
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We will thus further discuss the standard operators for introducing variation, i.e.,
recombination and mutation, along with their most common representation-related
choices. Those of particular need for the upcoming approaches of this book are
described at larger extent.

Recombination or crossover is a variation operator that is responsible for forming
offspring by combining the genes of parent individuals. Recombination represents
a stochastic operator, since choices like which parts are to be inherited from one
parent and which from the other or the way the two parts are combined depend on a
pseudo-random number generator.

When mating (usually two) individuals with different attributes, an offspring (or
two) that combine those features is (are) obtained. The aim is to explore the space
between the two individuals, in search of a potential solution that has a better quality.

In a more general scenario, recombination can even take place between p indi-
viduals (p > 2) and p offspring may be obtained [Bäck et al, 1997]; one offspring
alone can also be constructed by combining traits from the p parents.

The process usually takes place as follows. For every individual in the current
population obtained after the application of the selection for reproduction, a random
number in the [0, 1] interval is generated. If it is smaller than the given crossover
probability, then the current individual is chosen for recombination. If the number of

Algorithm 3.4 The main steps of a recombination process using probability pr.

Require: A population that consists of n individuals
Ensure: A population obtained after the recombination process

begin
i ← 0;
for j = 1 to n do

Generate q in [0,1]; {select individuals for recombination in vector parent with proba-
bility pr}
if q < pr then

i ← i + 1;
parent[i]← individual[ j];

end if
end for
if i is odd then

Generate q in [0,1]; {pairs of parents should be formed, so either add or remove an
individual}
if q < 0.5 then

Add a random individual from population to parent;
else

Remove a random item from parent;
end if

end if
Apply the chosen recombination type for each pair of parents;
return the resulting population
end
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chosen individuals is odd, then they recombine as pairs which are randomly formed.
Otherwise, one individual is deleted or another one is added from the parents pool,
a decision which is also randomly taken. The steps are presented in Algorithm 3.4.

As concerns the different possibilities of recombination, several options can be
distinguished, depending on the type of representation – binary, integer or real-
valued. The choices are numerous, however only the most common schemes within
the binary and real-valued representations are further outlined [Eiben and Smith,
2003], as some of them will be addressed in the algorithms of this book.

For the binary representation, an often used scheme is the one point recom-
bination. A random position is generated which is the point of split for the two
parents, as in Fig. 3.2. The resulting offspring take the first part from one parent
and the other from the other, respectively. Suppose there are two parent individu-
als c = (c1,c2, ...,cm) and d = (d1,d2, ...,dm) and we take a random number k from
the set {1,2, ...,m}. The first offspring copies the first k genes from parent c and
the remaining from d, like this: o1 = (c1,c2, ...,ck,dk+1, ...,dm); conversely, the sec-
ond offspring takes the first k genes from parent d and the remaining from c, i.e.
o2 = (d1,d2, ...,dk,ck+1, ...,cm).

Fig. 3.2 One point crossover for binary rep-
resentation. The first part of offspring 1 is
copied from the first parent and the other
section from the second parent, while for the
second offspring the complementary parts
are inherited from the two parents.

Parents

Offspring

Fig. 3.3 Two point crossover for binary
representation. The offspring take alternate
sections from the parents. The same type of
inheritance occurs when several cut points
are considered.

Parents

Offspring

A generalized form is the multiple point recombination, where several cut points
are considered: an example of two point crossover can be visualized in Fig. 3.3. Fur-
thermore, within adaptive recombination, the split points also undergo evolution by
adapting to previous splits that took place. Additionally, segmented recombination



3.9 Variation: The Mutation Operator 41

is another variant of the multiple point recombination where the number of points
can vary from one individual to another [Eiben and Smith, 2003].

Uniform recombination does not use split points. For every gene of the first off-
spring it is probabilistically decided which parent gives the value of that component,
while the corresponding gene of the second offspring gets the value from the other
parent. This operator could also be considered such that the values for both offspring
individuals are computed in the same probabilistic manner, but independently.

Shuffle recombination is an add-on to an arbitrary binary recombination scheme
and has the advantage of removing positional bias. The genes of the two parents
are shuffled randomly, remembering their initial positions. The resulting individuals
may then undergo any kind of binary crossover. Resulting offspring are un-shuffled.

Such recombination mechanisms are obviously not suitable for a real-valued en-
coding. Intermediate recombination presumes that the value for the gene of the
offspring is a convex combination of the corresponding values of the parents. We
have again two parents c = (c1,c2, ...,cm) and d = (d1,d2, ...,dm) and offspring gene
oi = αci +(1−α)di, for α ∈ [0,1]. Parameter α can be randomly chosen at each
application of the recombination operator or it can be fixed: it is very often set at
0.5, which leads to a uniform arithmetic recombination. Depending on the number
of recombined genes for the offspring, there are three types of intermediate recom-
bination: single (when one position is changed), simple (when we change all values
from some point on) and total (when all genes are affected).

3.9 Variation: The Mutation Operator

Mutation is a unary variation operator. It is also a stochastic one, so the genes whose
values are considered to be changed are chosen in a probabilistic manner. When
applied to an individual, the resulting offspring contains minor modifications as
opposed to the initial individual. Through mutation, individuals that cannot be gen-
erated using recombination may be introduced into the population, as it makes all
the values of a gene available for the search process.

For every individual in the current population and each gene of that individual,
a random number in the [0, 1] interval is generated. If the mutation probability
is higher than the generated number, then that gene suffers mutation (see Algo-
rithm 3.5).

Sometimes global search is intended in the initial evolutionary phases and local
search (fine tuning) is planned towards the final steps of the EA. In this respect, the
mutation probability may decrease with the increase in the number of generations.
Another distinct situation concerns those cases where the change of a gene lying at
the beginning of an individual could make a significant modification to the individ-
ual in question, while the same change at the end of the individual would induce a
less significant alteration. Then, while the number of generations passes, the proba-
bility of mutation of the first genes in every individual may decrease and that of the
final ones increase.
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Algorithm 3.5 Mutation applied with probability pm.

Require: A population that consists of n individuals, each containing m genes
Ensure: A population obtained after the mutation process

begin
for i = 1 to n do

for j = 1 to m do
Generate q in [0,1];
if q < pm then

Apply the chosen mutation operator to the gene j of the current individual i;
end if

end for
end for
return the modified population
end

Depending on the specific task and the considered representation, there are sev-
eral forms of the mutation operator as well. Again only the situations with binary
and real-valued encodings are further outlined and the most frequent types are de-
scribed [Eiben and Smith, 2003].

For the binary encoding, a strong mutation (also called bit flip perturbation) pre-
sumes that, when a gene undergoes mutation, 1 changes into 0 and 0 into 1. Thus,
the value of the gene to be mutated will change through the formula ci = 1− ci. An
intuitive representation can be observed in Fig. 3.4.

Fig. 3.4 Mutation for binary representation.
A position having the value v ∈ {0,1} is ran-
domly chosen in the individual to be mutated
and its value is changed to 1 - v.

1 0 0 1 1 0 1 1 0 1 1 0

Gene selected for mutation

1 0 0 1 0 0 1 1 0 1 1 0

Obtained individual

{

Weak mutation presumes that the above change does not take place automatically
as before, but 1 or 0 is probabilistically chosen and attributed to that position. In this
way, the newly generated value could be identical to the old one, so no effective
change would actually occur.

For the real-valued individuals, mutation customarily performs a small pertur-
bation in the value of the selected gene. This is induced randomly by a number
generated to follow a normal distribution with mean zero and standard deviation
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given by a parameter called mutation strength. A value of the gene i of an individ-
ual c is thus changed according to the formula ci = ci +N(0,ms), where ms is the
mutation strength parameter.

3.10 Termination Criterion

The stop condition of a typical EA may refer to several criteria like:

• reaching a previously set number of generations,
• not exceeding a predefined number of iterations without achieving any fitness

improvement,
• finding a solution with a given accuracy,
• consuming a preset number of fitness evaluation calls,
• allowing the algorithm to run for a certain amount of time,
• population diversity falling below a given threshold,
• a stop button etc.

The solution to the algorithm is the best individual with respect to the fitness
function from the last generation, or the best from the entire process, or, sometimes,
the entire (or a subset of the) population from the last generation [Bäck, 1996],
[Dumitrescu et al, 2000].

3.11 Evolutionary Algorithms for Classification

As the practical side of this book targets classification, the classical evolutionary
techniques that had been tailored for this direction will be mentioned. Note that,
although there are EA approaches acting both as stand-alone or in hybridization
with classification-specific methods, we will present only the former ones. For the
latter category, we will specifically outline those related to SVMs in the future Chap.
6 and 7.

The aim of a classification technique may be further conceived as to stepwise
learn a set of rules that model the training set as good as possible. When the learning
stage is finished, the obtained rules are applied to previously unseen samples within
the test set to predict their classes.

EAs may consequently encode IF-THEN rules, while certain mechanisms model
their behavior and interaction towards learning. An evolutionary classifier then rep-
resents a machine learning system that uses an EA as a rule discovery component
[Michalewicz, 1996]. The IF-THEN rules (or productions) are represented through
a population that is evolved by an appropriate EA. The rules cover the space of
possible inputs and are evolved in order to successfully be applied to the problem
to be solved – the fields of application may range from data mining to robotics.
On a broader sense, and in connection with the definition of classification from the
introductory chapter, an evolutionary classification approach is concerned with the
discovery of IF-THEN rules that reproduce the correspondence between given sam-
ples and corresponding classes. Given an initial set of training samples, the system
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learns the patterns, i.e. evolves the classification rules, which are then expected to
predict the class of new examples. An IF-THEN rule is imagined as a first-order
logic implication where the condition part is made of attributes and the conclusion
part is represented by the class.

There are three classical families of evolutionary classifiers [Bacardit and Butz,
2007]:

The Pittsburgh learning strategy [Smith, 1980], [de Jong et al, 1994], [Michalewicz,
1996]: aims to evolve a complete classification rule collection by encoding the
entire set into each individual.

The Michigan approach [Holland, 1986], [Wilson, 1995], [Michalewicz, 1996]:
considers every individual as the representative of one rule, uses reinforcement
learning to reward/penalize the collaboration between rules and achieves the
complete optimal rule set as the output of the EA.

Iterative rule learning [Venturini, 1993], [Aguilar-Ruiz et al, 2003],
[Bacardit and Butz, 2007]: for each class of the problem, one separate EA run is
performed, with all individuals encoding rules for that class and adjusting them-
selves against the training samples labeled accordingly.

In a Pittsburgh-type evolutionary classifier, each individual represents an entire
set of rules. The individuals compete among themselves and only the strong sets
survive and reproduce. The Pittsburgh approach uses a typical EA for conducting
the learning. What remains to be solved is the representation problem and the way
individuals adapt to their environment. Usually, operators from propositional logic,
like disjunction and/or conjunction, also appear within the encoding.

In a Michigan-style evolutionary classifier, each individual of the population rep-
resents a unique, distinct rule, so the EA evolves a set of rules. Then, the population
represents the rule set needed to solve the problem. The goal here is not to obtain
the best individual, but to find the best set of individuals (rules) in the end of the
algorithm. Usually, representation is divided into two parts – one is the condition
part and contains the values for the attributes that appear in the condition of the rule
and the other part consists of the conclusion of the rule. A credit assignment system
is used in order to reward the better rules or, at the same time, to penalize the worse
ones. When new rules are produced through mutation and/or recombination, crowd-
ing methods are usually utilized in order to introduce them into the population; in
this way, they replace only very similar individuals.

By iterative rule learning, the evolution of a rule for each class is obtained by an
equal number of runs of an EA. In every such run, the individuals (rules of one class)
are evolved against the training samples of the corresponding class. The fitness ex-
pression refers both accuracy and a generality measure that makes the individual
cover as much samples as possible.

Finally, note that rules in an IF-THEN format are the traditional means of repre-
senting individuals for classification by EAs. Other more complex representations
can be employed, like, for instance, a genetic programming approach to rule dis-
covery [Giordana et al, 1994], [Freitas, 1997], [Bojarczuk et al, 2000]. The internal
nodes of the individual encode mathematical functions, while the leaf nodes refer
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the attributes. Given a certain individual, the output of the tree is computed and, if
it is greater than a given threshold, a certain outcome of the classification task is
predicted.

3.12 Concluding Remarks

We have targeted to show why EAs are easy and straightforward for any task, while
their performance as general optimizers is very competitive. Their power and suc-
cess lie in the simplicity of their mathematical functioning, the naturalness of un-
derlying metaphor and the easy tailoring for any given problem.

After having gone through the introductory chapter into evolutionary computing,
the following knowledge has been acquired:

• A general idea of the concepts revolving around EAs.
• The components of a typical EA are subsequently enumerated and are followed

by brief descriptions.
• The traditional EA applications for classification are summarized, to set the con-

text for introducing the new evolutionary approaches for this task in Chap. 4, 5,
6 and 7.



Chapter 4
Genetic Chromodynamics

The picture will have charm when each colour is very
unlike the one next to it.
Leon Battista Alberti

4.1 Goals of This Chapter

As mentioned in the introductory chapter, for the classification tasks we aim to
evolve thresholds for the attributes of the given data training examples. Such vectors
of thresholds will be constructed for each class of the problem and we will further
refer to them as prototypes. They will efficiently represent the class distributions
and therefore well discriminate objects of different labels.

Since EAs eventually converge to a single solution, how can they be useful for a
classification problem, where the task is to discover all class prototypes? When the
problem landscape has several regions fitter than all the neighboring areas, then the
problem is multimodal. Most real-world problems are multimodal and classifica-
tion certainly also obeys this rule. And EA techniques for multimodal optimization
[Eiben and Smith, 2003] can surely achieve prototype determination.

One way of maintaining several prototypes can be done via the most widely used
multimodal EA-based methodology, i.e. through search space division: the entire
population is separated into subpopulations (or species) that contain only neighbor-
ing individuals. And the easiest means of separation is by making use of one (or
more) radius (or radii) for creating the subpopulations.

There are many known methods that make use of a radius parameter for separating
the entire population into species e.g. [Holland, 1975], [Goldberg and Richardson,
1987], [Li et al, 2002], [Shir and Bäck, 2005], [Cioppa et al, 2007]. Nevertheless,
since our personal research interests conducted us towards more deeply studying one
recent such methodology, i.e. genetic chromodynamics (GC), it seemed interesting
to explore its capabilities towards classification. Through its design, GC is able to
concentrate search on many basins of attraction in parallel, so that several optima are
found simultaneously; that makes it a good candidate for discovering multiple class
prototypes.

The chapter consequently describes the GC framework (Sect. 4.2), outlines a
possible enhancement for the paradigm (Sect. 4.3) and presents the adaptation of
the algorithm to tackle classification (Sect. 4.4).

C. Stoean and R. Stoean, Support Vector Machines and Evolutionary Algorithms 47
for Classification, Intelligent Systems Reference Library 69,
DOI: 10.1007/978-3-319-06941-8_4, c© Springer International Publishing Switzerland 2014
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4.2 The Genetic Chromodynamics Framework

The framework assumes the following considerations. Subpopulations that are each
connected to a local or global optimum of the problem to be solved are built and
maintained by introducing a set of restrictions on how selection is applied or the
way recombination takes place [Dumitrescu, 2000]. There is not a typical selection
scheme considered, as every individual represents a stepping stone for the forming
of the new generation, that is each is taken into account for reproduction. If a parent
has no similar individuals to itself, then it mutates. For recombination, a local inter-
action principle is considered, meaning that only individuals similar under a given
threshold mate. After either recombination or mutation takes place, the offspring
fights for survival with the stepping-stone parent. In order for the subpopulations
to become better and better separated with each iteration, a new genetic operator,
called merging, is introduced. Merging represents a form of selection that shrinks
the population, as some individuals are discarded. The operator ”merges” very simi-
lar individuals by keeping only the most prolific candidate solutions and it is applied
after the perturbation process.

The interplay between the merging and the mating regions strongly impacts con-
vergence properties: a large merging radius leads to the deletion of potential mates
of the surviving individuals and thus compromises recombination. Therefore, it is
usually chosen to be much smaller than the mating radius.

The complete evolutionary process takes place as follows. First, the initial pop-
ulation is randomly generated. Next, every individual participates in the forming
of the new generation. Mating regions around each individual are determined by
a radius and, therefore, only neighboring individuals recombine. When no mate is
found in the corresponding region of the current individual, the latter produces one
offspring by mutation, with a step size that still keeps the descendant in the mating
region of its parent. If there is more than one individual near the current, the mate
is determined using proportional selection. Then, if the offspring has better fitness
than the current individual, it replaces the latter in the population.

Immediately after variation, the merging operator eliminates similarity from the
population. For illustration, let an individual c be given. If the distance between c
and another individual is very small, i.e., under a given merging radius, then the
latter is considered as part of the merging region of c. From the set of all individuals
in the merging region of c, only one is kept. Generally, it is the one with the best
fitness evaluation that is preserved. Alternatively, other merging schemes may be
used (for instance, the mean of the individuals in the merging region).

The unfolding of the GC steps are outlined by Algorithm 4.1.
By reducing the potential partners for recombination of an individual to those

lying in its mating region, only individuals that are close to each other recombine,
favoring the appearance and maintenance of subpopulations. The offspring replaces
the current individual only if fitter. Thus, after a few generations, the candidate so-
lutions will concentrate on the most promising regions of the search space, i.e. those
connected to the optima.
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Algorithm 4.1 The GC algorithm.

Require: An optimization problem
Ensure: The set of solutions where every one corresponds to an optimum of the problem

begin
t ← 0;
Initialize population P(t);
while termination condition is not satisfied do

Evaluate each individual;
for all individuals c in the population do

if mating region of c is empty then
Apply mutation to c;
if obtained individual is fitter than c then

Replace c in P(t +1);
end if

else
Choose one individual from the mating region of c for recombination;
Obtain and evaluate one offspring;
if the offspring is fitter than c then

Replace c in P(t +1);
end if

end if
end for
repeat

Consider an individual c as the current one;
Select all m individuals in the merging region of c, including itself;
Keep only the fittest individual from the selection in the population of the next gen-
eration;

until merging cannot be further applied
t ← t + 1;

end while
return population P(t) containing the optima
end

Merging is an useful operator since it triggers a better computational time by
reducing the size of the population, as less fitness evaluations are necessary. Con-
sequently, subpopulations independently evolve and become better separated with
each iteration and lead, at convergence, each one to an optimum.

Courtesy of merging, subpopulations become better separated with each iteration
and the population size is reduced in a way that preserves the coordinates of each
subpopulation. Along with separation, the worse individuals are removed step by
step, and the process gradually transforms from a globally–oriented population–
based methodology to a parallel local search technique. Therefore, in the end of
evolution, it is only one individual that remains connected to every optimum. Each
such individual now actually corresponds to a single hill–climber that uses only
mutation as a variation operator.



50 4 Genetic Chromodynamics

Illustrations of the GC radii-based mating and merging are given in Fig. 4.1
and 4.2.

Fig. 4.1 An example of mating within GC.
Individual c1 is alone in its mating region
(dotted circle), so it produces one offspring
by mutation. Individual c2 selects another
parent from its mating region and creates one
offspring by recombination that is worse than
c2 and consequently does not replace its step-
ping stone parent. Crossed lines indicate in-
dividuals with worse fitness that are further
replaced.

c2c1

Fig. 4.2 An example of merging within GC
that follows the scenario from the mating
episode in Fig. 4.1. Individual c2 is deleted
because there is another individual with bet-
ter fitness in its merging region (solid circle).

c2

GC can be metaphorically viewed as if all the individuals originally have a dis-
tinct color. But, once they mate and merge, the colors of the most promising so-
lutions spread over the entire search space. In the end, there are as many different
colors as the number of distinct subpopulations, each connected to an optimum.

The weak point of the methodology is that it makes use of two parameters –
the mating and merging radii – which are, for some problems, hard to parameterize.
Nevertheless, if the mating parameter is computed using formula (4.2) introduced in
[Deb and Goldberg, 1989] and smaller comparable values are tried for the merging
radius, one could reach configurations that provide consistent results.

The work [Deb and Goldberg, 1989] proposed a manner of computing the value
for the σshare radius leading to the formation of subpopulations in niching EAs,
that has become very popular among researchers keen to control such parameters. It
uses the radius of the smallest hypersphere containing feasible space, which is given
by (4.1):

r =
1
2

√
n

∑
i=1

(bi − ai)2 (4.1)

where n represents the number of dimensions of the problem at hand and bi and ai

are the upper and the lower bounds of the i-th dimension. Knowing the number of
global optima NG and being aware that each niche is enclosed by an n-dimensional
hypersphere of radius r, the niche radius σshare can be estimated as:
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σshare =
r

n
√

NG
(4.2)

Although the approximation given by (4.2) is very precise, in many real-world ap-
plications, one cannot know the number of global optima in advance and, therefore,
in such situations, it cannot be used. For classification, however, we may consider
NG be at least equal to the number of classes of the problem. When the value is
higher, more than one prototype is discovered for one class. This situation is conve-
nient as there can be several prototypes that cover well the objects in one class.

4.3 Crowding Genetic Chromodynamics

An enhanced technique within the GC framework that speeds up convergence and,
at the same time, looks into the search space for a more accurate approximation
of the solutions was proposed in [Stoean et al, 2005]. In contrast to the stepping
stone mechanism of the initial algorithm, the first parent is randomly selected. The
offspring derived from recombination does not replace any of the parents in par-
ticular, but the worst individual (with respect to fitness values) within its replace-
ment radius, a new parameter of the method. The local interaction principle and
merging still hold. Mating and merging in the new context of GC with crowding
[de Jong, 1975] are depicted in Fig. 4.3 and 4.4 and the complete method is outlined
in Algorithm 4.2.

Fig. 4.3 Example of mating within GC with
crowding. As in Fig. 4.1, c1 and c2 each pro-
duce one offspring, the former by mutation
and the latter through recombination. This
time, the offspring of c2 replaces its other
parent because it is the worst individual in its
replacement region and it is also less fit than
the offspring.

c2

c1

Fig. 4.4 Example of merging within GC with
crowding following the scenario from the
mating episode in Fig. 4.3. Two individuals
are removed, c2 and one offspring, because
there are now three individuals within merg-
ing radius from c2.

c2
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Algorithm 4.2 GC with crowding.

Require: An optimization problem
Ensure: The set of solutions corresponding each to one local/global optimum of the problem

begin
t ← 0;
Initialize population P(t);
while termination condition is not satisfied do

Evaluate each individual;
for i = 1 to n do

Randomly choose an individual c;
if mating region of c is empty then

Apply mutation to c;
if obtained individual is fitter than c then

Replace c in P(t +1);
end if

else
Choose one individual from the mating region of c for recombination;
Obtain and evaluate one offspring d;
Find worst individual w within replacement radius of d;
if d has better fitness than w then

Replace w in P(t +1);
end if

end if
end for
Apply merging to all individuals;
t ← t + 1;

end while
return population P(t) containing the optima
end

The aims of the new method were those of preserving the ability of GC to prop-
erly locate several or all optima and additionally of speeding up this process. The
new model achieves the first goal and the second one is accomplished only for more
complex tasks (for instance, for higher dimensional problems).

The original approach was modified in order to achieve increased convergence
speed based on a better exploitation of the search space. That is obtained espe-
cially through the way in which the offspring resulting from recombination enters
the population. It does not take the place of its first parent, but that of the least
fit individual in its replacement radius. Therefore, weak individuals are removed
more aggressively (doubling the effect of merging) from the current population. For
this reason, the stepping stone principle does not hold here anymore, but n (where
n is the population size) random individuals are selected instead. Now individuals
may be replaced by some offspring without ever being selected for reproduction.
An important aspect of the method is the choice of the replacement radius value.
If picked properly, this new parameter may lead to improved convergence speed.
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The offspring obtained after recombination may replace an individual that does not
belong to any of the mating regions of its parents, thus performing faster separation
of individuals into clusters.

As the effect of quasi-generational survival selection, used by the classical GC,
can be noticed only when another stepping stone does not find the initial individual
in its mating region but meets the offspring instead, the new technique is totally gen-
erational. This means that the offspring that replaces its parent might be selected for
reproduction many times in the same generation or might vanish within that iteration
of the algorithm. Thus, the generational scheme leads to increased exploitation.

4.4 Genetic Chromodynamics for Classification

We recall the definition of a possible solution to the classification problem, imagined
as a set of rules (class prototypes) that contains at least one rule for each class
(Chap. 3, Sect. 3.11).

An individual is thus considered to be an IF-THEN first order logic entity in
conjunctive form, holding the thresholds for the attributes in the data set, all referred
by equality signs. An evolved prototype is thus a representative for a class of the
problem and contains the attribute thresholds that place a sample into that class and
prevent it from being labeled otherwise.

EAs naturally lead to a homogenous set of solutions, so the establishment and
the preservation of diversity within the collection of the evolved rules is an intricate
task that adds complexity to existing evolutionary classifiers. However, multimodal
evolutionary techniques, such as GC, possess various intrinsic means for a longer
maintenance of diversity. It guarantees that, in the end of the evolution process, each
class will be covered by at least one prototype.

It is then reasonable to investigate whether crowding GC is also able to per-
form a simultaneous evolution of prototypes for the different outcomes. In this re-
spect, we subsequently present the tailoring of the approach for classification as in
[Stoean et al, 2005]. In short, a prototype population, covering all class labels, is
evolved. Each individual is adjusted to be representative of the training samples with
the same outcome. Once the set of final individuals is reached, each test sample is
labeled by the proximal decision prototype.

We expect that several benefits arise from the employment of GC for
classification:

• The encoding is simple to evolve and apply;
• Distinct prototypes for each class are implicitly maintained, in correspondence

to the various colors of GC;
• It puts forward an economical EA-based solution to the task of following many

optima in parallel.
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4.4.1 Representation

Each individual c expresses a prototype for a class and consists of threshold values
for each indicator of the classification problem and ends with the targeted label.

Hence, the formal expression of a prototype can be written as (4.3), where there
exists at least one such rule for every class yi, i=1,2, ..., k, of the problem. A threshold
is a real valued number that denotes the center of a region marking the boundary for
an attribute. Its combination to those of other features discriminates the samples into
classes.

c : IF x1 = threshold1... AND xn = thresholdn THEN class = yi (4.3)

The values for the genes of all individuals are randomly initialized following
a uniform distribution in the definition intervals [ai,bi] of each corresponding at-
tribute i of the data set. The class value for each individual is also randomly estab-
lished from the set of possible outcomes. This representation is similar to that of the
Michigan approach (Sect. 3.11).

4.4.2 Fitness Evaluation

The prototypes are evolved against the training set. The fitness of an individual is
computed as the sum of distances to all training samples that have the same outcome
as the individual.

To detail this, each individual has an outcome, which is the class label. To de-
termine the fitness, one looks at training samples that have this class label. Then,
the fitness is the sum of all distances, where each distance is calculated between the
vector of thresholds and the vector of attribute values of each corresponding sample.

The aim is to minimize distances, conceiving thus good discrimination rules. The
distance can be chosen as the common Euclidean measure for continuous attributes,
for instance.

4.4.3 Mating and Variation

The mate for every individual is selected within its predefined mating region by
proportional selection and must have the same class label. Intermediate recombi-
nation and mutation with normal perturbation are selected as variation operators.
Mutation does not apply to the gene representing the outcome. For more informa-
tion concerning the behavior of these operators see Chap. 3 (Sect. 3.7, 3.8 and 3.9).
Note however that the choices for the operators are not the only ones that could be
viable, but only those that have been tested as being more common for the given
representation.
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4.4.4 Merging

The merging operator does not take into account the outcome. Now, it is possible, in
the early generations, that very similar individuals have different outcomes. As the
fitness evaluation takes into account the quality of the prototype for the classification
task, only the individuals with the proper label for the given weights will survive.

4.4.5 Resulting Chromodynamic Prototypes

After a fixed number of evolutionary iterations has elapsed, the final population
contains at least k prototypes, one for each class of the problem. If there is more
than one prototype for a certain category then, when applying them in order to label
a new example, at least one needs to be satisfied for the sample to be labeled with
that class.

Once a test example is available, its distance to all prototypes in the final pop-
ulation is computed. The individual which is closest to the test instance gives its
predicted outcome. The accuracy is then computed as the number of successful la-
bel matches to the real targets of test samples over their total number.

4.5 Experimental Results

The crowding GC classifier [Stoean et al, 2005] is tested and applied for two data
sets from University of California at Irvine (UCI) repository [Bache and Lichman,
2013]: Pima diabetes and iris. We want to investigate whether GC manages to main-
tain more distinct niches as the number of classes increases, i.e., from 2 classes in
Pima to 3 classes in iris. The accuracies achieved for Pima diabetes and iris after
30 runs of crowding GC are of 69.52% and 92.84% with the standard deviations of
1.72% and 1.53%, respectively. The number of resulting prototypes for Pima dia-
betes is 2 and for iris is 3, therefore equal to the number of classes of each problem.

The ratio between the training and test sets is set to 2/3 training - 1/3 test sam-
ples and random cross-validation is performed 30 times. Parameters specific to GC
(mating, merging and replacement radii) and those typical of the EA are set through
the semi-automated tuning method of Sequential Parameter Optimization (SPO)
[Bartz-Beielstein, 2006]. The SPO builds on a quadratic regression model, sup-
ported by Latin Hypercube Sampling (LHS) [Montgomery, 2006] methodology and
noise reduction, by an incrementally increased repetition of runs.

In many tests for diabetes, a higher accuracy of 80% is obtained when the indi-
vidual pool still has four prototypes left and has not converged yet. This leads to the
idea that in the structure of each of the two obvious clusters two other subclusters
are included. Thus, with a reported best (over all generations) instead of last accu-
racy, better results can be obtained. The same situation occurs for iris, where the
best prediction accuracy across the evolutionary process was of 98%.
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4.6 Concluding Remarks

GC creates and preserves subpopulations, each corresponding to a global/local op-
timum of the task, through the use of a stepping stone search mechanism and a local
interaction principle, as selection for reproduction. Selection for replacement takes
place between the resulting offspring and the current stepping stone individual. A
merging operator is used to achieve decrease in the number of individuals.

In preliminary theoretical research, a crowding procedure was suggested for the
integration of the offspring obtained after recombination but this also changes the
way individuals are selected. Now they cannot each be considered in turn anymore,
like in the original GC, because some might vanish prior to that, but they are in-
stead randomly selected from the continually changing population. The goal of the
technique was to speed up evolution while maintaining the ability of GC to find and
preserve the global/local optima.

The crowding GC approach was tailored for addressing the classification task dis-
cussed throughout this book. Individuals represent attribute thresholds, while mini-
mizing distances between them and the identically labeled training samples leads to
good prototypes for each class, representing cluster centers in the n-attribute vari-
able space.

As our first attempt of a plain multimodal EA to be transformed for classification,
the results were not disappointing. The obtained advantages were:

• The maintenance of prototype diversity as connected to each class of the prob-
lem.

• The merging of similar individuals towards the achievement of a concise final
rule set.

• Runtime equal or even better as opposed to that of an unimodal EA, due to the
merging operator.

The drawbacks can be nevertheless noticed as the following:

• Low accuracy as compared to approaches designed for classification.
• The rule set is dramatically reduced in some iterations before convergence, leav-

ing less individuals to express the different prototypes within the same class.
• The lack of collaboration between rules of different outcomes during the evalua-

tion process towards a superior overall prediction accuracy.



Chapter 5
Cooperative Coevolution

I would like to see anyone, prophet, king or God, convince
a thousand cats to do the same thing at the same time.
Neil Gaiman

5.1 Goals of This Chapter

The natural evolution of individuals implies adaptation to the environment, part of
which consists of other living beings, in particular different groups or species. From
this viewpoint, evolution is actually coevolution. Coevolution can be competitive,
cooperative or both. Similarly, in the evolutionary computational area, EAs have
been also extended to coevolutionary architectures. These are interesting because
they define the fitness evaluation of an individual in relation and adaptation with
respect to the other individuals in the population.

As one of the main focuses of this book is a cooperative approach for classifi-
cation [Stoean et al, 2006], [Stoean and Stoean, 2009a], [Stoean et al, 2011a] this
chapter will discuss only the collaborative side of coevolution. Its main components
are therefore subsequently described, together with the standard application of the
technique for function optimization [Potter and de Jong, 1994], [Wiegand, 2003].
In the second part, we will concentrate on its design for classification, where it is
meant to evolve class prototypes that cooperate towards an accurate discrimination
between samples.

The structure of the chapter is designed to contain the basic description of coop-
erative coevolution (CC) in Sect. 5.2 and its altering to address classification (Sect.
5.4), with a recollection of other such approaches that imply coadaptation (Sect.
5.3). Several enhancements triggered by experimentation (Sect. 5.5) are outlined in
Sect. 5.6 and 5.7.

5.2 Cooperation within Evolution

Artificial coevolution is inspired from the interactive process that occurs between
species in nature. On the one hand, species have to fight for the same resources,
when they are in competition for a certain goal, and, on the other hand, differ-
ent species collaborate for a specific purpose. As such, there are also two kinds of
computational coevolution, distinguished from each other as follows. In competitive
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coevolution, the evaluation of an individual is determined by a set of competitions
between itself and other individuals, while, in CC, collaborations between a set of
individuals are necessary in order to evaluate one complete solution.

When solving a task by CC, a reasonable decomposition of the problem state-
ment into components can be firstly achieved. Then, each subproblem is assigned
to a population (or species). Every population evolves concurrently with the others,
exchanging information only at fitness evaluations. Each individual in a population
represents a piece of the solution to the problem and thus a potential candidate for
every component in turn cannot be assessed apart from those of the complementary
parts. Therefore, every individual of each species is evaluated by selecting collab-
orators from every other population. A complete solution to the problem at hand is
thus formed and its performance is computed and attributed as the fitness value of
the individual in turn to be evaluated.

CC is introduced as an alternative evolutionary approach to function optimization
[Potter and de Jong, 1994]. For this task, one considers as many populations as the
number of variables of the function, where each variable represents a component of
the solution vector and is separately treated using any type of EA. Several functions
with multiple local optima and one global optimum had been considered and the
cooperative coevolutionary algorithm proved to be effective [Potter and de Jong,
1994], [Wiegand, 2003].

A simple example of a function optimization illustrates the early use of the algo-
rithm in Fig. 5.1. Consider the Schwefel function for 3 variables (described in (5.1)).
Three corresponding populations, one for each variable, are filled with individuals
and these are evolved separately. Collaboration takes place when fitness is evaluated
as shown in Fig. 5.1.

f (x,y,z) = x · sin(
√
| x |)+ y · sin(

√
| y |)+ z · sin(

√
| z |),

where x,y,z ∈ [−500,500] (5.1)

Fig. 5.1 Evaluation of a complete
solution for Schwefel function with
3 variables (described in formula
(5.1)). When evaluating an individ-
ual from population x, e.g. 48, col-
laborators from populations y and z
are selected to form a complete so-
lution that can be evaluated in the
function expression.

x

y

z

12 -72

-273 48

342

79-487

133

-295

291-65

167

f(48, -487,291) = -0.933
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Algorithm 5.1 outlines the general cooperative coevolutionary algorithm. It starts
with the initialization of each population. In order to measure the quality of a certain
individual for the first evaluation, a random selection of individuals (collaborators)
from each of the other populations is performed and obtained solutions are eval-
uated. After this starting phase, each population is evolved using a canonical EA.
For the next evaluations, there are three attributes that govern collaborator selection
[Wiegand et al, 2001]:

1. Collaborator selection pressure refers to the way of choosing for the individual
under evaluation each collaborator from every other population in order to form a
complete solution to the problem. One can thus select the best individual accord-
ing to its previous fitness score, pick a random individual or use classic selection
schemes.

2. Collaboration pool size (cps) represents the number of collaborators that are
selected from each population.

3. Collaboration credit assignment decides the way of computing the fitness of
the current individual. This attribute appears when the collaboration pool size
is higher than 1. There are three possibilities for calculating the fitness value
based on multiple collaborators of an individual:

a. Optimistic - the fitness of the current individual is the value of its best colla-
boration.

b. Hedge - the average value of its collaborations is returned as its fitness score.
c. Pessimistic - the value of its worst collaboration is assigned to the current

individual

Although in the experiments driven for function optimization [Wiegand et al,
2001], both the pessimistic and hedge strategies consistently resulted in significantly
poorer performance, they proved to be in fact effective in our approach for classifi-
cation in Sect. 5.4.

Presuming once more that a maximization problem is at hand, Algorithm 5.2
outlines the fitness evaluation manner of CC with respect to the three mentioned at-
tributes. In order to evaluate an individual c from a certain population, a number of
complete potential solutions are formed according to the chosen collaboration pool
size. In order to aggregate a solution, collaborators from each population different
from that of c are selected through a certain strategy (collaboration selection pres-
sure). Each solution is evaluated according to the objective function of the current
problem. Once all candidate solutions are gathered and assessed, the preferred type
for the collaboration credit assignment decides the value that will be returned as the
performance of individual c. Naturally, the three attributes regarding the selection
of the collaborators are set offline (prior to the evolutionary process) and are not
changed later in its course.

Since a fitness evaluation is measured as a team result, the performance of a can-
didate solution largely depends on the chosen collaborations. Different collaborators
may conduct to distinct outputs, so various compatibilities between individuals from
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Algorithm 5.1 The CC algorithm.

Require: An optimization problem broken down into components
Ensure: The set of subsolutions that make up together a complete solution to the problem

begin
t ← 0;
for each species s do

Randomly initialize population Ps(t);
end for
for each species s do

Evaluate Ps(t) by choosing collaborators from the other species for each individual;
end for
while termination condition is not satisfied do

for each species s do
Select parents from Ps(t);
Apply genetic operators;
Evaluate offspring by choosing collaborators from the other species for each individ-
ual;
Select survivors in Ps(t +1);

end for
t ← t + 1;

end while
return a complete solution
end

Algorithm 5.2 Fitness evaluation for an individual c within CC.

Require: A current individual c
Ensure: The fitness evaluation of c

begin
for each i = 1, 2, ..., cps do

select one collaborator d j , j = 1, 2, ..., number of species from each population different
from that of c;
form a complete potential solution;
compute the fitness fi of the solution in the terms of the objective criterion;

end for
if Collaboration credit assignment = Optimistic then

evaluation ← maxcps
i=1( fi);

else
if Collaboration credit assignment = Pessimistic then

evaluation ← mincps
i=1( fi);

else
evaluation ← avgcps

i=1( fi);
end if

end if
return evaluation
end
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distinct species can appear, and thus diversity is maintained for a longer period of
time.

Having the general CC framework outlined, we will now proceed to its tailoring
for our classification set task.

5.3 Evolutionary Approaches for Coadaptive Classification

There are several examples of EA techniques that imply coadapted components:

The Michigan approach [Holland, 1986]: cooperation is achieved by the bucket
brigade algorithm that awards rules for collaboration and penalizes them other-
wise (Chap. 3, Sect. 3.11).

The REGAL system [Giordana et al, 1994]: EAs evolve stimulus-response rules
in conjunctive form, similar to those representing prototypes in the approaches
gathered in this book. Problem decomposition is performed by a selection oper-
ator, complete solutions are found by choosing best rules for each component,
a seeding operator maintains diversity and the fitness of individuals within one
component depends on their consistency with the negative samples and their sim-
plicity.

GC [Stoean and Dumitrescu, 2006]: an EA technique that achieves multiple op-
tima search through the use of radii can be also employed for classification
(Chap. 4).

As concerns the more recent discussion upon the cooperative coevolutionary
technique, it itself had also been successfully applied to develop a rule-based control
system for agents. Two species were considered, each consisting of a population of
rule sets for a class of behaviors [Potter et al, 2001].

To the best of our knowledge, there has been no other previous attempt in ap-
plying CC to classification based on individuals that encode simple conjunctive IF-
THEN prototypes in first order logic, holding threshold information on attributes.

5.4 Cooperative Coevolution for Classification

Recall the GC approach for classification in Chap. 4, where multiple class threshold
prototypes were maintained through mating restrictions and converged to a decision
set by a merging scheme. We currently want to put forward a simple evolutionary
classification technique similar to that, but additionally accomplish the collaboration
between evolving prototype populations of different outcomes towards an enhance-
ment in prediction accuracy. A potential architecture considers the final decision
output of CC as to contain for each outcome of the classification task one or more
prototypes selected randomly from the ending populations.

As a result, the decomposition of the problem into subtasks is performed by as-
signing to every species (population) the job of building the prototype(s) for each
class [Stoean et al, 2006], [Stoean and Stoean, 2009a], [Stoean et al, 2011a]. Thus,
the number of species equals the number of outcomes of the classification problem.
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Usually, classification tasks do not possess a high number of classes, so the number
of species will not be too large, resulting into a reasonable runtime for CC.

An example of application of the algorithm to Fisher’s iris data set is illustrated
in Fig. 5.2. The data set contains 4 attributes described on the top of the figure and
3 classes: setosa, virginica and versicolor. Therefore, 3 populations are considered,
one for each class. In order to evaluate a certain prototype from a population, a
complete set of rules has to be formed by gathering individuals from the all other
populations as collaborators. The set is afterwards applied to the training data and
the accuracy is assigned as the fitness of the initial rule. More details are given in
the following subsections.

setosa

r12

r15

versicolorvirginica

r17 r24

r29

r26 r31

r38

r35

Fisher’s Iris data attributes

Sepal length Sepal width Petal length Petal width

[4.3, 7.9] [2, 4.4] [1, 6.9] [0.1, 2.5]

5.1 3.7 4.2 0.9

Complete decision set

setosa versicolorvirginica

r12 r29 r35

Fig. 5.2 Three populations evolve prototypes, each for one of the three classes of Fisher’s
iris data set (4 attributes, 3 classes). When evaluating a rule (such as r12), collaborators are
selected from all the other populations for achieving a complete decision set that can be fur-
ther applied to the data. Four particular threshold values of the r12 prototype, corresponding
to the four attributes, are also illustrated for example.

Regarding previous attempts in literature and the CC particularities among EAs,
here are thus the advantages of a CC approach to classification (even as compared
to GC):

• The representation is once more in a simple IF-THEN equality format with
thresholds for attributes.

• Cooperation is implicit from the CC construction.
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• Subpopulations connected to every class are inherently maintained by the CC.
• Different means to collaborate can be easily exploited.

As the task of the CC technique is to build k prototypes, one for each class, k
populations are therefore considered, each with the purpose of evolving one of the
k individuals.

5.4.1 Representation

As earlier within the GC model for classification (Chap. 4), each individual c is
formed by conjunctions of attribute thresholds conducting to a class of the problem
(recall formula (4.3)). Within the cooperative approach to classification however, an
individual will not encode the class anymore, as all individuals within a population
have the same outcome.

5.4.2 Fitness Evaluation

When measuring the representative quality of a potential prototype, it has to be inte-
grated into a complete set of solutions which is subsequently applied to the training
set (Fig. 5.2). The obtained accuracy reflects the quality of the initial individual. As
earlier mentioned, the value of the accuracy very much depends on the other rules
that are selected. For a more objective assessment of its collaborative quality, the
prototype is tested within several distinct sets of solutions, i.e. different values for
the collaboration pool size (cps) are considered.

For evaluating an individual c from a certain population – that is a prototype for
a certain outcome – a collaborator from each of the other populations is selected.
The selection is carried out n times, according to the collaborator selection pressure
choice. Every time, the set of rules is applied to the entire training collection. When
it is decided which prototype is closer to a training data point, the distance between
the selected individuals and the sample has to be computed. The obtained accuracy
represents the evaluation of the initial individual c and it is computed as the per-
centage of correctly classified samples from the training set. The fitness of c may be
then given by one of the cooperative assignments (optimistic, hedge or pessimistic)
for the cps acquired accuracies. A description of these possibilities of evaluating the
fitness for an individual c is given in Algorithm 5.3.

A nonstandard type of assignment was additionally introduced in
[Stoean and Stoean, 2009a] and is outlined by Algorithm 5.4. For each sample s
in the training set, multiple sets of rules are formed and applied in order to predict
its class. All prototypes within a set have different outcomes. For sample s, scores
are computed for each of the possible outcomes. When a set of prototypes is applied
to a sample, a certain outcome is established for the latter, given by the class of
the prototype of highest similarity. The score of that outcome is increased by unity.
Each of the cps sets of rules are applied to s. Finally, the class of s is concluded to
be the class that obtains the highest score.
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Algorithm 5.3 An individual c encoding a class prototype is evaluated by means of either
optimistic, pessimistic or hedge collaboration credit assignment within CC for classification.

Require: A current individual c
Ensure: The fitness evaluation of c by CC

begin
for i = 1 to cps do

correcti = 0;
Select a random collaborator from each population different from that of c according to
the collaborator selection pressure parameter;
for each sample s in the training set do

Find prototype r from the set of all collaborators that is closest to s;
Class for s becomes the class of r;
if the found class for s equals the real class of s then

correcti ← correcti + 1;
end if

end for
end for
if optimistic then

success ← maxn
i=1(correcti)

else
if pessimistic then

success ← minn
i=1(correcti)

else
success ← avgn

i=1(correcti)
end if

end if
accuracy ← 100 * success / number of training samples;
return accuracy
end

It may happen that, for a certain sample, there exist more classes that have the
same highest score. In this case, one class still has to be decided and we choose
the first one in the order of outcomes. As all combinations of rules count in the
determination of accuracies, we can state that the new choice of assignment is closer
to the classical hedge type.

5.4.3 Selection and Variation

As before, resorting to the common choices for EA operators, we employ tourna-
ment selection, intermediate recombination and mutation with normal perturbation
(see Chap. 3 for more details regarding these types of operators).



5.4 Cooperative Coevolution for Classification 65

Algorithm 5.4 A score-based fitness evaluation for an individual c within CC for
classification.

Require: A current individual c
Ensure: The score-based fitness evaluation of c by CC

begin
for each sample s in the training set do

Set the score for each possible outcome of s to 0;
end for
for i = 1 to cps do

Select a random collaborator from each population different from that of c according to
the collaborator selection pressure parameter;
for each sample s in the training set do

Find the rule r from the set of all collaborators that is closest to s;
For s, increase the score for class of r by one unit;

end for
end for
success ← 0;
for each sample s in the training set do

if the real class of s equals the class of highest score for s then
s is correctly classified;
success ← success + 1;

end if
end for
accuracy ← 100 * success / number of training samples;
return accuracy
end

5.4.4 Resulting Cooperative Prototypes

After a preset number of EA iterations is reached, there are p populations of dis-
covered prototypes. In order to form a complete final set, an individual from each
resulting population has to be chosen. The selection may be carried out randomly,
in an elitist fashion or by means of a standard EA scheme for this operator, taking
into account the final fitness evaluations. However, selecting the fittest rule from
each population does not necessarily trigger the best accuracy on the test set. Even
if these best rules gave very good results on the training set, they may be in fact not
general enough to be applied to previously unseen data (overfitting).

In order to acquire a measure of the algorithm performance for classification,
the accuracy is computed in the following manner. For a number of cps times, one
rule from each population is randomly selected in order to form cps complete sets
of prototypes. Each time, the resulting set is applied to the test data in a similar
manner to the fitness calculation that is computed with respect to the training set
in Algorithm 5.4. Following thus the same voting mechanism, test success rate is
eventually obtained.
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5.5 Experimental Results

Two benchmark classification problems from UCI are considered for the early val-
idation and comparison experiments: Wisconsin breast cancer diagnosis and iris
recognition. The former is a two-class instance, while the latter represents a multi-
class task, which should reveal whether the CC remains flexible and feasible with
some increase in the number of outcomes. Recall that an increase in the number of
classes determines a corresponding raise of the number of species.

Additionally, a real-world data set, dealing with hepatic cancer early and non-
invasive detection, is also considered. It was brought to our attention in the past,
with the purpose of delivering an efficient and comprehensible model of computer
aided diagnosis. It moreover serves as a good test and application of CC on an unpre-
dictable environment that is usually associated with raw data. Data is collected from
the University Hospital in Craiova, Romania and contains 299 records of patients
described by 14 significant serum enzymes and two possible outcomes (presence
and absence of the disease).

Preliminary testing had been carried out in order to investigate different settings
for the coevolutionary parameters for the breast cancer and iris data sets. The several
choices for the collaboration credit assignment trigger no significant difference in
resulting accuracy. Nevertheless, slightly better outcomes appeared to be achieved
for the score-based fitness. When the collaboration pool size value is increased, the
runtime of the algorithm expectedly also raises. The results also seem to be im-
proved to some extent by the increase of the value for this parameter. The technique
had been tested from one up to seven collaborators. For the collaborator selection
pressure parameter, random selection drives the coevolutionary process to accurate
results. If, instead, the best individual from each population is chosen for collabora-
tions, the obtained results are surprisingly worse than when it is randomly picked.
Finally, if proportional selection is employed for choosing the collaborators, results
are slightly better than those obtained through random selection.

In order to choose the appropriate EA parameters (of the variation operators), the
SPO approach [Bartz-Beielstein, 2006] is used once more. 30 runs were conducted
for each data set; in every run, 2/3 random cases were appointed to the training set
and the remaining 1/3 went into test.

The results obtained by CC on the three data sets are outlined in Table 5.1. A
thorough statistical comparison of its outcomes against those of the top performing
SVMs will be presented in the chapters describing their hybridization.

Table 5.1 The mean accuracy and standard deviation after 30 runs of CC on the chosen
problems

Data set Average accuracy (%) Standard deviation (%)

Breast cancer 95.4 1.56
Iris 96.3 1.8
Hepatic cancer 90.1 2.67
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We check the speed of convergence of the CC algorithm by applying the evolved
prototypes to the test set from an early stage of the evolution process. This test is
performed solely on the breast cancer data set. In the initial (approximately 10) gen-
erations, the results are quite hectic, jumping from 20% to 80% and in-between,
reaching then a certain stability of about 80% accuracy and eventually growing
slowly but constantly. In the final generations, there are only minor modifications of
the test accuracy of up to one percent. However, the results greatly depend on the
way the training/test sets are generated as there are cases when accuracy starts at
80% even from the early iterations.

As concerns the ease of parametrization of the CC, there is not a very strong de-
pendence between the common EA parameters and obtained results, as very com-
petitive accuracies are obtained for a large scale of their values. This is yet another
argument in favor of the CC, as parameter setting is a delicate issue within EAs.

5.6 Diversity Preservation through Archiving

If multiple distinct prototypes for a class could be maintained within each popula-
tion, the CC would cover more of the sample space particularities for each outcome.
Since the regular EA that controls every population conducts to the generation of
prototypes around one singular global/local optimum, the technique should be en-
dowed with a mechanism to conserve a diverse selection of individuals. Further
research therefore implied the creation of a concurrent archive that is constantly up-
dated at the end of every evolutionary iteration by seizing a preset number of best
collaborations from the current population and its previous content. These fittest
combinations are copied into the new archive such that there are no two prototypes
alike.

The enhanced version [Stoean and Stoean, 2009a] is outlined by Algorithm 5.5
and fundamentally follows the initial approach with the additional consideration
of an external population of size k ∗N as archive. k is the number of classes of the
problem and N is a parameter of the method that stands for the number of rule sets to
be at all times stored. The archive is initialized with the fittest prototypes, as derived
from the first evaluation of the individuals in each population. The collaborators for
each of these rules are also captured into the archive. At the end of every generation
of the evolutionary loop, the best sets (with one prototype per class) from the present
population and previous cached collections are conserved into the current archive.
In the end of the algorithm, the archive consequently contains a multiple, diverse
decision set. All the prototypes contained in this final archive are then applied to the
test samples and the prediction accuracy is computed.

During pre-experimentation, it was noticed that, from the early stages of evolu-
tion, the archive had been populated with copies of the same best combination of
individuals, so it was necessary to check whether those that are stored are identi-
cal or not. By allowing only different sets of individuals to become members of
the archive, we assure a good diversity among the final set of prototypes of the
external population. The proposed add-on demonstrated an enhancement of the



68 5 Cooperative Coevolution

Algorithm 5.5 The CC classifier with an archive.

Require: A classification problem with k outcomes
Ensure: The archive holding multiple prototypes for each class

begin
t ← 0;
P(t)← Φ
for each class j do

Randomly initialize Pj(t);
P(t)← P(t)∪Pj(t);

end for
for each class j do

Evaluate Pj(t) with collaborators from each other subpopulation for every individual;
end for
Copy the best N collaborations from P(t), based on previous evaluation scores and neglect-
ing identical rules, to archive A(t);
while termination condition is not satisfied do

for each class j do
Select parents from Pj(t);
Apply genetic operators;
Evaluate offspring with collaborators from each other subpopulation for every indi-
vidual;
Select survivors in P j(t +1);
P(t +1) ← P(t +1)∪Pj(t +1);

end for
Copy the best N collaborations from P(t +1) and A(t) to A(t +1);
t ← t +1;

end while
return the archive A(t)
end

methodology even from the early generations, when the confrontation of the in-
dividuals in the archive with the training set yielded good accuracies. This happens
due to the fact that the archive contains the best found (up to the moment) suites of
rules that match the known data and are, at the same time, different from each other.

Within the testing stage, we maintained the same coevolutionary parameters, as
well as the same selection, variation operators and evolutionary parameters for the
CC strategy with an archive as before. The value for the new parameter that refers
to the size of the archive had been varied from 2 up to 10. Given the manner in
which we test the archive against the given data, i.e., apply all stored rules to the test
samples, this parameter cannot be very high both due to a subsequent increase in
runtime and because a large archive does not necessarily exhibit significantly better
results, as also noticed in the undertaken experiments. The accuracies reported by
this variant were obtained for an archive size equal to 9 in case of breast cancer, 2
for iris, while for hepatic cancer the value was set to 5. The outcome of experimen-
tation argues in favor of the archiving strategy. The results for each problem were
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compared via a Wilcoxon rank-sum test. The p-values (0.05 for breast cancer, 0.06
for iris and 0.31 for hepatic cancer) suggest to detect a significant difference only
for the UCI data sets.

The accompanying repository thus manages to lead to some relevant improve-
ment for the CC classification technique. The explanation could be that the archive
already contains a collection of rules that are well-suited to the given data and as a
consequence, no collaborations need to be further selected in the test stage, as in the
primary construction. Moreover, during evolution, one rule can find collaborators
and, in conjunction, obtains a promising training accuracy, but afterwards, when
other collaborators are selected for the same individual, they jointly might output
poor results. The EA would, in such a case, encourage the modification of these
individuals (through mutation and/or recombination) or, even more likely, their re-
moval through the selection operator and, as a consequence, they would be lost.
The archive however collects these promising combinations and saves them from
becoming extinct. The reported results underline the fact that the archiving strategy
generally performs better than the standard CC approach.

5.7 Feature Selection by Hill Climbing

Providing only threshold prototypes alongside prediction may not be enough for
real-world tasks like automated disease diagnosis. For instance, a problem of cor-
rect evaluation of the degree for hepatic fibrosis was in need of more explanations
following the computer decision, such as highlighting the most important features
that can be combined in order to give more accurate results. The chronic hepatitis C
data set came from the 3rd Medical Clinic, University of Medicine and Pharmacy,
Cluj-Napoca, Romania. It consists of 722 samples, each described by 24 indicators
and 5 possible outcomes [Stoean et al, 2011a].

Techniques for automated diagnosis in medicine usually employ some mecha-
nism of selecting the most relevant indicators in the data set prior to the classifica-
tion [Shen et al, 2009], [Marinakis et al, 2009]. It is assumed that some attributes
might only hinder the search for the accurate solutions or even submit the entire
method to the curse of dimensionality. Moreover, when human physicians reach a
diagnosis in practice, an effective rule to achieve a prediction cannot logically make
reference to absolutely all attributes of the data. In this way, in the end the expert
can see solely the essential indicators together with their thresholds and thus get a
fast and reliable assistance in diagnosis. Alternatively, having all indicators present,
even though the values of some may be disregarded for the specific outcome, cannot
but harden and make the reading of the decision statement confusing.

Initially, CC was tried on the entire fibrosis data set directly, without any prior
feature selection. The average results over 30 repeated runs only reached 51.8%
test accuracy. This fact convinced us furthermore to support CC through an addi-
tional mechanism that would preprocess the data set. One of the commonly used
feature extraction mechanisms, principal component analysis, was first employed in
the study. This led to a sizeable reduction of data dimensionality from 24 to only 6
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attributes. When applying CC to the resulting data, the results were only improved
by 1.4%, as opposed to those achieved through the direct application on the original
data. It has to be mentioned that there was however a major improvement in runtime.

The next choice was to use a GA for selecting the attributes. However, two GAs
(including the CC) would have triggered an increase in runtime. In order to make the
additional procedure efficient, a limited number of applications of the CC technique
is nevertheless desired. For that reason, a hill climbing (HC) algorithm can be used
with the purpose of choosing the attributes to make CC perform more efficiently.

The setup of the HC is performed as follows. An individual is represented through
a binary encoding and its number of genes equals the number of features of the data
set. When a gene has a value of 1, it means that the corresponding attribute is taken
into consideration, while, when a value of 0 appears, it signifies that the attribute is
skipped. Recall that, unlike EAs, a HC uses a single point movement through the
search space. An individual is thus randomly constituted and the selected attributes
are further fed to the CC. The approach generates prototypes based on the newly
defined training set (where, for each sample, the attributes that have 0 values in
the HC individuals are skipped) and then applies them to the test set (reformulated
in the same way). A prediction accuracy is obtained and that value represents the
evaluation of the HC. Perturbation is then applied for the individual, a new climber
is obtained, it is evaluated and, if fitter, it replaces the previous one.

Now, turning to the experimental side, when evaluating a HC individual, the CC
is applied 30 times to the data set referring only the chosen features. In each of
the 30 runs, the training and test sets are randomly chosen in order to have a more
objective evaluation. Strong mutation (see Chap. 3) is then applied for variation.
The loop goes on until there is no improvement in fitness for a number of iterations
(20), then a new individual is generated and the process restarts. A fixed budget of
fitness evaluations (1000) is set for the HC as a stop condition for the algorithm.

The average accuracy, following the 1000 HC evaluations, reaches 55.93%. The
individual that yields the best obtained test accuracy (62.11%) only selected 9 at-
tributes out of the 24 available. It happens that the test accuracy even reaches above
65% correctly classified samples. One such example run of the CC is illustrated in
Fig. 5.3.

Practically, there are several configurations of medical indicators found by the
HC algorithm that produce good results. It is very interesting to observe that there
are not always the same attributes that are selected. We can thus state that the HC
algorithm rather discovers sets of features that in connection perform better. How-
ever, there are some attributes that are included more often into many successful
configurations and, in order to discover them, best 3% of the 1000 different evolved
configurations are examined and the importance of the features is illustrated in Fig.
5.4. It has to be nonetheless underlined that the most significant feature, the one
that has been chosen in most of the successful combinations, was the liver stiffness
indicator (attribute a1 in the figure), fact that is also acknowledged by the medical
experts [Gorunescu et al, 2012].

Also, at this point of testing our CC approach on a real problem, we also de-
cided to measure the dissimilarity between the individuals from the same species
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Fig. 5.3 Obtained accuracy
results in a good run of the
best configuration found by
the HC algorithm. Both the
training and test accuracies
are illustrated from genera-
tion 1 and up to generation
80 [Stoean et al, 2011a].
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during the evolutionary process. If the technique is correct and each of the dif-
ferent populations converges to an optimum of the problem, then these distances
should diminish as generations pass. Figure 5.5 shows that the distance between
prototypes of each class decreases almost in the same manner. When individuals are
randomly generated, all dissimilarities start from a large value and eventually con-
verge to a comparable small value after 80 generations. The dissimilarity within a
species is obtained by adding the distances from each individual to the mean of that
population.
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Fig. 5.5 Computed dissim-
ilarities within each of the
five populations for the
same run as in Fig. 5.3
[Stoean et al, 2011a]
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5.8 Concluding Remarks

This chapter described one approach to classification based on CC. Its workings
are simple and yet efficient. Populations of prototypes with the same outcome are
evolved in parallel and they cooperate during the evaluation process. The fitness
assignment is designed to constrain the rules to resemble the samples in the training
set with the same outcome.

Coevolutionary parameters additionally play a role towards better accuracy. The
cooperative parameter with the highest influence on the final result of the algorithm
is the collaborator selection pressure. A selection scheme is preferred to a random
selection; selecting only the best collaborator seems to be the worst of the three
choices.

The collaboration pool size parameter directly influences runtime. The final test
accuracy is also affected by the increase in this value, but eventually a balance has
to be established between runtime and accuracy. Another important observation is
that, when a certain threshold for the collaboration pool size parameter is surpassed,
there is no further gain in accuracy. We generally achieved the best results when
three collaborators were considered.

Changes within the collaboration credit assignment do not bring vital modifica-
tions to the final average results. The differences between various settings as regards
the final accuracies do not exceed one percent.

In order to boost accuracy, an archiving strategy is further on added to the CC.
The mechanism assumes the conservation of the most promising sets of rules start-
ing from the first generation. After each iteration of the EA, the archive is updated
with the best performing associations of class prototypes from the current popula-
tion and its own content. The prototypes of the final archive are in the end of the
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algorithm applied together to the test set. The results were according to the plan, as
they proved to be more accurate than the ones acquired by appointing the primary
cooperative classifier. The CC approach with an archive was built to record only
suites that contain one rule per class. Nevertheless, storing sets that allow several
rules per outcome might make the classifier even more versatile and efficient.

A HC subsequently searches for a possible boolean selection of attributes from
the data set. Every candidate configuration is measured against the training set (hold-
ing only the selected indicators) by means of the CC. For the given selection of fea-
tures, corresponding genotypic prototypes evolve within different species for each
class. The performance of a resulting set is the evaluation credited to the HC formed
combination of attributes. Besides a significant improvement in accuracy, the pro-
posed mechanism additionally has the essential advantage that it reveals sets of at-
tributes that, even if at first glance may not appear as the most suitable choice for
the human expert, it is through association that they provide a better accuracy than
when using the entire set of features. A dissimilarity computation has also been
performed, in order to illustrate that each CC population eventually exhibits homo-
geneity in prototypes for a class.

Compared to the previous GC methodology, that is also designed for classifica-
tion, the CC alternative benefits from the implicit maintenance of a number of sub-
populations equal to the number of classes. It also inherently performs cooperation
between rules of different outcomes, which is nonexistent in GC. Its drawback lies
however in a higher runtime, due to more populations of individuals. Despite this,
the accuracy is superior to that of GC, as it can be seen from the experiments. That
is the reason why prototype evolution after SVM learning is performed in Chap. 7
only on the CC variant.

We can then outline the main advantages of CC in opposition to existing EAs for
classification:

• A built-in mechanism for the maintenance of parallel evolution for class proto-
types.

• More control on the coexistence of the different niches.
• An implicit engine for cooperation between all class prototypes, where different

parameters drive the collaboration.
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The third and final part of this book presents possible combinations between SVMs
and EAs that have been explored by the authors. After presenting the context of
existing techniques for this purpose, two hybridizations are outlined:

• the ESVM, where their joining is performed at the level of an EA solving the
SVM primal optimization problem,

• and the SVM-CC, where EAs extract the logic following SVM learning.



Chapter 6
Evolutionary Algorithms Optimizing Support
Vector Learning

Nothing of me is original. I am the combined effort of
everyone I’ve ever known.
Invisible Monsters by Chuck Palahniuk

6.1 Goals of This Chapter

This chapter outlines the structure and particularities of a recently developed EA
engine to boost the flexibility of solving the PP within SVMs. The framework of the
evolutionary-driven support vector machines (ESVMs) resolves the complexity of
modeling the embedded optimization problem, opens the ’black box’ of the solving
component and broadens the spectrum of maneuvering the powerful kernel machine
of SVM for classification tasks.

The methodology inherits the geometrical consideration of learning within SVMs.
Alternatively, the estimation of the coefficients of the decision surface (2.2) is ad-
dressed through the direct search capabilities of EAs with respect to accuracy and
generalization. It thus presents itself as a technique to target the primal optimiza-
tion problem, in opposition to other recent EC approaches that either solve the DP
[Mierswa, 2006a] or consider further SVM enhancements such as kernel evolution
[Howley and Madden, 2004], parameter approximation [Friedrichs and Igel, 2004]
or selection of best features [Kramer and Hein, 2009].

The novel algorithm ranks competitive when compared to the original SVM ap-
proach. Real-world problems from biology, medicine and Internet have been consec-
utively referred, showing the general, efficient nature of the proposed framework. It
must be noted, however, that for those situations when SVMs with standard kernels
can achieve the task, we recommend the use of the regular method from mathemat-
ical optimization to solve the problem - it is computationally cheaper and EAs are
not needed to provide a similar result. However, if either non-standard kernels have
to be utilized or insight into the optimization box is necessary, it is adequate to use
the EA-based version.

While the ESVM utility for allowing reference to kernels of any form with no
further constraints is obvious, the meaning and interpretation of their use in also
outputting the decision coefficients may be unclear. The real advantage of the latter,
apart from being able to follow the solving of the optimization problem, comes to
one’s attention again when attempting to solve a practical problem of automated
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medical diagnosis. The weights for such medical attributes show the importance of
each within the decision-making process.

The chapter is shaped as follows. After looking at prior combinations between
SVMs and EAs (Sect. 6.2), ESVMs are introduced in Sect. 6.3. Based on the exper-
imental findings (Sect. 6.4), several enhancements tailored according to the found
practical needs are presented in Sect. 6.5 and 6.6.

6.2 Evolutionary Interactions with Support Vector Machines

This is obviously not the first attempt to bring SVMs and EAs close together. Ex-
isting alternatives are numerous and recent, of which some are presented further
on. Strict hybridization towards different purposes is envisaged through: model and
feature selection, kernel evolution and evolutionary detection of the Lagrange mul-
tipliers.

• Model selection concerns the adjustment of hyperparameters (free parameters)
within SVMs. These are the penalty for errors C and parameters of the kernel
which, in standard variants, are determined through grid search or gradient de-
scent methods. An EA generation of hyperparameters can be achieved through
evolution strategies [Friedrichs and Igel, 2004].

• When dealing with high dimensional problems, feature selection is often em-
ployed for providing only the most relevant attributes as input for a SVM. The
optimal subset of features can be evolved using GAs [de Souza et al, 2005] and
genetic programming [Eads et al, 2002].

• Evolution of kernel functions to model training data is performed by means of
genetic programming [Howley and Madden, 2004].

• The Lagrange multipliers involved in the expression of the DP can be evolved by
means of evolution strategies and particle swarm optimization [Mierswa, 2006a].

• Inspired by the geometrical SVM learning, the paper [Jun and Oh, 2006] reports
the evolution of w and C while using erroneous learning ratio and lift values
inside the objective function.

The ESVM approach, however, focuses on the evolution of the coefficients of
the decision function as they appear within the PP of the SVM. To the best of our
knowledge, a similar research had not been accomplished yet.

6.3 Evolutionary-Driven Support Vector Machines

The ESVM framework [Stoean et al, 2009a], [Stoean et al, 2009b] views artificial
learning from the SVM geometrical perception and determines the coefficients of
the decision hyperplane through a standard EA. A hyperplane geometrically dis-
criminates between training samples and its equation must be approximated, with
respect to both the particular prediction ability and the generalization capacity. Indi-
viduals of an evolutionary population therefore encode the hyperplane coefficients
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and they evolve to optimally satisfy the SVM objective and constraints towards an
accurate separation into classes.

In Chap. 2 we have seen that the optimization statement that is reached by SVM
learning may be standardly resolved by relying on a mathematically complex ex-
tension of the Lagrange multipliers technique [Vapnik, 1995b]. A dual formulation
is derived and the optimal Lagrange multipliers are considered as the solutions of
the system resulting by setting the gradient of the new objective function to zero.
Once the Lagrange multipliers are found, several conditions may be used to further
compute the coefficients of the hyperplane.

Nonetheless, existing SVM implementations (such as LIBSVM [Chang and Lin,
2001] or SVM light [Joachims, 2002], for instance) implicitly output only the tar-
get for a test case (or the mean accuracy, if several samples have to be labeled) as
derived from the black box training. The formula describing the relationship among
indicators that led to that decision cannot be straightforwardly visualized. In this
respect, the optimization task may be alternatively plainly addressed by the adapt-
able and general EAs that are able to inherently and, what is more, unrestrainedly
determine the coefficients that lead to an optimal decision.

6.3.1 Scope and Relevance

There are several aims that led to the appearance and design of the ESVM frame-
work and they come from the disadvantages that the standard SVM paradigm brings
along to a modeler or user:

• Despite the originality and performance of the learning vision of SVMs, the inner
training engine is intricate, constrained, rarely transparent and able to converge
only for certain particular decision functions. This has brought the motivation to
investigate and put forward an alternative training approach that benefits from
the flexibility of EAs.

• Although learning is fast, present SVM implementations do not implicitly pro-
vide a formula for parameters-decision interaction, which is extremely useful for
gaining inside information into the practical phenomenon. What is more, such a
formula does not give only information on the interplay between attributes and
responses, but also fast support for an immediate reaction from the system when
confronted with a novel test case. And this proves vital when including such a
decision support for medical diagnosis.

• Although these decision equations could be nevertheless computed within SVMs,
this requires further inspection of the available implementations and the design
of a second application that could store them and be called whenever a new case
appears. The SVM algorithm may be implemented and expanded for the par-
ticular requirements of a current problem, but this will prove to be a relatively
demanding task. Alternatively, using SVMs on the whole (black box training +
testing phase for each upcoming unknown sample) would slow down the effec-
tive application, especially if the number of known cases is large.
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In this respect, the importance of the novel evolutionary kernel machine can be
concretized through the following advantages:

• The ESVMs thus adopt the original learning strategy of the SVMs but aim to
simplify and generalize the optimization component, by offering a transparent
substitute by means of EAs to the Lagrange multipliers approach.

• Moreover, in order to converge, the evolutionary method does not require positive
(semi-)definite kernels within nonlinear learning. Thus, any unconventional, but
promising, kernel can be used.

• Since the coefficients are encoded in the structure of individuals, the equation
of the evolving hyperplane is unrestrainedly available at all times and especially
useful at the end of the process. The evolved mathematical combination of indi-
cators may prove to be helpful to understand the weight and interaction of each
attribute on the output. The accuracy of prediction of the model is computed us-
ing the available test samples, while the formula can be stored for future reference
and employment when a new sample appears.

6.3.2 Formulation

The ESVM methodology therefore considers the adaptation of a flexible hyperplane
to the given training data through the evolution of the optimal coefficients for its
equation. Each individual encodes a candidate array of w and b and the whole set
interacts towards the creation of enhanced solutions and the survival of the fittest
against the training examples. After a number of generations, the EA converges
to an optimal solution, which represents the best decision hyperplane that is both
accurate and general enough. An intuitive representation of the process is shown in
Fig. 6.1. The specific evolutionary steps to reach the optimal coefficients of a SVM
decision surface are outlined in pseudo-code in Algorithm 6.1.

The next sections present in detail the specific components and mechanism of the
involved EA.

6.3.3 Representation

An individual c is represented in (6.1) as an array of the coefficients of the hy-
perplane, w and b. Individuals are randomly generated, such that wi ∈ [−1,1], i =
1,2, ...,n (recall that n is the number of features of a sample), and b ∈ [−1,1].

c = (w1, ...,wn,b) (6.1)

6.3.4 Fitness Evaluation

The fitness assignment derives from the objective function of the SVM optimization
problem in (2.21) (Sect. 2.3.3 of Chap. 2) and is subject to minimization. Constraints
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Fig. 6.1 The EA seeks for the coefficients of the decision hyperplane that optimally separates
the classes, i.e. parameters (w, b)

Algorithm 6.1 The EA to establish the optimal equation of a SVM decision hyperplane.

Require: The optimization problem in (2.21) (Chap. 2)
Ensure: The fittest separating hyperplane with high training accuracy and generalization

ability
begin
t ← 0;
Initialize population P(t) of potential hyperplanes of coefficients w and b;
Evaluate P(t) in terms of training accuracy and maximal separation between decision
classes;
while termination condition is not satisfied do

Parent selection;
Recombination;
Mutation;
Evaluation;
Survivor selection;
t ← t + 1;

end while
return fittest hyperplane coefficients
end
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are handled by penalizing the infeasible individuals through appointing a function
t : R→R which returns the value of the argument, if negative, and 0 otherwise.

Consequently, the expression of the fitness function for determining the optimal
coefficients of the decision hyperplane is defined as in (6.2).

f (w,b) = ‖w‖2 +C
m

∑
i=1

ξi

+
m

∑
i=1

[t(yi(w ·xi − b)− 1+ ξi)]
2

(6.2)

All error indicators ξi, i = 1,2, ...,m, are computed in order to be referred into the
evaluation. The procedure follows [Bosch and Smith, 1998]: the current individual
(which is the present separating hyperplane) is taken and supporting hyperplanes
are determined through the mechanism below. One first computes (6.3) :

{
m1 = min{w · xi|yi = 1}
m2 = max{w · xi|yi =−1} (6.3)

Then one calculates (6.4):

⎧⎪⎨
⎪⎩

p = |m1 −m2|
w′ = 2

p w

b′ = 1
p(m1 +m2)

(6.4)

For every training sample xi, i = 1,2, ...,m, the deviation to its corresponding
supporting hyperplane is obtained through (6.5):

δ (xi) =

{
w′ · xi − b′ − 1,yi = 1

w′ · xi − b′+ 1,yi =−1
(6.5)

Subsequently, if the sign of the deviation equals that of the class, the correspond-
ing ξi = 0. Else, the (normalized) absolute deviation is returned as an indicator for
error. Normalization is necessary because the sum of deviations is added to the ex-
pression of the fitness assignment. As a consequence, in the early generations, when
the generated coefficients lead to high deviations, their sum (considered from 1 to
the number of training samples) takes over the whole fitness value and the evolu-
tionary process is driven off the course to the optimum.

If nonlinear training is performed, the kernel may be either SVM-standard (re-
stricted to obey Mercer’s theorem for convergence), e.g. polynomial or radial, or
may take any form whatsoever, as training is now performed under the flexible and
unconstrained EAs.
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6.3.5 Selection and Variation Operators

The efficient tournament selection and the common genetic operators for real en-
coding, i.e., intermediate recombination and mutation with normal perturbation, are
applied (see Chap. 3 for details of these operators). Nevertheless, as before, different
operators may be reasonable, as well.

6.3.6 Survivor Selection

The population of the next generation is decided to be formed of the newly ob-
tained individuals plus the individuals that were not selected for reproduction. This
means that the offspring resulting after either recombination or mutation automati-
cally replace their parents. In the currently chosen case of recombination, where one
offspring results from two parents, it is the less fit of them that is substituted by the
descendant.

6.3.7 Stop Condition

The algorithm stops after a predefined number of generations and outputs the best
hyperplane from the entire evolutionary process. As the fittest coefficients of the
decision hyperplane, wopt and bopt , are found, the target for a new, unseen test data
instance x

′
can be determined directly following the result of the function in (6.6).

f (x) = wopt ·x′ − bopt (6.6)

If the classification task is intrinsically binary, then the class is determined from
the sign of the function as positive or negative. If the problem has several classes,
then a voting mechanism is applied, based on the values of the current sample as a
parameter of the different resulting decision functions [Hsu and Lin, 2004]. Finally,
the classification accuracy is defined as the percent of correctly labeled cases with
respect to the total number of test samples.

6.4 Experimental Results

Let us now evaluate whether the ESVM algorithm can produce competitive results
when compared to the standard SVM approach. Four real-world test problems from
the UCI Repository of Machine Learning Databases are used in our experiments.
These are diabetes mellitus diagnosis, spam detection, iris recognition and soybean
disease diagnosis. The motivation for our choices of test cases was manifold. Di-
abetes and spam are two-class problems, while soybean and iris are multi-class.
Spam filtering data has a lot more features and samples than the diabetes diagnosis
one, which makes a significant difference for classification as well as optimization.
Conversely, while soybean has a high number of attributes, iris has only four, but a
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larger number of samples. The selected tasks thus contain various conditions for an
objective validation of the ESVM approach.

Repeated random sub-sampling cross-validation is performed again for each data
set. 30 runs of the ESVM are generated and, every time, approximately 2/3 random
cases are assigned to the training set and the remaining 1/3 go into the test set. The
values for all the parameters (of both the SVM and especially of the EA) are as
well automatically tuned by SPO [Bartz-Beielstein, 2006]. The choice of SVM ker-
nels is however the exception to this, where the linear and radial are tested in turn,
as customary. For certain (e.g. radial, polynomial) kernels, the optimization prob-
lem shall be relatively simple, due to Mercer’s theorem, and is implicitly solved by
SVMs. Note that ESVMs are not restricted to using these traditional kernels, but we
solely employ them to enable us to compare our algorithm with the classical SVMs.
For the multi-class cases of iris and soybean, the commonly used one-against-one
method [Hsu and Lin, 2004] is utilized.

For all test problems (except for soybean) the SPO indicates that recombination
probabilities are dramatically increased, while mutation probabilities are often re-
duced. However, the relative quality of the final best configurations derived from
SPO against the ones found during the initial LHS phase increases only with prob-
lem size.

We also performed a manual tuning of the variables, in order to test the ease of
parametrization of the ESVM. It must be stated that, in most cases, results achieved
with manually determined parameter values can be improved by SPO – if at all –
only by increasing effort, like raising the population size or the number of genera-
tions. The parameters of the EA are therefore easily tunable, which is an important
aspect when suggesting an alternative solution by means of such algorithms.

In order to compare the hardness of finding good parameters for the ESVM, the
performance spectra of LHS are plotted for the spam and soybean problems in Fig.
6.2. The Y axis represents the fractions of all tried configurations. Therefore the
Y value corresponding to each bar denotes the percentage of configurations that
reached the accuracy marked on the X axis. The diagrams illustrate the fact that
when SPO finds a configuration, it is already a promising one, as it can be concluded
from the higher corresponding bars.

The hybridized ESVM construction produces equally good results when com-
pared to the standard SVMs (see Table 6.1). However, the smaller standard devi-
ations prove the higher stability of the ESVM approach. It must also be remarked
that, for the standard kernels, one cannot expect ESVMs to be considerably better
than the standard SVMs, since the kernel transformation that induces learning is the
same. However, the flexibility of the EAs as optimization tools make ESVMs an at-
tractive choice from the performance perspective, due to their prospective ability to
additionally evolve problem-tailored kernels, regardless of whether they are positive
(semi-)definite or not, which is impossible under SVMs.

The results for each problem were compared via a Wilcoxon rank-sum test. Com-
puted p-values suggest to detect significant differences only in the cases of the soy-
bean data set, where the ESVM is better.
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Fig. 6.2 EA parameter spectra of an LHS with size 100, 4 repeats, for ESVM on the spam
(a) and soybean (b) problems [Stoean and Stoean, 2009b]

Table 6.1 Mean accuracies and standard deviations of standard SVMs on the considered test
sets, in percent, as compared to those obtained by ESVMs

Data set SVM StD ESVM StD
Pima diabetes 76.82 1.84 77.31 2.45
Iris 95.33 3.16 96.45 2.36
Spam 92.67 0.64 91.04 0.80
Soybean 92.22 9.60 99.80 1.06

While observing the behavior of the ESVM on the benchmarking results, further
possible applications came into attention, as well as inherent issues that eventually
triggered enhancements within the proposed framework. These are all specified in
the following subsections.

6.5 Dealing with Large Data Sets

A disadvantage of the methodology appears for large data sets where the amount
of runtime needed for training is very large. This stems from the large number of
necessary computations as the evaluation of each individual always refers all train-
ing samples. Consequently, this problem is tackled by an adaptation of a chunking
procedure [Perez-Cruz et al, 2004] inside the ESVM [Stoean et al, 2009a].

The chunking mechanism is described by Algorithm 6.2. A chunk of N training
samples is repeatedly considered. Within each chunking cycle, with a population of
half random individuals and half previously best evolved individuals, the EA runs
and determines the coefficients of the hyperplane. All training samples are tested
against the obtained decision function and a new chunk is constructed based on
half random incorrectly placed samples and half random samples from the current
chunk. The chunking cycle stops when a predefined number of iterations passes with
no improvement in training accuracy.
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Algorithm 6.2 Chunking within ESVMs.

Require: The training samples and the optimization problem in (2.21)
Ensure: Fittest hyperplane coefficients and corresponding accuracy

begin
Randomly choose N training samples, equally distributed, to make a chunk;
while a predefined number of iterations passes with no improvement do

if first chunk then
Randomly initialize population of a new EA;

else
Use best evolved hyperplane coefficients to fill half of an EA population and ran-
domly initialize another half;

end if
Apply EA and find coefficients of the hyperplane;
Compute side of all samples in the training set with evolved hyperplane coefficients;
From incorrectly placed, randomly choose (if exist) N/2 samples, equally distributed;
Randomly choose the rest up to N from the current chunk and add all to new;
if obtained training accuracy if higher than the best one obtained so far then

Update best accuracy and hyperplane coefficients;
Set improvement to true;

end if
end while
Apply best obtained hyperplane coefficients on the test set and compute accuracy;
return accuracy
end

Experimentation was conducted on the classification problem of spam filtering.
The employment of the chunking method made the training process run 8 times
faster than without, which is already quite reasonable for the demanding real-world
applications [Stoean et al, 2009a].

6.6 Feature Selection by Genetic Algorithms

SVMs have been demonstrated to circumvent the curse of dimensionality for highly
multidimensional data sets [Joachims, 1998]. However, as we have previously seen
in Chap. 5 as well, in practical complex tasks it may prove important to concentrate
learning only on the most influential features from all given indicators. Taking the
same example of a medical problem, the task may exhibit many medical factors
[Stoean et al, 2011b], and even if ESVMs are able to give competitive results, they
could also surely benefit from some form of prior feature selection. Moreover, as
coefficients for each attribute are encoded into an individual, having many variables
makes the genome too lengthy, which henceforth triggers more time for conver-
gence. And, since EAs power the currently proposed technique, their flexibility can
be further used in order to implement an ESVM embedded approach for choosing
features, leading to improvement in its performance.
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The methodology can be thus further endowed with a mechanism for dynamic
feature selection provided by a GA (outlined in Algorithm 6.3). The GA-ESVM
[Stoean et al, 2011b] is constituted of a population of individuals on two levels. The
higher level of an individual selects optimal indicators, where the presence/absence
of each feature is encoded by binary digits, while the lower one generates weights
for the chosen attributes. Each level of an individual in the population is modified by
its own genetic operators. The lower one is perturbed as before, while the higher GA
parts of a chromosome undergo one-point recombination and strong mutation (see
Chap. 3). Survivor selection is also performed differently at the high-level, since the
offspring in the binary encoded component replace their parents counterpart only
if better. The fitness assignment triggers evaluation at both levels, referring thus
weights only for the selected features.

Algorithm 6.3 Selection of features and evolution of their weights by GA-ESVM.

Require: The optimization problem in (2.21)
Ensure: The fittest separating hyperplane with high training accuracy and generalization

ability
begin
t ← 0;
Initialize population P(t) of potential hyperplanes of coefficients w and b, where each indi-
vidual is made of two levels: a binary one where the powerful attributes are selected and a
real-valued level encoding where weights for these chosen features are generated;
Evaluate P(t) in terms of training accuracy and maximal separation between decision
classes, taking into account both the selected indicators and the weights in each individual
while termination condition is not satisfied do

Parent selection;
Recombination on the high-level population;
Recombination on the low-level population;
Mutation on the high-level population;
Mutation on the low-level population;
Evaluation;
Survivor selection for the next generation;
t ← t + 1;

end while
return fittest hyperplane coefficients along with its selected features
end

The enhanced mechanism was applied to the same problem of a correct discrimi-
nation between degrees of liver fibrosis in chronic hepatitis C [Stoean et al, 2011b].
The results did not only exhibit a statistically better learning accuracy, but also an
indication of both the decisive factors within the assessment and their weights in
the process [Stoean et al, 2011b]. Recall that the original data set contains 722 sam-
ples of 24 medical indicators and 5 possible degrees of fibrosis as output. For the
differentiation of each class, the GA-ESVM dynamically selected those indicators
that distinguish it from the other degrees. In this respect, the SVM one-against-all
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scheme is preferred, as it permits a more accurate discrimination between the partic-
ularities of each individual class and that of the rest. Starting from randomly chosen
attributes, the algorithm cycle pursues an active evolution and an increase in the im-
portance of certain features in the absence of others. Eventually, the coefficients for
the remaining indicators represent weights for each given attribute. If the weight is
closer to 0, then the corresponding feature has a smaller importance. If it conversely
has a higher value, be that it is positive or negative, it will more powerfully influence
the final outcome (as in Fig. 6.3) [Stoean et al, 2011b].
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Fig. 6.3 The fittest coefficients determined by the GA-ESVM for every medical indicator
(1-24) and for each of the 5 classes. Each group of 5 bars is related to one attribute. Longer
bars (both positive and negative) correspond to more important attributes. Attributes omitted
by the GA are represented with a weight of 0, i.e., w2 for F0 and F4 [Stoean et al, 2011b]

6.7 Concluding Remarks

Several positive conclusions can be drawn from the feedback of the considered ap-
plications, whose results thus confirm to have met the goals of the ESVM architec-
ture, planned as a viable alternative to SVMs for certain real-world situations:

• The ESVMs inherit the learning roots from SVMs and therefore remain efficient
and robust.

• In contrast to the standard SVM solving, the optimization component now pro-
vided by means of EAs is transparent, adaptable and much easier to understand
or use.

• ESVMs do not impose any kind of constraints or requirements regarding kernel
choice. If necessary, for a certain more complex problem, it may even be simulta-
neously evolved, e.g. by a naı̈ve approach like a HC that encodes a combination
of different simple functions or by genetic programming [Howley and Madden,
2004].
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• The ESVM is able to provide a formula of the relationship between indicators and
matching outcomes. This is highly significant in order to obtain a rapid approx-
imation of the response if certain values are appointed for the involved parame-
ters, which may take place separately (from the training module) and instantly as
a new example is given as input. This saves (computational) time when a critical
case appears (e.g. in medicine).

• In addition, this formula is helpful for understanding interactions between vari-
ables and classes that may be difficult to grasp even for experienced practitioners.
The weights also offer some insight on the importance of every attribute on the
process.

• Moreover, the GA-ESVM is able to also dynamically determine the indicators
that influence the result by an intrinsic feature selection mechanism.

• Most notably, the performance superiority of the alternative ESVM is statisti-
cally significant in comparison to the traditional SVM in some of the applications
[Stoean et al, 2009a], [Stoean et al, 2009b], [Stoean et al, 2011b].

There are however also some possible limitations that may arise in the experi-
mental stage:

• EAs make use of many parameters which are nevertheless relatively easy to be
set in practical applications.

• Because of the reference to all samples at the evaluation of every individual, ES-
VMs have a slower training than SVMs, whose corresponding procedure makes
only one call to the data set. However, in practice (often, but not always), it is the
test reaction that is more important. Nevertheless, by observing the relationship
between each result and the corresponding size of the training data, it is clear
that SVM performs better than ESVM for larger problems; this is probably due
to the fact that, in these cases, much more evolutionary effort would be neces-
sary. Chunking partly resolves this issue, but other possibilities could be further
investigated.



Chapter 7
Evolutionary Algorithms Explaining Support
Vector Learning

All truths are easy to understand once they are discovered;
the point is to discover them.
Galileo Galilei

7.1 Goals of This Chapter

Even if SVMs are one of the most reliable classifiers for real-world tasks when it
comes to accurate prediction, their weak point still lies in the opacity behind their re-
sulting discrimination [Huysmans et al, 2006]. As we have mentioned before, there
are many available implementations that offer the possibility to also extract the coef-
ficients of the decision hyperplane (SVM light, LIBSVM). In Chap. 6 we have also
presented an easy and flexible alternative means to achieve that. Nevertheless, such
output merely provides a weighted formula for the importance of each and every
attribute. We have shown that feature selection can extract only those parameters
that are actually determinant of the class and solve the issue of redundancy. How-
ever, the lack of any particular guidelines of the logic behind the decision making
process still remains. This is obviously theoretically desired for a rigorous concep-
tual behavior, however it is also crucial for domains like medicine, where a good
prediction accuracy alone is no longer sufficient for a true decision support for the
medical act. While accuracy certainly remains a prerequisite [Belciug and El-Darzi,
2010], [Belciug and Gorunescu, 2013], [Gorunescu and Belciug, 2014] supplemen-
tary information on how a verdict had been reached, based on the given medical
indicators, is necessary if the computational model is to be fully trusted as a second
opinion.

On the other hand, classifiers that are able to derive prototypes of learning are
transparent but cannot outperform kernel-based methodologies like the SVMs. The
idea to combine two such opposites then sprung in the machine learning community:
kernel techniques could bring the prediction force by simulating learning, while
transparent classifiers could interpret their results in a comprehensible fashion.

There are many attempts in this sense, and several namely concerning the two
subjects of this book: SVMs and EAs. In this context, the last chapter puts for-
ward another novel approach built with the same target. We begin by addressing
the existing literature entries (Sect. 7.2), present the new combination (Sect. 7.3)
and enhancements (Sect. 7.5, 7.6 and 7.7), all from the experimental perspective
(Sect. 7.4).

C. Stoean and R. Stoean, Support Vector Machines and Evolutionary Algorithms 91
for Classification, Intelligent Systems Reference Library 69,
DOI: 10.1007/978-3-319-06941-8_7, c© Springer International Publishing Switzerland 2014
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7.2 Support Vector Learning and Information Extraction
Classifiers

A combination between a SVM and an explanatory classifier can be constructed on
two grounds (see Fig. 7.1) [Martens et al, 2007]:

Pedagogical: SVMs establish a new input-output mapping, that is, each sample is
labeled with the class predicted by the SVM. The relabeled samples are subse-
quently used by the information extractor. In other words, the SVM is actually
a noise remover, which enables the following decision information extractor to
concentrate learning only on correctly labeled data.

Decompositional: SVMs output the support vectors and the second method de-
rives structured explanations from these. The support vectors are in fact the most
important examples from the data set, as they shape the decision boundary. The
approach also solves the runtime problem for the usual very large data sets con-
nected to real-world problems. Therefore, this triggers both sample selection and
noise removal prior to mining underlying rules.

Support 
vectors

    Support vector 
         machines
(black box engine)

Training data 
Training data 
 relabeled by 
        SVMs

    Support 
       vector 
   machines

Training data 

    Support 
       vector 
   machines

Pedagogical approach

Decompositional approach

Fig. 7.1 Within the pedagogical approach, SVMs learn from the training set and then the
classifier is applied to the same data to relabel it. The decompositional alternative simply
extracts a small amount of the training data that represents the support vectors and these are
kept with their original labels.
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In order to meet its purpose, there are three consequential conditions that the final
output of such a combined methodology must obey [Huysmans et al, 2006]:

Accuracy: The predicted targets for previously unseen samples must be more ac-
curate than those derived from the information extractor alone.

Fidelity: Its results must approximate those of the black box SVM.
Comprehensibility: It must offer more comprehensible information than that of

the initial learner, whichever form this knowledge may take.

We will next review the current such models that came to our attention. The first
list involves different transparent knowledge extraction engines following a trained
SVM model [Martens et al, 2007], [Diederich, 2008], [Farquad et al, 2010]:

• The SVM + Prototype approach of [Núñez et al, 2002] defines an ellipsoid
through the combination of support vectors and data cluster prototypes to cre-
ate an if-then decision scheme. The method suffers however from bad scalability.

• In [Fung et al, 2005], the problem is transformed to a simpler, equivalent variant
and rules are constructed as hyper cubes by solving linear programs. This is not
an advantage, as it can only be applied for linear decision kernels, which are
generally not applicable for real-world data sets. Moreover, such an approach
loses the strong ability of SVMs to model nonlinearities.

• In [Barakat and Diederich, 2005], the SVM relabeled input-output data are given
to decision trees (DT) for the detection of the underlying learning system, while
in the study [Barakat and Bradley, 2006] the area under the receiver operation
characteristic curve is employed towards the same goal.

• In [Martens et al, 2009], an active learning-based approach is used to extract rules
from support vectors.

• Finally, in [Farquad et al, 2010], the support vectors together with the actual
output values of their targets are taken and provided to a fuzzy rule based system.

In the papers from the second list below, EAs are used in different formulations
to collect the logic (mainly) behind neural networks (NNs) and SVMs. If we regard
information extraction from the pedagogical point of view, then it makes no differ-
ence if we use SVMs, NNs [Haykin, 1999], [Gorunescu et al, 2011] or any other
opaque classifier. That is the reason why we have included extraction from NNs in
this list. A second motive is that, of all the combinations between opaque predictors
and information extractors, hybridizations between SVM and EAs have been the
least often explored.

• The GEX approach [Markowska-Kaczmar and Chumieja, 2004] learns from
NNs, uses a special encoding for evolving rules and appoints an island model
[Bessaou et al, 2000] to allow the existence of multiple subpopulations, each
connected to a label of the problem to be solved. The disadvantage of this tech-
nique is that one sample can be covered by multiple rules, while it is not guar-
anteed that at least one rule will be valid for each class [Huysmans et al, 2006].
A changed EA, with a more elaborate representation for individuals and a Pareto
multiobjective optimization behind, is provided later in [Markowska-Kaczmar
and Wnuk-Lipinski, 2004].
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• The G-REX alternative [Johansson et al, 2010] is a more accurate general tech-
nique that uses genetic programming [Langdon and Poli, 2001] to extract rules
of various representations from different (opaque or not) models (NNs, random
forests). The approach in [Martens et al, 2007] applies the G-REX method to
SVMs instead of NNs.

• The methodology in [Ozbakir et al, 2009] achieves a combination between NNs
and ant colony optimization [Dorigo and Stützle, 2004], [Pintea, 2014] for the
same task.

7.3 Extracting Class Prototypes from Support Vector Machines
by Cooperative Coevolution

Within these premises, we can formulate a novel combined method by appointing
the CC algorithm (in Chap. 5) to discover the class prototypes after the data set had
been processed by the SVM.

7.3.1 Formulation

The construction of the hybridized method under discussion [Stoean and Stoean,
2013a], [Stoean and Stoean, 2013b] is intuitively illustrated in Fig. 7.2. The flow of
the technique can be therefore formulated in short as follows:

1. The SVM reshapes the data

a. either in a pedagogical fashion
b. or in a decompositional way.

2. The CC is trained on these changed data sets and determines attribute thresholds
(as described before in Chap. 5).

3. The resulting attribute thresholding for each class must be

a. accurate to new samples,
b. faithful to the opaque model,
c. as simple and compact as possible, since an intricate and hard to follow archi-

tecture may actually offer less comprehensibility.

7.3.2 Scope and Relevance

There are several advantages arising from this new approach for extracting the pre-
diction hidden observations of SVM (as compared to related attempts in the litera-
ture):

• EA individuals can directly encode thresholds for problem indicators. Compre-
hensibility can thus be successfully achieved by generating prototypes for each
class of the task, while they are also easily maneuvered by the EA.
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Fig. 7.2 SVMs are used to clean the given samples, CC is then trained on the new data set
and creates prototypes that are used to better classify the test data. Additionally, CC provides
explanations via the prototypes for each class as regards the logic behind the decision making
process.

• The IF-THEN format holding conjunctive statements with equal signs
for referring thresholds is also simpler to follow. Several inequalities or
a complex format (like in [Markowska-Kaczmar and Chumieja, 2004],
[Markowska-Kaczmar and Wnuk-Lipinski, 2004] or [Johansson et al, 2010])
cannot but harden the reading of the decision explanations.

• The extraction CC engine, as an EA, is an adaptable framework to implement
different possibilities of resolving the task, as previously seen in its application
results for classification in Chap. 5.

• As concerns the diversity of resulting class prototypes, CC inherently maintains
several distinct concurrent subpopulations, as the number of classes of the problem
determines the number of species. This multimodal mechanism is thus more straig-
htforward when evolving distinct prototypes for the different classes of the de-
cision problem (unlike the island model in [Markowska-Kaczmar and Chumieja,
2004]), as each class triggers one population. Thus, prototypes of every class even-
tually become homogenous, but they remain very different from those of the other
species. This is also another reason why CC was preferred as the multimodal en-
gine, instead of the alternative GC (in Chap. 4).

• The encoding is thus even simpler than the usual rule formation, since the class is
not part of the prototype, resulting directly from the subpopulation it is connected
to.
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7.3.3 Particularities of the Cooperative Coevolutionary Classifier
for Information Extraction

As before in the CC approach (Chap. 5), each individual (prototype or rule) encodes
values for all indicators in the data and its class is given by the population it belongs
to. Hence, its formal expression is referred again as (4.3), where the prototype is rep-
resentative of class yi of the problem, i = 1,2, ...,k. The individuals of the starting
population are once more randomly initialized, where the value for each of the n at-
tributes is generated following a uniform distribution between the definition bounds
of that specific feature. The condition part of an individual then specifies indicator
thresholds that designate it as a prototype for the class defined by its population.

The prediction capability of a class prototype is computed after a complete set
is formed by selecting one individual from each of the other subpopulations. In the
experiments that follow in this chapter, we use a random selection of the individuals
from the subpopulations, but different options for the collaborator selection pressure
parameter could be considered. The entire prototype collection is then applied to the
training data as remodeled by the SVM. For every training data sample, distances
to each collected prototype are calculated and the individual that is closest decides
its label. The performance of the initial prototype is then given by the prediction
accuracy over all training samples.

While comprehensibility is thus primarily resolved through the EA individual
representation, the two requirements regarding fidelity to the SVM and high predic-
tion accuracy are met through reference through the CC fitness expression described
in the lines above. The actual place of inclusion is when success is measured by
comparing the outcome of a sample with the SVM-CC prediction. If the approach
is pedagogical, then the actual outcomes for the training data examples are those
confirmed by the SVMs. Fidelity is thus addressed as in (7.1) and expresses the
percentage of identically labeled samples [Huysmans et al, 2006]. xi is a sample,
ySVM

i is its outcome as predicted by the SVM and ySVM−CC
i that which is provided

by SVM-CC, i = 1,2, ...,m.

f idelitySV M−CC = Prob(ySVM
i = ySVM−CC

i |xi ∈ [a1,b1]× [a2,b2]× ...× [an,bn])
(7.1)

If the behavior is decompositional, the real outcomes of the support vectors are those
given in the initial training data set. Accuracy [Huysmans et al, 2006] is therefore
also obeyed as in (7.2).

accuracySVM−CC = Prob(yreal
i = ySVM−CC

i |xi ∈ [a1,b1]× [a2,b2]× ...× [an,bn])
(7.2)

Finally, as regards the test stage, the corresponding samples are classified by a set
of prototypes appointed from the final subpopulations and their predicted outcomes
are confronted with those present in the original data set.

The approach is sketched by Algorithm 7.1.
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Algorithm 7.1 CC for extracting learning prototypes from SVMs.

Require: A k-class classification problem
Ensure: A rule set with multiple prototypes for each class

begin
if approach is pedagogical then

Relabel labels of training data as predicted by the SVM;
else

Collect the support vectors with their actual labels from the data;
end if
t ← 0;
for each species i do

Randomly initialize population Pi(t);
end for
for each species i do

if approach is pedagogical then
Evaluate Pi(t) by selecting collaborators from the other species for every individual
and compare classes according to fidelity;

else
Evaluate Pi(t) by selecting collaborators from the other species for every individual
and compare classes according to accuracy;

end if
end for
while termination condition is not satisfied do

for each species i do
Select parents from Pi(t);
Apply genetic operators;
if approach is pedagogical then

Evaluate Pi(t) by selecting collaborators from the other species for every individual
and compare classes according to fidelity;

else
Evaluate Pi(t) by selecting collaborators from the other species for every individual
and compare classes according to accuracy;

end if
Select survivors from Pi(t) to Pi(t + 1);

end for
t ← t + 1;

end while
return a complete set of prototypes for each class
end
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7.4 Experimental Results

We want to assess three goals in order to prove the effectiveness of the proposed
combined SVM-CC approach for white box extraction:

• fidelity to SVMs;
• accuracy superior to CC;
• comprehensibility superior to SVMs.

The first two aims test the viability of the hybridization, such that the SVM-CC
performs better than the CC and comparable to the SVM. Thirdly, SVM-CC must
also provide the class prototypes underlying the decision model in a form that must
be understandable for the reader. Only after having those validated, we can safely
affirm that the methodology accomplishes the theoretical goal of such a combination
of classifiers and offers credible practical assistance.

The choice for the test problems comes yet again from the UCI repository and
we target breast cancer, diabetes mellitus and iris discrimination.

Once the SVM pedagogical and decompositional steps were over and the training
data was relabeled, we plotted the average number of samples in the training set that
have the outcomes changed by the SVMs (pedagogical), besides the average num-
ber of support vectors (decompositional), both against the total number of training
samples for each data set (see Fig. 7.3). Note that the sizes of the bars should be
compared only to the ones within the same group. The number of support vectors is
higher than the number of samples with changed outcomes, but significantly lower
than the cardinal of the complete training data. This observation implies that a ma-
jor reduction of dimensionality (in the number of samples) is performed prior to
the application of CC in the decompositional case. Although for the iris data set the
samples whose outcomes are changed (first bar) seem almost absent in the figure,
the average value is in fact of 1.87.

The experimental setup is established as follows. As variation operators, we once
more choose those common for a continuous encoding, i.e. intermediate recombi-
nation and mutation with normal perturbation. The binary tournament type is taken
again as the selection operator. The size of each subpopulation is set to 50; it is how-
ever always taken k times the value (k being the number of classes), because there
exists one population connected to each class. The number of evolutionary loops is
considered as 80. The values for the mutation strength, mutation and recombination
probabilities are chosen using the SPO [Bartz-Beielstein, 2006]. The values for the
probabilities are picked from the [0, 1] interval, while for the mutation strength they
are taken from [0, 2]. Each data set is again 30 times randomly split into 2/3 training
and 1/3 test samples. The 30 training/test sets are the same in all approaches, for the
SVM preprocessing to be identical. The reported prediction accuracy is obtained by
averaging, over the 30 different runs, the percent of correctly labeled samples from
the test set out of their total. When computing the fidelity to the SVMs, the known
labels of the test samples are those given by the SVM output, then a typical accuracy
ratio is computed once more.
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Fig. 7.3 Number of samples (on the vertical axis) changed by the SVMs within the pedagog-
ical methodology, besides the number of support vectors from the decompositional approach
and the total number of training samples for each data set

Table 7.1 outlines the prediction accuracies on the corresponding data sets ob-
tained by CC alone, the pedagogical and decompositional SVM-CC, the SVMs and
DT [Gorunescu, 2011]. The last methodology is included in the experiments, in
order to investigate whether the SVM-CC white box extraction method performs
better than a one-step transparent DT model applied directly to the initial data set
[Stoean and Stoean, 2013a]. Additionally, we want to test if it may serve as an alter-
native to the CC as the explanatory engine. The p-values computed via a Wilcoxon
rank-sum test show significant differences in results for diabetes (for the SVMs over
CC, decompositional SVM-CC and DT) and iris (for both CC and SVM-CC variants
over SVMs and DT).

In the last line of Table 7.1, we can also see that the fidelity criterion is obeyed
by the hybridized approaches. High fidelity is very much desired, since it implies
that the combined approach capably uses the SVM relabeling of the training data
to learn the relationship between the values for the attributes and the triggered out-
comes. It then uses the information to classify previously unseen data (almost) as
efficiently as the SVMs. Fidelity is computed by measuring the similarity of test pre-
diction between the combined approach and the SVM. Good fidelity however also
conducts to better prediction accuracy, since SVM-CC usually behaves very simi-
larly to SVMs, as observed in the fidelity outcomes, and SVMs represent a great
choice of a classification algorithm to mimic.

If we look at the fidelity results in comparison to the prediction outcomes in Ta-
ble 7.1, the relabeled samples from the training set clearly represent more accurate
data for the SVM-CC approaches, since the fidelity values are with no doubt higher
in general than the corresponding accuracies. This proves that SVM labeling elimi-
nates noise from the data and learning becomes more efficient.
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Table 7.1 Comparison between prediction accuracy results and standard deviations obtained
on the test data sets by the considered approaches averaged over 30 repeated runs. The last
rows additionally show fidelity to SVM predictions.

Data set CC Pedagogical Decompositional SVMs DT
Average accuracy ± standard deviation (%)

Breast cancer 96.78 ± 1.21 96.95 ± 1.14 95.92 ± 1.26 96.51± 1.41 94.11 ± 1.61
Pima diabetes 75.12 ± 3.63 76.49 ± 3.31 72.26 ± 3.85 77.31 ± 3.37 74.31 ± 2.92
Iris 97.6 ± 1.58 98 ± 1.46 98.07 ± 1.21 96 ± 2.07 93.73 ± 2.45

Fidelity to SVMs (%)
Breast cancer - 98.02 96.46 - -
Pima diabetes - 90.71 78.7 - -
Iris - 96.93 97.2 - -

The pedagogical approach appears to be more consistent in accuracy results than
the decompositional one. Also, it is more faithful to the SVM outcome. Its predic-
tions from Table 7.1 can also be seen as better than the ones of the CC and closer to
those of the SVMs. However, there is a great enhancement in runtime for the SVM-
CC decompositional approach, since the training data set is drastically reduced to
solely the support vectors.

When comparing the DT results with the ones of the CC alone, we can see that
there is a small advantage for the latter: statistical testing confirms that CC is sig-
nificantly better for the 2 disease diagnosis problems and equal for iris. The direct
comparison between CC and DT was performed not only as to check whether the
latter could serve as a better alternative for the explanatory algorithm in the two-step
approaches, but also to underline the need for such combined techniques. The DT
results are far below the ones of the proposed SVM-CC for the 3 data sets, so they
cannot be a viable replacement.

Looking simultaneously at Fig. 7.3 and Table 6.1, it can be noticed that there
is a strong relation between the average test accuracy results of the SVMs and the
number of training samples that they relabeled. This number, plotted as the first
bar in each group should be assessed as opposed to the third bar of the group that
stands for the total number of training samples. For breast cancer and iris, where
test accuracy goes beyond 90%, the number of labels changed by SVMs in the
training set is very small. The reason is that such a data set already has the samples
of different classes well separated, the noise amount in the data is low, so there are
only a few problematic samples from the point of view of the SVMs. A similar
correlation can also be observed between a low number of support vectors and the
success of the SVMs again for iris and breast cancer.

For an intuitive understanding of the class prototypes, the discovered thresholds
for attributes of each the three data sets are plotted in a random run of the peda-
gogical approach (see Fig. 7.4). One prototype is connected to each class and the
latter is designated by a specific symbol. A class prototype is read by following the
lines with a certain sign from the first attribute to the last one. The exact discovered
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thresholds can be observed in the plots from the left hand side, but not all features
have the same domain, so it is not relevant to compare the vertical distances for
pairs of attributes. For a proper comparison between the thresholds, the same ob-
tained values are normalized to the [0, 1] interval in the plots on the right hand side.
Such a visualization helps to understand where are the thresholds situated on the ini-
tial intervals (plots on the left column) and what are the critical differences between
attribute values discovered for the different classes (plots on the right column). The
breast cancer problem however has each of the nine attributes defined on the same
[0, 10] interval, so there is no difference between the positioning of the thresholds
on the plots.

We can thus clearly see how some attributes count more than others. For the iris
data set, for instance, it is the third attribute that makes a clear difference, while the
thresholds for the others are very similar for all outcomes. For the Pima diabetes
case, it is normalization that helps in distinguishing the importance of several fea-
tures. While in the left plot there are many attributes that appear to have threshold
values near one another and visually look alike, on the right one we can see that they
are actually not that close - see attributes 1, 4, 6-8. The available class prototype set
and its picture can prove helpful in supporting practical decision making, since the
user can get usually fast aware of both the thresholds of demarcation between the
classes and also of the relevance of each problem feature for the task.

7.5 Feature Selection by Hill Climbing – Revisited

When dealing with a large number of indicators, like those that define data in the
medical field, where many of the attributes have little discriminative power between
the potential outcomes, a means to reduce their number is especially important. The
presence of too many attributes can divert classifiers as well as physicians from
distinguishing those whose values differentiate between diagnoses. As also previ-
ously discussed, feature selection has been shown to help towards a faster and more
accurate classification [Akay, 2009]. This commonly takes place before the actual
classification, however, it can also be included as part of a cycle inside the classifier,
which learns with differently selected features until some condition is met.

We were confronted with this problem while running the experiments for a first
study on breast cancer diagnosis and generation of decision explanations by SVM-
CC [Stoean and Stoean, 2013b]. We have said before that it had been shown in
[Joachims, 1998] that the inner workings of SVMs bypass the dimensionality issue.
The CC classifier cannot avoid it, however the adjustability of an EA framework
offers the possibility to embed a feature selector within the evolution of classifica-
tion thresholds [Stoean et al, 2011a], like we have seen before in Chap. 5. There-
fore, once again, a dynamic chemistry between chosen indicators and their proper
thresholds is performed. This interaction changes thresholds for attributes, as for
every new HC individual different dependencies are involved and the SVM-CC is
re-initiated with each change in the HC configuration. The reference to fewer indi-
cators additionally offers more comprehensibility to the generated prototype set.
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Fig. 7.4 The discovered class prototypes for the three data sets in a random run of the SVM-
CC pedagogical approach. First column plots the obtained thresholds for the raw data, while
within the second the values are normalized to the interval [0, 1]. The horizontal axis refers
the attributes by their number and the vertical one shows their values. The different signs
stand for the distinct classes of the problems (excerpt for [Stoean and Stoean, 2013a]).

Since it exhibited better results in the initial experimentation, it was the peda-
gogical approach that we selected for attaching the feature selector. The experimen-
tal setup is changed from the version in Chap. 5, as we can now also refer a goal
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accuracy value for each problem (the one attained by the SVM). The HC runs un-
til it reaches this value (best case scenario) or, if no improvement is achieved for
50 iterations, it is re-initialized and re-run. This re-initialization may happen for up
to 5 times and if the targeted percent is not reached, it is the current accuracy that
is returned. This desired goal is set for trying to break the limits of the SVM-CC
algorithm as concerns its obtained average accuracy. The evaluation of the HC indi-
vidual presumes a typical run of the approach and the obtained accuracy represents
the fitness outcome. The HC algorithm conducts an iterated search for picking the
most appropriate combination between the attributes of the classification problem
and the weights discovered by the SVM-CC method for those features.

The prediction accuracy for the breast cancer problem now reached 97.16%,
which is not significantly better than without the HC. The number of attributes is
nevertheless reduced in average from 9 to 5. This means not only that noisy infor-
mation is removed, but the user can also more easily grasp the decision prototypes,
and consequently the classification problem. The most important features, i.e., those
that are included into several prototypes (subsets of attributes) are thus evidenced.
All these nevertheless bring an accompanying longer runtime, as the HC calls the
pedagogical method at each iteration.
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Fig. 7.5 The selected attributes and their generated thresholds after a random run of the HC
as feature selector on the breast cancer diagnosis problem (excerpt from [Stoean and Stoean,
2013b])

The HC selected features and their corresponding thresholds are outlined in
Fig. 7.5. As previously in Fig. 7.4, the prototypes from Fig. 7.5 provide an intu-
itive description for the discovered information. Larger distances on the vertical
axis mean that there is a greater disparity for the values of that attribute and the in-
dicator makes a clearer difference for the current prototype as opposed to attributes
that have the values closer. In fact, it may happen that, for a different training con-
figuration, the thresholds of the same attribute shall be close to each other. The
indicator thresholds should hence not be read out of the context, but they should
only be analyzed together with the configuration of the entire prototype. Recall that
the prototypes are not unique, but they emphasize the connection between the values
of different variables.
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As before in Chap. 5, we also measure which attributes are more often selected.
The results show that all indicators participate to the construction of the prototypes,
some more often and some only seldom (Fig. 7.6). This means that good configura-
tions of attribute thresholds can be achieved for different feature subsets, but surely
some of them are more important since the best results are obtained when they are
always part of the selection.

Fig. 7.6 Most often se-
lected attributes (out of
30 HC runs) in breast
cancer diagnosis (excerpt
from [Stoean and Stoean,
2013b])
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The attribute that was selected most by the HC (i.e., attribute 7, as seen in Fig.
7.6) is put to alone discriminate the data between the two classes of breast cancer
diagnosis (Fig. 7.7). Based on the values of that specific attribute (on the horizontal
axis), the samples are distributed at a high degree (on the vertical axis) between the
two classes.

Fig. 7.7 Breast cancer sam-
ple distribution between the
two outputs (benign and
malignant) on the basis of
the most important attribute
as observed in Fig. 7.6
(excerpt from [Stoean and
Stoean, 2013b])
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7.6 Explaining Singular Predictions

Reducing the number of attributes by feature selection surely resolves the intricacy
of the problem. But a medical expert would still have doubts as concerns the output
of the model. A set of prototypes that is computationally easy to apply to a large
set of test samples might not be very comprehensible for the user when it should
classify a single record. The physician would surely prefer an indication towards
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the features that determined the classifier to put a certain diagnostic for a patient
[Strumbelj et al, 2010].

To also accomplish this with our approach, after a sample is classified, the ab-
solute differences between the values of that record and the corresponding value
of the prototype for that found class can be calculated for each attribute. By as-
cendingly ordering the attributes according to the values obtained for these ab-
solute differences, a measure of their relevance (first being the most relevant)
for the taken decision is achieved. Even if this methodology is extremely simple
[Stoean and Stoean, 2013b], it outlines the individual attributes that have the closest
values to the weights (as given by the prototypes) of those indicators which deter-
mine the diagnosis of a certain class.

The following experiment is further on performed for the breast cancer data: the
first two patients with different diagnoses are chosen and the differences mentioned
before are computed. Gathering the most important attributes for the first 10 patients
taken under equally balanced diagnoses, the order for the most decisive attributes is
found 1 and 7 for patients diagnosed as malign and the same attributes but in reverse
order for the benign individuals. If we look again at Fig. 7.6, the former experiment
revealed the importance of the same two attributes.

Such computations prove very useful in practice because they can be obtained
for a current patient individually and they point out which are the most relevant
indicators of the diagnosis in that case. By taking only small amounts of data from
each problem, some of the features that were previously found as decisive by the
more computationally expensive HC (in Fig. 7.5 and 7.6) are confirmed through
this simple individual oriented classification.

7.7 Post-Feature Selection for Prototypes

After the evolution of prototypes ends, a set of resulting distinct solutions is selected
(i.e., a collaborator from each class) to be tested against samples from the test set.
If the decision set is inspected, it is natural that the thresholds for certain attributes
may be closer to each other than others in different prototypes. We assumed that
these attributes have little or no influence as concerns the classification of a new
sample.

Algorithm 7.2 outlines a posterior feature selection to eliminate from each so-
lution the attributes whose thresholds are very close to a mean over all prototypes
for the corresponding values [Stoean and Stoean, 2013a]. Besides the decision set,
the algorithm receives a positive integer, which is the significance threshold s under
which less significant features are discarded. The values for s start from 0, when
no attribute is removed, and can be incremented until a prototype remains with no
attributes. Actually, the value of parameter s represents a percent of the definition
span of the current attribute.

The algorithm begins by creating a vector of mean values, whose size is equal to
the number of attributes of the classification problem. The value of locus i represents
the average over all thresholds on position i of the considered prototypes. Then, for
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each rule and accordingly for each class, we find the attribute that is most distant
with respect to the vector of means. This similarity is normalized for each attribute in
order to have a relative comparison. Such a value is important in determining to what
extent can the significance threshold be increased until a prototype is completely
eliminated because all its attributes are marked as unimportant. The fact that each
solution has at least one attribute with a significant value is assured in the condition
line that verifies if (bi − ai) · s/100 < thresholdl

dist . Subsequently, each attribute of
every rule is considered and a difference in absolute value is computed against the
rates from the vector of means. If the obtained positive number is lower than the
significance threshold, then this attribute is ignored for the current prototype. Note
that for classification problems with more than two classes, an attribute may be
removed from a prototype, but it is further kept in a complementary one, as it can
be important for one class, but insignificant for others.

Algorithm 7.2 Post-feature selection for class prototypes.

Require: The set of k prototypes, k being the number of classes, and a significance threshold
s for attribute elimination

Ensure: The k prototypes holding only the relevant attributes
begin
Compute vector mean of length n by averaging the values for each attribute threshold over
all the prototypes {n is the number of attributes}
for each prototype l do

Find thresholdl
dist among all thresholdi, where i ∈ {1, 2, ..., n}, that is the remotest to

meani, i.e., corresponds to
n

max
i=1

| thresholdi −meani |
bi −ai

end for
for each prototype l do

if (bi −ai) · s/100 < thresholdl
dist then

for each attributei do
if |thresholdi - meani| < (bi −ai) · s/100 then

Mark i as a don’t care attribute for prototype p
end if

end for
end if

end for
end

What remains to be reformulated is the corresponding change in the application
of prototypes of different lengths to the test set. The distance from an unknown sam-
ple is now applied only to the attributes that matter from the current prototype and
it is divided by the number of solely these contributing features. The motivation for
this division lies in the fact that some prototypes may have many relevant attributes,
others can remain with a very low number and in this way the proportionality of
comparison still holds.
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We chose again the more stable pedagogical approach for testing this planned
enhancement and we tried values for the significance threshold to the maximum
possible number. We applied it only to Pima diabetes and breast cancer diagnosis,
as the iris data already has only 4 attributes. The obtained accuracy, as well as the
number of eliminated attributes for the two data sets, are shown in Fig. 7.8. The
horizontal axis contains the values for the significance threshold. On the vertical axis
there is one line with accuracies followed by another with the number of removed
attributes, in order to have a simultaneous comparison. A change in accuracy is
almost absent. The gain is nevertheless represented by the fact that the number of
dimensions is substantially reduced and the remaining thresholds for the decisive
attributes within the class prototypes can be more easily analyzed and compared.
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Fig. 7.8 The plots on the first line output the accuracies obtained for Pima diabetes and
breast cancer diagnosis, when attributes are eliminated. The graphics from the second line
show how many features are discarded for each. The horizontal axis contains values for
the significance threshold used in eliminating the attributes, while accuracy (line 1) and
number of removed attributes (line 2) are represented on the vertical axis (excerpt from
[Stoean and Stoean, 2013a]).
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Figure 7.9 plots the new prototypes of every class for the largest significance
threshold taken for each case in Fig. 7.8, that is the highest value on the horizon-
tal axis. Since the classification problems targeted here have only two classes, an
attribute is eliminated from both prototypes at the same time. If the task is how-
ever multi-class, an attribute may be discarded only from certain prototypes. This
happens because attribute elimination is applied by making use of an average over
the prototypes for all classes. In the binary case, the thresholds for the two pro-
totypes have an equal distance to the mean, so they are both or none eliminated
[Stoean and Stoean, 2013a].
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Fig. 7.9 Illustration of the remaining attributes and their threshold values for the highest
significance threshold following Fig. 7.8 - Pima diabetes data left and breast cancer diagnosis
on the right (excerpt from [Stoean and Stoean, 2013a])

7.8 Concluding Remarks

Following all the earlier experiments and observations, we can draw the following
conclusions as to why is SVM-CC – a combination between a kernel-based method-
ology and a prototype-centered classifier – a good option for white box extraction:

• TheEAencoding is simpler thangeneticprogrammingrules [Johanssonetal,2010]
and the separation into explicit multiple subpopulations, each holding prototypes
of one class, is more direct than ant colony optimization [Ozbakir et al, 2009] and
easier to control than island models [Markowska-Kaczmar and Chumieja, 2004]
or genetic cromodynamics [Stoean et al, 2007], [Stoean and Stoean, 2009a].

• The possibility of easily including a HC into the representation triggers simulta-
neous feature selection and information extraction.

• The option of allowing only the presence of the informative indicators addition-
ally facilitates a deeper and more pointing understanding of the problem and
relevant features, all centered on their discriminative thresholds.
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• The derived prototypes discover connections between various values of different
attributes.

• Through the individual classification explanation, the expert is able to see a hier-
archy of the attributes importance in the automated diagnosis process.

• A second method of reducing the complexity of the decision guidelines by
omitting for each class the attributes that had very low influence for the corre-
sponding discrimination prototype leads to a compact formulation of the involved
attributes. This helps discover relevant insights on the problem at hand, as well
as shows a more understandable picture of the underlying decision making.

• When feature selection is performed, either online or a posteriori, the accuracy
does not increase, but comprehensibility nevertheless does grow. This is some-
how obvious, since the less informative attributes were probably weighted less
and had small or no influence on the resulting predictions.

• If we were however to compare the comprehensibility power of both feature se-
lection approaches, we would say that cleaning each prototype of the insignifi-
cant indicators for that outcome leads to better understandability than the online
approach that performs global feature selection on the data set. This is due to the
fact that the a posteriori method reveals the specific interplay between selected
attributes for each particular class in turn.



Chapter 8
Final Remarks

Begin at the beginning, the King said, very gravely, and go
on till you come to the end: then stop.
Alice in Wonderland by Lewis Carroll

We have reached the end of the book. Have we got any answers to the question we
raised in the introductory chapter? Having presented the several options for clas-
sification – SVMs alone, single EAs and hybridization at two stages of learning –
what choice proved to be more advantageous, taking into consideration prediction
accuracy, comprehensibility, simplicity, flexibility and runtime?

Let us summarize the conclusions we can draw after experimenting with each
technique:

• SVMs (Chap. 2) hold the key to high accuracy and good runtime. If good accu-
racy and small runtime are all that matter for the user, SVMs are the best choice.
If interest also concerns an intuitive idea of how a prototype for a class looks
like, the user should see other options too, as SVMs put forward insufficient ex-
planations [Huysmans et al, 2006] for how the predicted outcome was reached.
That which cannot be understood, cannot be fully trusted.

• GC (Chap. 4) and CC (Chap. 5) evolve class prototypes holding attribute thresh-
olds that must be simultaneously reached in order to label a sample with a certain
outcome. Evaluation requires good accuracy on the training data. Diversity for
prototypes of distinct classes is preserved either through radii separating sub-
populations or through the maintenance of multiple populations, each connected
to one class. Understandability is increased, as thresholds are provided for the
attributes that differentiate between outcomes, but accuracy cannot surpass that
of SVMs. Feature selection can be directly added to the evolutionary process
through a concurrent HC. Not all problem variables are thus further encoded
into the structure of an individual, which leads to genome length reduction and
enhancement of comprehensibility.

• These findings trigger the idea of combining the good accuracy of SVMs with
the comprehensible class prototypes of EAs. ESVMs (Chap. 6) geometrically
discriminate between training samples as SVMs, formulate the SVM primal op-
timization problem and solve it by evolving hyperplane coefficients through EAs.
This is in fact EAs doing the optimization inside SVMs. Accuracy is comparable
to SVMs, the optimization engine is simpler and the kernel choice unconstrained.

C. Stoean and R. Stoean, Support Vector Machines and Evolutionary Algorithms 111
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As for comprehensibility, ESVMs are just more direct than SVMs in providing
the weights. Runtime is increased by addressing the entire data set each time the
evaluation of an individual takes place; chunking partly resolves it. Nevertheless,
another advantage over SVMs is that ESVMs can be endowed with a GA fea-
ture selector, performed simultaneously with weight evolution. This extracts the
more informative attributes, as a more understandable result of the classification
label. The end-user can therefore view what are the indicators that influence the
outcome.

• A sequential SVM-CC hybridization (Chap. 7) should be more comprising of
the advantages of both. SVMs relabel the training data and the EA can this time
address a noise-free collection to extract prototypes from. A shorter highly infor-
mative data set can be also obtained by referring only support vectors following
the SVMs. Attribute thresholds are again generated by CC, as the better perform-
ing of the two presented EA approaches to classification. A HC is included again
for synchronized feature selection. A pyramid of the importance of each prob-
lem variable for the triggered outcome can be additionally perceived. Finally,
feature selection at the level of obtained prototypes presents a comprehensible
format and image of those significant attributes for each class and the thresholds
by which they differentiate between outcomes.

Having all these reviewed, can we now finally answer the question? Yes. When
encountering a real-world problem, plain SVMs can give a first fast prediction. If
this is not satisfactory, ESVMs can model the given data with non-traditional ker-
nels. Once a good prediction is achieved, CC can extract the logic behind the black-
box learning on the newly remodeled samples. Feature selection and hierarchy of
attributes can be triggered along, as the EA can easily be endowed with many pro-
cedures for simultaneous information.

Or, in other words, we seem to have answered the question as Mark Twain would
have put it:

I was gratified to be able to answer promptly, and I did. I said I did not know.
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