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Preface

Face recognition (FR) is an important research topic in the pattern recognition area
and is widely applied in many areas. Learning-based FR achieves good perfor-
mance, but linear learning methods share their limitations on extracting the fea-
tures of face image, change of pose, illumination, and express causing the image to
present a complicated nonlinear character. The recently proposed kernel method is
regarded an effective method for extracting the nonlinear features and is widely
used. Kernel learning is an important research topic in the machine learning area,
and some theory and applications fruits are achieved and widely applied in pattern
recognition, data mining, computer vision, image, and signal processing. The
nonlinear problems are solved at large with kernel function and system perfor-
mances such as recognition accuracy and prediction accuracy that are largely
increased. However, the kernel learning method still endures a key problem, i.e.,
kernel function and its parameter selection. Research has shown that kernel
function and its parameters have a direct influence on data distribution in the
nonlinear feature space, and inappropriate selection will influence the performance
of kernel learning. Research on self-adaptive learning of kernel function and its
parameter has important theoretical value for solving the kernel selection problem
widely endured by the kernel learning machine, and has the same important
practical meaning for improvement of kernel learning systems.

The main contributions of this book are described as follows:
First, for parameter selection problems endured by kernel learning algorithms,

this dissertation proposes the kernel optimization method with the data-dependent
kernel. The definition of data-dependent kernel is extended, and its optimal
parameters are achieved through solving the optimization equation created based
on Fisher criterion and maximum margin criterion. Two kernel optimization
algorithms are evaluated and analyzed from two different views.

Second, for problems of computation efficiency and storage space endured by
kernel learning-based image feature extraction, an image matrix-based Gaussian
kernel directly dealing with the images is proposed. The image matrix need not be
transformed to the vector when the kernel is used in image feature extraction.
Moreover, by combining the data-dependent kernel and kernel optimization, we
propose an adaptive image matrix-based Gaussian kernel which not only directly
deals with the image matrix but also adaptively adjusts the parameters of the
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kernels according to the input image matrix. This kernel can improve the per-
formance of kernel learning-based image feature extraction.

Third, for the selection of kernel function and its parameters endured by tra-
ditional kernel discriminant analysis, the data-dependent kernel is applied to kernel
discriminant analysis. Two algorithms named FC?FC-based adaptive kernel dis-
criminant analysis and MMC?FC-based adaptive kernel discriminant analysis are
proposed. The algorithms are based on the idea of combining kernel optimization
and linear projection-based two-stages algorithm. The algorithms adaptively adjust
the structure of kernels according to the distribution of the input samples in the
input space and optimize the mapping of sample data from the input space to the
feature space. Thus the extracted features have more class discriminative ability
compared with traditional kernel discriminant analysis. As regards parameter
selection problem endured by traditional kernel discriminant analysis, this report
presents the Nonparametric Kernel Discriminant Analysis (NKDA) method which
solves the performance of classifier owing to unfitted parameter selection. As
regards kernel function and its parameter selection, kernel structure self-adaptive
discriminant analysis algorithms are proposed and tested with simulations.

Fourth, for problems endured by the recently proposed Locality Preserving
Projection (LPP) algorithm: (1) The class label information of training samples is
not used during training; (2) LPP is a linear transformation-based feature extrac-
tion method and is not able to extract the nonlinear features; (3) LPP endures the
parameter selection problem when it creates the nearest neighbor graph. For the
above problems, this dissertation proposes a supervised kernel locality preserving
projection algorithm, and the algorithm applies the supervised no parameters
method for creating the nearest neighbor graph. The extracted nonlinear features
have the largest class discriminative ability. The improved algorithm solves the
above problems endured by LPP and enhances its performance on feature
extraction.

Fifth, for Pose, Illumination and Expression (PIE) problems endured by image
feature extraction for face recognition, three kernel learning-based face recogni-
tion algorithms are proposed. (1) To make full use of advantages of signal pro-
cessing and learning-based methods on image feature extraction, a face image
extraction method of combining Gabor wavelet and enhanced kernel discriminant
analysis is proposed. (2) Polynomial kernel is extended to fractional power
polynomial model, and is used for kernel discriminant analysis. A fraction power
polynomial model-based kernel discriminant analysis for feature extraction of
facial image is proposed. (3) In order to make full use of the linear and nonlinear
features of images, an adaptively fusing PCA and KPCA for face image extraction
is proposed.

Finally, on the training samples number and kernel function and their parameter
endured by Kernel Principal Component Analysis, this report presents a one-class
support vector-based Sparse Kernel Principal Component Analysis (SKPCA).
Moreover, data-dependent kernel is introduced and extended to propose SKPCA
algorithm. First, a few meaningful samples are found for solving the constraint
optimization equation, and these training samples are used to compute the kernel
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matrix which decreases the computing time and saving space. Second, kernel
optimization is applied to self-adaptive, adjusting the data distribution of the input
samples and the algorithm performance is improved based on the limit training
samples.

The main contents of this book include Kernel Optimization, Kernel Sparse
Learning, Kernel Manifold Learning, Supervised Kernel Self-adaptive Learning,
and Applications of Kernel Learning.

Kernel Optimization

This book aims to solve parameter selection problems endured by kernel learning
algorithms, and presents kernel optimization method with the data-dependent
kernel. The book extends the definition of data-dependent kernel and applies it to
kernel optimization. The optimal structure of the input data is achieved through
adjusting the parameter of data-dependent kernel for high class discriminative
ability for classification tasks. The optimal parameter is achieved through solving
the optimization equation created based on Fisher criterion and maximum margin
criterion. Two kernel optimization algorithms are evaluated and analyzed from
two different views. On practical applications, such as image recognition, for
problems of computation efficiency and storage space endured by kernel learning-
based image feature extraction, an image matrix-based Gaussian kernel directly
dealing with the images is proposed in this book. Matrix Gaussian kernel-based
kernel learning is implemented on image feature extraction using image matrix
directly without transforming the matrix into vector for the traditional kernel
function. Combining the data-dependent kernel and kernel optimization, this book
presents an adaptive image matrix-based Gaussian kernel with self-adaptively
adjusting the parameters of the kernels according to the input image matrix, and
the performance of image-based system is largely improved with this kernel.

Kernel Sparse Learning

On the training samples number and kernel function and its parameter endured by
Kernel Principal Component Analysis; this book presents one-class support vector-
based Sparse Kernel Principal Component Analysis (SKPCA). Moreover, data-
dependent kernel is introduced and extended to propose SKPCA algorithm. First,
the few meaningful samples are found with solving the constraint optimization
equation, and these training samples are used to compute the kernel matrix which
decreases the computing time and saving space. Second, kernel optimization is
applied to self-adaptive adjusting data distribution of the input samples and the
algorithm performance is improved based on the limit training samples.
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Kernel Manifold Learning

On the nonlinear feature extraction problem endured by Locality Preserving
Projection (LPP) based manifold learning, and this book proposes a supervised
kernel locality preserving projection algorithm creating the nearest neighbor
graph. The extracted nonlinear features have the largest class discriminative
ability, and it solves the above problems endured by LPP and enhances its per-
formance on feature extraction. This book presents kernel self-adaptive manifold
learning. The traditional unsupervised LPP algorithm is extended to the supervised
and kernelized learning. Kernel self-adaptive optimization solves kernel function
and its parameters selection problems of supervised manifold learning, which
improves the algorithm performance on feature extraction and classification.

Supervised Kernel Self-Adaptive Learning

On parameter selection problem endured by traditional kernel discriminant anal-
ysis, this book presents Nonparametric Kernel Discriminant Analysis (NKDA) to
solve the performance of classifier owing to unfitted parameter selection. On
kernel function and its parameter selection, kernel structure self-adaptive dis-
criminant analysis algorithms are proposed and tested with simulations. For the
selection of kernel function and its parameters endured by traditional kernel dis-
criminant analysis, the data-dependent kernel is applied to kernel discriminant
analysis. Two algorithms named FC?FC-based adaptive kernel discriminant
analysis and MMC?FC-based adaptive kernel discriminant analysis are proposed.
The algorithms are based on the idea of combining kernel optimization and linear
projection-based two-stage algorithm. The algorithms adaptively adjust the
structure of kernels according to the distribution of the input samples in the input
space and optimize the mapping of sample data from the input space to the feature
space. Thus the extracted features have more class discriminative ability compared
with traditional kernel discriminant analysis.
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Chapter 1
Introduction

1.1 Basic Concept

Face recognition (FR) has become a popular research topic in the computer vision,
image processing, and pattern recognition areas. Recognition performance of the
practical FR system is largely influenced by the variations in illumination condi-
tions, viewing directions or poses, facial expression, aging, and disguises. FR
provides the wide applications in commercial, law enforcement, and military, and
so on, such as airport security and access control, building surveillance and
monitoring, human–computer intelligent interaction and perceptual interfaces,
smart environments at home, office, and cars. An excellent FR method should
consider what features are used to represent a face image and how to classify a
new face image based on this representation. Current feature extraction methods
can be classified into signal processing and statistical learning methods. On signal-
processing-based methods, feature-extraction-based Gabor wavelets are widely
used to represent the face image, because the kernels of Gabor wavelets are similar
to two-dimensional receptive field profiles of the mammalian cortical simple cells,
which capture the properties of spatial localization, orientation selectivity, and
spatial frequency selectivity to cope with the variations in illumination and facial
expressions. On the statistical-learning-based methods, the dimension reduction
methods are widely used. In this book, we have more attentions on learning-based
FR method. In the past research, the current methods include supervised learning,
unsupervised learning, and semi-supervised learning.

1.1.1 Supervised Learning

Supervised learning is a popular learning method through mapping the input data
into the feature space, and it includes classification and regression. During learning
the mapping function, the sample with the class labels is used to training. Many
works discuss supervised learning extensively including pattern recognition,
machine learning.
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Supervised learning methods are consisted of two kinds of generative or dis-
criminative methods. Generative models assume that the data that are indepen-
dently and identically distributed are subject to one probability density function,
for example, posteriori estimation (MAP) [1], empirical Bayes, and variational
Bayes [2]. Different from data generation process, discriminative methods directly
make the decision boundary of the classes. The decision boundary is represented
with a parametric function of data through minimizing the classification error on
the training set [1]. Empirical risk minimization (ERM) is a widely adopted
principle in discriminative supervised learning, for example, neural networks [3]
and logistic regression [2]. As opposed to probabilistic methods, the decision
boundary is modeled directly, which overcomes structural risk minimization
(SRM) principle by Vapnik’s [4], and this method adds a regularity criterion to the
empirical risk. So that, the classifier has a good generalization ability. Most of the
above classifiers implicitly or explicitly require the data to be represented as a
vector in a suitable vector space [5].

Ensemble classifiers are used to combine multiple component classifiers to
obtain a meta-classifier, for example, bagging [6] and boosting [7, 8]. Bagging is a
short form for bootstrap aggregation, which trains multiple instances of a classifier
on different subsamples. Boosting samples trains data more intelligently, and it is
difficult for the existing ensemble to classify with a higher preference.

1.1.2 Unsupervised Learning

Unsupervised learning is a significantly more difficult problem than classification.
Many clustering algorithms have already been proposed [9], and we broadly divide
the clustering algorithms into groups. As an example of a sum of squared error
(SSE) minimization algorithm, K-means is the most popular and widely used
clustering algorithm. K-means is initialized with a set of random cluster centers,
for example, ISODATA [10], linear vector quantization [11].

Parametric mixture models are widely used in machine learning areas [12], for
example, GMM [13, 14] has been extensively used for clustering. Since it assumes
that each component is homogeneous, unimodal, and generated using a Gaussian
density, its performance is limited. For that, an improved method called latent Di-
richlet allocation [15] was proposed, as a multinomial mixture model. Several
mixture models have been extended to their nonparametric form by taking the
number of components to infinity [16–18]. Spectral clustering algorithms [19–21]
are popular nonparametric models, and it minimizes an objective function. Kernel K-
means is a related kernel-based algorithm, which generalizes the Euclidean-distance-
based K-means to arbitrary metrics in the feature space. Using the kernel trick, the
data are first mapped into a higher-dimensional space using a possibly nonlinear map,
and a K-means clustering is performed in the higher-dimensional space.
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1.1.3 Semi-Supervised Algorithms

Semi-supervised learning methods attempt to improve the performance of a
supervised or an unsupervised learning in the presence of side information. This
side information can be in the form of unlabeled samples in the supervised case or
pair-wise constraints in the unsupervised case. An earlier work by Robbins and
Monro [22] on sequential learning can also be viewed as related to semi-
supervised learning, for example, Vapnik’s overall risk minimization (ORM)
principle [23]. Usually, the underlying geometry of the data is captured by rep-
resenting the data as a graph, with samples as the vertices, and the pair-wise
similarities between the samples as edge weights. Several graph-based algorithms
such as label propagation [24], Markov random walks [25], graph cut algorithms
[26], spectral graph transducer [27], and low-density separation [28]. The second
assumption is cluster assumption [29]. Many successful semi-supervised algo-
rithms are TSVM [30] and semi-supervised SVM [31]. These algorithms assume a
model for the decision boundary, resulting in a classifier.

1.2 Kernel Learning

Kernel method was firstly proposed in Computational Learning Theory Confer-
ence in 1992. In the conference, support vector machine (SVM) theory was
introduced and caused the large innovation of machine learning. The key tech-
nology of SVM is that the inner product of the nonlinear vector is defined with
kernel function. Based on the kernel function, the data are mapped into high-
dimensional feature space with kernel mapping. Many kernel learning methods
were proposed through kernelizing the linear learning methods.

Kernel learning theory is widely paid attentions by researchers, and kernel
learning method is successfully applied in pattern recognition, regression esti-
mation, and so on [32–38].

1.2.1 Kernel Definition

Kernel function defines the nonlinear inner product\(x), (y)[of the vector x and
y, then

kðx; yÞ ¼ UðxÞ;UðyÞh i ð1:1Þ

The definition is proposed based on Gram matrix and positive matrix.
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1. Kernel construction

Kernel function is a crucial factor for influencing the kernel learning, and
different kernel functions cause the different generalization of kernel learning,
such as SVM. Researchers construct different kernel in the different application. In
current kernel learning algorithms, polynomial kernel, Gaussian kernel, and sig-
moid kernel and RBF kernel are popular kernel, as follows.

Polynomial kernel

kðx; yÞ ¼ ðx � yÞd ðd 2 NÞ ð1:2Þ

Gaussian kernel

kðx; yÞ ¼ exp � x� yk k2

2r2

 !
ðr[ 0Þ ð1:3Þ

Sigmoid kernel

k x; zð Þ ¼ tanhðahx; zi þ bÞ; a[ 0; b\0ð Þ ð1:4Þ

RBF kernel

k x; zð Þ ¼ exp �qdðx; zÞð Þ; q[ 0ð Þ ð1:5Þ

where d(x,z) is a distance measure.

1.2.2 Kernel Character

Based on the definition of kernel, it seems that it firstly constructs the nonlinear
mapping space and then computes the inner product of the input vectors in the
nonlinear mapping space. In fact, in the practical application, kernel function
represents the nonlinear mapping space. Based on this idea, the inner product
computation can avoid the computation in the nonlinear mapping space. So it need
not know the mapping equation in advanced in the practical application. In fact,
for one kernel function, it can construct the kernel-based feature space, where the
inner product is defined by kernel function. The vector in the nonlinear mapping
space can described as follows.

(a) Vector norm:

UðxÞk k2¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
UðxÞk k2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hUðxÞ;UðxÞi

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
kðx; xÞ

p
ð1:6Þ
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(b) Vector linear combination norm:

Xl

i¼1

aiUðxiÞ
�����

�����
2

¼
Xl

i¼1

aiUðxiÞ;
Xl

j¼1

ajUðxjÞ
* +

¼
Xl

i¼1

ai

Xl

j¼1

aj UðxiÞ;UðxjÞ
� �Xl

i¼1

ai

Xl

j¼1

ajkðxi; xjÞ
ð1:7Þ

(c) Norm of two vectors differ

UðxÞ � UðzÞk k2 ¼ UðxÞ � UðzÞ;UðxÞ � UðzÞh i
¼ UðxÞ;UðxÞh i � 2 UðxÞ;UðzÞh i þ UðxÞ;UðzÞh i
¼ kðx; xÞ � 2kðx; zÞ þ kðz; zÞ

ð1:8Þ

According to T. M. Cover’s pattern classification theory, one complicate pattern
classification will be more easily classified in the higher-dimensional mapping
space than low-dimensional nonlinear mapping space.

Suppose that k is real positive definite kernel, and RR :¼ f : R! Rf g is the
kernel mapping space from R to R, then the mapping from R to RR is defined by

U :R! RR

x! kð�; xÞ
ð1:9Þ

is Reproduced kernel mapping.
Mercer proposition given the function k in R

2, then

Tk : H2ðRÞ ! H2ðRÞ

Tkfð ÞðxÞ :¼
Z
R

kðx; x0Þf ðx0Þdlðx0Þ ð1:10Þ

is positive, that is, for all f 2 H2ðR2Þ, thenZ
R

2

kðx; x0Þf ðxÞf ðx0ÞdlðxÞlðx0Þ � 0 ð1:11Þ

Then

kðx; x0Þ ¼
Xnf

j¼1

kjwjðxÞwjðx0Þ ð1:12Þ

Suppose that k satisfies kernel with Mercer Proposition, define the mapping
from R to RR as
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U : R! h
nf

2

x!
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kjwjðxÞ

q� �
j¼1;2;...;nf

ð1:13Þ

is Mercer kernel mapping, where wj 2 H2ðRÞ denotes the eigenvalue function Tk

and its eigenvalue kj, nf and wj have the same definition to Mercer Proposition.
Supposed that k is Mercer kernel, U is Mercer kernel mapping, for all

ðx; x0Þ 2 R
2, then

UðxÞ;Uðx0Þh i ¼ kðx; x0Þ ð1:14Þ

Mercer kernel mapping is used to construct the Hilbert space, and the inner
product is defined with kernel function. Mercer kernel and position definite kernel
may be defined with the inner product in Hilbert kernel.

Suppose that R ¼ ½a; c� is compact region, k : ½a; c� � ½a; c� ! C is continuous
function, then k is position definite kernel, only each continuous function
f : R! C, then Z

R
2

kðx; x0Þf ðxÞf ðx0Þdxdx0 � 0: ð1:15Þ

1.3 Current Research Status

In 1960s, kernel function has been introduced into pattern recognition, but it just
developed to one hot research topic until SVM was successfully used in pattern
recognition areas [39, 40]. In the following research, Scholkopf introduced kernel
learning into feature extraction [41–43] and proposed kernel principal component
analysis (KPCA) [41, 42], Mika [44–47], Baudat [48] and Roth [49] extended the
linear discriminant analysis (LDA) method into kernel version through using
kernel trick. From that, kernel learning and its relative research attracted
researchers’ interest, and three research stages of the kernel learning are shown as
follows. In the first stage, before 2000, the beginning research of the kernel
learning, the main research fruits include KPCA, kernel discriminant analysis.
Other few research fruits were achieved. In the second stage, 2000–2004, some
relative kernel learning algorithms are achieved such as kernel HMM [50], kernel
associative memory [51]. This stage of research is regarded as the basis for the
following research on kernel learning.

In the third stage, from 2005 to now, many researchers devote their interests to
the kernel learning research area. They developed many kernel learning methods
and applied them to many practical applications. Many universities and research
institutions carried out kernel research study earlier, such as Yale, MIT, Microsoft
Corporation, and achieved fruitful results. China’s Shanghai Jiao Tong University,
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Nanjing University, Nanjing University, Harbin Institute of Technology, Shenzhen
Graduate Institute, and other research institutions have recently carried out
learning algorithms and applications of kernel research gradually and have
achieved some results.

Although research on kernel learning only lasted about a decade, but it has
formed a relatively complete system of kernel learning research and a number of
research branches are developed. They are kernel-based classification, kernel
clustering algorithms, feature extraction based on kernel learning algorithms,
kernel-based learning neural networks and kernel applications and other research
application branch.

1.3.1 Kernel Classification

Kernel learning method originated in SVMs [39, 40, 52], which is a typical
classification algorithms. In subsequent studies, the researchers made a variety of
kernel-based learning classification algorithm. Peng et al. applied kernel method to
improve the nearest neighbor classifier [53], and implemented the nearest neighbor
classification in the nonlinear mapping space. Recently, researchers have proposed
some new kernel-based learning classification algorithm, Jiao et al. [54] proposed
kernel matching pursuit classifier (KMPC) algorithm, as well as Zhang et al. [55]
proposed a learning-based minimum distance classifier, and to optimize the kernel
function parameters applied to the idea of algorithm design, the algorithm can
automatically adjust the parameters of the kernel function and enhance the ability
of nonlinear classification problem. In addition, Jiao et al. [56] proposed kernel
matching pursuit classification algorithm.

1.3.2 Kernel Clustering

Kernel clustering algorithm was developed only in recent years as an important
branch of kernel learning. Ma et al. [57] proposed a discriminant analysis based on
kernel clustering algorithm, which is the main idea to use kernel learning to map
the original data into a high-dimensional feature space. This method performed
C-means clustering discriminant analysis algorithms. Have et al. [58] use kernel
methods of spectral clustering method extended to kernel spectral clustering
method, and Kima [59] and other researcher presented other various kernel-based
learning methods for clustering comparison. Kernel clustering-applied research
also received the majority of attention of scholars. Researchers use kernel clus-
tering as target tracking, character recognition, and other fields. Studies have
shown that kernel learning algorithm clustering has been successfully applied and
is widely used in various fields.
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1.3.3 Kernel Feature Extraction

The branch of study and research in the kernel learning field was the most active
research topic. Kernel feature extraction algorithm to learn a wealth of linear
feature extraction algorithm can learn from the research results, coupled with its
wide range of applications prompted the research branch of rapid development.
Most of the algorithm is a linear feature extraction algorithm expansion, and
improvement of the algorithm is a landmark KPCA algorithm [42] and KFD
algorithm [49]. The success of these two algorithms with the kernel method to solve
linear principal component analysis (PCA) and LDA in dealing with highly com-
plex nonlinear distribution structure classification problem encountered difficulties.
In subsequent research work, Yang et al. proposed KPCA algorithm for FR. Facial
feature extraction based on combined Fisherface algorithm is also presented [60].
The combined Fisherface method extract two different characteristics of an object
using PCA and KPCA respectively, and the two different characteristics are com-
plementary to the image recognition. Finally the combination of two characteristics
is used to identify the image. Liu [61] extended the polynomial kernel function as
fractional power polynomial models and combined with KPCA and Gabor wavelet
for FR. Lu and Liang et al. proposed kernel direct discriminant analysis (KDDA)
algorithm [62–64], and the method differed from traditional KDA algorithms.
Liang et al. [65] and Liang [66] proposed two kinds of criterions to solve mapping
matrix. Their algorithms are similar because they all solved eigenvectors of degree
minimum mapping matrix between unrelated and related original samples. This
method was reported good results on recognition. Yang [67] analyzed theoretically
KFD algorithm connotation and proposed a two stages of KPCA ? LDA for KFD
algorithm, and Belhumeur et al. [68] proposed the improved Fisherface algorithm
in order to solve the SSS problem. Yang et al. in subsequent work theoretically
proved the rationality of the algorithm [69]. In addition, Baudat et al. [70] proposed
that a kernel-based generalized discriminant analysis algorithm with KDA differ-
ence is that it found that change in interclass matrix is zero matrix such a trans-
formation matrix. Zheng and other researchers proposed a weighting factor based
on the maximum interval discriminant analysis algorithm [71], and Wu et al.
proposed a fuzzy kernel discriminant analysis algorithm [72], and Tao et al. pro-
posed KDDA algorithmic improvements [73]. In fact, the choice of kernel
parameter has a great impact on the performance of the algorithm. In order to try to
avoid the kernel function parameters on the algorithm, the researchers applied
kernel parameter selection method into KDA algorithm to improve the perfor-
mance. For example, Huang [74], Wang [75], and Chen [76] selected kernel
function parameters to improve KDA, and other improved KDA algorithms are
presented by other literatures [77–86]. In addition, many other kernel-based
learning methods were presented for feature extraction and classification. Wang
et al. proposed a kernel-based HMM algorithm [87]. Yang used the kernel method
to independent component analysis (ICA) for feature extraction and presented
kernel independence Element Analysis (KICA) [88], and Chang et al. [89] proposed
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kernel Particle filter for target tracking. Zhang et al. [90] proposed Kernel Pooled
Local Subspaces for feature extraction and classification.

1.3.4 Kernel Neural Network

In recent years, kernel method was applied to neural networks. For example,
Shi et al. [91] will reproduce kernel and organically combine it with neural net-
works to propose reproduced kernel neural networks. The classical application of
kernel in the neural network is self-organizing map (SOM) [60, 92–94]. The goal
of SOM is to use low-dimensional space of the original high-dimensional space
point that represents the point of making this representation to preserve the ori-
ginal distance or similarity relation. Zhang et al. [91] proposed kernel associative
memory combined with wavelet feature extraction algorithm. Zhang et al. [95]
proposed a Gabor wavelet associative memory combined with the kernel-based FR
algorithm, Sussner et al. [96] proposed based on dual kernel associative memory
algorithms, and Wang et al. [97] used the empirical kernel map associative
memory to enhance the performance of the algorithm method.

1.3.5 Kernel Application

With the kernel research, kernel learning methods are widely used in many
applications, for example, character recognition [98, 99], FR [100–102], text
classification [103, 104], DNA analysis [105–107], expert system [108], image
retrieval [109]. Kernel-learning-based FR is the most popular application, and
kernel method provides one solution to PIE problems of FR.

1.4 Problems and Contributions

Kernel learning is an important research topic in the machine learning area, and
some theory and application fruits are achieved and widely applied in pattern
recognition, data mining, computer vision, and image and signal processing areas.
The nonlinear problems are solved at large with kernel function and system per-
formances such as recognition accuracy, prediction accuracy largely increased.
However, kernel learning method still endures a key problem, i.e., kernel function
and its parameter selection. Researches show that kernel function and its param-
eters have the direct influence on the data distribution in the nonlinear feature
space, and the inappropriate selection will influence the performance of kernel
learning. Research on self-adaptive learning of kernel function and its parameter
has an important theoretical value for solving the kernel selection problem widely
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endured by kernel learning machine and has the same important practical meaning
for the improvement of kernel learning systems.

The main contributions of this book are described as follows.
Firstly, for the parameter selection problems endured by kernel learning algo-

rithms, the book proposes kernel optimization method with the data-dependent
kernel. The definition of data-dependent kernel is extended, and the optimal
parameters of data-dependent kernel are achieved through solving the optimization
equation created based on Fisher criterion and maximum margin criterion. Two
kernel optimization algorithms are evaluated and analyzed from two different
views.

Secondly, for the problems of computation efficiency and storage space endured
by kernel-learning-based image feature extraction, an image-matrix-based
Gaussian kernel directly dealing with the images is proposed. The image matrix is
not needed to be transformed to the vector when the kernel is used in image feature
extraction. Moreover, by combining the data-dependent kernel and kernel opti-
mization, we propose an adaptive image-matrix-based Gaussian kernel which not
only directly deals with the image matrix but also adaptively adjusts the param-
eters of the kernels according to the input image matrix. This kernel can improve
the performance of kernel-learning-based image feature extraction.

Thirdly, for the selection of kernel function and its parameters endured by
traditional kernel discriminant analysis, the data-dependent kernel is applied to
kernel discriminant analysis. Two algorithms named FC ? FC-based adaptive
kernel discriminant analysis and MMC ? FC-based adaptive kernel discriminant
analysis are proposed. Two algorithms are based on the idea of combining kernel
optimization and linear projection based on two-stage algorithm. Two algorithms
adaptively adjust the structure of kernels according to the distribution of the input
samples in the input space and optimize the mapping of sample data from the input
space to the feature space. So the extracted features have more class discriminative
ability compared with traditional kernel discriminant analysis. On parameter
selection problem endured by traditional kernel discriminant analysis, this report
presents nonparameter kernel discriminant analysis (NKDA) and this method
solves the performance of classifier owing to unfitted parameter selection. On
kernel function and its parameter selection, kernel structure self-adaptive dis-
criminant analysis algorithms are proposed and testified with the simulations.

Fourthly, for the problems endured by the recently proposed locality preserving
projection (LPP) algorithm, (1) the class label information of training samples is
not used during training; (2) LPP is a linear-transformation-based feature extrac-
tion method and is not able to extract the nonlinear features; (3) LPP endures the
parameter selection problem when it creates the nearest neighbor graph. For the
above problems, this book proposes a supervised kernel LPP algorithm, and this
algorithm applies the supervised no parameter method of creating the nearest
neighbor graph. The extracted nonlinear features have the largest class discrimi-
native ability. The improved algorithm solves the above problems endured by LPP
and enhances its performance on feature extraction.
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Fifthly, for the pose, illumination, and expression (PIE) problems endured by
image feature extraction for FR, three kernel-learning-based FR algorithms are
proposed. (1) In order to make full use of advantages of signal-processing- and
learning-based methods on image feature extraction, a face image extraction
method of combining Gabor wavelet and enhanced kernel discriminant analysis is
proposed. (2) Polynomial kernel is extended to fractional power polynomial model,
and it is used to kernel discriminant analysis. A fraction power-polynomial-model-
based kernel discriminant analysis for feature extraction of facial image is pro-
posed. (3) In order to make full use of the linear and nonlinear features of images, an
adaptively fusing PCA and KPCA for face image extraction are proposed.

Sixthly, on the training samples’ number and kernel function and its parameter
endured by KPCA, this report presents one-class support-vector-based sparse
kernel principal component analysis (SKPCA). Moreover, data-dependent kernel
is introduced and extended to propose SKPCA algorithm. Firstly, the few mean-
ingful samples are found with solving the constraint optimization equation, and
these training samples are used to compute the kernel matrix which decreases the
computing time and saving space. Secondly, kernel optimization is applied self-
adaptively to adjust the data distribution of the input samples and the algorithm
performance is improved based on the limit training samples.

1.5 Contents of this Book

The main contents of this book include kernel optimization, kernel sparse learning,
kernel manifold learning, supervised kernel self-adaptive learning, and applica-
tions of kernel learning.

Kernel Optimization

This research aims to solve the parameter selection problems endured by kernel
learning algorithms and presents kernel optimization method with the data-
dependent kernel. This research extends the definition of data-dependent kernel
and applies it to kernel optimization. The optimal structure of the input data is
achieved through adjusting the parameter of data-dependent kernel for high class
discriminative ability for classification tasks. The optimal parameter is achieved
through solving the optimization equation created based on Fisher criterion and
maximum margin criterion. Two kernel optimization algorithms are evaluated and
analyzed from two different views. On the practical applications, such as image
recognition, for the problems of computation efficiency and storage space endured
by kernel-learning-based image feature extraction, an image-matrix-based
Gaussian kernel directly dealing with the images is proposed in this research.
Matrix Gaussian-kernel-based kernel learning is implemented on image feature
extraction using image matrix directly without transforming the matrix into vector
for the traditional kernel function. Combining the data-dependent kernel and
kernel optimization, this research presents an adaptive image–matrix-based
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Gaussian kernel with self-adaptively adjusting the parameters of the kernels
according to the input image matrix, and the performance of image-based system
is largely improved with this kernel.

Kernel Sparse Learning

On the training samples’ number and kernel function and its parameter endured
by KPCA, this research presents one-class support-vector-based SKPCA. More-
over, data-dependent kernel is introduced and extended to propose SKPCA
algorithm. Firstly, the few meaningful samples are found with solving the con-
straint optimization equation, and these training samples are used to compute the
kernel matrix which decreases the computing time and saving space. Secondly,
kernel optimization is applied self-adaptively to adjust the data distribution of the
input samples and the algorithm performance is improved based on the limit
training samples.

Kernel Manifold Learning

On the nonlinear feature extraction problem endured by LPP-based manifold
learning, this research proposes a supervised kernel LPP algorithm with super-
vised, creating the nearest neighbor graph. The extracted nonlinear features have
the largest class discriminative ability, and it solves the above problems endured
by LPP and enhances its performance on feature extraction. This research presents
kernel self-adaptive manifold learning. The traditional unsupervised LPP algo-
rithm is extended to the supervised and kernelized learning. Kernel self-adaptive
optimization solves kernel function and its parameter selection problems of
supervised manifold learning, which improves the algorithm performance on
feature extraction and classification.

Supervised Kernel Self-Adaptive Learning

On parameter selection problem endured by traditional kernel discriminant
analysis, this research presents NKDA to solve the performance of classifier owing
to unfitted parameter selection. On kernel function and its parameter selection,
kernel structure self-adaptive discriminant analysis algorithms are proposed and
testified with the simulations. For the selection of kernel function and its param-
eters endured by traditional kernel discriminant analysis, the data-dependent
kernel is applied to kernel discriminant analysis. Two algorithms named
FC ? FC-based adaptive kernel discriminant analysis and MMC ? FC-based
adaptive kernel discriminant analysis are proposed. Two algorithms are based on
the idea of combining kernel optimization and linear projection based on two-stage
algorithm. Two algorithms adaptively adjust the structure of kernels according to
the distribution of the input samples in the input space and optimize the mapping
of sample data from the input space to the feature space. So the extracted features
have more class discriminative ability compared with traditional kernel discrim-
inant analysis.

12 1 Introduction



References

1. Duda RO, Hart PE, Stork DG (2000) Pattern classification. Wiley-Interscience Publication,
New York

2. Bishop CM (2006) Pattern recognition and machine learning. Springer, New York
3. Bishop C (2005) Neural networks for pattern recognition. Oxford University Press, Oxford
4. Vapnik V (1982) Estimation of dependences based on empirical data. Springer, New York
5. Tan P, Steinbach M, Kumar V (2005) Introduction to data mining. Pearson Addison Wesley,

Boston
6. Breiman L (1996) Bagging predictors. Mach Learn 24(2):123–140
7. Freund Y, Schapire RE (1996) Experiments with a new boosting algorithm. In: Proceedings

of the international conference on machine learning, pp 148–156
8. Freund Y (1995) Boosting a weak learning algorithm by majority. Inf Comput

121(2):256–285
9. Berkhin P (2006) A survey of clustering data mining techniques, Chap. 2. Springer,

pp 25–71
10. Ball G, Hall D (1965) ISODATA, a novel method of data analysis and pattern classification.

Technical Report NTIS AD 699616, Stanford Research Institute, Stanford, CA
11. Lloyd S (1982) Least squares quantization in pcm. IEEE Trans Inf Theory 28:129–137
12. McLachlan GL, Basford KE (1987) Mixture models: inference and applications to

clustering. Marcel Dekker
13. McLachlan GL, Peel D (2000) Finite mixture models. Wiley
14. Figueiredo M, Jain A (2002) Unsupervised learning of finite mixture models. IEEE Trans

Pattern Anal Mach Intell, pp 381–396
15. Blei DM, Ng AY, Jordan MI (2003) Latent Dirichlet allocation. J Mach Learn Res

3:993–1022
16. Teh Y, Jordan M, Beal M, Blei D (2006) Hierarchical Dirichlet processes. J Am Stat Assoc

101(476):1566–1581
17. Blei DM, Jordan MI (2004) Hierarchical topic models and the nested Chinese restaurant

process. Adv Neural Inf Process Syst
18. Rasmussen CE (2000) The infinite gaussian mixture model. Adv Neural Inf Process Syst,

pp 554–560
19. Shi J, Malik J (2000) Normalized cuts and image segmentation. IEEE Trans Pattern Anal

Mach Intell 22:888–905
20. Ng AY, Jordan MI, Weiss Y (2001) On spectral clustering: analysis and an algorithm. Adv

Neural Inf Process Syst, pp 849–856
21. Li Z, Liu J, Chen S, Tang X (2007) Noise robust spectral clustering. In: Proceedings of the

international conference on computer vision, pp 1–8
22. Robbins H, Monro S (1951) A stochastic approximation method. Ann Math Stat

22:400–407
23. Vapnik V, Sterin A (1977) On structural risk minimization or overall risk in a problem of

pattern recognition. Autom Remote Control 10(3):1495–1503
24. Bengio Y, Alleau OB, Le Roux N (2006) Label propagation and quadratic criterion. In:

Chapelle O, Schölkopf B, Zien A (eds) Semi-supervised learning. MIT Press, pp 193–216
25. Szummer M, Jaakkola T (2001) Partially labeled classification with Markov random walks.

Adv Neural Inf Process Syst, pp 945–952
26. Blum A, Chawla S (2001) Learning from labeled and unlabeled data using graph mincuts.

In: Proceedings of the international conference on machine learning, pp 19–26
27. Joachims T (2003) Transductive learning via spectral graph partitioning. In: Proceedings of

the international conference on machine learning, pp 290–297
28. Chapelle O, Zien A (2005) Semi-supervised classification by low density separation. In:

Proceedings of the international conference on artificial intelligence and statistics, pp 57–64
29. Chapelle O, Scholkopf B, Zien A (eds) (2006) Semi-supervised learning. MIT Press

References 13



30. Joachims T (1999) Transductive inference for text classification using support vector
machines. In: Proceedings of the international conference on machine learning, pp 200–209

31. Fung G, Mangasarian O (2001) Semi-supervised support vector machines for unlabeled data
classification. Optim Methods Softw 15:29–44

32. Muller KR, Mika S, Ratsch G, Tsuda K, Scholkopf B (2001) An introduction to kernel-
based learning algorithms. IEEE Trans Neural Networks 12(2):181–201

33. Campbell C (2002) Kernel methods: a survey of current techniques. Neurocomputing
48:63–84

34. Ruiz A, Lopez-de-Teruel PE (2001) Nonlinear Kernel-based statistical pattern analysis.
IEEE Trans Neural Networks 12(1):1045–1052

35. Mika S, Ratsch G, Weston J, Scholkopf B, Muller K (1999) Fisher discriminant analysis
with kernels. IEEE neural networks for signal processing workshop, pp 41–48

36. Baudat G, Anouar F (2000) Generalized discriminant analysis using a kernel approach.
Neural Comput 12:2385–2404

37. Scholkopf B, Smola A, Muller KR (1998) Nonlinear component analysis as a kernel
eigenvalue problem. Neural Comput 10(5):1299–1319

38. Mika S, Ratsch G, Weston J, Scholkopf B, Smola A, Muller KR (2003) Constructing
descriptive and discriminative nonlinear features: Rayleigh coefficients in kernel feature
space. IEEE Trans Pattern Anal Mach Intell 25(5):623–628

39. Vapnik VN (2000) The nature of statistical learning theory, 2nd edn. Springer, NY
40. Vapnik VN (1995) The nature of statistical learning theory. Springer
41. Scholkopf B, Smola A, Muller KR (1996) Nonlinear component analysis as a kernel

eigenvalue problem. Technical Report No. 44. Max-Planck-Institut fur biologische
Kybernetik, Tubingen Neural Computation 10(5):1299–1319

42. Scholkopf B, Smola A, Muller KR (1997) Kernel principal component analysis. In: Gerstner
W (ed) Artificial neural networks, pp 583–588

43. Scholkopf B, Mika S, Burges CJC, Knirsch P, Muller KR, Ratsch G, Smola AJ (1999) Input
space vs. feature space in kernel-based methods. IEEE Trans Neural Networks
10(5):1000–1017

44. Mika S, Ratsch G, Weston J, Scholkopf B, Smola A, Muller KR (2003) Constructing
descriptive and discriminative non-linear feature: Rayleigh coefficients in kernel feature
space. IEEE Trans Pattern Anal Mach Intell 25(5):623–628

45. Mika S, Ratsch G, Muller KR (2001) A mathematical programming approach to the Kernel
Fisher algorithm. In Leen TK, Dietterich TG, Tresp V (eds) Advances in neural information
processing systems. MIT Press

46. Mika S, Smola A, Scholkopf B (2001) An improved training algorithm for kernel fisher
discriminants. In: Jaakkola T, Richardson T (eds) Proceedings AISTATS, pp 98–104

47. Mika S, Scholkopf B, Smola AJ, Muller KR, Scholz M, Ratsch G (1999) Kernel PCA and
de-noising in feature spaces. In: Kearns MS, Solla SA, Cohn DA (eds) Advances in neural
information processing systems, vol 11, pp 536–542

48. Baudat G, Anouar F (2000) Generalized discriminant analysis using a kernel approach.
Neural Comput 12:2385–2404

49. Roth V, Steinhage V (1999) Nonlinear discriminant analysis using kernel functions. In:
Proceedings of neural information processing systems, Denver, Nov 1999

50. Wang T-S, Zheng N-N, Li Y, Xu Y-Q, Shum H-Y (2003) Learning kernel-based HMMs for
dynamic sequence synthesis. Graph Models 65:206–221

51. Zhang B-L, Zhang H, Sam Ge S (2004) Face recognition by applying wavelet subband
representation and kernel associative memory. IEEE Trans Neural Networks 15(1):166–177

52. Amari S, Wu S (1999) Improving support vector machine classifiers by modifying kernel
functions. Neural Network 12(6):783–789

53. Peng J, Heisterkamp DR, Dai HK (2004) Adaptive quasiconformal kernel nearest neighbor
classification. IEEE Trans Pattern Anal Mach Intell 26(5):656–661

54. Jiao L, Li Q (2006) Kernel matching pursuit classifier ensemble. Pattern Recogn
39:587–594

14 1 Introduction



55. Zhang D, Chen S, Zhou Z-H (2006) Learning the kernel parameters in kernel minimum
distance classifier. Pattern Recogn 39:133–135

56. Jiao L, Li Q (2006) Kernel matching pursuit classifier ensemble. Pattern Recogn
39:587–594

57. Ma B, Qu H-y, Wong H-s (2007) Kernel clustering-based discriminant analysis. Pattern
Recogn 40(1):324–327

58. Szymkowiak Have A, Girolami MA, Larsen J (2006) Clustering via kernel decomposition.
IEEE Trans Neural Networks 17(1):256–264

59. Kima D-W, Young Lee K, Lee D, Lee KH (2005) Evaluation of the performance of
clustering algorithms in kernel-induced feature space. Pattern Recogn 38(4):607–611

60. Yang J, Yang J-y, Frangi AF (2003) Combined Fisherfaces framework. Image Vis Comput
21:1037–1044

61. Liu C (2004) Gabor-based kernel PCA with fractional power polynomial models for face
recognition. IEEE Trans Pattern Anal Mach Intell 26(5):572–581

62. Lu J, Plataniotis KN, Venetsanopoulos AN (2003) Face recognition using kernel direct
discriminant analysis algorithms. IEEE Trans Neural Networks 14(1):117–226

63. Lu J, Plataniotis KN, Venetsanopoulos AN (2003) Face recognition using kernel direct
discriminant analysis algorithms. IEEE Trans Neural Networks 14(1):117–126

64. Liang Z, Shi P (2005) Kernel direct discriminant analysis and its theoretical foundation.
Pattern Recogn 38:445–447

65. Liang Y, Li C, Gong W, Pan Y (2007) Uncorrelated linear discriminant analysis based on
weighted pairwise Fisher criterion. Pattern Recogn 40:3606–3615

66. Liang Z, Shi P (2005) Uncorrelated discriminant vectors using a kernel method. Pattern
Recogn 38:307–310

67. Yang J, Frangi AF, Yang J-y, Zhang D, Jin Z (2005) KPCA plus LDA: a complete kernel
Fisher discriminant framework for feature extraction and recognition. IEEE Trans Pattern
Anal Mach Intell 27(2):230–244

68. Belhumeur V, Hespanda J, Kiregeman D (1997) Eigenfaces vs. Fisherfaces: recognition
using class specific linear projection. IEEE Trans PAMI 19:711–720

69. Yang J, Jin Z, Yang J-y, Zhang D, Frangi AF (2004) Essence of kernel Fisher discriminant:
KPCA plus LDA. Pattern Recogn 37:2097–2100

70. Baudat G, Anouar F (2000) Generalized discriminant analysis using a kernel approach.
Neural Comput 12(10):2385–2404

71. Zheng W, Zou C, Zhao L (2005) Weighted maximum margin discriminant analysis with
kernels. Neurocomputing 67:357–362

72. Wu X-H, Zhou J-J (2006) Fuzzy discriminant analysis with kernel methods. Pattern Recogn
39(11):2236–2239

73. Tao D, Tang X, Li X, Rui Y (2006) Direct kernel biased discriminant analysis: a new
content-based image retrieval relevance feedback algorithm. IEEE Trans Multimedia
8(4):716–727

74. Huang J, Yuen PC, Chen W-S, Lai JH (2004) Kernel subspace LDA with optimized kernel
parameters on face recognition. In: Proceedings of the 6th IEEE international conference on
automatic face and gesture recognition, pp 1352–1355

75. Wang L, Chan KL, Xue P (2005) A criterion for optimizing kernel parameters in KBDA for
image retrieval. IEEE Trans Syst Man Cybern B Cybern 35(3):556–562

76. Chen W-S, Yuen PC, Huang J, Dai D-Q (2005) Kernel machine-based one-parameter
regularized Fisher discriminant method for face recognition. IEEE Trans Syst Man Cybern
B Cybern 35(4):658–669

77. Liang Z, Shi P (2004) Efficient algorithm for kernel discriminant analysis. Pattern Recogn
37(2):381–384

78. Liang Z, Shi P (2004) An efficient and effective method to solve kernel Fisher discriminant
analysis. Neurocomputing 61:485–493

References 15



79. Yang MH (2002) Kernel Eigenfaces vs. Kernel Fisherfaces: face recognition using kernel
methods. In: Proceedings of fifth IEEE international conference on automatic face and
gesture recognition, pp 215–220

80. Zheng Y-j, Yang J, Yang J-y, Wu X-j (2006) A reformative kernel Fisher discriminant
algorithm and its application to face recognition. Neurocomputing 69(13):1806–1810

81. Xu Y, Zhang D, Jin Z, Li M, Yang J-Y (2006) A fast kernel-based nonlinear discriminant
analysis for multi-class problems. Pattern Recogn 39(6):1026–1033

82. Saadi K, Talbot NLC, Cawley GC (2007) Optimally regularised kernel Fisher discriminant
classification. Neural Networks 20(7):832–841

83. Yeung D-Y, Chang H, Dai G (2007) Learning the kernel matrix by maximizing a KFD-
based class separability criterion. Pattern Recogn 40(7):2021–2028

84. Shen LL, Bai L, Fairhurst M (2007) Gabor wavelets and general discriminant analysis for
face identification and verification. Image Vis Comput 25(5):553–563

85. Ma B, Qu H-y, Wong H-s (2007) Kernel clustering-based discriminant analysis. Pattern
Recogn 40(1):324–327

86. Liu Q, Lu H, Ma S (2004) Improving kernel Fisher discriminant analysis for face
recognition. IEEE Trans Pattern Anal Mach Intell 14(1):42–49

87. Wang T-S, Zheng N-N, Li Y, Xu Y-Q, Shum H-Y (2003) Learning kernel-based HMMs for
dynamic sequence synthesis. Graph Models 65:206–221

88. Yang J, Gao X, Zhang D, Yang J-y (2005) Kernel ICA: an alternative formulation and its
application to face recognition. Pattern Recogn 38:1784–1787

89. Chang C, Ansari R (2005) Kernel particle filter for visual tracking. IEEE Signal Process Lett
12(3):242–245

90. Zhang P, Peng J, Domeniconi C (2005) Kernel pooled local subspaces for classification.
IEEE Trans Syst Man Cybern 35(3):489–542

91. Zhang B-L, Zhang H, Sam Ge S (2004) Face recognition by applying wavelet subband
representation and kernel associative memory. IEEE Trans Neural Networks 15(1):166–177

92. Zhu Z, He H, Starzyk JA, Tseng C (2007) Self-organizing learning array and its application
to economic and financial problems. Inf Sci 177(5):1180–1192

93. Mulier F, Cherkassky V (1995) Self-organization as an iterative kernel smoothing process.
Neural Comput 7:1165–1177

94. Ritter H, Martinetz T, Schulten K (1992) Neural computation and self-organizing maps: an
introduction. Addison-Wesley, Reading

95. Zhang H, Zhang B, Huang W, Tian Q (2005) Gabor wavelet associative memory for face
recognition. IEEE Trans Neural Networks 16(1):275–278

96. Sussner P (2003) Associative morphological memories based on variations of the kernel and
dual kernel methods. Neural Networks 16:625–632

97. Wang M, Chen S (2005) Enhanced FMAM based on empirical kernel map. IEEE Trans
Neural Networks 16(3):557–564

98. LeCun Y, Jackel LD, Bottou L, Brunot A, Corts C, Denker JS, Drucker H, Guyon I, Muller
UA, Sackinger E, Simard P, Vapnik V (1995) Comparison of learning algorithms for
handwritten digit recognition. In: Proceedings of international conferences on artificial
neural networks, vol 2, pp 53–60

99. Scholkopf B (1997) Support vector learning. Oldenbourg-Verlag, Munich
100. Yang MH (2002) Kernel eigenfaces vs. kernel Fisherfaces: face recognition using kernel

methods. In: Proceedings of the fifth international conferences on automatic face and
gesture recognition, pp 1425–1430

101. Kim KI, Jung K, Kim HJ (2002) Face recognition using kernel principal component
analysis. IEEE Signal Process Lett 9(2):40–42

102. Pang S, Kim D, Bang SY (2003) Membership authentication in the dynamic group by face
classification using SVM ensemble. Pattern Recogn Lett 24:215–225

103. Joachims T (1998) Text categorization with support vector machines. In: Proceedings of
European conferences on machine learning, pp 789–794

16 1 Introduction



104. Leopold E, Kindermann J (2002) Text categorization with support vector machines. How to
represent texts in input space? Machine Learning 46:423–444

105. Pearson WR, Wood T, Zhang Z, Miller W (1997) Comparison of DNA sequences with
protein sequences. Genomics 46(1):24–36

106. Hua S, Sun Z (2001) Support vector machine approach for protein subcellular localization
prediction. Bioinformatics 17(8):721–728

107. Hua S, Sun Z (2001) A novel method of protein secondary structure prediction with high
segment overlap measure: support vector machine approach. J Mol Biol 308:397–407

108. Fyfe C, Corchado J (2002) A comparison of kernel methods for instantiating case based
reasoning systems. Adv Eng Inform 16:165–178

109. Heisterkamp DR, Peng J, Dai HK (2001) Adaptive quasiconformal kernel metric for image
retrieval. In: Proceedings of CVPR (2), pp 388–393

References 17



Chapter 2
Statistical Learning-Based Face
Recognition

2.1 Introduction

Face recognition has the wide research and applications on many areas. Many
surveys of face recognition are implemented. Different from previous surveys on
from a single viewpoint of application, method, or condition, this book has a com-
prehensive survey on face recognition from practical applications, sensory inputs,
methods, and application conditions. In the sensory inputs, we review face recog-
nition from image-based, video-based, 3D-based, and hyperspectral image-based
face recognition, and a comprehensive survey of face recognition methods from the
viewpoints of signal processing and machine learning is implemented, such as kernel
learning, manifold learning method. Moreover, we discuss the single-training-
sample-based face recognition and under the variable poses. The prominent algo-
rithms are described and critically analyzed, and relevant issues such as data col-
lection, the influence of the small sample size, and system evaluation are discussed.

Statistical learning-based face recognition is a hot and popular research topic in
recent years. As a subfield of pattern recognition, face recognition (or face clas-
sification) has become a hot research point. In pattern recognition and in image
processing, feature extraction based on dimensionality reduction plays the
important role in the relative areas. Feature extraction simplifies the amount of
resources required to describe a large set of data accurately for classification and
clustering. On the algorithms, when the input data are too large to be processed
and it is suspected to be notoriously redundant (much data, but not much infor-
mation), then the input data will be transformed into a reduced representation set
of features with linear transformation or the nonlinear transformation. Trans-
forming the input data into the set of features is called feature extraction. If the
features extracted are carefully chosen, it is expected that the feature set will
extract the relevant information from the input data in order to perform the desired
task using this reduced representation instead of the full-size input data.

Face recognition has been a popular research topic in the computer vision,
image processing, and pattern recognition areas. Recognition performance of the
practical face recognition system is largely influenced by the variations in
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illumination conditions, viewing directions or poses, facial expression, aging, and
disguises. Face recognition provides the wide applications in commercial, law
enforcement, and military, and so on, such as airport security and access control,
building surveillance and monitoring, human–computer intelligent interaction and
perceptual interfaces, smart environments at home, office, and cars. Many appli-
cation areas of face recognition are developed based on two primary verification
(one-to-one) and identification (one-to-many) tasks as shown in Table 2.1.

2.2 Face Recognition: Sensory Inputs

2.2.1 Image-Based Face Recognition

Image-based face recognition methods can be divided into feature-based and
holistic methods. On feature-based face recognition, geometry-based face

Table 2.1 Face recognition
applications

Areas Tasks

Security [99, 10] Access control to buildings
Airports/seaports
ATM machines
Border checkpoints [100, 101]
Computer/network security [43]
Smart card [44]

Video indexing [102, 103] Surveillance
Labeling faces in video
Forensics
Criminal justice systems
Mug shot/booking systems
Post-event analysis

Image database
investigations [104]

Licensed drivers’ managing
Benefit recipients
Missing children
Immigrants and police bookings
Witness face reconstruction

General identity verification Electoral registration
Banking
Electronic commerce
Identifying newborns
National IDs
Passports
Drivers’ licenses
Employee IDs

HCI [45, 105] Ubiquitous aware
Behavior monitoring
Customer assessing
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recognition is the most popular method in the previous work. The work in [1] is a
representative work, which computed a vector of 35 geometric features shown in
Fig. 2.1, and a 90 % recognition rate was reported. But the high 100 % recognition
accuracy is achieved by the same database with the experiments under the tem-
plate-based face recognition. Other methods were proposed for geometry-based
face recognition, including filtering and morphological operations [2], Hough
transform methods [3], and deformable templates [4, 5]. Researchers applied 30-
dimensional feature vector derived from 35 facial features as shown in Fig. 2.2 and
reported a 95 % recognition accuracy on 685 images of database. These facial
features are marked manually and had its limitations on autorecognition in the
practical face recognition system. In the following research work [6], researchers
presented an automatic feature extraction but less recognition accuracy.

On holistic methods, which attempt to identify faces using global representa-
tions, i.e., descriptions are based on the entire image rather than on local features
of the face. Modular eigenfeature-based face recognition [7] deals with localized

Fig. 2.1 Geometrical
feature-based face
recognition in [1]

Fig. 2.2 Manually mark
facial features [97]
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variations and a low-resolution description of the whole face in terms of the salient
facial features as shown in Fig. 2.3.

As the famous face recognition method, principal component analysis (PCA)
has been widely studied. Some recent advances in PCA-based algorithms include
weighted modular PCA [8], adaptively weighted subpattern PCA [9], two-
dimensional PCA [10, 11], multi-linear subspace analysis [12], eigenbands [13],
symmetrical PCA [14].

2.2.2 Video-Based Face Recognition

With the development of video surveillance, video-based face recognition has
widely used in many areas. Video-based face recognition system typically consists
of face detection, tracking, and recognition [15]. In the practical video face rec-
ognition system, most of them applied a good frame to recognize a new face [16].
In [17], two types of image sequences were done in training and test procedure. As
shown in Figs. 2.4 and 2.5, eight primary sequences were taken in a relatively
constrained environment, and then a secondary sequence is recorded in uncon-
strained atmosphere (Fig. 2.6).

Fig. 2.3 a Examples of facial feature training templates used and b the resulting typical
detections [7]
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2.2.3 3D-Based Face Recognition

As shown in Fig. 2.7, sixteen examples with full-color frontal and profile view
photographs are shown. The profile images were converted to grayscale images.
To prevent participants from matching the faces by hairstyles and forehead fringes,
the distances between the lowest hair cue in the forehead and the concave of the
nose of all the faces were measured [18]. The minimum distance between the faces
in the same set was taken as the standard length for all the faces in the same set,

Fig. 2.4 A complete primary sequence for the class Carla [17]

Fig. 2.5 A complete secondary sequence for the class Steve [17]
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and the faces in the same set were trimmed to the same extent based on the
standard length.

2.2.4 Hyperspectral Image-Based Face Recognition

Multispectral and hyperspectral imaging with remote sensing purposes is widely
used in environment reconnaissance, agriculture, forest, and mineral exploration.
Multispectral and hyperspectral imaging obtains a set of spatially coregistered
images with its spectrally contiguous wavelengths. Recently, it has been applied to
biometrics, skin diagnosis, etc. Especially, some studies on hyperspectral face
recognition have been reported very recently [19]. Researchers built an indoor
hyperspectral face acquisition system shown in Fig. 2.8. For each individual, four
sessions were collected at two different times (2 sessions each time) with an
average time span of five months. The minimal interval is three months, and the
maximum interval is ten months. Each session consists of three hyperspectral

Fig. 2.6 Combining classifiers for face recognition [98]

Fig. 2.7 Examples of the front-view faces with their corresponding grayscale profiles [18]
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cubes—frontal, right, and left views with neutral expression. In the hyperspectral
imaging system, the spectral range is from 400 to 720 nm with a step length of
10 nm with producing 33 bands in all. Some examples are shown in Fig. 2.9.

Fig. 2.8 Established hyperspectral face imaging system [19]

Fig. 2.9 Examples of a set of 33 bands of hyperspectral images from a person [19]
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2.3 Face Recognition: Methods

2.3.1 Signal Processing-Based Face Recognition

An excellent face recognition method should consider what features are used to
represent a face image and how to classify a new face image based on this repre-
sentation. Current feature extraction methods can be classified into signal processing
and statistical learning methods. On signal processing-based methods, feature
extraction-based Gabor wavelets are widely used to represent the face image
[20, 21], because the kernels of Gabor wavelets are similar to two-dimensional
receptive field profiles of the mammalian cortical simple cells, which captures the
properties of spatial localization, orientation selectivity, and spatial frequency
selectivity to cope with the variations in illumination and facial expressions. On the
statistical learning-based methods, the dimensionality reduction methods are widely
used in the past works [22–27], and the PCA and LDA are widely used among the
dimensionality reduction methods [28]. Recently, kernel-based nonlinear feature
extraction methods were applied to face recognition [29–31], which has attracted
much attention in the past research works [32, 33].

Recently, video-based technology has been developed and applied into many
research topics including coding [34, 35], enhancing [36, 37], and face recognition
as discussed in the previous section. In this section, Gabor-based face recognition
technology is discussed. The use of Gabor filter sets for image segmentation has
attracted quite some attention in the last decades. Such filter sets provide a
promising alternative in view of the amount and diversity of ‘‘normal’’ texture
features proposed in the literature. Another reason for exploiting this alternative is
the outstanding performance of our visual system, which is known by now to apply
such a local spectral decomposition. However, it should be emphasized that Gabor
decomposition only represents the lowest level of processing in the visual system.
It merely mimics the image coding from the input (cornea or retina) to the primary
visual cortex (cortical hypercolumns), which, in turn, can be seen as the input stage
for further and definitively more complex cortical processing. The nonorthogo-
nality of the Gabor wavelets implies that there is redundant information in the
filtered images (Fig. 2.10).
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Current Gabor-based face recognition can be divided into two major types:
analytical methods and holistic methods [38]. The flow of analytical method is
shown in Fig. 2.11, and the one of the holistic methods is shown in Fig. 2.12.
Based on how they select the nodes, analytical methods can be divided into graph-
matching-based, manual detection (or other nongraph algorithms), and enhanced
methods as shown in Table 2.2. As show in Fig. 2.12, Holistic methods consider
Gabor convolutions as a whole and therefore usually rely on an adequate pre-
processing, like face alignment, size normalization, and tilt correction. However,
these methods still endure the dimensionality problem. So in the practical appli-
cations, dimensionality reduction methods such as PCA and LDA should be
implemented to reduce the dimensionality of the vectors [39].

2.3.2 A Single Training Image per Person Algorithm

Face recognition has received more attention from the industrial communities in
the recent years owing to its potential applications in information security, law
enforcement and surveillance, smart cards, access control. In many practical
applications, owing to the difficulties of collecting samples or storage space of

Fig. 2.11 Outline of analytical methods [38]

Fig. 2.12 Outline of holistic methods [38]
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systems, only one sample image per person is stored in the system, so the research
of face recognition from one sample per person, owing to its own advantages (easy
collecting of samples, less storage, and computational cost), has been a subre-
search topic in the face recognition area. The traditional method such as Fisherface
fails when each person just has one training face sample available because of
nonexistence of the intraclass scatter. Recently, researchers have proposed many
algorithms, such as (PC)2A [40], E(PC)2A [41], and SVD perturbation [42], for
face recognition with one training image per person. But these algorithms still
endure some problem. For example, the procedure of E(PC)2A is divided into two
stages: (1) constructing a new image by combining the first-order and second-order
projected images and the original image; (2) performing PCA on the newly
combined training images. In the second stage, the combined image matrix should
be mapped onto a 1D vector in advance in order to perform PCA. This causes the
high storage and computational cost. In order to enhance the practicability of the
face recognition system, we propose a novel algorithm so-called 2D(PC)2A for
face recognition with one training image per person in this letter. 2D(PC)2A
performs PCA on the set of combined training images directly without mapping
the image matrix to 1D vector. Thus, 2D(PC)2A can directly extract feature matrix
from the original image matrix. This leads to that much less time is required for
training and feature extraction. Further, experiments implemented on two popular
databases show that the recognition performance of 2D(PC)2A is better than that
of classical E(PC)2A.

Table 2.2 Gabor-based face
recognition [38]

Types Major methods

Graph-based EBGM
DLA

Nongraph-based Manual detection
Ridge/valley detection
Nonuniform sampling
Gaussian mixture models

Enhanced Optimal Gabor parameters
Gabor ? Adaboost

Downsampled Gabor+ GFC
PCA/LDA HEGFC
Downsampled Gabor Gabor kernel PCA
Kernel PCA/LDA Gabor ? KDDA
Gabor 2D methods Gabor ? 2DPCA

Gabor ? B2DPCA
Gabor ? (2D)2PCA

Local binary patterns LGBPHS
GBC
HGPP

No downsampling Multichannel Gabor ? PCA
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In the real-world application of face recognition system, owing to the diffi-
culties of collecting samples or storage space of systems, only one sample image
per person is stored in the system, which is so-called one sample per person
problem. Moreover, pose and illumination have impact on recognition perfor-
mance. In this letter, we propose a novel pose and illumination robust algorithm
for face recognition with a single training image per person to solve the above
limitations. Experimental results show that the proposed algorithm is an efficient
and practical approach for face recognition.

The procedure of 2D(PC)2A can be divided into the three stages: (1) creating
the combined image from the original image I(m, n) with M 9 N pixels
ðIðm; nÞ 2 ½0; 1�; m 2 ½1;M�; n 2 ½1;N�Þ; (2) performing 2DPCA on the combined
images; (3) classifying a new face based on assembled matrix distance (AMD).
The detailed procedure is described as follows:

Step 1 Create the combined image. In order to effectively recognize faces with
only one example image per class, we derive a combined image from the
original image by the first-order and second-order projection. Firstly, the
first-order projected image P1ðm; nÞ and second-order projected image
P2ðm; nÞ are created as follows:

P1ðm; nÞ ¼
V1ðmÞH1ðnÞ

MNI
ð2:1Þ

P2ðm; nÞ ¼
V2ðmÞH2ðnÞ

MNJ
ð2:2Þ

where V1ðmÞ ¼ 1
N

PN
p¼1 I m; pð Þ and H1ðnÞ ¼ 1

M

PM
q¼1 I q; nð Þ, and I is the mean

value of I m; nð Þ, and V2ðmÞ ¼ 1
N

PN
n¼1 J m; nð Þ and H2ðnÞ ¼ 1

M

PM
m¼1 J m; nð Þ and

J m; nð Þ ¼ I m; nð Þ2, and J is the mean value of J m; nð Þ. Secondly, the combined
image can be created as follows:

Ip m; nð Þ ¼ Iðm; nÞ þ aP1ðm; nÞ þ bP2ðm; nÞ
1þ aþ b

ð2:3Þ

Step 2 Perform 2DPCA. Instead of performing PCA on the set of combined
images, 2D(PC)2A performs two-dimensional PCA on the image matrix
directly rather than 1D vectors for covariance matrix estimation, thus
claimed to be more computationally cheap and more suitable for small
sample size problem. Let the combined image Ipj (j ¼ 1; 2; . . .; C) the
average image of all training samples be Ip, then the image covariance
matrix ST can be evaluated as follows:
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ST ¼
1
C

XC

j¼1

Ipj � Ip

� �T
Ipj � Ip

� �
ð2:4Þ

Then, a set of optimal projection axis of 2DPCA w1; w2; . . .; wdf g, which are
then used for feature extraction, can be obtained by maximizing the image scatter
criterion

J Wð Þ ¼ WT ST W ð2:5Þ

The low-dimensional feature matrix Y of a combined image matrix Ip can be
obtained as follows:

Y ¼ IpWopt ð2:6Þ

where Wopt ¼ w1; w2; . . .; wdf g. In Eq. (2.6), the dimension of 2DPCA projector
Wopt is N 9 d, and the dimension of 2DPCA feature matrix Y is M 9 d.

Step 3 Implement AMD for classification. After the feature matrices are extracted
from the original images based on 2D(PC)2A in Step 1 and 2, the nearest
neighbor criterion is applied to classification based on the distance between
two feature matrices. Unlike E(PC)2A approach to produce a feature
vector, 2D(PC)2A directly extracts a feature matrix from an original image
matrix. So, we apply AMD metric to calculate the distance between two
feature matrices. Given two feature matrices A ¼ ðaijÞM�d and
B ¼ ðbijÞM�d , the AMD dAMDðA; BÞ is obtained as follows:

dAMDðA;BÞ ¼
Xd

j¼1

XM
i¼1

aij � bij

� �2

 !ð1=2Þp
0
@

1
A

1=p

ð2:7Þ

After calculating the AMD between the feature matrix of the test sample and
the training sample, we apply nearest neighbor criterion to classification based on
AMD.

In this section, we implement experiments on ORL [43], YALE [44], and
UMIST databases [45] to evaluate the proposed algorithm. Firstly, we introduce
the face databases as follows.

Olivetti Research Laboratory (ORL) face database, developed at the ORL,
Cambridge, UK, is composed of 400 grayscale images with 10 images for each of
40 individuals. The variations in the images are across pose, time, and facial
expression. Some image examples are shown in Fig. 2.1.

YALE face database was constructed at the YALE Center for Computational
Vision and Control. It contains 165 grayscale images of 15 individuals. These
images are taken under different lighting conditions (left-light, center-light, and
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right-light), and different facial expressions (normal, happy, sad, sleepy, surprised,
and wink), and with/without glasses. Some image examples are shown in Fig. 2.2.

UMIST face database consists of 564 images of 20 people. Each covers a range of
poses from profile to frontal views. Subjects cover a range of race/sex/appearance.
Each subject exists in their own directory labeled 1a, b, … t, and images are num-
bered sequentially as they were taken. Some image examples are shown in Fig. 2.3.

We implement experiments on ORL and YALE with two manners. A determin-
istic manner: The training set and the testing set are constructed as shown in
Tables 2.1 and 2.2. Here, our goal is to have a good look at the performance of specific
partition of the database; thus, we can see how much the influence of recognition rate
under the different pose, illumination, and expression (PIE). A random manner: From
ORL face database, we randomly select one image from each subject, and the rest
images are used to test the performance. Only one image of each person randomly
selected from YALE database is used to construct the training set, and the rest images
of each person are used to test the performance of the algorithms. Moreover, we
implement experiments on UMIST face database on a random manner.

It is worthy to emphasize the following points. (1) We run experiments for 10
times, and the average rate is used to evaluate the classification performance. (2)
The experiments are implemented on a Pentium 3.0 GHz computer with 512-MB
RAM and programmed in the MATLAB platform (version 6.5). (3) To reduce
computation complexity, we resize the original ORL face images sized
112 9 92 pixels with a 256 gray scale to 48 9 48 pixels. Similarly, the images
from YALE databases are cropped to the size of 100 9 100 pixels, and finally, a
subimage procedure crops the face image to the size of 112 9 92 to extract the
facial region on UMIST face database.

We also implement other popular methods such as PCA, (PC)2A, E(PC)2A, and
SVD perturbation for face recognition with single training sample per person. In
our experiments, we select a = 0.125 and b = 0.05 for 2D(PC)2A and E(PC)2A.
As results shown in Tables 2.3, 2.4, 2.5, 2.6, and 2.7, the proposed algorithm gives
a highest recognition rate compared with other popular methods. Moreover, since
2D(PC)2A deals with matrix directly instead of mapping onto 1D vector as
E(PC)2A or (PC)2A, it is apparent that 2D(PC)2A is more efficient than E(PC)2A
or (PC)2A. So, we say that 2D(PC)2A method is an efficient and practical
approach for face recognition (Tables 2.8, 2.9).

Table 2.3 Deterministic training and test set on ORL face database

Training set Test set

ORL_A 1# 2#, 3#, 4#, 5#, 6#, 7#, 8#, 9#, 10#
ORL_B 2# 1#, 3#, 4#, 5#, 6#, 7#, 8#, 9#, 10#
ORL_C 3# 1#, 2#, 4#, 5#, 6#, 7#, 8#, 9#, 10#
ORL_D 4# 1#, 2#, 3#, 5#, 6#, 7#, 8#, 9#, 10#
ORL_E 5# 1#, 2#, 3#, 4#, 6#, 7#, 8#, 9#, 10#

Notes 1# denotes the first image of each person, 2# denotes the second image of each person, and
other images are marked with the same ways
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Table 2.4 Deterministic training and test set on YALE face database

Training set Test set

YALE_a 1# 2#, 3#, 4#, 5#, 6#, 7#, 8#, 9#, 10#, 11#
YALE _b 2# 1#, 3#, 4#, 5#, 6#, 7#, 8#, 9#, 10#, 11#
YALE _c 3# 1#, 2#, 4#, 5#, 6#, 7#, 8#, 9#, 10#, 11#
YALE _d 4# 1#, 2#, 3#, 5#, 6#, 7#, 8#, 9#, 10#, 11#
YALE _e 5# 1#, 2#, 3#, 4#, 6#, 7#, 8#, 9#, 10#, 11#

Notes 1# denotes the first image of each person, 2# denotes the second image of each person, and
other images are marked with the same ways

Table 2.5 Recognition performance on ORL database in random manner

Algorithms PCA 2DPCA (PC)2A E(PC)2A SVD 2D(PC)2A

Recognition rate 0.54 0.54 0.56 0.57 0.55 0.60

Table 2.6 Recognition performance on YALE database in random manner

Algorithms PCA 2DPCA (PC)2A E(PC)2A SVD 2D(PC)2A

Recognition rate 0.54 0.56 0.55 0.56 0.54 0.61

Table 2.7 Recognition performance on ORL database in deterministic manner

Algorithms PCA 2DPCA (PC)2A E(PC)2A SVD 2D(PC)2A

ORL_A 0.55 0.54 0.57 0.58 0.56 0.61
ORL_B 0.55 0.55 0.58 0.59 0.59 0.62
ORL_C 0.55 0.56 0.57 0.58 0.59 0.61
ORL_D 0.57 0.56 0.59 0.60 0.59 0.63
ORL_E 0.57 0.57 0.61 0.62 0.60 0.64

Table 2.8 Recognition performance on YALE database in deterministic manner

Algorithms PCA 2DPCA (PC)2A E(PC)2A SVD 2D(PC)2A

YALE_a 0.55 0.56 0.55 0.57 0.55 0.62
YALE _b 0.56 0.57 0.57 0.58 0.56 0.63
YALE _c 0.54 0.55 0.54 0.56 0.55 0.61
YALE _d 0.57 0.58 0.57 0.59 0.58 0.64
YALE _e 0.56 0.59 0.58 0.58 0.58 0.63

Table 2.9 Recognition performance on UMIST face database in random manner

Algorithms PCA 2DPCA (PC)2A E(PC)2A SVD 2D(PC)2A

Recognition rate 0.56 0.57 0.59 0.60 0.59 0.65
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Although the proposed algorithm gives a highest recognition rate compared
with other popular methods, the highest recognition rate is still not so high (only
about 0.60) owing to PIE problem of face recognition. So in the future research
work, we will pay attention to solve the PIE problem to enhance the whole rec-
ognition rate of the algorithm. Some essential questions are included here under to
be answered in the future: (1) Are there other methods of choosing a and b in the
practical application? (2) In the experiments, the parameter p for AMD is chosen
with the experiments. Is there other alternative method to choose this parameter?
(3) 2D(PC)2A gives higher recognition accuracy, but the recognition rate is not so
high. How to increase the recognition performance of the algorithm is a key
problem in the future work.

2.4 Statistical Learning-Based Face Recognition

Learning-based method aims to reduce the dimensionality of the original data with
mapping-based dimensionality reduction. The learning methods can be divided
into two kinds of linear and nonlinear methods. The linear projection-based
methods are used to find an optimal matrix projection to achieve the separable
class discriminant of the data in the feature space. As shown in Fig. 2.13, the data
in the original space are projected onto feature space, where the excellent class
discriminative ability is achieved. This method is widely used in many applica-
tions, and the excellent results are reported in the many areas. But in some
applications, such as face recognition, different face images have the similar pixel
distributions, contour geometries, which cause more difficulties on recognition.
Since the influences of poses, illuminations, and expressions, the different face
images from a same person have the complex changes, and these changes cannot

Fig. 2.13 Some examples from ORL face database (the images come from the ORL, Cambridge,
UK)
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be described with the linear projection. The previous linear methods perform not
well on this case. It is not able to find the optimal projection for the good class
discriminative ability of data in the feature space as shown in Fig. 2.14. The basic
solution of this problem is shown in Figs. 2.15, 2.16, and 2.17.

2.4.1 Manifold Learning-Based Face Recognition

Feature extraction with dimensionality reduction is an important step and essential
process in embedding data analysis [46]. Linear dimensionality reduction aims to
develop a meaningful low-dimensional subspace in a high-dimensional input space
such as PCA and LDA. LDA is to find the optimal projection matrix with Fisher
criterion through considering the class labels, and PCA seeks to minimize the
mean square error criterion. PCA is generalized to form the nonlinear curves such
as principal curves [47] or principal surfaces [48]. Principal curves and surfaces

Fig. 2.14 Some examples from YALE face database (the images come from the YALE Center
for Computational Vision and Control)

Fig. 2.15 Some examples from UMIST face database (the images come from University of
Manchester Institute of Science and Technology)
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are nonlinear generalizations of principal components and subspaces, respectively.
The principal curves are essentially equivalent to self-organizing maps (SOM)
[49]. With the extended SOM, ViSOM preserves directly the distance information
on the map along with the topology [50], which represents the nonlinear data [51]
and represents a discrete principal curve or surface through producing a smooth
and graded mesh in the data space. Recently, researchers proposed other manifold
algorithms such as Isomap [52], locally linear embedding (LLE) [53], and locality
preserving projection (LPP) [54]. LPP projects easily any new data point in the
reduced representation space through preserving the local structure and intrinsic
geometry of the data space [55]. Many improved LPP algorithms were proposed in
recent years. Zheng et al. used the class labels of data points to enhance its
discriminant power in the low-dimensional mapping space to propose supervised
LPP (SLPP) for face recognition [56]. However, LPP is not orthogonal, which
makes it difficult to reconstruct the data, so researchers applied the class infor-
mation to present orthogonal discriminant locality preserving projections

Not  optimal 

Input space 
Feature space

y=Wx
x

Not
optimal

Fig. 2.17 Linear inseparable problem

Input space Feature space

WX Y⎯⎯→

y=Wxx

Fig. 2.16 Linear separable problem
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(ODLPP) for face recognition through orthogonalizing the basis vectors of the face
subspace [57]. Cai et al. proposed the OLPP to produce orthogonal basis functions
with more power of preserving locality than LPP [58]. OLPP was reported to have
more discriminating power than LPP. Yu et al. introduced a simple uncorrelated
constraint into the objective function to present uncorrelated discriminant locality
preserving projections (UDLPP) with the aim of preserving the within-class
geometric structure but maximizing the between-class distance [59]. In order to
improve the performance of LPP on the nonlinear feature extraction, researchers
perform UDLPP in reproducing kernel Hilbert space to develop Kernel UDLPP for
face recognition and radar target recognition. Feng et al. presented an alternative
formulation of Kernel LPP (KLPP) to develop a framework of KPCA ? LPP
algorithm [60]. In recent research, locality preserving projection and its improved
methods are used in many areas, such as object recognition [61, 62], face detection
[63, 64], and image analysis [65]. For any special image-based applications, such
as face recognition, researchers proposed 2D LPP which extracts directly the
proper features from image matrices without transforming one matrix into one
vector [66, 67]. Both PCA and LPP are unsupervised learning methods, and LDA
is supervised learning method. One of the differences between PCA and LPP lies
in the global or local preserving property, that is, PCA seeks to preserve the global
property, while LPP preserves the local structure. The locality preserving property
leads to the fact that LPP outperforms PCA. Also, as the global method, LDA
utilizes the class information to enhance its discriminant ability which causes LDA
to outperform PCA on classification. But the objective function of LPP is to
minimize the local quantity, i.e., the local scatter of the projected data. This
criterion cannot be guaranteed to yield a good projection for classification pur-
poses. So, it is reasonable to enhance LPP on classification using the class
information like LDA.

2.4.2 Kernel Learning-Based Face Recognition

Some algorithms using the kernel trick are developed in recent years, such as
kernel principal component analysis (KPCA), kernel discriminant analysis (KDA),
and support vector machine (SVM). KPCA was originally developed by Scholkopf
et al. in 1998, while KDA was firstly proposed by Mika et al. in 1999. KDA has
been applied in many real-world applications owing to its excellent performance
on feature extraction. Researchers have developed a series of KDA algorithms
(Juwei Lu [68], Baudat and Anouar [69], Liang and Shi [70–71], Yang [72, 73],
Lu [74], Zheng [75], Huang [76], Wang [77] and Chen [78], Liang [79], Zheng
[80], Tao [81], Xu [82], Saadi [83], Yeung [84], Shen [85], Ma [86], Wu [87],
Liu [88]). Because the geometrical structure of the data in the kernel mapping
space, which is totally determined by the kernel function, has significant impact on
the performance of these KDA methods, the separability of the data in the feature
space could be even worse if an inappropriate kernel is used. In order to improve
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the performance of KDA, many methods of optimizing the kernel parameters of
the kernel function are developed in recent years (Huang [76], Wang [77] and
Chen [78]). However, choosing the parameters for kernel just from a set of discrete
values of the parameters does not change the geometrical structures of the data in
the kernel mapping space. In order to overcome the limitation of the conventional
KDA, we introduce a novel kernel named quasi-conformal kernel which were
widely studied in the previous work [89, 90], where the geometrical structure of
data in the feature space is changeable with the different parameters of the quasi-
conformal kernel. The optimal parameters are computed through optimizing an
objective function designed with the criterion of maximizing the class discrimi-
nation of the data in the kernel mapping space.

2.5 Face Recognition: Application Conditions

Face recognition has its limitations in practical applications including poses and
training samples collection. As shown in Table 2.3, the current methods are
divided into the following types, including pose transformation in image space,
pose transformation in feature space, general algorithms, generic shape-based
methods, feature-based 3D reconstruction, 2D techniques for face recognition
across pose, and local approaches (Table 2.10).

The performance of face recognition system is influenced by many factors. And
the limited number of training samples per person is a major factor. Now, it is still
a question whether it deserves further investigation. Firstly, the extreme case of
one sample per person really commonly happens in real scenarios and this problem
needs be carefully addressed. Secondly, storing only one sample per person in the
database has several advantages desired by most real-world applications. In fact,
the practical face recognition system with only single training sample per person
has its advantage owing to the following factors of easy sample collection, storage
cost saving, and computational cost saving. Current algorithms can be divided into
three types including holistic methods, local methods, and hybrid methods [91, 92]
(Table 2.11).

Holistic methods: These methods identify a face using the whole face image as
input. The main challenge faced by these methods is how to address the extremely
small sample problem. Local methods: These methods use the local facial features
for recognition. Care should be taken when deciding how to incorporate global
configurational information into local face model. Hybrid methods: These methods
use both the local and holistic features to recognize a face. These methods have the
potential to offer better performance than individual holistic or local methods,
since more comprehensive information could be utilized. Table 2.4 summarizes
algorithms and representative works for face recognition from a single image.
Below, we discuss the motivation and general approach of each category first, and
then, we give the review of each method, discussing its advantages and
disadvantages.
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In many practical applications, owing to the difficulties of collecting samples or
storage space of systems, only one sample image per person is stored in the
system, so the research of face recognition from one sample per person, owing to
its own advantages (easy collecting of samples, less storage, and computational
cost), has been a subresearch topic in the face recognition area. The traditional
method such as Fisherface [93] fails when each person just has one training face
sample available because of nonexistence of the intraclass scatter. Recently,
researchers have proposed many algorithms, such as (PC)2A [94], as shown in
Fig. 2.18, and these two projections reflect the distribution of the salient facial

Table 2.10 Face recognition methods across pose

Main ideas Methods

Pose transformation in image space Parallel deformation [106]
Pose parameter manipulation [107]
Active appearance models [108, 109]
Linear shape model [110]
Eigen light-field [111]

Pose transformation in feature space Kernel methods (kernelPCA [112, 113]
Kernel FDA [114, 115])
Expert fusion [116]
Correlation filters [117]
Local linear regression [118]
Tied factor analysis [119]

General algorithms Principal component analysis [120–122]
Artificial neural network (convolutional networks

[123])
Line edgemaps [124]
Directional corner point [125]

Generic shape-based methods Cylindrical 3D pose recovery [126]
Probabilistic geometry assisted face recognition

[127]
Automatic texture synthesis [128]

Feature-based 3D reconstruction Composite deformable model [129]
Jiang’s method [130]
Multi-level quadratic variation minimization [131]
Image-based 3D reconstruction
Morphable model [132, 133]
Illumination cone model [134, 135]
Stereo matching [136]

2D techniques for face recognition across
pose

Real view-based matching
Beymer’s method [137]
Panoramic view [138]

Local approaches Template matching [139]
Modular PCA [140]
Elastic bunch graph matching [141]
Local binary patterns [142]
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features that are useful for face recognition. Other enhanced algorithms are
E(PC)2A [95] and SVD perturbation [96], for face recognition with one training
image per person. But these algorithms still endure some problem. For example,
the procedure of E(PC)2A is divided into two stages: (1) constructing a new image
by combining the first-order and second-order projected images and the original
image; (2) performing PCA on the newly combined training images. In the second
stage, the combined image matrix should be mapped onto a 1D vector in advance
in order to perform PCA. This causes the high storage and computational cost.

Table 2.11 Current face recognition methods from a single training sample

Main ideas Methods

Local feature-based Graph matching methods [143–146]
Use directional corner points (DCP) features for

recognition [147]
Local appearance-based Modified LDA method [148, 149]

SOM learning-based recognition [150, 151]
HMM method [152]
Local probabilistic subspace method [153]
Fractal-based face recognition [154]
Hybrid local features [155]
Local probabilistic subspace method [153]
Face recognition with local binary patterns [156]

Extensions of principal component
analysis (PCA)

Use noise model to synthesize new face [157]
Enrich face image with its projections [158]
Select discriminant eigenfaces for face recognition

[159]
Two-dimensional PCA [160]

Enlarge the size of training set ROCA [161], imprecisely location method [153],
E(PC)2A [162]

View synthesis using prior class-specific information
[163]

Fig. 2.18 Some sample images in (PC)2A method. a Original face image and its horizontal and
vertical profiles. b First-ordered projection map. c First-ordered projection-combined image.
d Second-ordered combined image
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In order to enhance the practicability of the face recognition system, we propose a
novel algorithm so-called 2D(PC)2A for face recognition with one training image
per person in this letter. 2D(PC)2A performs PCA on the set of combined training
images directly without mapping the image matrix to 1D vector. Thus, 2D(PC)2A
can directly extract feature matrix from the original image matrix. This leads to
that much less time is required for training and feature extraction. Further,
experiments implemented on two popular databases show that the recognition
performance of 2D(PC)2A is better than that of classical E(PC)2A (Fig. 2.18).
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Chapter 3
Kernel Learning Foundation

3.1 Introduction

Nonlinear information processing algorithms can be designed by means of linear
techniques in implicit feature spaces induced by kernel functions. Kernel methods
are algorithms that, by replacing the inner product with an appropriate positive
definite function, implicitly perform a nonlinear mapping of the input data to a
high-dimensional feature space. This idea can be traced back to the potential
function method [1, 2], and it has been successfully applied to the support vector
machine (SVM), a learning method with controllable capacity which obtains
outstanding generalization in high (even infinite)-dimensional feature spaces
[3–7]. The kernel method can be used if the interactions between elements of the
domain occur only through inner products. This suggests the possibility of building
nonlinear, kernel-based counterparts of standard pattern analysis algorithms.
Recently, a nonlinear feature extraction method has been presented [8] based on a
kernel version of principal component analysis (PCA) and [9] proposed a non-
linear kernel version of Fisher discriminant analysis. Kernel-based versions of
other pattern analysis algorithms have been also proposed in [10, 11], among
others; the field of the so-called kernel machines is now extremely active [12].
While powerful kernel methods have been proposed for supervised classification
and regression problems, the development of effective kernel method for clus-
tering, aside for a few tentative solutions, is still an open problem. One-class SVM
characterizes the support of a high-dimensional distribution. Intuitively, one-class
SVM computes the smallest sphere in feature space enclosing the image of the
input data. Saha et al. [13] also integrated the SVR with other statistical methods to
improve the ability of system prognostics. Zio et al. [14] proposed a similarity-
based prognostics to estimate remaining useful life (RUL) of the system, and this
method applied fuzzy similarity analysis on the evolution data of the reference
trajectory patterns. Similar to the SVM, the relevance vector machine (RVM) [15]
is a type of improved machine learning algorithm based on Bayesian framework.
SVR algorithm is a machine learning method based on statistical learning theory
and widely applied in time series prediction. It can also be used for status
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monitoring and forecasting. However, SVR cannot meet the demands of online
and real-time application because of the time-consuming computation. In the same
way, most of the traditional offline forecasting data-driven methods are facing the
same challenge. Hence, many training algorithms, such as incremental algorithm
and decremental algorithm [16, 17], have been proposed to update these methods
to online style and further decrease the computing complexity. Incremental
training algorithm is the most popular online learning strategy for the SVR [16–
24]. In paper [3], the author proposed the accurate incremental learning algorithm
and applied the new algorithm in the classification of SVM. Furthermore, Ma et al.
[21] introduced the accurate online SVR algorithms based on the incremental
algorithm to solve the approximation and regression problems. Lots of researchers
proposed many improved online SVR algorithm for different applications [25–29].
Although all the online algorithms above can achieve the model dynamically
learning with the sample updating, the computing complexity was very high.
Moreover, in some online prediction methods such as online SVR, conflicts and
trade-offs between prediction efficiency and accuracy still exist. A new approach
included five improved online SVR algorithms previously proposed in our research
that are applied to realize adaptive online status monitoring and fault prognostics.
Experimental results with the Tennessee Eastman process fault data as well as
mobile traffic data show that the algorithms can be effectively applied to the online
status prediction with excellent performance in both efficiency and precision.

3.2 Linear Discrimination and Support Vector Machine

Suppose that a set of N entities in the feature space X = {x0, x1, x2, …, xp} is
partitioned into two classes and a function u = f(x0, x1, x2, …, xp) that would
discriminate the two classes. To find an appropriate w, even in the case when
classes are linearly separable, various criteria can be utilized. A most straight-
forward classifier is defined by the least-squares criterion. This produces

w¼ XTX
� ��1

XT u ð3:1Þ

Note that formula leads to the different criterion of minimizing the ratio of the
within-class error to out-of-class error. The least-squares linear decision rule based
on Bayes function is construct the covariance Gaussian matrix, the rule is
described with the following formula:

fi xð Þ ¼ exp � x � lið ÞT
X

�1 x � lið Þ=2
h i

= 2pð Þp
X��� ���h i1=2

ð3:2Þ

SVM was first proposed in 1992. As supervised learning methods, SVMs are
used for classification and regression. SVMs use machine learning theory to
maximize predictive accuracy while automatically avoiding over-fit to the data
[30]. SVM becomes famous when using pixel maps as input; it gives accuracy
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comparable with sophisticated neural networks with elaborated features in a
handwriting recognition task [31]. It is also being used for many applications, such
as handwriting analysis [32] and structural risk minimization (SRM) [33]. And it is
used with traditional empirical risk minimization (ERM) principle. SVMs were
developed to solve regression problems [34].

Given a training set of N data points yk; xkf gN
k¼1, where xk 2 Rn is the kth input

pattern and yk 2 R is the kth output pattern, the classifier can be constructed using
the support vector method in the form

yðxÞ ¼ sign
XN

k¼1

akykKðx; xkÞ þ b

" #
ð3:3Þ

where ak are called support values and b is a constant. The K �; �ð Þ is the kernel,

which can be either K x; xkð Þ ¼ xT
k x (linear SVM); K x; xkð Þ ¼ xT

k x þ 1
� �d

(poly-
nomial SVM of degree d); K x; xkð Þ ¼ tanh½j xT

k x þ h� (multilayer perceptron

SVM); or K x; xkð Þ ¼ exp � x � xkk k2
2=r

2
n o

(RBF SVM).

For instance, the problem of classifying two classes is defined as

wT/ðxkÞ þ b� þ 1
wT/ðxkÞ þ b� � 1

�
if
if

yk ¼ þ1
yk ¼ �1

ð3:4Þ

This can also be written as

yk wT/ðxkÞ þ b
� �

� 1; k ¼ 1; . . .;N ð3:5Þ

where / �ð Þ is a nonlinear function mapping of the input space to a higher-
dimensional space. LS-SVM classifiers

min
w;b;e

JLS w; b; eð Þ ¼ 1
2
wT w þ c1

2

XN

k¼1

e2
k ð3:6Þ

subject to the equality constraints

yk wT/ðxkÞ þ b
� �

¼ 1 � ek; k ¼ 1; . . .;N ð3:7Þ

The Lagrangian is defined as

L w; b; e; að Þ ¼ JLS �
XN

k¼1

ak yk wT/ðxkÞ þ b
� �

� 1 þ ek

� 	
ð3:8Þ

with Lagrange multipliers ak 2 R (called support values). The conditions for
optimality are given by
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oL
ow ¼ 0 ! w ¼

PN
k¼1

akyk/ðxkÞ

oL
ob ¼ 0 !

PN
k¼1

akyk ¼ 0

oL
oek
¼ 0 ! ak ¼ c ek

oL
oak
¼ 0 ! yk wT/ðxkÞ þ b½ � � 1 þ ek ¼ 0

8>>>>>><
>>>>>>:

ð3:9Þ

For k ¼ 1; . . .;N. After elimination of w and e, one obtains the solution

0 YT

Y ZZT þ c�1I


 �
b
a


 �
¼ 0

1v


 �
ð3:10Þ

with Z ¼ /ðx1ÞT y1; . . .; / xNð ÞT yN

� �
; Y ¼ y1; . . .; yN½ �; 1v ¼ 1; . . .; 1½ �; e ¼

e1; . . .; eN½ � and a ¼ ½a1; . . .; aN �. Mercer’s condition is applied to the matrix
X ¼ ZZT with

Xkl ¼ ykyl/ xkð ÞT/ xlð Þ ¼ ykylK xk; xlð Þ ð3:11Þ

3.3 Kernel Learning: Concepts

Kernel: If the data are linear, you can use the division to separate hyperplane data.
Often, however, the situation is that the data are from a linear datasets are
inseparable. The nonlinear mapping of input data is allowed to computed with
kernel function in a high-dimensional data space. Then, the new map is linearly
separable. Here is a very simple illustration of this point. This mapping is defined
by the kernel:

K x; yð Þ ¼ U xð Þ � U yð Þh i ð3:12Þ

The kernel function value of two samples can be computed with the dot product.

x1 � x2h i  K x1; x2ð Þ ¼ U x1ð Þ � U x2ð Þh i ð3:13Þ

Note the legend is not described as they are sample plotting to make understand
the concepts involved.

Polynomial: A polynomial mapping is a popular method for nonlinear model-
ing. The second kernel is usually preferable as it avoids problem with the hessian
becoming zero.

k x; yð Þ ¼ x � yð Þd d 2 Nð Þ ð3:14Þ

Gaussian Radial Basis Function: Radial basis functions is most commonly used
with a Gaussian form. A radial basis function (RBF) produces a piecewise linear
solution which can be attractive when discontinuities are acceptable.
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k x; yð Þ ¼ exp � x � yk k2

2r2

 !
r[ 0ð Þ ð3:15Þ

Multi-Layer Perceptron: The long-established MLP, with a single hidden layer,
also has a valid kernel representation.

k x; zð Þ ¼ tanh a\x; z [ þ bð Þ; a [ 0; b\0ð Þ ð3:16Þ

There are many more, including Fourier, splines, B-splines, additive kernels,
and tensor products.

3.4 Kernel Learning: Methods

3.4.1 Kernel-Based HMMs

Hidden Markov models (HMMs) are designed for recognition tasks in which the
observation is often a single measurement. However, when HMMs are applied to
dynamic sequence synthesis, the observations are multiple sequences consisting of
both input and output. Therefore, the conventional HMMs have to be extended for
the purpose of dynamic input/output mapping. Another drawback of simply
applying a traditional HMM to synthesis is that one has to specify the parametric
form of the observation model, such as a Gaussian. In many cases, such parametric
models only capture the global characteristics of the observation distribution.
Since synthesis can be regarded as an inverse problem of density estimation, i.e.,
finding a sample that satisfies a given probabilistic distribution, a parametric model
is often too smooth and/or uniform to capture the fine details.

A commonly used method to model the mapping between two sequences is
regression. For example, a neural-network-based approach is used in [33] to learn
the mapping between lip motion and speech. But in many cases, the mapping
relations between input and output is many to many, which defeats the classical
regression methods, even with a local window context. As a powerful approach to
model time series data in the state space, HMMs have been adopted in many
synthesis applications [35, 36]. Previous approaches assume that either the input or
the output can be modeled by an HMM. For example, the video rewrite [36]
technique recognizes different phonemes from the input audio signal. Animation is
generated by reordering the captured video frames which share similar phonemes
as in the training video. On the other hand, the shadow puppetry technique trains
an HMM model to synthesize 3D motions from observed 2D images. A remapping
process is employed to give each state a dual mapping into both 3D motion and 2D
silhouette.
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The underlying assumption made in previous approaches is that the input
sequence shares the dynamic behavior exhibited in the HMM trained from the
output or vice versa [36]. As a result, the output has no ability to directly adapt to
the input. Although some more complex HMMs have been proposed for multiple
observations or multiple state sequences, none of them has been specifically
designed for synthesis. For example, factorial HMM uses a more complex state
structure to improve the representational capacity of the HMM [37]. More efficient
observation models are designed to represent a set of dynamic sequences with a
single HMM [38]. For dynamic sequence synthesis, we expect the result to keep
the patterns in the training data, but not to replicate exactly the same data. In
traditional HMMs, state observation is generalized by some parametric models
(e.g., Gaussian mixtures), which are too smooth and/or uniform to capture fine
details. This problem has been addressed in motion texture [39] by introducing a
nonparametric probabilistic model. However, since some manually labeled phases
are involved in this approach, it would be ineffective when the dynamics of the
synthesized sequence are complex. Recently, switched linear dynamic system [40]
is used for learning and synthesizing human motions. But in dynamic sequence
synthesis, a number of sublinear systems are required to approximate the highly
nonlinear relations between the input and output, which makes the learning and
synthesis intractable.

Although sample sets are sufficient to approximate continuous-valued distri-
butions, it is difficult to evaluate in the EM algorithm. Therefore, we need to
replace the Dirac function with a continuous function so that the resulting density
is continuous.

3.4.2 Kernel-Independent Component Analysis

Kernel-independent component analysis (ICA) in the kernel-inducing feature
space is to develop a two-phase kernel ICA algorithm: whitened kernel principal
component analysis (KPCA) plus ICA. KPCA spheres data and makes the data
structure become as linearly separable as possible by virtue of an implicit non-
linear mapping determined by kernel. ICA seeks the projection directions in the
KPCA whitened space, making the distribution of the projected data as non-
Gaussian as possible.

Over the last few years, ICA has aroused wide research interests and become a
popular tool for blind source separation and feature extraction. From the feature
extraction point of view, ICA has a close relationship with projection pursuit since
both of them aim to find the directions such that the projections of the data into
those directions have maximally ‘‘non-Gaussian’’ distributions. These projections
are interesting and considered more useful for classification [41]. Bartlett [42] and
Liu [43] applied ICA to face representation and recognition and found that it
outperforms PCA when cosine distance was used as the similarity measure. ICA,
however, fails to separate the nonlinearly mixed source due to its intrinsic
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linearity. Likewise, for feature extraction, ICA-based linear projection is incom-
petent to represent the data with nonlinear structure. To address this problem, our
idea is to nonlinearly map the data into a feature space, in which the data have a
linear structure (as linearly separable as possible). Then, we perform ICA in
feature space and make the distribution of data as non-Gaussian as possible. We
will use ‘‘kernel tricks’’ to solve the computation of independent projection
directions in high-dimensional feature space and ultimately convert the problem of
performing ICA in feature space into a problem of implementing ICA in the KPCA
transformed space. It should be mentioned that kernel ICA formulation in this
book is different from that in [5]. In reference [44], the kernel trick is used for
computation and optimization of a canonical correlation-based contrast function,
while in this book, ‘‘kernel’’ is introduced to realize an implicit nonlinear mapping,
which makes the data linearly structured in feature space.

Given a random vector x, which is possibly nonlinearly mixed, we map it into
its image in the feature space H by the following nonlinear mapping: As a result, a
pattern in the original observation space (input space) Rn is mapped into a
potentially much higher-dimensional feature vector in the feature space H.
Assume that after the nonlinear mapping, the data have a linearly separable
structure in feature space H.

Let us recall the implementation of ICA in observation space. Before applying
an ICA algorithm on the data, it is usually very useful to do some preprocessing
work (e.g., sphering or whitening data). The preprocessing can make the problem
of ICA estimation simpler and better conditioned. Similarly, we can perform PCA
in feature space for data whitening. Note that performing PCA in feature space can
be equivalently implemented in input space (observation space) by virtue of
kernels, i.e., performing KPCA based on the observation data. Note that the new
unmixing matrix W should be orthogonal. In summary, the ICA transformation in
feature space can be decomposed into two: the whitened KPCA transformation in
input space and the common ICA transformation in the KPCA whitened space.

3.5 Kernel-Based Online SVR

Given a status monitoring data as time series training set,

T ¼ x1; y1ð Þ; � � � ; xl; ylð Þf g 2 X � Yð Þl, where xi 2 X ¼ Rn, yi 2 Y ¼ R,
i ¼ 1; � � � l, the main task of SVR is to construct a linear regression function,

f xð Þ ¼ WT/ xð Þ þ b ð3:17Þ

in feature space F. W is a vector in F, and / xð Þ maps the input x to a vector in F.
The W and b in Eq. (3.1) are obtained by solving an optimization problem:
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min
w;b

P ¼ 1
2

wk k2þC
Xl

i¼1

ðni þ n�i Þ:

s:t: w � xið Þ þ bð Þ � yi � e þ ni; i ¼ 1; 2; . . .; l;

yi � w � xið Þ þ bð Þ � e þ ni; i ¼ 1; 2; . . .; l;

n�i � 0; i ¼ 1; 2; . . .; l;

ð3:18Þ

Here, the slack variables ni and n�i , penalty parameter C, e-insensitive loss.
Convert the responding Lagrangian as

min
a;ai

1
2

Xl

i

Xl

j

Qij ai � a�i
� �

aj � a�j

� 
þ e

Xl

i

ai þ a�i
� �

�
Xl

i

yi ai � a�i
� �

s:t:
Xl

i¼1

ai � a�i
� �

¼ 0;

0� ai; a
�
i �

C

l
; i ¼ 1; 2; . . .; l

ð3:19Þ

Define kernel function: Qij ¼ / xið ÞT/ xj

� �
¼ K xi; xj

� �
; then, the regression

function can be described as

f xð Þ ¼
Xl

i¼1

ai � a�i
� �

K xi; xð Þ þ b ð3:20Þ

Due to Karush–Kuhn–Tucker (KKT) conditions, we can get

hðxiÞ� e; hi ¼ �C
hðxiÞ ¼ e; �C\hi\0

�e� hðxiÞ� e; hi ¼ 0
hðxiÞ ¼ e; 0\hi\C

hðxiÞ� � e; hi ¼ C

8>>>><
>>>>:

ð3:21Þ

here hi ¼ ai � a�i , h xð Þ 	 f xið Þ � yi ¼
Pl

j¼1 Qijhj � yi þ b.
Depending on the sign of f xið Þ � yi, we can get

(a) The E set: E ¼ ij hij j ¼ Cf g
(b) The S set: S ¼ ij 0\ hij j\Cf g
(c) The R set: R ¼ ij hi ¼ 0f g:

Batch SVR retrains the model when the data update. With the retraining of SVR
each time, it brings the problems of low speed and inefficiency, while the new
sample adds. The online SVR trains with incremental algorithm and decremental
algorithm when dataset updates. The structure of online SVR adjusts dynamically
to meet the KKT conditions [31, 38].
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Let xc be a new training sample, corresponding define hc, then compute
hi i ¼ 1; 2; . . .; nð Þ, Dhi and Dhc to meet the KKT conditions.

Dh xið Þ ¼ K xi; xcð ÞDhc þ
Xn

i¼1

K xi; xj

� �
Dhj þ Db ð3:22Þ

hc þ
Xn

i¼1

hi ¼ 0 ð3:23Þ

For S set, X
j2S

K xi; xj

� �
Dhj þ Db ¼ �K xi; xcð ÞDhc

X
j2S

Dhj ¼ �Dhc

i 2 S

ð3:24Þ

Equation 3.8 can be represented in matrix as

0 1 � � � 1
1 K xs1 ; xs1ð Þ � � � K xs1 ; xsls

� �
..
. ..

. . .
. ..

.

1 K xsls
; xsl1

� 
� � � K xsls

; xsls

� �

2
66664

3
77775

Db
Dhs1

..

.

Dhsls

2
6664

3
7775 ¼ �

1
K xs1 ; xcð Þ

..

.

K xsls
; xsls

� �

2
6664

3
7775Dhc ð3:25Þ

From Eq. 3.9, we can get

Db
Dhs1

..

.

Dhsls

2
6664

3
7775 ¼ �

0 1 � � � 1
1 K xs1 ; xs1ð Þ � � � K xs1 ; xsls

� �
..
. ..

. . .
. ..

.

1 K xsls
; xsl1

� 
� � � K xsls

; xsls

� �

2
66664

3
77775

�1
1

K xs1 ; xcð Þ
..
.

K xsls
; xsls

� �

2
6664

3
7775Dhc ¼ bDhc

ð3:26Þ

then

Dh xn1ð Þ
Dh xn2ð Þ

..

.

Dh xnlN

� 
2
6664

3
7775 ¼

K xn1 ; xcð Þ
K xn2 ; xcð Þ

..

.

K xnlN
; xc

� 
2
6664

3
7775þ

1 K xn1 ; xs1ð Þ � � � K xn1 ; xsls

� �
1 K xn2 ; xs1ð Þ � � � K xn2 ; xsls

� �
..
. ..

. . .
. ..

.

1 K xnlN
; xc

� 
� � � K xnlN

; xsls

� 

2
66664

3
77775b

8>>>><
>>>>:

9>>>>=
>>>>;

ð3:27Þ

The online SVR implements the update of the S set, the E set, and the R set.
While deleting a training sample accordingly, the computation process is similar.
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The detail of computation is discussed in book. Through the training process
described above, the online SVR implements the update of the S set, the E set, and
the R set without retraining all the dataset.

3.6 Optimized Kernel-Based Online SVR

Five improved and optimized online SVR algorithms are introduced according to a
variety of prediction needs and datasets with various features. Accordingly, con-
sidering the influence of kernel function types and sample scales on the online
SVR algorithm, we focus on improving the precision and efficiency of online time
series prediction with kernel combination and sample reduction. The five types of
improved online SVR algorithms can be classified into two categories:

1. Kernel-combination-based optimized online SVR: Method I and Method II.
2. Sample-reduction-based optimized online SVR: Method III, Method IV, and

Method V.

Therefore, in order to achieve complex equipment or system online monitoring
and status prediction, we can select one of those algorithms or combined different
models under the different application conditions of fault prognostics. The five
improved online SVR algorithms which are previously proposed to achieve trade-
off between prediction precision and efficiency are described as follows.

3.6.1 Method I: Kernel-Combined Online SVR

1. Analysis of Kernel Types of Online SVR

The most important work for online SVR is the choice of kernel function. For
complicated and nonstationary nonlinear status prediction, suitable kernel function
should be adopted according to the features of the complicated data. There are two
types of kernel functions: global kernel and local kernel, whose characteristics are
different.

The learning ability of the local kernel is strong, but the generalization per-
formance is weak, and at the same time, the learning ability of the global kernel is
weak, but the generalization performance is strong. Keerthi [1, 7] proved that the
RBF kernel function can replace the polynomial kernel function with the choice of
appropriate parameters. For most offline applications, sufficient prior knowledge,
plenty of analysis for data samples, and the selection of the appropriate type of
kernel function and its parameters can be obtained in advance. Therefore, the RBF
kernel is used for modeling and the result would not be too bad under this offline
condition.
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However, because of unpredictable online updated data series and online
modeling data length restrictions, it can be of difficulty to select some kind of kernel
function for online modeling and forecasting. The data with long distance influ-
enced the value of the global kernel functions, while only the data in neighborhood
decide the value of the local kernel almost. Linear kernel and polynomial kernel are
global, while RBF kernel and Gaussian kernel are local for SVR.

For general fault modes, the failure is usually slowly varied process for the
apparatuses and systems. Nevertheless, some unexpected failures belong to
occasional or emergent conditions. Either the global kernel or local kernel could
not be applicable to predict all fault status independently. The complexity of
failures gives the conclusion that global kernel should be used for the fault pre-
diction because the system fault was influenced by all running process data. In
addition, the local kernel is employed for some casually happened fault due to
accidental factor only related to the data in local domain. In other words, single
global or local kernel could not satisfy multiple fault modes.

The KCO-SVR combines different characteristics of global and local kernel
functions to fit the diversity of the complicated fault datasets. Therefore, this
algorithm is more suitable and convenient for prognostics than the single kernel
online SVR.

2. Proposed KCO-SVR algorithm

Both global and local kernel functions should be used in fault prediction through
the analysis of the failure modes to make better prediction. So we proposed a new
online SVR algorithm that combined two different types of kernels named kernel-
combined online support vector regression (KCO-SVR). With the combination of
two types of kernels, the combined online prediction could realize better result for
the complicated time series. The trend could be fitted by the global kernel for those
samples far from the historical data, and the correlation in the neighborhood could
be fitted by the local kernel. The combination could supplement the drawback of the
single-type kernel in the prediction for the complex time series.

In the KCO-SVR, the decision function represented that the global character-
istic is first obtained with the global kernel, as

fg xð Þ ¼
Xm

i¼1

agi � a�gi

� 
Kg xgi; xg

� �
þ bg ð3:28Þ

Here, the support vector set Kg xgi; xg

� �
2 Sg is obtained by training with the

global kernel. And the local features are contained in the variance of the global
modeling.

The variance of the time series is modeled by the local kernel online SVR, and
we can get the corresponding decision function:

fl xð Þ ¼
Xk

j¼1

alj � a�lj

� 
Kl xlj; xl

� �
þ bl ð3:29Þ
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Here, the support vector set Kl xlj; xl

� �
2 Sl is obtained by training with the local

kernel.
So the final decision/prediction function is as follows:

f xð Þ ¼
Xm

i¼1

agi � a�gi

� 
Kg xgi; xg

� �
þ bg þ

Xk

j¼1

alj � a�lj

� 
Kl xlj; xl

� �
þ bl

ð3:20Þ

The flow of the KCO-SVR for time series prediction is as follows.

Definition Online SVR1(global kernel), online SVR2(local kernel), C1, C2(pen-
alty parameters), e1; e2(e-insensitive loss), p1 ; p2(kernel parameters), train length
(the length of the online training dataset), embedded dimension (embedded
dimension);

Output: prediction result PredictL(i);
The detailed steps are as follows:

a. Data preprocessing;
b. Online SVR1 initial training with global kernel such as linear and polynomial

kernel functions;
c. Online SVR2 initial training with local kernel such as RBF kernel functions,

and the modeling dataset is the variance time series in the step (b);
d. For updating online time series xc; ycð Þ, realize online training for the online

SVR1 and online SVR2 with incremental algorithms;

e. Online SVR1 output prediction result G



k þ 1ð Þ;
f. Online SVR2 output prediction result L



k þ 1ð Þ;

g. Combine the prediction results X



k þ 1ð Þ ¼ G



k þ 1ð Þ þ L



k þ 1ð Þ or sum
them with certain weights;

h. Update the online SVR1 and online SVR2 with decremental algorithm;
i. Dataset online update, repeat step (d) to step (h).

3.6.2 Method II: Local Online Support Vector Regression

The KCO-SVR algorithm combined the two types of kernels to increase the
prediction accuracy compared with the single kernel online SVR in online data
forecasting. However, the use of different kernel functions together would get low
operation efficiency. So we proposed a new online SVR algorithm by combining
the offline and online models with different types of kernels, which is named as
variance prediction compensation local online support vector regression (VPCLO-
SVR).

Therefore, in order to improve the efficiency of combined forecasting method,
we consider to replacing the global kernel online SVR algorithm as the offline
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algorithm. With the local offline SVR algorithm, the online combined models
became simple and fast.

Here, we replace the online SVR in the Eq. (3.12) with offline batch SVR
algorithm and the global decision function is obtained with offline SVR with batch
training. As a result, the long-term trend could be represented by the decision
function.

fBg xð Þ ¼
Xm

i¼1

aBgi � a�Bgi

� 
KBg xBgi; xBg

� �
þ bBg ð3:31Þ

Here, the support vector set KBg xBgi; xBg

� �
2 SBg is obtained by training the

global offline kernel function.
Consequently, the VPCLO-SVR used the global kernel to fit and approximate

trend properties of time series. Then, the predicting residual with the real data
stream is calculated. Finally, the residual for the predicted value is predicted on
online SVR to compensate predicted value with the local SVR. Compared to
KCO-SVR algorithm, the VPCLO-SVR algorithm can efficiently improve the
efficiency while keeping the prediction precision.

The flow of the VPCLO-SVR for time series prediction is as follows.

Definition Batch SVR (global kernel), online SVR(local kernel), C1, C2(penalty
parameters), e1; e2 (e-insensitive loss), p1 ; p2 (kernel parameters), train length (the
length of the online training dataset), embedded dimension (embedded dimension);

Output: prediction result PredictL(i);
The detailed steps:

a. Select the local domain for the time series and achieve data preprocessing.
b. Batch SVR initial training with global kernel in the local domain.
c. For the update sample X kð Þ, the corresponding prediction result is ~XBg k þ 1ð Þ.
d. Compute the variance time series in the step above var kð Þ ¼ X kð Þ � ~XBg kð Þ.
e. Online SVR training with local kernel function and prediction for the time

series var kð Þ and the corresponding prediction result is ~var k þ 1ð Þ.
f. Online revised prediction value ~X k þ 1ð Þ, ~X k þ 1ð Þ ¼ ~XBg k þ 1ð Þþ

~var k þ 1ð Þ.
g. For updating online time series xc; ycð Þ, repeat step (c) to step (g).
h. When the update time series is beyond the local domain defined, update the

local offline SVR and repeat step (c) to step (g).

3.6.3 Method III: Accelerated Decremental Fast Online SVR

With the increased size of online modeling data, the efficiency would decline.
If the initial training dataset is large, it is difficult to obtain higher prediction
efficiency, and there is an interaction between the precision and efficiency. In order
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to obtain fast prediction, the online modeling data length should be cut shorter.
Therefore, to improve the efficiency of the online SVR algorithm is to reduce the
online sample set size.

The accelerated decremental fast online support vector regression (ADF-SVR)
approach first selects nonsupport vectors as the decremental samples, and then, an
accelerated decremental training is used to reduce the online training dataset. As a
result, the efficiency of the method increases with less online dataset.

Generally, online SVR algorithm realizes the unlearning process by the dec-
remental algorithm to forget or delete the furthest historical data sample of the
S set and E set and R set. The decremental algorithms can be found in the paper
[33, 38]. In this case, the computing will be heavy if the forgotten data sample is
the support vector.

To decrease the computation and reduce the online dataset, we sample the data
sample in the R set and S set, and a selective accelerated forgetting is adapted to
improve the basic decremental algorithm. As a result, the online dataset could be
cut and the computing complexity would be decreased and the operating efficiency
would be improved. If more than one sample is ignored, the training algorithm is
accelerated and effectively improved on the online.

If deleting a data sample xd , removing it from the training set, the corre-
sponding weight of the kernel function is hd , according to equation

hd ¼ �
Xn

i¼1

hi ð3:32Þ

If xd 2 R, and then,

hd ¼ 0 ð3:33Þ

Keeping hi; i ¼ 1. . .n unchanged, and correspondingly, by keeping the datasets
S and R unchanged, the training ends.

If xd 2 E, and then,

hdj j ¼ C ð3:34Þ

Select the nearest data sample xsel 2 E, and hd þ hsel ¼ 0, change xsel 2 R; by
keeping the other data sample unchanged, the training ends.

For the deleted samples, xd1; xd2; . . .; corresponding weights hd1; hd2; . . ., we
can remove these samples from the training data set through remaining the support
vector set unchanged. The other samples except support vector are the online
training.

N ¼ E [ R ¼ n1; n2; . . . nd1�1; nd1þ1; . . .; nd2�1; nd2þ1; . . .; nlNf g ð3:35Þ

In the next incremental training, the amount of the matrix c would be lN - 2
and the online training of the computing complexity would decrease.
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If the forgotten data sample is support vector, the support vector set would be

S ¼ s1; . . .; sd1�1; sd1þ1; . . .; sd2�1; sd2þ1; . . .; slsf g ð3:36Þ

In the next incremental training, the amount of the matrix b would be ls - 2;
correspondingly, the amount of the kernel matrix would be decreased and the
computing would be reduced.

The new proposed algorithm that is ADF-SVR improves the efficiency by
optimizing the decremental training strategy.

3.6.4 Method IV: Serial Segmental Online SVR

In order to improve the prediction precision for complicated time series, we present
a novel segmental online SVR (SOSVR) algorithm for time series forecasting. Fast
training speed is achieved by cutting the training dataset short. A segmental strategy
is applied, and the online SVR model is stored by segments. The most suitable
segmental model is selected to output the prediction value according to the
matching degree between prediction neighborhood data and all the segmental
models. As a result, the forecasting precision is improved.

The proposed SOSVR algorithm defines the segmentation condition, segmental
principle (SGP), according to the update of the online data sample. If the SGP is
met, cut the online SVR into little segment and store the segmental model
SOSVR sgð Þ; sg ¼ 1; 2; 3. . . as the historical model. The best segmental model
selection criterion, select best predict principle (SBPP), is defined while prediction.
If the segmental model SOSVR sgð Þ; sg 2 1; 2; 3; . . .ð Þ meets the SBPP, the pre-
diction result is outputted by the best suitable model SOSVR kð Þ. Given the online
SVR local model, we apply the online training, segmenting and storing the seg-
mental model, then update the output with the online data for model selection.

Because of the strategy of segmentation, the historical knowledge is kept by the
series of segmental models. The best matching model is selected to output, and as
a result, the prediction precision could be guaranteed under the condition of short
online modeling dataset and high operating efficiency.

3.6.5 Method V: Multi-scale Parallel Online SVR

For complex nonlinear and nonstationary time series, they contain sequences long
trend as well as strong neighborhood correlation. If a single fast online prediction
model is used, the limit of sample size makes it difficult to obtain satisfactory
results of prediction accuracy and efficiency because the algorithm could not take
into account all relevant factors.
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According to features of the online time series and considering training
algorithm of online SVR for time series forecast, we can construct multiscale sub-
time-sequences online. These sub-time-sequences could represent the complex
properties of neighborhood and trend characteristics in various timescales and can
be built by sampling with different sample rates. Then, these sub-time-series could
be modeled with parallel online SVR algorithm to realize parallel fast online time
series prediction with reduction in sample size [33, 35].

Therefore, the multi-scale reconstruction of time series with data sampling
could reflect the characteristics of series long trends and short neighborhood
nonlinear features. Data reconstruction can effectively reduce the size of the online
datasets and preserve rich historical knowledge of samples. Independent parallel
submodels could be obtained by modeling the sub-time-sequences with online
SVR algorithm, respectively. Through the multi-scale reconstruction of the
time series, the length of online modeling data is reduced. Meanwhile, the pre-
diction efficiency could be improved and faster prediction can be achieved. Based
on the above analysis, we proposed a multi-scale parallel online SVR algorithm
(abbreviated as MSPO-SVR).

Therefore, the multi-scale reconstruction of time series with data sampling
could reflect the characteristics of series long trends and short neighborhood
nonlinear features. Data reconstruction can effectively reduce the size of the online
datasets and, on the other hand, preserve the rich historical knowledge of samples.
Independent parallel submodels could be obtained by modeling the sub-time-
sequences with online SVR algorithm, respectively. Through the multi-scale
reconstruction of the time series, the length of online modeling data is reduced.
Meanwhile, the prediction efficiency could be improved and faster prediction can
be achieved. According to the analysis above, this book presents an MSPO-SVR
algorithm.

The main steps of MSPO-SVR algorithm are as follows:

a. Modeling stage: Firstly, the different timescale sub-time-series of neighborhood
features and long trends by sampling with different sampling intervals to initial
modeling data. Then, a series of timescale parallel online SVR models repre-
sented different timescale characteristics are obtained by training the sub-time-
series using multiple parallel online SVR models.

b. Forecasting stage: With the online time series updating, the most suitable
prediction model is selected by matching the online samples and every time-
scale submodels. The output is obtained, and then, the multi-scale sub-time-
series is updated, and at the same time, the corresponding submodels are
training online, and so on.

The MSPO-SVR algorithm flowchart is shown as Fig. 3.1.
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3.7 Discussion on Optimized Kernel-Based Online SVR

3.7.1 Analysis and Comparison of Five Optimized Online
SVR Algorithms

To compare the five proposed optimized online SVR algorithms and evaluate the
adaptability of the different optimized online SVR algorithms, we compare the
prediction error and operating time for varied time series datasets.

Define:

gMAE ¼

PN
i

MAEi=N

PN
i

MAEOnline SVR=N

ð3:37Þ

Here,
PN

i MAEi is the sum of prediction MAE for varied time series datasets of

certain improved online SVR algorithm, and the
PN

i MAEOnline SVR is the one for
the basic online SVR algorithm, N is the number of predicted time series, gMAE

represents the prediction precision of the proposed algorithm, the more the gMAE,
the worse is the precision.

Define:

gNRMSE ¼

PN
i

NRMSEi

PN
i

NRMSEOnline SVR

ð3:38Þ
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Fig. 3.1 Schematic of MSPO-SVR algorithm
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Here,
PN

i NRMSEi is the sum of prediction NRMSE for varied time series

datasets of certain improved online SVR algorithm, and the
PN

i NRMSEOnline SVR

is the one for the basic online SVR algorithm, N is the number of predicted time
series, gNRMSE represents the prediction precision of the proposed algorithm, the
more the gNRMSE, the worse is the precision.

Define:

gOpTime ¼

PN
i

OpTimei

PN
i

OpTimeOnline SVR

ð3:39Þ

Here,
PN

i OpTimei is the sum of operating time for varied time series datasets

of certain improved online SVR algorithm, and the
PN

i OpTimeOnlineSVR is the one
for the basic online SVR algorithm, N is the number of predicted time series,
gNRMSE represents the prediction precision of the proposed algorithm, the more the
gOpTime, the worse is the efficiency.

From the Table 3.1, it can be seen that among the two types of kernel com-
bination methods: KCO-SVR and VPCLO-SVR, the KCO-SVR has low efficiency
than the basic online SVR, while the improved VPCLO-SVR can get very higher
operating efficiency. Due to the kernel combining strategy, both types of methods
can obtain more precise prediction results than the basic online SVR algorithm.

From the Table 3.2, the operating efficiency of three types of fast online SVR
algorithms is higher than the basic online SVR. Compared to basic online SVR, the
ADF-SVR can achieve the prediction efficiency improved 40–80 %, and the
SOSVR can keep the efficiency with the basic online SVR. The prediction pre-
cision of the three types of methods increases gradually. The SOSVR can realize
the prediction precision improved 5–10 %, while the MSPO-SVR can achieve the
precision increasing more than 20 %.

Table 3.1 Evaluation of two types of kernel-combined online SVR algorithms for online time
series prediction

Index Algorithms gMAE gNRMSE gOpTime

1 KCO-SVR 0.904 0.774 1.891
2 VPCLO-SVR 0.920 0.789 0.306

Table 3.2 Evaluation of three types of sample-reduced online SVR algorithms

Index Algorithms gMAE gNRMSE gOpTime

1 ADF-SVR (accelerated) 1.030 0.933 0.364
2 SOSVR 0.950 0.925 1.001
3 MSPO-SVR 0.642 0.861 2.230
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It can be concluded from the evaluation experiments above that the proposed
five types of improved online algorithms can meet the various applications. In the
real applications, different algorithm can be selected according to the precision and
operating efficiency to meet the different demands.

3.7.2 Application Example

To solve the problem with different application, an online adaptive data-driven
fault prognosis and prediction strategy are presented as shown in Fig. 3.2.

The key problem for the algorithm application is how to choose the best models
to do the prediction. In this book, online prognostic methods and models first need
to consider actual conditions, such as application goal and system resource, pre-
diction accuracy, and efficiency, and then, corresponding algorithm is chosen
according to the characteristics of data. As a result, various forecasting demands
can be implemented.

Fault prognostic model selection criterion is recommended as follows.
(a) When the prediction accuracy is preferred, we recommend the kernel function–
combined online SVR. The approach combines the excellent trend-fitting char-
acteristic of global kernel function and powerful neighborhood nonlinear
approximation ability of local kernel functions. This approach can achieve higher
prediction accuracy compared with the single kernel function methods. (b) When
the operation efficiency is focused, we introduce the accelerated online SVR
algorithm, but the prediction accuracy is relatively worst. The serial SOSVR and
the parallel multi-scale online SVR use the serial and parallel strategies to cut the
dataset short; the former efficiency is higher than the latter. If the data reflect the
time-domain multi-scale features, we suggest choosing the latter. (c) If the
equipment or system resources, including computing, memory, are enough to
support more complicated online algorithms, we can also use the strategies of
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Fig. 3.2 Model of online fault prognostic strategies
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model fusion with different online SVR algorithms. As a result, we can achieve
complementary between the predicted results.

The online prognostic system based on adaptive online SVR algorithms is
shown in Fig. 3.3.

Online data acquisition can be done with the data acquisition unit, monitoring
unit, or embedded BIT unit of the system itself. These acquired data constructed
the original online time series data samples for prediction. Online preprocessing is
necessary to the raw data, such as data reduction, uncertainty management,
component analysis etc.

Online status monitoring and prediction system can select the corresponding
algorithm and model for different application demands. As well the online model
could be selected according to some prior system knowledge. And if the system
computing resource is enough, the prediction algorithm and model could be
operated online and real time in the system-embedded CPU controller. In the end,
the forecasting output can display locally or output to dedicated data interface with
other subsystems. Meanwhile, according to forecast results, the operator can take
appropriate maintenance strategy or health management.
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Chapter 4
Kernel Principal Component Analysis
(KPCA)-Based Face Recognition

4.1 Introduction

As a subfield of pattern recognition, face recognition (or face classification) has
become a hot research point. In pattern recognition and in image processing,
feature extraction based no dimensionality reduction plays the important role in
the relative areas. Feature extraction simplifies the amount of resources required to
describe a large set of data accurately for classification and clustering. On the
algorithms, when the input data are too large to be processed and it is suspected to
be notoriously redundant (much data, but not much information), then the input
data will be transformed into a reduced representation set of features also named
features vector with linear transformation or the nonlinear transformation.
Transforming the input data into the set of features is called feature extraction. If
the features extracted are carefully chosen, it is expected that the features set will
extract the relevant information from the input data in order to perform the desired
task using this reduced representation instead of the full size input data.

In the last decade years, many algorithms had been applied to face recognition,
such as neural network (NN) [1–3], template matching [4], support vector machine
(SVM) [5], nonnegative matrix factorization (NMF) [6], subspace analysis [7],
elastic graph matching [3], principal component analysis (PCA) [3]. PCA is a
classical dimensionality reduction method which has been applied in many
applications, such as data visualization, image reconstruction, and biomedical
study. It is a linear transformation that searches for an orthonormal basis of a low-
dimensional subspace, so-called the principal components subspace, which
explains the variability of the data as much as possible. PCA’s utility and success
stem from the simplicity of the method that calculates the eigenvectors and
eigenvalues of the sample covariance matrix of the data set. Due to the complex
variations of illumination, expression, angle of view and rotation, etc., it is difficult
to describe the facial features through a single algorithm. Therefore, most of the
current researches on face recognition focus on the recognition problems under
restricted conditions. A common face recognition system consists of preprocess-
ing, feature extraction/selection, and recognition. Among them, feature extraction

J.-B. Li et al., Kernel Learning Algorithms for Face Recognition,
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is one of the key parts. While in some cases, a linear transformation is not suitable
for capturing the nonlinear structures of the data, in order to represent the non-
linear structure, the kernel PCA (KPCA) has been formulated in a reproducing
kernel hilbert space (RKHS) framework. In KPCA, the computational cost
depends on the sample size. When the sample size is very large, it is impractical to
compute the principal components via a direct eigenvalue decomposition.

In the past research works, there are many applications such as image denoising
[8], stochastic complexity regularization [9], Sequence outlier detection [10], face
detection [11], facial expressions [12], biometrics recognition [13]. Many algo-
rithms are presented in the previous work. PCA and linear discriminant analysis
[14] are the most popular dimensionality reduction for feature extraction. For
many complicated feature extraction applications, recently, the nonlinear kernel-
based dimensionality reduction method are applied into extend the linear method
to develop kernel component analysis and kernel discriminant analysis [15, 16].
With kernel method in the practical application, all training samples must be saved
and computed for feature extraction, which occurs the time-consuming and space-
storing problems. In order to solve these problems, we present a novel feature
extraction, namely refined kernel principal component analysis (RKPCA). With
RKPCA, only a few of training samples are computed in the algorithm procedure.

4.2 Kernel Principal Component Analysis

4.2.1 Principal Component Analysis

Kernel principal component analysis (KPCA) is the extension of PCA as the linear
feature extraction. The main idea of KPCA is to project the input data from the linear
space into the nonlinear space and then implement PCA in the nonlinear feature
space for feature extraction. By introducing the kernel trick, PCA is extended into
KPCA algorithm. The detailed theoretical derivation is shown as follows:

C ¼ 1
n

Xn

i¼1

ðUðxiÞ � UÞðUðxiÞ � UÞT ð4:1Þ

where U ¼ 1
n

P
n
i¼1UðxiÞ, and let eC ¼ 1

n

P
n
i¼1UðxiÞUðxiÞT and Q ¼ Uðx1Þ; . . .;½

UðxnÞ�, then eC ¼ 1
n QQT . According to eR ¼ QT Q, with the kernel function, then

eRij ¼ UðxiÞTUðxjÞ ¼ UðxiÞ;UðxjÞ
� �

¼ kðxi; xjÞ ð4:2Þ

Compute the eigenvectors u1; u2; . . .; um according to the mth eigenvalue
k1� k2� � � � � km of R, then w1;w2; . . .;wm is calculated by

wj ¼
1ffiffiffiffi
kj

p Quj; j ¼ 1; 2; . . .;m ð4:3Þ
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Accordingly, R ¼ bR � 1nbR � bR1n þ 1nbR1n, where ð1nÞij ¼ 1=n i; j ¼ 1; 2; . . .; nð Þ,
then

yj ¼ wT
j x ¼ 1ffiffiffiffi

kj

p uT
j ½kðx1; xÞ; kðx2; xÞ; . . .; kðxn; xÞ� ð4:4Þ

PCA-based feature extraction needs to store the r � m coefficient matrix W ,
where r is the number of principal components, and m is the number of training
samples. KPCA-based feature extraction needs to store the original sample
information owing to computing the kernel matrix with all training samples, which
leads to a huge store space and a high computing consuming.

4.2.2 Kernel Discriminant Analysis

Kernel discriminant analysis is based on a conceptual transformation from the
input space into a nonlinear high-dimensional feature space. Suppose that M
training samples x1; x2; . . .; xMf g with L class labels take values in an N-dimen-
sional space R

N , the data in R
N are mapped into a feature space F via the fol-

lowing nonlinear mapping, U : RN ! F; x 7!UðxÞ. Consequently in the feature
space F Fisher criterion is defined by

JðVÞ ¼ VT SU
B V

VT SU
T V

ð4:5Þ

where V is the discriminant vector, and SU
B and SU

T are the between-classes scatter
matrix and the total population scatter matrix, respectively. According to the
Mercer kernel function theory, any solution V belongs to the span of all training
pattern in R

N . Hence, there exist coefficients cpðp ¼ 1; 2; . . .;MÞ such that

V ¼
XM
p¼1

cpUðxpÞ ¼ Wa ð4:6Þ

where W ¼ Uðx1Þ;U x2ð Þ; . . .;U xMð Þ½ � and a ¼ ½c1; c2; . . .; cM �T . Suppose the data
are centered, Fisher criterion is transformed into

JðaÞ ¼ aT KGKa
aT KKa

ð4:7Þ

where G ¼ diagðG1;G2; . . .;GLÞ, and Gi is an ni � ni matrix whose elements are 1
ni

,
and K is the kernel matrix calculated by a basic kernel kðx; yÞ. The criterion given
in (4.12) attains its maximum for the orthonormal vectors. There are numerous
algorithms to find this optimal subspace and an orthonormal basis for it.
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4.2.3 Analysis on KPCA and KDA

In this section, we analyze the above kernel learning methods including KPCA and
kernel discriminant analysis (KDA) as follows:

Firstly, on KPCA, this nonlinearity is firstly mapping the data into another
space using a nonlinear map, and then, PCA is implemented using the mapped
examples. The mapping and the space are determined implicitly by the choice of a
kernel function which computes the dot product between two input examples
mapped into feature space via kernel function. If kernel function is a positive
definite kernel, then there exists a map into a dot product space. The space has the
structure of a so-called RKHS. The inner products in feature space can be eval-
uated without computing the nonlinear mapping explicitly. This allows us to work
with a very high-dimensional, possibly infinite-dimensional RKHS. If a positive
definite kernel is specified, we need to know neither the nonlinear mapping nor
feature space explicitly to perform KPCA since only inner products are used in the
computations. Commonly used examples of such positive definite kernel functions
are the polynomial kernel and Gaussian kernel, each of them implying a different
map and RKHS. PCA-based feature extraction needs to store the r � m coefficient
matrix, where r is the number of principal components, and m is the number of
training samples. KPCA-based feature extraction needs to store the original sample
information owing to computing the kernel matrix, which leads to a huge store and
a high computing consuming. In order to solve the problem, we apply the LS-SVM
to build the sparse KPCA.

Secondly, KDA is successfully to solve the nonlinear problem endured by
linear discriminant analysis (LDA) as a traditional dimensionality reduction
technique for feature extraction. In order to overcome this weakness of LDA, the
kernel trick is used to represent the complicated nonlinear relationships of input
data to develop KDA algorithm. Kernel-based nonlinear feature extraction tech-
niques have attracted much attention in the areas of pattern recognition and
machine learning. KDA has been applied in many real-world applications owing to
its excellent performance on feature extraction.

Thirdly, both KDA and KPCA endure the kernel function and its parameters.
kernel function and its parameter have significant influence on feature extraction
owing to the fact that the geometrical structure of the data in the kernel mapping
space is determined totally by the kernel function. If an inappropriate kernel is
used, the data points in the feature space may become worse. However, choosing
the kernel parameters from a set of discrete values will not change the geometrical
structures of the data in the kernel mapping space.

So, it is feasible to improve the performance of KPCA with sparse analysis and
kernel optimization. We reduce the training samples with sparse analysis and then
optimize kernel structure with the reduced training samples.
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4.3 Related Improved KPCA

4.3.1 Kernel Symmetrical Principal Component Analysis

Recently, Yang et al. [17] proposed a symmetrical principal component analysis
(SPCA) algorithm according to the symmetry of faces for face recognition. SPCA
algorithm utilizes efficiently the symmetry of facial images. But SPCA also has
some disadvantages; for example, when the asymmetry increases, the performance
of SPCA will degenerate rapidly. By integrating the advantages of kernel method
with ones of SPCA algorithm, this book proposes a kernel-based SPCA (KSPCA)
algorithm, which, based on theoretical analysis and experimental results, has better
performance in comparison with SPCA and KPCA.

The idea of SPCA algorithm comes from odd–even decomposition problem.
The main idea is the odd–even decomposition as follows:

The function f ðtÞ can be decomposed into an even function feðtÞ and the odd
function foðtÞ, i.e., f ðtÞ ¼ feðtÞ þ foðtÞ. With the decomposition, feðtÞ and foðtÞ can
be presented by the linear combination of a set of odd/even symmetrical basic
functions. Also, any function can be composed of a set of even symmetrical basic
functions and a set of odd symmetrical basic functions. In the practical applica-
tions, the sine and cosine functions are chosen as odd symmetrical basic function
and even symmetrical basic function, that is the Fourier decomposition. In the face
recognition, the symmetry is to be the horizontal mirror symmetry with the vertical
midline of the image as its axis.

Suppose that xk is one face images from one image set, and where k = 1, 2,…,
N, N denotes the number of all training face image. With the odd–even decom-
position theory, xk is decomposed as xk ¼ xek þ xok, with xek ¼ ðxk þ xmkÞ=2 be the
even symmetrical image and xok ¼ ðxk � xmkÞ=2 denotes the odd symmetrical
image where xmk is the mirror image of xk.

Suppose M, Me, Mo denote the covariance matrix of the set of face images

xk; xek ¼ ðxk þ xmkÞ=2 and xok ¼ ðxk � xmkÞ=2, respectively, i.e., M ¼
1=N

PN
k¼1 xkxT

k ; Me ¼ 1=N
PN

k¼1 xekxT
ek; Mo ¼ 1=N

PN
k¼1 xokxT

ok: It is evident that
the eigenvalue decomposition on M is equivalent to the eigenvalue decomposition
on Me; Mo. So the original image xk can reconstructed linearly from the eigen-
vectors of Me; Mo. The researchers present its kernel version, called kernel sym-
metrical principal component analysis (KSPCA) as follows. The input space is
mapped into the feature space with the nonlinear mapping. In the linear space, it is
easy to decompose the original image xk as xk ¼ xek þ xok, with xek ¼ ðxk þ xmkÞ=2
be the even symmetrical image and xok ¼ ðxk � xmkÞ=2 denotes the odd symmetrical
image where xmk is the mirror image of xk. But in the nonlinear mapping space, it is
difficult to decompose /ðxkÞ both in feature space because the form of the nonlinear
function /ðxkÞ is not given with the math function. But it may be relatively simple to
solve this problem when the nonlinear function /ð�Þ within some function family
such as Gaussian kernel, polynomial kernel functions. This book focuses on the
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family of polynomial function if the nonlinear function /ð�Þ maps the input space
into feature space within the family of polynomial function.

Based on the principal component extraction, the test image /ðxÞ into the
eigenvectors Wf in the feature space according to

ðWf � /ðxÞÞ ¼
XM

i¼1

aið/ðxiÞ � /ðxÞÞ ð4:8Þ

Face image x into even symmetrical image xek ¼ ðxk þ xmkÞ=2 and the odd
symmetrical image xok ¼ ðxk � xmkÞ=2 on the nonlinear feature space. As we
know, sine/cosine functions are used paired up in Fourier transformation for
spectrum analysis, the odd/even principal components cannot be used in this way,
because the odd/even symmetrical feature vectors show different sensitiveness to
disturbs. For example, angle of view, rotation, and the unevenness of illumination
can bring asymmetry to facial images. The asymmetry is embodied solely in the
odd symmetrical vectors. Thus, the odd symmetrical vectors are more liable to the
effect of these disturbs, while the even symmetrical vectors are more stable. The
robustness of the algorithm will be weakened if we do not discriminate between
the odd/even symmetrical vectors. In face recognition, the odd and even sym-
metrical principal components hold different energy. For the PIE problem faced by
face recognition, the symmetry of faces overwhelms their asymmetry, though the
asymmetry is quite valuable in some other fields such as the thermal imaging of
faces. Thus, even symmetrical components will hold more energy than odd
symmetrical components. This means even symmetrical components are more
important than the odd symmetrical components. Of course, it does not mean that
we should completely discard the odd symmetrical components, because some of
them still contain important information for face recognition. Both the odd sym-
metrical components and the even symmetrical components are used, and the even
symmetrical components should be reinforced while the odd symmetrical com-
ponents are suppressed. For feature selection in KSPCA, we adopt the strategy
similar to that of SPCA, i.e., order eigenvectors according to their energy or
variance and then select eigenvectors with more energy or greater variance. Since
the variance of the even symmetrical components is bigger than the variance of the
correlative components, the variance of the correlative components is bigger than
the variance of the odd symmetrical components. So it is natural to consider the
even symmetrical components first, then the correlative components, and the odd
symmetrical components if necessary.

4.3.2 Iterative Kernel Principal Component Analysis

As mentioned in the previous section, it is impractical to compute the principal
components via a direct eigenvalue decomposition while we have a large sample
size in KPCA. Besides, it is also recognized that KPCA is sensitive to outliers.
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To overcome these two problems, we propose an iterative KPCA method, which
advances iterative updating techniques for robust estimation of principal direc-
tions. We note that although the number of training instances determines the
dimensionality of the kernel in KPCA, an incremental (or online) setting cannot
guarantee asymptotic convergence of the iterative KPCA. In our proposed iterative
RKPCA, we assume that there are only finite main features of these observations.
That is, we can choose an arbitrary fixed basis of the kernel so that the size of the
kernel is fixed as in KHA. Thus, the main issue is to find a way to choose the
number of principal components to compress the data size and to prove conver-
gence of our proposed method.

4.4 Adaptive Sparse Kernel Principal Component Analysis

In this section, we present a novel learning called refined kernel principal com-
ponent analysis (RKPCA) with the viewpoint of support vector machine (SVM). In
SVM, only few support vectors are meaning for classification, and other samples
can be ignored for training the classifier. We introduce the idea of SVM into KPCA
and choose the few training samples for KPCA. Firstly, we apply a least squares
support vector machine (LS-SVM) formulation to KPCA which is interpreted as a
one-class modeling problem with a target value equal to zero around which one
maximizes the variance. Then, the objective function can be described as

max
w

XN

i¼1

0� wT /ðxiÞ � u/
� �� �2 ð4:9Þ

where / : RN ! R
l denotes the mapping to a high-dimensional feature space and

u/ ¼ 1
N

PN
i¼1 /ðxiÞ. We formulate KPCA with direct sparse kernel learning

method, and we also use the phase ‘‘expansion coefficients’’ and ‘‘expansion
vectors.’’ Suppose a matrix Z ¼ ½z1; z2; . . .; zNz �; Z 2 R

N�Nz , composed of Nz

expansion vectors, and bi i ¼ 1; 2; . . .;Nzð Þ Nz \ Nð Þ are expansion coefficients,
we modify the optimization problem to the following constraint optimization
problem:

max
w;e

Jðw; eÞ ¼ � 1
2

wT wþ c
2

XN

i¼1

e2
i

subject to ei ¼wT /ðxiÞ � u/
� �

; i ¼ 1; 2; . . .;N

w ¼
XNz

i¼1

/ðziÞbi

ð4:10Þ

where /ðZÞ ¼ /ðz1Þ;/ðz2Þ; . . .;/ðzNzÞ
� �

. Now our goal is to solve the above
optimization problem. We can divide the above optimization problem into two
steps, one is to find the optimal expansion vectors and expansion coefficients;
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second is to find the optimal projection matrix. When Z is fixed, then we apply the
kernel function, that is, k x; yð Þ ¼ U xð Þ;U yð Þh i. Given a random Z, then the above
problem is same to the following problem.

WðZÞ :¼max
b;e
� 1

2
bT Kzbþ

c
2

XN

i¼1

e2
i

subject to ei ¼ bT gðxiÞ; i ¼ 1; 2; . . .;N

ð4:11Þ

where gðxiÞ ¼ kðz1; xiÞ � 1
N

PN
q¼1 kðz1; xqÞ � � � kðzNz ; xiÞ � 1

N

PN
q¼1 kðzNz ; xqÞ

h iT
;

b ¼ b1; b2; . . .;½ bNz
�T ; Kz ¼ ½kðzi; zjÞ�: The solution of the above-constrained

optimization problem can often be found by using the so-called Lagrangian
method. We define the Lagrangian method

L b; e; að Þ ¼ � 1
2
bT Kzbþ

c
2

XN

i¼1

e2
i �

XN

i¼1

ai ei � bT gðxiÞ
� �

ð4:12Þ

with the parameter ai; i ¼ 1; 2; . . .;N. The Lagrangian L must be maximized with
respect to b; ai, and ei i ¼ 1; 2; . . .;N, and the derivatives of L with respect to them
must vanish. We can obtain the optimal solution az, which is an eigenvector of the

GT Kzð Þ�1G corresponding to the largest eigenvalue.

bz ¼ Kzð Þ�1Gaz ð4:13Þ

where G ¼ gðx1Þ; gðx2Þ; . . .; gðxNÞ½ �, and now our goal is to find the optimal Z that
maximizes the following equation:

WðZÞ ¼ � 1
2

bzð ÞT Kz bzð Þ þ c
2

bzð ÞT GGT bzð Þ ð4:14Þ

So it is easy to achieve Z� to maximize the above Eq. (4.10). After we obtain
Z�, we can obtain A ¼ a1; a2; . . .; am½ � corresponding to the largest eigenvalue of

GT Kzð Þ�1G. Then, we can obtain

B ¼ Kzð Þ�1GA ð4:15Þ

Then, for a input vector x, its feature Yx is calculated with the following equation:

Yx ¼ BKzx ð4:16Þ

where Kzx is the kernel vector calculated with the input vector x and the refined
training set Z�.

As above discussion from the theoretical viewpoints, sparse kernel principal com-
ponent analysis (SKPCA) algorithm adaptively chooses the few samples from the
training sample set but little influence on recognition performance, which saves much
space of storing training samples for computing the kernel matrix with lower time-
consuming. So in the practical applications, SKPCA can solve the limitation from KPCA
owing to its high store space and time-consuming its ability on feature extraction.
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So from the theory viewpoint, SKPCA is adaptive to the applications with the demand of
the strict computation efficiency but not strict on recognition.

In this section, we present a novel learning called sparse data-dependent kernel
principal component analysis (SDKPCA) with the viewpoint of LS-SVM to solve
the following problem. That is, the first is that all training samples need to be
stored for computing the kernel matrix during kernel learning and the second is
that the kernel and its parameter have the heavy influence on performance of
kernel learning. We reduce the training samples with sparse analysis and then
optimize kernel structure with the reduced training samples.

4.4.1 Reducing the Training Samples with Sparse Analysis

Firstly, we apply a LS-SVM machine formulation to KPCA which is interpreted as
one-class modeling problem with a target value equal to zero around which one
maximizes the variance. Secondly, we introduce data-dependent kernel into
SKPCA, where the structure of the input data is adaptively changed regard to the
distribution of input data. Then, the objective function can be described as

max
w

XN

i¼1

0� wT /ðxiÞ � u/
� �� �2 ð4:17Þ

where / : RN ! R
l denotes the mapping to a high-dimensional feature space and

u/ ¼ 1=N

	 
PN
i¼1 /ðxiÞ. The interpretation of the problem leads to the following

optimization problem:

max
w;e

Jðw; eÞ ¼ � 1
2

wT wþ c
2

XN

i¼1

e2
i

subject to ei ¼ wT /ðxiÞ � u/
� �

; i ¼ 1; 2; . . .;N

ð4:18Þ

We also apply the direct sparse kernel learning method to KPCA. Here, we also
use the phase ‘‘expansion coefficients’’ and ‘‘expansion vectors.’’ Suppose a matrix
Z ¼ ½z1; z2; . . .; zNz �, Z 2 R

N�Nz , composed of Nz expansion vectors, and bi

(i ¼ 1; 2; . . .;Nz) (Nz\N) are expansion coefficients, we modify the optimization
problem to the following problem:

max
w;e

Jðw; eÞ ¼ � 1
2

wT wþ c
2

XN

i¼1

e2
i

subject to ei ¼wT /ðxiÞ � u/
� �

; i ¼ 1; 2; . . .;N

w ¼
XNz

i¼1

/ðziÞbi

ð4:19Þ
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where /ðZÞ ¼ /ðz1Þ;/ðz2Þ; . . .;/ðzNzÞ
� �

. Now our goal is to solve the above
optimization problem. We divide the above optimization problem into two steps,
one is to find the optimal expansion vectors and expansion coefficients; second is
to find the optimal projection matrix. Firstly, we reduce the above optimization
problem, and then, we can obtain

max
Z;b;e

JðZ; b; eÞ ¼ � 1
2

XNz

r¼1

/ðzrÞbr

 !T XNz

s¼1

/ðzsÞbs

 !
þ c

2

XN

i¼1

e2
i

subject to ei ¼
XNz

r¼1

/ðzrÞbr

 !T

/ðxiÞ � u/
� �

; i ¼ 1; 2; . . .;N

ð4:20Þ

where Z is variable. When Z is fixed, then

max
b;e

Jðb; eÞ ¼ � 1
2

XNz

r¼1

XNz

s¼1

bsbr/ðzrÞT/ðzsÞ þ
c
2

XN

i¼1

e2
i

subject to ei ¼
XNz

r¼1

br/ðzrÞT
 !

/ðxiÞ � u/
� �

; i ¼ 1; 2; . . .;N

ð4:21Þ

We apply the kernel function, that is, k x; yð Þ ¼ U xð Þ;U yð Þh i, given a random Z,
and then, the above problem is same to the following problem.

WðZÞ :¼max
b;e
� 1

2
bT Kzbþ

c
2

XN

i¼1

e2
i

subject to ei ¼bT gðxiÞ; i ¼ 1; 2; . . .;N

ð4:22Þ

where b ¼ b1; b2; . . .; bNz

� �T
; Kz

ij ¼ kðzi; zjÞ and gðxiÞ ¼ kðz1; xiÞ � 1
N

PN
q¼1

"

kðz1; xqÞ � � � kðzNz ; xiÞ � 1
N

PN
q¼1

kðzNz ; xqÞ
#T

.

4.4.2 Solving the Optimal Projection Matrix

After the optimal solution of data-dependent kernel is solved, the optimal kernel
structure is achieved which is robust to the changing of the input data. After this
step, the next step is to solve the equation to obtain the optimized sparse training
samples with the so-called Lagrangian method. We define the Lagrangian as

L b; e; að Þ ¼ � 1
2
bT Kzbþ

c
2

XN

i¼1

e2
i �

XN

i¼1

ai ei � bT gðxiÞ
� �

ð4:23Þ
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with the parameter ai, i ¼ 1; 2; . . .;N. The Lagrangian L must be maximized with
respect to b, ai, and ei i ¼ 1; 2; . . .;N, and the derivatives of L with respect to them
must vanish, that is,

oL
ob ¼ 0! Kzb ¼

PN
i¼1

aigðxiÞ
oL
oei
¼ 0! ai ¼ cei

oL
oai
¼ 0! ei � bT gðxiÞ ¼ 0

8>>><
>>>:

ð4:24Þ

Let a ¼ a1; a2; . . .; aN½ �T (aN�1), and G ¼ gðx1Þ; gðx2Þ; . . .; gðxNÞ½ � (GNz�N) and

E ¼ e1; e2; . . .; eN½ �T (EN�1), we can obtain

Kzb ¼ Ga
a ¼ cE
E ¼ GTb

8<
: ð4:25Þ

So, we can obtain b ¼ Kzð Þ�1Ga, then E ¼ GT Kzð Þ�1Ga. It is easy to obtain the

optimal solution az, which is an eigenvector of the GT Kzð Þ�1G corresponding to

the largest eigenvalue bz ¼ Kzð Þ�1Gaz. WðZÞ reaches the largest value when az is

the eigenvector of GT Kzð Þ�1G corresponding to the largest value, and

bz ¼ Kzð Þ�1Gaz. The proof is described as follows:

Theorem 1 WðZÞ reaches the largest value when az is the eigenvector of

GT Kzð Þ�1G corresponding to the largest value, and bz ¼ Kzð Þ�1Gaz.

Proof Firstly, let us reconsider the Eq. (4.24) as follows:
When k [ 0, then

� 1
2
bT Kzb ¼�

1
2

aT GT Kzð Þ�1
	 
T

� �
Kz Kzð Þ�1Ga
h i

¼� 1
2

aT GT Kzð Þ�1Ga
h i

¼� 1
2
kaTa

ð4:26Þ

Moreover, since E ¼ GT Kzð Þ�1Ga; GT Kzð Þ�1Ga ¼ ka, and E ¼ ka, we obtain

c
2

XN

i¼1

e2
i ¼

c
2

ET E ¼ c
2
k2aTa ð4:27Þ

Since aTa ¼ 1, we can obtain

Jðb; eÞ ¼ � 1
2

bT Kzbþ
c
2

XN

i¼1

e2
i ¼ �

1
2

kaTaþ c
2

k2aTa ¼ 1
2
k2 c� 1

k

 �
ð4:28Þ
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From the above equation, we can see that Jðb; eÞ reaches the largest value when
k reaches the largest value.

From the above equation, we can see that Jðb; eÞ reaches the largest value when
k reaches the largest value. Now our goal is to find the optimal Z that maximizes
WðZÞ ¼ � 1

2 bzð ÞT Kz bzð Þ þ c
2 bzð ÞT GGT bzð Þ.

After we obtain Z�, and then compute the eigenvector A ¼ a1; a2; . . .; am½ � of

GT Kzð Þ�1G corresponding to the following eigenproblem GT Kzð Þ�1Ga ¼ ka:, then

B ¼ Kzð Þ�1GA: ð4:29Þ

4.4.3 Optimizing Kernel Structure with the Reduced
Training Samples

For given kernel, we introduce that the data-dependent kernel with a general
geometrical structure can obtain the different kernel structure with different
combination parameters, and the parameters are self-optimized under the criteri-
ons. Data-dependent kernel k0ðx; yÞ is described as

k0ðx; yÞ ¼ f ðxÞf ðyÞkðx; yÞ ð4:30Þ

where f ðxÞ is a positive real-valued function x, and kðx; yÞ is a basic kernel, e.g.,
polynomial kernel and Gaussian kernel. Amari and Wu [16] expanded the spatial

resolution in the margin of a SVM by using f ðxÞ ¼
P

i2SV aie
�d x�exik k2

, where exi is
the ith support vector, and SV is a set of support vector, and ai is a positive number
representing the contribution of exi , and d is a free parameter. We generalize Amari
and Wu’s method as

f ðxÞ ¼ b0 þ
XNz

n¼1

bneðx;exnÞ ð4:31Þ

where eðx;exnÞ ¼ e�d x�exnk k2

, and d is a free parameter, and exn are called the
‘‘expansion vectors (XVs),’’ and Nz is the number of XVs, and bn are the
‘‘expansion coefficients’’ associated with exn. The definition of the data-dependent
kernel shows that the geometrical structure of the data in the kernel mapping space
is determined by the expansion coefficients with the determinative XVs and free
parameter. The objective function to find the adaptive expansion coefficients
varied with the input data for the quasiconformal kernel. Given the free parameter
d and the expansion vectors fexigi¼1;2;...;NZ

, we create the matrix
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E ¼
1 eðx1; ex1Þ � � � eðx1;exNzÞ
..
. ..

. . .
. ..

.

1 eðxM; ex1Þ . . . eðxM ;exNzÞ

2
64

3
75 ð4:32Þ

Let n ¼ ½b0; b1; b2; . . .; bNz �
T and K ¼ diagðf ðx1Þ; f ðx2Þ; . . .; f ðxMÞÞ, the follow-

ing equation is obtained

K1M ¼ En ð4:33Þ

where 1M is a M-dimensional vector whose entries equal to unity. The expansion
coefficient vector n is solved through optimizing an objective function designed for
measuring the class separability of data in feature space with Fisher criterion and
maximum margin criterion in our previous work [17]. We apply maximum margin
criterion to optimized kernel as follows. The main idea of optimizing kernel
structure with the reduced training samples is to find the optimal data-dependent
kernel parameter vector n through optimizing an objective function. The kernel
optimization algorithm procedure is described as follows:

max JFisher

subject to nTn� 1 ¼ 0 ð4:34Þ

where JFisher ¼ nT ET B0En
nT ET W0En

, and let J1ðnÞ ¼ nT ET B0En and J2ðnÞ ¼ nT ET W0En, then

oJFisherðnÞ
on

¼ 2

J2
2

ðJ2ET B0E � J1ET W0EÞn ð4:35Þ

The optimal solution is achieved with the iteration method, and then, the
optimal n is solved as follows:

nðnþ1Þ ¼ nðnÞ þ e
1
J2

ET B0E � JFisher

J2
ET W0E

 �
nðnÞ ð4:36Þ

where e is the learning rate with its definition of e nð Þ ¼ e0ð1� n
NÞ, where e0 is the

initialized learning rate, n and N are the current iteration number and the total
iteration number, respectively.

4.4.4 Algorithm Procedure

For a set of training sample set, first, we optimize the kernel function k0ðx; yÞ with
the given basic kernel function kðx; yÞ and then implement SKPCA.

y ¼ BT Vzx ð4:37Þ
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where gðzi; xÞ ¼ k0ðzi; xÞ � 1
N

PN
q¼1

k0ðzi; xqÞ; Vzx ¼ gðz1; xÞ½ gðz2; xÞ. . .gðzNz ; xÞ�
T .

Since w ¼
PNz

i¼1
/ðziÞbz

i , so

y ¼
XNz

i¼1

bz
i /ðziÞT /ðxÞ � u/

� �� �
ð4:38Þ

Let bz ¼ bz
1 bz

2 � � � bz
Nz

� �T
. For we choose m eigenvector a corresponding

to m largest eigenvalue. Let P ¼ bT
z

� �
1 bT

z

� �
2 � � � bT

z

� �
m

h iT
, the feature can

be obtained as follows:

z ¼ PKzx ð4:39Þ

As above discussion from the theoretical viewpoints, sparse data-dependent
kernel principal component analysis (SDKPCA) chooses adaptively a few of
samples from the training sample set, but a little influence on recognition per-
formance, which saves much space of storing training samples on computing the
kernel matrix with the lower time-consuming. So in the practical applications,
SDKPCA can solve the limitation from KPCA owing to its high store space and
time-consuming its ability on feature extraction. So from the theory viewpoint,
SDKPCA is adaptive to the applications with the demand of the strict computation
efficiency but not strict on recognition.

4.5 Discriminant Parallel KPCA-Based Feature Fusion

4.5.1 Motivation

How to perform a wonderful classification based on the multiple features becomes
a crucial problem for pattern classification problem when multiple features are
considered. As a very efficient method, data fusion is applied to solve it, which has
been widely applied in many areas [1–3]. Existing fusion methods can be divided
into the following three schemes: the first scheme is to integrate all assimilated
multiple features into a final decision directly; the second is to combine the
individual decisions made by every feature into a global final decision; and the
third is to fuse the multiple features to one new feature for classification. In this
book, we devote our attention to the third fusion scheme, i.e., feature fusion.
Recently, many feature fusion methods for pattern classification were proposed in
the lectures [4–6]. In this book, we focus on the linear combination fusion, but pay
more attention to how to find the fusion coefficients, and propose so-called
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discriminant feature fusion for supervising learning. The proposed discriminant
fusion strategy has two advantages: (1) fused data have the largest class dis-
criminant owing to obtaining the fusion coefficients by solving a constrained
optimization problem created in the average margin criterion; (2) fusion coeffi-
cients are unique owing to they are equal to the elements of the eigenvector of one
eigenvalue problem transformed by the above optimization problem. The advan-
tage of algorithm lies in the following: (1) A constrained optimization problem
based on maximum margin criterion is created to solve the optimal fusion coef-
ficients, which causes that fused data have the largest class discriminant in the
fused feature space. (2) An unique solution of optimization problem is transformed
to an eigenvalue problem, which causes the proposed fusion strategy to perform a
consistent performance. Besides the detailed theory derivation, many experimental
evaluations also are presented.

4.5.2 Method

In this section, firstly, we introduce the basic idea of discriminant parallel feature
fusion briefly and then emphasize the theory derivation of seeking the fusion
coefficients in detailed.

Given a sample set xij

� �
i ¼ 1; 2; . . .;C; j ¼ 1; 2; . . .; nið Þ and multiple feature

sets ym
ij

n o
i ¼ 1; 2; . . .;C; j ¼ 1; 2; . . .; ni; m ¼ 1; 2; . . .;Mð Þ, where M denotes

the number of multiple features sets, the fused feature with the linear combination
can be described as follows:

z j
i ¼

XM
m¼1

amym
ij ð4:40Þ

where am m ¼ 1; 2; . . .;Mð Þ and zij i ¼ 1; 2; . . .;C; j ¼ 1; 2; . . .; nið Þ denote the
combination fusion coefficients and the fused feature, respectively.

Now we focus how to obtain am m ¼ 1; 2; . . .;Mð Þ, and our goal is to find such
fusion coefficients that they are unique and cause the largest class discriminant in
the fused feature space. For supervised learning, we can calculate the average
margin distance between two classes C‘

p and C‘
q in fused feature space R

‘ consisted

of the fused feature z j
i ¼ y j

i a i ¼ 1; 2; . . .;C; j ¼ 1; 2; . . .; nið Þ, where a ¼
a1; a2; . . .; aM½ �T and y j

i ¼ y1
ij; y

2
ij; . . .; yM

ij

h i
. The average margin distance can be

defined by

Dis ¼ 1
2n

XL

p¼1

XL

q¼1

npnqd C‘
p;C

‘
q

	 

ð4:41Þ
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where d C‘
p;C

‘
q

	 

denotes the margin distance between pth and qth classes. Given

the feature vector z j
i in the dimension-reduced space F‘, and m‘

i i ¼ 1; 2; . . .; Lð Þ
and m‘ denote the mean of every class and the mean of total samples, respectively.

Firstly, we can calculate d C‘
p;C

‘
q

	 

p ¼ 1; 2; . . .; L; q ¼ 1; 2; . . .; Lð Þ as follows:

d C‘
p;C

‘
q

	 

¼ d m‘

p;m
‘
q

	 

� S C‘

p

	 

� S C‘

q

	 

ð4:42Þ

where S C‘
p

	 

p ¼ 1; 2; . . .; Lð Þ is the measure of the scatter of the class C‘

p and

d m‘
p;m

‘
q

	 

is the distance between the means of two classes. Let

S‘p p ¼ 1; 2; . . .; Lð Þ denote the within-class scatter matrix of class p, then

tr S‘p

	 

p ¼ 1; 2; . . .; Lð Þ measures the scatter of the class p can be defined as

follows:

trðS‘pÞ ¼
1
np

Xnp

j¼1

z j
p � m‘

p

	 
T
z j

p � m‘
p

	 

ð4:43Þ

And we can define that trðS‘BÞ and trðS‘WÞ denote the trace of between-classes
scatter matrix and within-classes scatter matrix of dimension-reduced space F‘,
respectively, as follows:

trðS‘BÞ ¼
XL

p¼1

np m‘
p � m‘

	 
T
m‘

p � m‘
	 


ð4:44Þ

trðS‘WÞ ¼
XL

p¼1

Xni

j¼1

z j
p � m‘

p

	 
T
z j

p � m‘
p

	 

ð4:45Þ

Hence, S C‘
p

	 

¼ tr S‘p

	 

. So

Dis ¼ 1
2n

XL

p¼1

XL

q¼1

npnq d m‘
p;m

‘
q

	 

� S C‘

p

	 

� S C‘

q

	 
h i

¼ 1
2n

XL

p¼1

XL

q¼1

npnqd m‘
p;m

‘
q

	 

� 1

2n

XL

p¼1

XL

q¼1

npnq trðS‘pÞ þ trðS‘qÞ
h i ð4:46Þ

Firstly, we use Euclidean distance to calculate d m‘
p;m

‘
q

	 

as follows:

1
2n

XL

p¼1

XL

q¼1

npnqd m‘
p;m

‘
q

	 

¼ 1

2n

XL

p¼1

XL

q¼1

npnq m‘
p � m‘

q

	 
T
m‘

p � m‘
q

	 

ð4:47Þ

According to Eqs. (4.5), (4.6), (4.8), and (4.9), it is easy to obtain

86 4 Kernel Principal Component Analysis (KPCA)-Based Face Recognition



1
2n

XL

p¼1

XL

q¼1

npnqd m‘
p;m

‘
q

	 

¼ trðS‘BÞ ð4:48Þ

1
2n

XL

p¼1

XL

q¼1

npnq trðS‘pÞ
h i

¼ 1
2

trðS‘WÞ ð4:49Þ

Hence, 1
2n

PL
p¼1

PL
q¼1

npnq trðS‘pÞ þ trðS‘qÞ
h i

¼ trðS‘WÞ. We can obtain Dis ¼

trðS‘BÞ � trðS‘WÞ
In the previous work in [7], Li applied the maximum margin criterion to feature

extraction by maximizing the average margin distance. We expect to create an
optimization problem based on maximum margin criterion to seek an optimal
projection vector a.

Proposition 4.1 Let

G ¼ 2
XL

i¼1

1
ni

Xni

j¼1

Xni

k¼1

y j
i

� �T
yk

i

" #
�
XL

i¼1

XL

p¼1

Xni

j¼1

Xnp

q¼1

1
n

y j
i

� �T
yq

p

 �
�
XL

i¼1

Xni

j¼1

y j
i

� �T
y j

i

Then, Dis ¼ aT Ga.

Proof We can obtain

trðSBÞ ¼
XL

i¼1

1
ni

Xni

j¼1

Xni

k¼1

z j
i

� �T
zk

i

" #
�
XL

i¼1

XL

p¼1

Xni

j¼1

Xnp

q¼1

1
n

z j
i

� �T
zq

p

 �
ð4:50Þ

trðSWÞ ¼
XL

i¼1

Xni

j¼1

z j
i

� �T
z j

i �
XL

i¼1

1
ni

Xni

j¼1

Xni

k¼1

z j
i

� �T
zk

i

" #
ð4:51Þ

From Eq. (4.2) z j
i ¼ y j

i a, we can obtain

Let G ¼ 2
PL
i¼1

1
ni

Pni

j¼1

Pni

k¼1
y j

i

� �T
yk

i

" #
�
PL
i¼1

PL
p¼1

Pni

j¼1

Pnp

q¼1

1
n y j

i

� �T
yq

p

	 

�
PL
i¼1

Pni

j¼1
y j

i

� �T
y j

i , it

is easy to obtain

tr SU
B

� �
� tr SU

W

� �
¼ aT Ga: ð4:52Þ

According to Propositions 1, we can obtain Dis ¼ aT Ga

According to the maximum margin criterion and Proposition 1, we can create
an optimization problem constrained by the unit vector a, i.e., aTa ¼ 1, as follows:

max
a

aT Ga ð4:53Þ
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subject to aTa� 1 ¼ 0 ð4:54Þ

In order to solve the above-constrained optimization equation, we apply a
Lagrangian

Lða; kÞ ¼ aT Ga� k aTa� 1
� �

ð4:55Þ

with the multiplier k. The derivative of Lða; kÞ with respect to the primal variables
must vanish, that is,

oLða; kÞ
oa

¼ G� kIð Þa ¼ 0: ð4:56Þ

oLða; kÞ
ok

¼ 1� aTa ¼ 0 ð4:57Þ

Hence,

Ga ¼ ka: ð4:58Þ

Proposition 4.2 Assume a� is one eigenvector of G corresponding to the largest
eigenvalue k�, then Dis has a maximum value at a�.

Proof For Eq. (4.8), multiply aT at left side of equation, then

aT Ga ¼ aTka ¼ kaTa ¼ k ð4:59Þ

Hence,

Dis ¼ k ð4:60Þ

From this formulation, it is easy to see that Dis reaches the largest value when k
reaches the largest value. So Dis has a maximum value at a�, which is an
eigenvector of G corresponding to the largest eigenvalue k�.

According to Proposition 2, the problem of solving the constrained optimization
function is transformed to the problem of solving eigenvalue equation shown in
(4.19). The fusion coefficients are equal to the elements of eigenvector of G
corresponding to the largest eigenvalue, while G is a matrix which can be cal-
culated by multiple features. As above discussion, discriminant feature fusion finds
a discriminating fused feature space, in which data have largest class discriminant.
And then, the fusion coefficients are equal to the elements of eigenvector of an
eigenvalue problem corresponding to the largest eigenvalue, and the solution of
the eigenvalue problem is unique, so the fusion coefficients are unique.
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4.6 Three-Dimensional Parameter Selection PCA-Based
Face Recognition

4.6.1 Motivation

Subspace-based face recognition is the most successful method of the face recog-
nition approaches. Among the subspace-based face recognition methods, eigenfaces
approach based on PCA subspace and fisherfaces approach based on LDA subspace
are widely used. Recently, a novel approach named Laplacianfaces based on locality
preserving projections (LPP) has been proposed for face recognition [3]. PCA aims
to preserve the global structure, and LPP preserves local structure information, and
LDA preserves the clustering structure. In order to take full advantage of all of the
structure information, we construct a 3D parameter space using the three subspace
dimensions as axes. In the 3D parameter space, all above three methods select the
principal feature components by searching in the lines or plane only, in other words,
they only select the principal feature components in local subspace regions. In our
new algorithm, we can search the optimal parameters through the 3D parameter
space for selecting the optimal principal components, so it is reasonable to enhance
the recognition performance using searching over 3D parameter space instead of
only in lines or planes as three standard subspace methods.

In this section, firstly, we analyze the contributions of the three subspace
methods, i.e., PCA, LDA, and LPP, and the detailed description of PCA, LDA, and
LPP algorithm can be found in [3–5]. PCA aims to preserve the global structure,
LPP seeks to preserve the local structure, and LDA aims to find the optimal
transformation to preserve the clustering structure. We hope to take advantage of
the three structures for the face recognition. Each subspace has the different
contribution to feature extraction. Since each subspace has the different contri-
bution to feature extraction, we hope to take full advantage of the three structures
provided by PCA, LPP, and LDA for face recognition, and we construct a 3D
parameter space using the three subspace dimensions as axes, as shown in Fig. 4.1.
Since the selection of the principal components, i.e., the selection of three

PCA

LDA

LPP

l

f

eA B

D C

E F

GH

( , 1, 0)P m l l− −

Fig. 4.1 Three-dimensional
parameter space for PCA
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parameters, greatly influences the recognition performance, we can acquire the
different recognition performance by adjusting the three parameters (i.e., the
dimensionality of the three subspaces) in the 3D parameters space. The standard
PCA, LPP, and LDA only occupy some local lines or areas in the 3D parameter
space. Especially, PCA changes the parameters in the e direction on the AB line.
Fisherfaces [1] only corresponds to point P e ¼ m� l; f ¼ l� 1ð Þ in Fig. 4.1.
Laplacianfaces [3] corresponds to l� e plane in the graph. All these methods only
search in the lines or plane, that is, they only search in local regions of 3D
parameter space. In our new algorithm, we can search over the 3D parameter space
for selecting the optimal principal feature components for face representation and
recognition, which enhances the recognition performance. Based on the 3D
parameter space, we construct a unified framework to learn in the optimal complex
subspaces by searching over the 3D parameter space for face representation and
recognition. The algorithm procedure is described as follows:

4.6.2 Method

Given a set of n training samples x1; . . .; xnf g, let L be the number of classes, and
niði ¼ 1; . . .; LÞ denote the number of samples in the ith class.

Step 1. Transform the original face data to PCA subspace and select the principal
feature components by adjusting the PCA dimension (e) to adjust the
contribution of PCA subspace. We can obtain the feature vector

YPCA ¼ y1; y2; . . .yeð ÞT , where YPCA ¼ WPCAX.
Step 2. Transform the original face data to LPP subspace and select the principal

feature components by adjusting the LPP dimension (l) to adjust the

contribution of LPP subspace. LPP feature vector YLPP ¼ z1; z2; . . .zlð ÞT
can be obtained under the projection matrix WLPP ¼ ½w1;w2; . . .;wl�.

Step 3. Create the complex feature vector using the principal components of PCA
and LPP feature subspaces YPCA ¼ y1; y2; . . .yeð ÞT and YLPP ¼ z1; z2; . . .zlð ÞT
as follows:

YPCA�LPP ¼
YPCA

YLPP

� �
ð4:61Þ

Then, apply LDA to the complex PCA and LPP principal feature vector P and
select the principal feature components by adjusting the LDA dimension (f ) to
adjust the contribution of LDA subspace. The principal component of LDA

subspace YPCA�LPP�LDA ¼ q1; q2; . . .qf

� �T
can be obtained.

Step 4. The f-dimensional feature vector Y of one sample X under e, l, and f
parameters can be acquired by

Y ¼ YPCA�LPP�LDA ð4:62Þ
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4.7 Experiments and Discussion

4.7.1 Performance on KPCA and Improved KPCA on UCI
Dataset

Firstly, we use the six UCI datasets popular widely in pattern recognition area to
testify the performance of the proposed algorithm compared with the KPCA
algorithm using the part of training samples and the whole size of samples. In the
experiments, we randomly select the one hundred of training samples on each
training sample set, especially 20 parts on image and splice dataset. In the
experiments, we choose the Gaussian kernel with its parameters determined by the
training samples. The experimental results are shown in Tables 4.1, 4.2 and
Table 4.3, and the second column shows the error rate of each algorithm on the
corresponding dataset. The third column shows the number of training samples in
Table 4.1, and the number of training samples in the proposed algorithm in
Table 4.2. And in the brackets denote the ratio between the number of training
samples of KPCA with the common training method and the proposed training
samples. The results show that the proposed algorithm achieves the similar rec-
ognition performance, but the proposed algorithm only use the less size of training
set. For example, only 8 % training samples are used but only error rate 2.8 %
higher than the common methods. Since only small size of training samples is
applied in the proposed algorithm, so it will save some place for storing and
increase the computation efficiency for KPCA. As the experimental results in
Tables 4.2 and 4.3 compared with Table 4.1, KPCA, Sparse KPCA (SKPCA), and
sparse data-dependent kernel principal component analysis (SDKPCA), have the
similar recognition accuracy but with different number of training samples.
SKPCA saves much space of storing training samples on computing the kernel
matrix with the lower time-consuming, but achieves the similar recognition
accuracy compared with KPCA. The comparison of the results in Tables 4.2 and
4.3 show that SDKPCA achieves the higher recognition accuracy than SKPCA
owing to its kernel optimization combined with SKPCA. SDKPCA is adaptive to
the applications with the demand of the strict computation efficiency but not strict
on recognition. This set of experiments show that SDKPCA performs better than
SKPCA with the same number of training samples, while SKPCA achieves the

Table 4.1 Recognition
performance of KPCA

Datasets Error rate (%) Training samples

Banana 13.6 ± 0.1 400
Image 4.8 ± 0.4 1,300
F. Solar 31.4 ± 2.1 666
Splice 8.6 ± 0.8 1,000
Thyroid 2.1 ± 1.0 140
Titanic 22.8 ± 0.3 150
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similar recognition accuracy but less number of training samples compared with
traditional KPCA. The results testify the feasibility of SDKPCA and SKPCA.

4.7.2 Performance on KPCA and Improved KPCA on ORL
Database

To quantitatively assess and fairly compare the methods, we evaluate the proposed
scheme on ORL [19] and Yale [18] databases under the variable illumination
conditions according to a standard testing procedure. ORL face database, devel-
oped at the Olivetti Research Laboratory, Cambridge, U.K., is composed of 400
grayscale images with 10 images for each of 40 individuals. The variations of the
images are across pose, time, and facial expression. To reduce computation
complexity, we resize the original ORL face images sized 112� 92 pixels with a
256 gray scale to 48� 48 pixels, and some examples are shown in Fig. 4.1. The
experimental results are shown in Table 4.4, SDKPCA performs better than
SKPCA under the same number of training samples.

Table 4.2 Recognition
performance of SKPCA

Datasets Error rate (%) Training samples

Banana 14.2 ± 0.1 120 (30 %)
Image 5.4 ± 0.3 180 (14 %)
F. Solar 34.2 ± 2.3 50 (8 %)
Splice 9.4 ± 0.9 280 (28 %)
Thyroid 2.2 ± 1.3 30 (21 %)
Titanic 23.2 ± 0.5 30 (20 %)

Table 4.3 Recognition
Performance of SDKPCA

Datasets Error rate (%) Training samples

Banana 13.9 ± 0.2 120 (30 %)
Image 5.1 ± 0.2 180 (14 %)
F. Solar 32.8 ± 2.1 50 (8 %)
Splice 9.0 ± 0.7 280 (28 %)
Thyroid 2.2 ± 1.3 30 (21 %)
Titanic 24.4 ± 0.4 30 (20 %)
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4.7.3 Performance on KPCA and Improved KPCA on Yale
Database

Also, we evaluate the proposed scheme on Yale [18] databases under the variable
illumination conditions according to a standard testing procedure to quantitatively
assess and fairly compare the methods. The Yale face database was constructed at
the Yale Center for Computational Vision and Control. It contains 165 grayscale
images of 15 individuals. These images are taken under different lighting condi-
tions (left-light, center-light, and right-light), and different facial expressions
(normal, happy, sad, sleepy, surprised, and wink), and with/without glasses.
Similarly, the images from Yale databases are cropped to the size of pixels.

We randomly choose one face image per person as the training sample, and the
rest face images are to test the performance of proposed scheme. That is, the rest 9
test samples are to test on ORL face database, while 10 test samples per person are to
test the performance on Yale face database. The average recognition accuracy rate is
to evaluate the performance of the recognition accuracy, and we implement the
experiments for 10 times and 11 times for ORL and Yale face database respectively.
As shown in Table 4.5 and Table 4.6 the experimental results show that SDKPCA
performs better than SKPCA under the same number of training samples.

In our experiments, we implement our algorithm in the two face databases,
ORL face database [9] and Yale face database [8]. The ORL face database,
developed at the Olivetti Research Laboratory, Cambridge, U.K., is composed of
400 grayscale images with 10 images for each of 40 individuals. The variations of
the images are across pose, time and facial expression. The Yale face database was
constructed at the Yale Center for Computational Vision and Control. It contains

Table 4.4 Performance
comparison on ORL face
database

Algorithms Error rate (%) Training samples

KPCA 15.3 ± 0.8 200
SKPCA 18.4 ± 0.9 120 (60 %)
SDKPCA 17.5 ± 0.7 120 (60 %)

Table 4.5 Performance
comparison on Yale face
database

Algorithms Error rate (%) Training samples

KPCA 17.8 ± 0.7 75
SKPCA 20.4 ± 0.8 45 (60 %)
SDKPCA 18.7 ± 0.6 45 (60 %)

Table 4.6 Performance
comparison on KPCA and
RKPCA

Algorithms Error rate (%) Training samples

KPCA 3.8 ± 0.4 300
SKPCA 5.4 ± 0.3 110 (37 %)
SDKPCA 4.9 ± 0.4 110 (37 %)
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165 grayscale images of 15 individuals. These images are taken under different
lighting condition (left-light, center-light, and right-light), and different facial
expression (normal, happy, sad, sleepy, surprised, and wink), and with/without
glasses.

4.7.4 Performance on Discriminant Parallel KPCA-Based
Feature Fusion

In our experiments, to reduce computation complexity, we resize the original ORL
face images sized 112� 92 pixels with a 256 gray scale to 48� 48 pixels. We
randomly select 5 images from each subject, 200 images in total for training, and
the rest 200 images are used to test the performance. Similarly, the images from
Yale databases are cropped to the size of 100� 100 pixels. Randomly selected 5
images per person are selected as the training samples, while the rest 5 images per
person are used to test the performance of the algorithms.

From the theory derivation of discriminant fusion in Sect. 4.2, it is easy to
predict that the proposed algorithm gives the better performance compared with
the classical fusion [4], and here only a set of experiments are implemented for
evaluation. Firstly we extract the linear and nonlinear features with PCA and
KPCA, and then classify the fused feature of the two features with Fisher classifier.
Suppose y1

ij and y2
ij i ¼ 1; 2; . . .;C; j ¼ 1; 2; . . .; nið Þ denote the linear and nonlin-

ear features derived from PCA and KPCA, respectively, the fused feature, z j
i ¼

y1
ij

y2
ij

 �
based on the classical fusion [4], while z j

i ¼
P2

m¼1 amym
ij based on dis-

criminant fusion strategy. Here, polynomial kernel and Gaussian kernel with
different coefficients are selected for KPCA, and accuracy rate is applied to
evaluate the recognition performance.

As results shown in figures, the proposed method gives a higher performance
than the classical fusion method [4] under the same kernel parameters for KPCA.

Since the fusion coefficients of the discriminant fusion strategy are obtained by
solving the optimization problem based on maximum margin criterion and data
have the largest class discriminant in the fused feature space, it is not surprised that
discriminant fusion gives a consistently better performance than classical fusion.
But besides the above advantages, the following cases are worthy to be considered:

(1) Since the maximum margin criterion is used to create the constrained opti-
mization problem, the fusion strategy is only adapted to the supervised
learning.

(2) The fusion coefficients are obtained by solving one eigenvalue problem, which
causes the increasing of time-consuming than classical strategy, so it should
evaluate the balance of time-consuming and classification accuracy.
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(3) Discriminant fusion strategy is only a linear combination of multiple features
with different combination coefficients, so other fusion strategies can be con-
sidered to create based on the discriminant analysis (Figs. 4.2, 4.3, 4.4, and 4.5).

4.7.5 Performance on Three-Dimensional Parameter
Selection PCA-Based Face Recognition

This section assesses the performance of the proposed method with ORL and Yale
face database. Firstly, we implement experiments about selecting principal feature
components in 3D parameter space, and secondly, we compare our method with
PCA, LPP, and LDA.
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ORL face database, developed at the Olivetti Research Laboratory, Cambridge,
U.K., is composed of 400 grayscale images with 10 images for each of 40 indi-
viduals. The variations of the images are across pose, time, and facial expression.
The Yale face database was constructed at the Yale Center for Computational
Vision and Control. It contains 165 grayscale images of 15 individuals. These
images are taken under different lighting condition (left-light, center-light, and
right-light), and different facial expression (normal, happy, sad, sleepy, surprised,
and wink), and with/without glasses. To reduce computation complexity, we resize
the original ORL face images sized 112� 92 pixels with a 256 gray scale to
48� 48 pixels. We randomly select 5 images from each subject, 200 images in
total for training, and the rest 200 images are used to test the performance. Sim-
ilarly, the images from Yale databases are cropped to the size of 100� 100 pixels.
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In this set of experiments implemented with ORL face database, we select the
principal feature components by searching the parameters through the 3D
parameter space. We do not search the entire 3D parameter space, but better results
can be obtained compared to the standard subspace methods, PCA, LPP, and LDA.
The feature vector dimension of the face image is determined by the number of
principal feature components of LDA. When the parameters are e ¼ 20; l ¼ 60,
and f ¼ 7, respectively, the highest recognition rate is obtained, that is, the
dimension of the feature vector is only 7 while the dimension of the original face
vector is 48� 48 ¼ 2304. On the other hand, we also select the optimal param-
eters on the Yale face database. The proposed method obtains the better recog-
nition performance while using the smaller feature vector dimension compared
with the standard subspace methods. Since the computational cost for face rec-
ognition is proportional to the feature number [4], the proposed method improves
the computational efficiency without influencing the recognition performance.

We also test the proposed algorithm with the Yale and ORL face databases
compared with the standard subspace approaches, PCA, LDA, and LPP. As shown
in Tables 4.7 and 4.8, the proposed algorithm gives the superior recognition
performance compared with the standard PCA, LPP, and LDA under the same
number of features.

As experimental results shown in Table 4.1, our method gives the highest
recognition rate than the other subspace methods, i.e., PCA, LDA, and LPP. We
compare the recognition rate under the same feature number. So the proposed
method can improve the computational efficiency without influencing the recog-
nition performance. Similarly, as shown in Table 4.2, our method gives the
superior results on the ORL face database.

As the experimental results shown, the proposed method gives the superior
performance in both enhancing the recognition rate and improving the computa-
tional efficiency. On the other hand, we should note that the proposed algorithm
does not always perform well at the point of the 3D parameter space where the
standard subspace approach performs well. So in practice, we had better search
through more points of 3D space as possible to find the optimal point. From the

Table 4.7 Experimental results with Yale face database

Methods 5 10 15 20 25

LDA 0.626 0.626 0.640 0.640 0.640
LPP 0.213 0.440 0.480 0.533 0.693
Our method 0.665 0.820 0.920 0.925 0.940

Table 4.8 Experimental results with ORL face database

Methods 5 10 15 20 25 30

PCA 0.425 0.800 0.800 0.825 0.825 0.825
LDA 0.475 0.610 0.620 0.635 0.640 0.645
LPP 0.185 0.355 0.360 0.440 0.505 0.560
Proposed 0.665 0.850 0.895 0.905 0.925 0.935
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above experiments, we can also acquire the following interesting points: (1) All
the face recognition approaches mentioned in the experiments perform better in
the optimal face subspace than in the original image space. (2) In the 3D parameter
space, three standard subspace approaches, PCA, LPP, and LDA, searching only in
lines or local regions, while we can take advantage of the three subspaces through
searching in the whole parameter space, the proposed algorithm outperforms the
standard subspace approaches. So the recognition performance is improved in
the new algorithm. (3) The feature number of the face image will influence the
computational cost for face recognition, and the proposed method using the small
feature number outperforms the standard subspace methods. The proposed method
improves the computational efficiency without influencing the recognition per-
formance. On the other hand, in practice, the proposed method can also save the
memory consumption.

We present a novel face recognition method by selecting the principal feature
components in the 3D parameter space. Firstly, we construct a 3D parameter space
using the dimensions of three subspaces (i.e., PCA subspace, LPP subspace, and
LDA subspace) as axes. In the 3D parameter space, we can take advantage of the
three subspaces through searching in the whole 3D parameter space instead of
searching only lines or local region as the standard subspace methods. Then based
on the 3D parameter space, we construct a framework for PCA, LPP, and LDA,
and the superiority of the proposed algorithm in recognition performance is tested
with the ORL and Yale face databases. We expect that the proposed algorithm will
provide excellent performance in other areas, such as content-based image
indexing and retrieval as well as video and audio classification.
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Chapter 5
Kernel Discriminant Analysis Based Face
Recognition

5.1 Introduction

Linear discriminant analysis (LDA) is a traditional dimensionality reduction
technique for feature extraction. It has been widely used and proven successful in a
lot of real-world applications. LDA works well in some cases, but it fails to
capture a nonlinear relationship with a linear mapping. In order to overcome this
weakness of LDA, the kernel trick is used to represent the complicated nonlinear
relationships of input data to develop kernel discriminant analysis (KDA) algo-
rithm. Kernel-based nonlinear feature extraction techniques have attracted much
attention in the areas of pattern recognition and machine learning [1–3]. Some
algorithms using the kernel trick are developed in recent years, such as kernel
principal component analysis (KPCA) [3], KDA [4] and support vector machine
(SVM) [5]. KPCA was originally developed by Scholkopf et al. in 1998 [4], while
KDA was firstly proposed by Mika et al. in 1999 [6]. KDA has been applied in
many real-world applications owing to its excellent performance on feature
extraction. Researchers have developed a series of KDA algorithms [7–28].
Because the geometrical structure of the data in the kernel mapping space, which is
totally determined by the kernel function, has significant impact on the perfor-
mance of these KDA methods. The separability of the data in the feature space
could be even worse if an inappropriate kernel is used. In order to improve the
performance of KDA, many methods of optimizing the kernel parameters of
the kernel function are developed in recent years [16–18]. However, choosing the
parameters for kernel just from a set of discrete values of the parameters doesn’t
change the geometrical structures of the data in the kernel mapping space. In order
to overcome the limitation of the conventional KDA, we introduce a novel kernel
named quasiconformal kernel which were widely studied in the previous work
[29–32], where the geometrical structure of data in the feature space is changeable
with the different parameters of the quasiconformal kernel. The optimal parame-
ters are computed through optimizing an objective function designed with the
criterion of maximizing the class discrimination of the data in the kernel mapping
space. Consequently AQKDA is more adaptive to the input data for classification
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than KDA. Experiments implemented on ORL and YALE face databases dem-
onstrate the feasibility of the proposed algorithm compared with conventional
KDA algorithm.

5.2 Kernel Discriminant Analysis

KDA is based on a conceptual transformation from the input space into a nonlinear
high-dimensional feature space. Supposed that M training samples x1; x2; . . .; xMf g
with L class labels take values in an N-dimensional space R

N ; the data in R
N are

mapped into a feature space F via the following nonlinear mapping:

U : RN ! F; x 7!U xð Þ ð5:1Þ

Consequently in the feature space F Fisher criterion (FC) is defined by

J Vð Þ ¼ VT SU
B V

VT SU
T V

ð5:2Þ

where V is the discriminant vector, and SU
B and SU

T are the between classes scatter
matrix and the total population scatter matrix respectively [13]. According to the
Mercer kernel function theory, any solution V belongs to the span of all training
pattern in R

N : Hence there exist coefficients cp p ¼ 1; 2; . . .;Mð Þ such that

V ¼
XM
p¼1

cpU xp

� �
¼ Wa ð5:3Þ

where W ¼ U x1ð Þ; U x2ð Þ; . . .;U xMð Þ½ � and a ¼ c1; c2; . . .; cM½ �T : Suppose the data
are centered, FC is transformed into

J að Þ ¼ aT KGKa
aT KKa

ð5:4Þ

where G ¼ diag G1;G2; . . .;GLð Þ and Gi is an ni 9 ni matrix whose elements are 1
ni
;

and K is the kernel matrix calculated by a basic kernel k(x, y). The criterion given
in (5.4) attains its maximum for the orthonormal vectors. There are numerous
algorithms to find this optimal subspace and an orthonormal basis for it.

5.3 Adaptive Quasiconformal Kernel Discriminant
Analysis

Choosing the appreciate kernels is a crucial problem for KDA. AQKDA uses
the quasiconformal kernel to improve KDA. The quasiconformal kernel was
used to improve SVM and other kernel-based learning algorithm in the
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previous works [31, 32]. KDA is implemented in the high-dimensional quas-
iconformal kernel space to develop AQKDA algorithm. In AQKDA, FC in the
quasiconformal kernel space is defined by

J að Þ ¼ aT bKGbKa

aT bK bKa
ð5:5Þ

where bK is the matrix calculated with the quasiconformal kernel. The definition of

the quasiconformal kernel bk x; yð Þ is described as follows.

bk x; yð Þ ¼ f xð Þf yð Þk x; yð Þ ð5:6Þ

where f(x) is a positive real valued function x, and k(x, y) is a basic kernel, e.g.,
polynomial kernel and Gaussian kernel. Amari and Wu [32] expanded the spatial

resolution in the margin of a SVM by using f xð Þ ¼
P

i2SV aie
�d x�exik k2

; where exi is
the ith support vector, and SV is a set of support vector, and ai is a positive number
representing the contribution of exi ; and d is a free parameter. We generalize Amari
and Wu’s method as

f xð Þ ¼ b0 þ
XNXV

n¼1

bne x; exnð Þ ð5:7Þ

where e x;exnð Þ ¼ e�d x�exnk k2

; and d is a free parameter, and exn are called the
‘‘expansion vectors (XVs)’’, and NXV is the number of XVs, and
bn n ¼ 0; 1; 2; . . .;NXVsð Þ are the ‘‘expansion coefficients’’ associated withexn n ¼ 0; 1; 2; . . .;NXVsð Þ: The definition of the quasiconformal kernel shows that
the geometrical structure of the data in the kernel mapping space is determined by
the expansion coefficients with the determinative XVs and free parameter.
Moreover the criterion of AQKDA in (5.5) means two stages of AQKDA, i.e.,
optimizing the quasiconformal kernel and finding the projection matrix. The key
issue of optimizing the quasiconformal kernel is to design an objective function.
As shown in (5.6) and (5.7), given the XVs, the free parameter and the basic
kernel, the quasiconformal kernel is the function with the variable ‘‘expansion
coefficients’’. So the first thing is to choose all these procedural parameters. As
shown in Table 5.1, four methods of choosing XVs are proposed to solve the
expansion coefficients. XVs 1 is similar to the method in the previous work [30]
only considers the nearest neighbor criterion in the original high dimensional space
without considering the label information. KDA is a supervised learning problem,
and the label information of each training sample can be considered for feature
extraction. XVs 2 considers the class label information of all training samples. But
XVs 1 and XVs 2 endure store space and computation efficiency problem when the
size of training set is very large. In order to solve this problem, we proposed the
method XVs 3 and XVs 4. XVs 3 and XVs 4 only consider the distribution of
distance between each sample and the mean of the sample belongs to the same
class. Especially, the goal of XVs 3 lies in that the samples from the same class
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centralize in high dimension space after the quasiconformal mappings. So the
distance between any two samples from the same class is zero, i.e., e x; xnð Þ ¼ 1:
Moreover, the free parameter and the basic kernel are selected through the
experiments with the cross-validation method.

Now we design an objective function to find the adaptive expansion coefficients
varied with the input data for the quasiconformal kernel. Given the free parameter
d and the expansion vectors fexigi¼1;2;...;NXVs

; we create the matrix

E ¼
1 e x1;ex1ð Þ � � � e x1;exNXVsð Þ
..
. ..

. . .
. ..

.

1 e xM ;ex1ð Þ � � � e xM ;exNXVsð Þ

2
64

3
75 ð5:8Þ

Let b ¼ b0; b1; b2; . . .; bNXVs
½ �T and K ¼ diag f x1ð Þ; f x2ð Þ; . . .; f xMð Þð Þ i ¼

0; 1; 2; . . .;NXVs; we obtain

K1M ¼ Eb ð5:9Þ

where 1M is a M-dimensional vector whose entries equal to unity.

Proposition 1 Let K and bK denote the basic kernel matrix and quasiconformal

kernel matrix respectively, then bK ¼ KKK: h

We expect to solve the expansion coefficient vector b through optimizing an
objective function designed for measuring the class separability of the data in the
feature space. We use FC and Maximum Margin Criterion (MMC) to measure
the class separability for the objective function. FC measures the class separability
in the high-dimensional feature space, and FC is widely used to feature extraction
in the previous works [11, 13]. The FC is defined as

JFisher ¼
tr SU

B

� �
trðSU

WÞ
ð5:10Þ

where SU
B and SU

W denote the between-class scatter matrix and the within-class scatter
matrix in the high-dimensional space respectively, and tr and JFisher denote the trace
of a matrix and the Fisher scalar of measuring the class separability of the data.

Table 5.1 Four methods of choosing expansion vectors (XVs)

XVs 1
e x;~xnð Þ ¼ e x; xnð Þ ¼ 1 x and xn with the same class label information

e�d x�xnk k2

x and xn with the different class label information

�
XVs 2 e x;~xnð Þ ¼ e x; xnð Þ ¼ e�d x�xnk k2

XVs 3
e x;~xnð Þ ¼ e x; xnð Þ ¼ 1 The class label information of x and xn is same;

e�d x�xnk k2

The class label information of x and xn is different;

�
XVs 4 e x;~xnð Þ ¼ e x; xnð Þ ¼ e�d x�xnk k2

Notes XVs 1 All training samples as XVs with considering the label information of each sample; XVs 2
All training samples as XVs without considering the label information of each sample; XVs 3 Mean of
each class as XVs with considering the label information of each sample; XVs 4 Mean of each class as
XVs without considering the label information of each sample. xn is the mean of each class
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Proposition 2 Assume Kcij i; j ¼ 1; 2; . . .; Lð Þ is a kernel matrix calculated with
the ith and jth class samples and the kernel matrix Ktotal with its elements kij calcu-
lated with pth and qth samples. Then tr SU

B

� �
¼ 1T

n B1n and tr SU
W

� �
¼ 1T

n W1n where

B ¼ diag 1
n1

Kc11; 1
n2

Kc22; . . .; 1
nL

KcLL

� �
� 1

nKtotal and W ¼ diag k11; k22; . . .; knnð Þ�
diag 1

n1
Kc11; 1

n2
Kc22; . . .; 1

nL
KcLL

� �
: h

Consequently, FC in (5.10) is rewritten as

JFisher ¼
1T

n B1n

1T
n W1n

ð5:11Þ

Then the traces of the between-class scatter matrix and the within-class scatter

matrix in the quasciconformal kernel space respectively are tr eSU
B

� �
¼ 1T

n
eB1n and

tr eSU

W

� �
¼ 1T

n
eW 1n: Where eB ¼ KBK and eW ¼ KWK: FC eJFisher in the quas-

iconformal kernel mapping space is defined as follows.

eJFisher ¼
1T

n KBK1n

1T
n KWK1n

ð5:12Þ

Consider the Eq. (5.12) together with the Eq. (5.9), we obtain

eJFisher ¼
bT ET BEb

bT ET WEb
ð5:13Þ

ETBE and ETWE are the constant matrices as soon as the basic kernel, XVs and

the free parameter are determined. Say, eJFisher is a function with its variable b: Thus
we create an objective function constrained by the unit vector b; i.e., bTb ¼ 1; to

maximize eJFisher; which can be described as

max
bT ETBEb

bT ET WEb
subject to bTb� 1 ¼ 0

ð5:14Þ

Based on the FC the optimal solution must be obtained by iteration updating
algorithm owing to the singular problem of matrix, and detailed algorithm can be
found in [30]. The limitation of this method lies in the difficult in finding the
unique optimal solution and the high time consuming owing iteration updating
algorithm. So we consider the other criterion of seeking the optimal b; i.e., MMC,
to solve the limitation problem.

MMC [30] is used to extract the feature by maximizing the average margin
between the different classes of data in the high-dimensional feature space. The
average margin between two classes ci and cj in the feature space is defined as
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Dis ¼ 1
2n

XL

i¼1

XL

j¼1

ninjd ci; cj

� �
ð5:15Þ

where d ci; cj

� �
¼ d mU

i ;m
U
j

� �
� S cið Þ � S cj

� �
; i; j ¼ 1; 2; . . .; L; denotes the mar-

gin between any two classes, and S cið Þ; i ¼ 1; 2; . . .; L; denotes the measure of the

scatter of the class, and d mU
i ;m

U
j

� �
; i; j ¼ 1; 2; . . .; L; denotes the distance between

the means of two classes. Supposed that tr SU
i

� �
measures the scatter of the class i, then

tr SU
i

� �
¼ 1

ni

Pni

p¼1
U xp

ið Þ � mU
i

� �T
U xp

ið Þ � mU
i

� �
; where SU

i ; i ¼ 1; 2; . . .; L; denotes

the within-class scatter matrix of class i. Say, S cið Þ ¼ tr SU
i

� �
: i ¼ 1; 2; . . .; L:

Proposition 3 Let tr SU
B

� �
and tr SU

W

� �
denote the trace of between-class scatter

matrix and the within-class scatter matrix respectively, then Dis ¼ tr SU
B

� �
�

tr SU
W

� �
: h

Considering Proposition 2 together with Proposition 3, we obtain

Dis ¼ 1T
n B�Wð Þ1n ð5:16Þ

Then the average margin ~Dis in the quasiconformal kernel mapping space is
written as

gDis ¼ bT ET B�Wð ÞEb ð5:17Þ

After a basic kernel and XVs and the free parameter are determined,

ET B�Wð ÞE is a constant matrix. gDis is a function with its variable b: An opti-

mization function of maximizinggDis constrained by the unit vector b; i.e., bTb ¼ 1
is defined as

max bT ET B�Wð ÞMEb
subject to bTb� 1 ¼ 0

ð5:18Þ

The solution of the above constrained optimization problem is found with the
so-called Lagrangian method, and then it is transformed into the following
eigenvalue equation with the parameter k:

ET B�Wð ÞEb ¼ kb ð5:19Þ

Solving the optimal expansion coefficient vector b� is equal to the eigenvector
of ET B�Wð ÞE corresponding to the largest eigenvalue. Now in order to find the
optimal b�; we use an effective way similar to the previous work [36] to calculate
the eigenvector of ET B�Wð ÞE with avoiding the small size sample (SSS)
problem.

The objective function designed based on FC and MMC is to maximize the
class separability of the data in the optimal quasiconformal kernel mapping space.
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After solving the adaptive parameters for the quasiconformal kernel, we imple-
ment KDA algorithm in the optimal quasiconformal kernel mapping with the FC
with feature extraction shown in the Eq. (5.5). The optimal projection a from the
feature space to the projection subspace is calculated by the same way as KDA.
The procedure of AQKDA is shown as follows.

Input: A set of N-dimensional training vectors x1; x2; . . .; xMf g:
Output: A low d-dimensional representation y of x.

Step 1. Calculate E, B, W;
Step 2. Solve b� using the Eq. (5.14) (if using FC) or the Eq. (5.19) (if using

MMC);

Step 3. Calculate bK with b�;
Step 4. Calculate the projection matrix A ¼ a1; a2; . . .; ad½ � by solving the

Eq. (5.5);

Step 5. Extract the feature vector y ¼ AT ek x1; xð Þ; ek x2; xð Þ; . . .; ek xM ; xð Þ
h iT

:

5.4 Common Kernel Discriminant Analysis

Current feature extraction methods can be classified to signal processing and
statistical learning methods. On signal processing based methods, feature extrac-
tion based Gabor wavelets are widely used to represent the face image [3, 4],
because the kernels of Gabor wavelets are similar to two-dimensional receptive
field profiles of the mammalian cortical simple cells, which captures the properties
of spatial localization, orientation selectivity, and spatial frequency selectivity to
cope with the variations in illumination and facial expressions. In this chapter, we
proposed a novel face recognition method called common Gabor vector (CGV)
method to solve the poses, illuminations, expressions problems in the practical
face recognition system. Firstly, we analyze the limitations of the traditional
discriminative common vector (DCV) [27] on the nonlinear feature extraction for
face recognition owing to the variations in poses, illuminations and expressions. In
order to overcome this limitation, we extend DCV with kernel trick with the space
isomorphic mapping view in the kernel feature space and develop a two-phase
algorithm, KPCA ? DCV, for face recognition. And then, in order to enhance the
recognition performance, we apply Gabor wavelet to extract the Gabor features of
face images firstly, and then extract the CGV with the proposed kernel discrimi-
nant common vector analysis (KDCV). Since CGV method extracts the nonlinear
features with Gabor wavelets and KDCV and the influences of the variations in
illuminations, poses and expressions are decreased, the high recognition accuracy
is achieved which is tested on ORL and Yale face databases.
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5.4.1 Kernel Discriminant Common Vector Analysis
with Space Isomorphic Mapping

In this section, firstly we analyze the traditional DCV algorithm from a novel view,
i.e., isomorphic mapping and then extend it with kernel trick. Secondly, we apply
it to face recognition to present the framework of CGV.

The main idea of DCV is to develop the common properties of all classes
through eliminating the differences of the samples within the class. The within-
class scatter matrix is created for the common vectors instead of using a given
class’s own scatter matrix. DCV obtains the common vectors with the subspace
methods and the Gram-Schmidt orthogonalization procedure to propose DCVs.
We present the novel formulation of common vector analysis from space iso-
morphic mapping view as follows. The Fisher discriminant analysis in Hilbert
space H based on FC function is defined as

J uð Þ ¼ uT SBu
uT SWu

ð5:20Þ

where SW ¼
PC

i¼1

PN
j¼1 x j

i � mi

� �
x j

i � mi

� �T
and SB ¼

PC
i¼1 N mi � mð Þ

mi � mð ÞT are both positive in the Hilbert space H. Specially, uT SWu ¼ 0; the FC
is transformed as

Jb uð Þ ¼ uT SBu; uk k ¼ 1ð Þ ð5:21Þ

The data become well separable under criterion (2) where uT SWu ¼ 0; which
are analyzed with space isomorphic mapping in the Hilbert space as follows [28].
Supposed a compact and self-adjoint operator on Hilbert space H, then its
eigenvector forms an orthonormal basis for H, H ¼ W�W?

� �
: Then an arbitrary

vector u u 2 Hð Þ is represented u ¼ /þ f / 2 W; f 2 W?
� �

; and the mapping
P : H ! W where u ¼ /þ f! / and the orthogonal projection / of u onto
H. According to P : H ! W with u ¼ /þ f! / the criterion in (2) is
transformed as

Jb uð Þ ¼ Jb /ð Þ ð5:22Þ

So, P is a linear operator from H onto its subspace W: Supposed a1; a2; . . .; am

of SW ; Xw ¼ span a1; a2; . . .; aq

� �
and Xw ¼ span aqþ1; aqþ2; . . .; am

� �
are the

range space and null space of SW respectively, where R
m ¼ Xw � Xw; q ¼

rank Swð Þ: Since Xw and Xw are isomorphic to R
q and R

p p ¼ m� qð Þ respectively,
P1 ¼ a1; a2; . . .; aq

� �
and P2 ¼ aqþ1; aqþ2; . . .; am

� �
the corresponding isomorphic

mapping is defined by

u ¼ P2h ð5:23Þ

Then criterion in (3) is converted into

108 5 Kernel Discriminant Analysis Based Face Recognition



Jb hð Þ ¼ hT S
_

bh; hk k ¼ 1ð Þ ð5:24Þ

where S
_

b ¼ PT
2 SbP2: The stationary points l1; . . .; ld d� c� 1ð Þ of Jb hð Þ are the

orthonormal eigenvectors of S
_

b corresponding to the d largest eigenvalues. The
optimal irregular discriminant vectors with respect to Jb uð Þ; u1;u2; . . .;ud are
acquired through ui ¼ P2li i ¼ 1; . . .; dð Þ: So the irregular discriminant feature
vector y of the input vector x is obtained by

y ¼ u1;u2; . . .;udð ÞT x ð5:25Þ

Supposed that the stationary points l1; . . .; ld d� c� 1ð Þ of Jb hð Þ be the

orthonormal eigenvectors of S
_

b corresponding to the d largest eigenvalues, then

S
_

bli ¼ kli i ¼ 1; 2; . . .; d ð5:26Þ

Then

P2S
_

bli ¼ kP2li i ¼ 1; 2; . . .; d ð5:27Þ

Since P2 ¼ aqþ1; aqþ2; . . .; am

� �
; PT

2 P2 ¼ c where c is a constant value. Then

P2S
_

b PT
2 P2

� �
li ¼ k PT

2 P2
� �

P2li i ¼ 1; 2; . . .; d ð5:28Þ

That is

P2S
_

bPT
2

� �
P2li ¼ k PT

2 P2
� �

P2li i ¼ 1; 2; . . .; d ð5:29Þ

Let w ¼ P2li and kw ¼ ck; then

P2S
_

bPT
2

� �
wi ¼ kwwi i ¼ 1; 2; . . .; d ð5:30Þ

where w is an eigenvector of Sb ¼ P2S
_

bPT
2 corresponding to d largest eigenvalue.

Then

Sb ¼
XC

i¼1

N P2PT
2 mi � P2PT

2 m
� �

P2PT
2 mi � P2PT

2 m
� �T ð5:31Þ

In the null space of SW ; i.e., Xw ¼ span aqþ1; aqþ2; . . .; am

� �
; there

P2PT
2 SwP2PT

2 ¼
XC

i¼1

XN

j¼1

y j
i � ui

� �
y j

i � ui

� �T ¼ 0 ð5:32Þ

where P2 ¼ aqþ1; aqþ2; . . .; am

� �
and PT

2 SwP2 ¼ 0; ui ¼ P2PT
2 mi; u ¼ P2PT

2 m; so

y j
i ¼ P2PT

2 x j
i ; and let YC ¼ y1

1 � u1 y1
1 � u1 . . . yN

C � uC

	 

then YCYT

C ¼ 0: Say that
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for any sample y j
i in ith class, we can obtain the same unique vector ui for all

samples of the same class. The Eq. (5.12) can be transformed into

Sb ¼
XC

i¼1

N ui � uð Þ ui � uð ÞT ð5:33Þ

Let xi
com ¼ P2PT

2 x j
i then

Scom ¼
XC

i¼1

N xi
com � ucom

� �
xi

com � ucom

� �T ð5:34Þ

where ucom ¼ 1
C

PC
i¼1 xi

com: For a input vector x, the discriminant feature vector
y can be obtained as

y ¼ w1;w2; . . .;wdð ÞT x ð5:35Þ

where w1;w2; . . .;wd; d�C � 1; are the orthonormal eigenvectors of Scom.

5.4.2 Gabor Feature Analysis

Gabor wavelets are optimally localized in the space and frequency domains, and
the two-dimensional Gabor function g x; yð Þ is defined by

g x; yð Þ ¼ 1
2prxry

� �
exp � 1

2
x2

r2
x

þ y2

r2
y

 !
þ 2pjxx

" #
ð5:36Þ

Its Fourier transform G u; vð Þ can be written by:

G u; vð Þ ¼ exp � 1
2

u� xð Þ2

r2
u

þ v2

r2
v

" #( )
ð5:37Þ

where x is the center frequency of G u; vð Þ along the u axis, ru ¼ rx
2p and rv ¼

ry

2p : rx and ry characterize the spatial extent along x and y axes respectively, while
ru and rv characterize the band width along u and v axes respectively. A self-
similar filter dictionary is obtained through the proper dilations and rotations of
g x; yð Þ with the following function:

gmn x; yð Þ ¼ a�mg x0; y0ð Þ; a [ 1; m; n 2 Z ð5:38Þ

x0

y0

� �
¼ a�m cos h sin h

� sin h cos h

� �
x
y

� �
ð5:39Þ

where h ¼ np=K; and K is the total number of orientations, and a�m is the scale
factor, and g x; yð Þ is the basic Gabor wavelet. Let Ul and Uk denote the lower and
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upper center frequencies of interest, K be the number of orientations, and S be the
number of scales in the multi-resolution decomposition respectively. The filter
parameters can be obtained by

a ¼ Uh=Ulð Þ
1

S�1 ð5:40Þ

ru ¼
a� 1ð ÞUh

aþ 1ð Þ
ffiffiffiffiffiffiffiffiffiffiffi
2 ln 2
p ð5:41Þ

rv ¼ tan
p
2k

� �
Uh � 2 ln 2ð Þ r

2
u

Uh

� �
2 ln 2� ð2 ln 2Þ2r2

u

U2
h

" #�1
2

ð5:42Þ

where x ¼ Uh and m ¼ 0; 1; . . .; S� 1:
For a face image I x; yð Þ; its Gabor features are achieved as

Wmn x; yð Þ ¼
Z

I x; yð Þg�mn x� n; y� gð Þdndg ð5:43Þ

As the above discussion, the Gabor features are robust to variations in illu-
mination and facial expression changes.

5.4.3 Algorithm Procedure

The CGV method is divided into two steps, i.e., feature extraction and classifi-
cation. In feature extraction, For the input image I, firstly, the Gabor feature vector
Fg extracted with are extracted with Gabor, secondly, the CGV z is calculated with
the proposed KDCV. In recognition, Nearest Neighbor Classifier (NNC) is used to
classify the CGV from a new face image for recognition.

Step 1. For the input image I, calculate the Gabor feature matrix with Eq. (5.24)
and transform it to one vector Fg(I).

Step 2. Compute the orthonormal eigenvector of SW ; a1; a2; . . .; am; and construct
the matrix P2 ¼ aqþ1; aqþ2; . . .; am

� �
; where q ¼ rank Swð Þ and the class

scatter matrix SW is constructed with the KPCA-based vector y of Gabor
features from the training set.

Step 3. Create the common between scatter matrix Scom with Eq. (5.15) and the
common vector zcom ¼ P2PT

2 y:
Step 4. Compute the orthonormal eigenvector of Scom; w1;w2; . . .;wd; d�C�ð 1Þ

and the project matrix W ¼ w1;w2; . . .;wd½ �:
Step 5. Compute the CGV zcom ¼ WT y:
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5.5 Complete Kernel Fisher Discriminant Analysis

5.5.1 Motivation

Two issues are essential in face recognition algorithms: what features are used to
represent a face image, and how to classify a new face image based on this
representation. This section details the novel method for face recognition. Firstly,
desirable Gabor features are derived from Gabor representations of face images.
Secondly, the Complete Kernel Fisher Discriminant (CKFD) analysis with frac-
tional power polynomial (FPP) Models based classifier is performed on the Gabor
wavelet representation for classification. Kernel Fisher Discriminant (KFD) is
another nonlinear subspace analysis method, which combines the kernel trick with
LDA. After the input data are mapped into F with the kernel trick, LDA is
performed in F to yield nonlinear discriminant features of the input data. In the
CKFD algorithm, two kinds of discriminant information, regular and irregular
information, makes the KFD more powerful as a discriminator.

5.5.2 Method

LDA aims to seek the projection matrix to distinguish the face class, through
maximizing the between-class scatter Sb but minimizing the within-class Sw of the
data in the projection subspace. In LDA, the FC functions JðuÞ and JbðuÞ can be
defined by:

JðuÞ ¼ uT Sbu
uT Swu

; ðu 6¼ 0Þ ð5:44Þ

JbðuÞ ¼ uTSbu; uk k ¼ 1ð Þ ð5:45Þ

CKFD performs LDA in the KPCA-transformed space Rm: The strategy of
CKFD is to split the space Rm into two subspaces, i.e. the null space and the range
space of Sw: Then the FC is used to extract the regular discriminant vectors from
the range space, and the between-class scatter criterion is used to extract the
irregular discriminant vectors from the null space.

Given the orthonormal eigenvector of Sw; a1; a2; . . .; am; Xw ¼ span a1;f
a2; . . .; aqg is the range space and Xw ¼ span aqþ1; aqþ2; . . .; aqþm

� �
is the null

space of Sw and Rm ¼ Xw � Xw; where q ¼ rank Swð Þ: Since Xw and Xw are iso-
morphic to Euclidean space R

q and Euclidean space R
p p ¼ m� qð Þ respectively,

and let P1 ¼ a1; a2; . . .; aq

� �
and P2 ¼ aqþ1; aqþ2; . . .; am

� �
; we can define the

corresponding isomorphic mapping by:

u ¼ P1h ð5:46Þ
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u ¼ P2h ð5:47Þ

Under the mapping denoted by (5.11) and (5.12), the FC function JðuÞ and the
between-class scatter criterion JbðuÞ are converted into the following equations
respectively:

JðhÞ ¼ hTeSbh

hTeSwh
; ðh 6¼ 0Þ ð5:48Þ

JbðhÞ ¼ hTS
_

bh; hk k ¼ 1ð Þ ð5:49Þ

where eSb ¼ PT
1 SbP1; eSw ¼ PT

2 SwP2 and S
_

b ¼ PT
2 SbP2: The stationary points

t1; . . .; tdðd� c� 1Þ of JðhÞ are the orthonormal eigenvectors of eSbh ¼ keSwh
corresponding to the d largest eigenvalues. The optimal regular discriminant

vectors en1 ; en2 ; . . .;fnd can be acquired by eni ¼ P2tiði ¼ 1; . . .; dÞ according to
(5.12). In the similar way, the stationary points l1; . . .; ldðd� c� 1Þ of JbðhÞ are

the orthonormal eigenvectors of S
_

b corresponding to the d largest eigenvalues. The

optimal irregular discriminant vectors with respect to JbðhÞ; n
_

1; n
_

2; . . .; n
_

d can be

acquired by n
_

i ¼ P2li ði ¼ 1; . . .; dÞ:
For a sample x; after KPCA, we can obtain the sample vector y in the KPCA-

transformed space. The regular discriminant feature vector z1 and the irregular
discriminant feature vector z2 of the sample y are defined respectively as follows:

z1 ¼ en1 ; en2 ; . . .; end

� �T
y ð5:50Þ

z2 ¼ n
_

1; n
_

2; . . .; n
_

d

� �T

y ð5:51Þ

Finally, we fuse the z1 and z2 with the proper similarity measure.
The main idea of CKFD is to map the input data into a feature space by a

nonlinear mapping where inner products in the feature space can be computed by a
kernel function without knowing the nonlinear mapping explicitly. Three kinds of
kernel functions used in the kernel-based learning machine are polynomial kernels,
Gaussian kernels, and sigmoid kernels. Other than above three kinds of Kernels,
the FPP models, are proposed.

kðx; yÞ ¼ ðx � yÞd ð0 \ d \ 1Þ ð5:52Þ

A FPP is not necessarily a kernel, as it might not define a positive semi-definite
Gram matrix, thus the FPPs are called models rather kernels.

Popular similarity measures include Euclidean distance measure dL, L1 distance
measure dL1 ; and cosine similarity measure dcos; which are defined as follows,
respectively:

5.5 Complete Kernel Fisher Discriminant Analysis 113



dL ¼ x� yk k ð5:53Þ

dL1 ¼
X

i

xi � yij j ð5:54Þ

dcosðx; yÞ ¼
�xT y

xk k yk k ð5:55Þ

The proposed algorithm comprises the following steps.

Step 1. Use the Gabor wavelet analysis to transform the original image Iðx; yÞ into
the Gabor feature vector F; F 2 Rmð Þ:

Step 2. Use KPCA with the FPP models, kðx; yÞ ¼ ðx � yÞd; ð0\d\1Þ; to trans-
form the m dimensional Gabor feature space Rm into a n dimensional
space Rn:

Step 3. Based on LDA, in Rn; we construct the between-class Sb and within-class
Sw; and then calculate the orthonormal eigenvectors, a1; . . .; an of Sw:

Step 4. Extract the regular discriminant features as follows. Let P1 ¼ ða1; . . .; aqÞ;
where a1; . . .; aq corresponds to q positive eigenvalues and q ¼ rank Swð Þ:
Calculate the eigenvectors b1; . . .; bl; ðl� c� 1Þof Sb

�
f ¼ kSw

�
f corre-

sponding to l largest positive eigenvalues, where Sb

�
¼ PT

1 SbP1; Sw

�
¼

PT
1 SwP1; and c is the number of face classes. We can calculate the regular

discriminant feature vector fregular ¼ BT PT
1 y; where y 2 Rn and

B ¼ b1; . . .; blð Þ:
Step 5. Extract the irregular discriminant features as follows. Calculate the

eigenvectors c1; c2; . . .; cl; ðl� c� 1Þ of Sb

�
corresponding to l largest

positive eigenvalues. Let P2 ¼ aqþ1; . . .; am

� �
; the regular discriminant

feature vector firregular can be calculated by firregular ¼ CT PT
2 y; where C ¼

c1; . . .; clð Þ and y 2 Rn:

Step 6. Fuse the irregular discriminant feature firregular and the regular discriminant
feature fregular with the proper measure. Let S fx; fy

� �
denotes the similarity

between the two feature vectors, and j denotes the fusion coefficient.
S fx; fy
� �

is calculated by fusing the two feature information with

S fx; fy
� �

¼ j � S fxirregular; fyirregular

� �
þ S fxregular; fyregular

� �
:

Step 7. In the feature space, classify a new face Fnew into the class with the closest
mean Ck based on the similarity measure S Fnew;Ckð Þ ¼ min

j
S Fnew;Cj

� �
:
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5.6 Nonparametric Kernel Discriminant Analysis

5.6.1 Motivation

Among these classifiers, LDA method is the popular and effective method. LDA as
the dimensionality reduction method is widely used in many areas. However, most
LDA-based methods should satisfy two preconditions, i.e., the unimodal distri-
bution of samples and the different scatter of class means of samples, but it is
difficult to satisfy these preconditions in the practical applications. LDA often
encounters the so-called ill-posed problems when applied to a small samples size
problem. Recently, Li et al. [33] proposed nonparametric discriminant analysis
(NDA) reported an excellent recognition performance for face recognition.
However, NDA has its limitations on extracting the nonlinear features of face
images for recognition because the distribution of images, such as face images,
under a perceivable variation in viewpoint, illumination or facial expression is
highly nonlinear and complex, and the linear techniques cannot provide reliable
and robust solutions to those face recognition problems with complex face
variations.

The detail algorithm is shown as follows:
Supposed that

SW ¼
Xc

i¼1

Xk1

k¼1

Xni

l¼1

xl
i � Nðxl

i; i; kÞ
� �

xl
i � Nðxl

i; i; kÞ
� �T ð5:56Þ

SB ¼
Xc

i¼1

Xc

j¼1
j6¼i

Xk2

k¼1

Xni

l¼1

wði; j; k; lÞ xl
i � Nðxl

i; j; kÞ
� �

xl
i � Nðxl

i; j; kÞ
� �T ð5:57Þ

where wði; j; k; lÞ is defined as

wði; j; k; lÞ ¼
min da xl

i;N xl
i; i; k

� �� �
; da xl

i;N xl
i; j; k

� �� �� �
da xl

i;N xl
i; i; kð Þð Þ þ da xl

i;N xl
i; j; kð Þð Þ ð5:58Þ

where dðv1; v2Þ is the Euclidean distance between two vector v1 andv2; and a is the
a parameter ranging from zero to infinity which control the changing of the weight
with respect to the ratio of the distance. N xl

i; j; k
� �

is the kth nearest neighbor from

class j to the vector xl
i which from lth sample of ith class.

Algorithm Procedure:

Step 1. Calculate kth nearest neighbor vector N xl
i; j; k

� �
from class j to the vector

xl
i which from lth sample of ith class.

Step 2. Calculate the Euclidean distance dðv1; v2Þ between two vector v1 andv2;

and then calculate wði; j; k; lÞ ¼ min da xl
i;N xl

i;i;kð Þð Þ;da xl
i;N xl

i;j;kð Þð Þf g
da xl

i;N xl
i;i;kð Þð Þþda xl

i;N xl
i;j;kð Þð Þ :
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Step 3. Calculate SW ¼
Pc

i¼1

Pk1
k¼1

Pni
l¼1 xl

i � Nðxl
i; i; kÞ

� �
xl

i � Nðxl
i; i; kÞ

� �T
:

Step 4. Calculate SB ¼
Pc

i¼1

Pc
j¼1
j 6¼i

Pk2
k¼1

Pni
l¼1 wði; j; k; lÞ xl

i � Nðxl
i; j; kÞ

� �
xl

i�
�

Nðxl
i; j; kÞÞ

T :

Step 5. Calculate the projection matrix W through solving the eigenvector S�1
W SB

corresponding to the largest eigenvalue.

5.6.2 Method

NDA algorithm is essentially a linear feature extraction algorithm. Although it is
reported good performance on face recognition, however, there still is the space to
improve its recognition performance through enhancing its ability to extracting the
nonlinear facial features owing to the variation in illumination. In order to solve this
limitation, we introduce the kernel trick develop a novel feature method called
Nonparametric Kernel Discriminate Analysis (NKDA) as follows. The main idea is
based on a conceptual transformation from the input space into a nonlinear high-
dimensional feature space. Supposed that M training samples x1; x2; . . .; xMf g with
L class labels take values in an N-dimensional space RN ; the data in R

N are mapped
into a feature space F via the following nonlinear mapping U : RN ! F; x 7!U xð Þ:
The main idea of kernel based method is to map the input data into a feature space
by a nonlinear mapping where inner products in the feature space can be computed
by a kernel function without knowing the nonlinear mapping explicitly. The non-
linear mapping is referred to as the ‘‘empirical kernel map’’, and the nonlinear
mapping space is called ‘‘empirical feature space’’. Three kinds of kernel functions
used in the kernel based learning machine are polynomial kernels, Gaussian ker-
nels, and sigmoid kernels.

We have theoretical analysis on NDA in the feature space F to develop NKDA.
Supposed that

SU
W ¼

Xc

i¼1

Xk1

k¼1

Xni

l¼1

Uðxl
iÞ � NðUðxl

iÞ; i; kÞ
� �

Uðxl
iÞ � NðUðxl

iÞ; i; kÞ
� �T ð5:59Þ

SU
B ¼

Xc

i¼1

Xc

j¼1
j6¼i

Xk2

k¼1

Xni

l¼1

wUði; j; k; lÞ Uðxl
iÞ � NðUðxl

iÞ; j; kÞ
� �

Uðxl
iÞ � NðUðxl

iÞ; j; kÞ
� �T

ð5:60Þ

where wUði; j; k; lÞ is defined as

wUði; j; k; lÞ ¼
min da U xl

i

� �
;N U xl

i

� �
; i; k

� �� �
; da U xl

i

� �
;N U xl

i

� �
; j; k

� �� �� �
da U xl

ið Þ;N U xl
ið Þ; i; kð Þð Þ þ da U xl

ið Þ;N U xl
ið Þ; j; kð Þð Þ ð5:61Þ
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where d U v1ð Þ;U v2ð Þð Þ is the Euclidean distance between two vector v1 and v2 in
the kernel space, and a is the a parameter ranging from zero to infinity which
control the changing of the weight with respect to the ratio of the distance.
N U xl

i

� �
; i; k

� �
is the kth nearest neighbor from class j to the vector xl

i which from
lth sample of ith class with the similarity measure with Euclidean distance in the
kernel space.

In order to the clear description of NKDA, we rewrite the equation as

SU
W ¼

Xc

i¼1

Xk1

k¼1

Xni

l¼1

U xl
i

� �
� U yk

i

� �� �
U xl

i

� �
� U yk

i

� �� �T ð5:62Þ

SU
B ¼

Xc

i¼1

Xc

j¼1
j 6¼i

Xk2

k¼1

Xni

l¼1

wUði; j; k; lÞ U xl
i

� �
� U yk

j

� �� �
U xl

i

� �
� U yk

j

� �� �T
ð5:63Þ

wUði; j; k; lÞ ¼
min da U xl

i

� �
;U yk

i

� �� �
; da U xl

i

� �
;U yk

i

� �� �� �
da U xl

ið Þ;U yk
j

� �� �
þ da U xl

ið Þ;U yk
j

� �� � ð5:64Þ

where U yk
i

� �
¼ N U xl

i

� �
; i; k

� �
and U yk

j

� �
¼ N U xl

i

� �
; j; k

� �
: It is easy to obtain

da U xl
i

� �
;U yk

i

� �� �
¼ U xl

i

� �
� U yk

i

� ��� ��a¼ k xl
i; x

l
i

� �
� 2k xl

i; y
k
i

� �
þ k yk

i ; y
k
i

� �� �a
2

ð5:65Þ

FC is defined by

JðVÞ ¼ VT SU
B V

VTSU
W V

ð5:66Þ

where V is the discriminant vector, and SU
B and SU

W are the between classes scatter
matrix and the total population scatter matrix respectively. According to the
Mercer kernel function theory, any solution V belongs to the span of all training
pattern in R

N : Hence there exist coefficients cp ðp ¼ 1; 2; . . .;MÞ such that

V ¼
XM
p¼1

cpUðxpÞ ¼ Wa ð5:67Þ

where W ¼ U x1ð Þ;U x2ð Þ; . . .;U xMð Þ½ � and a ¼ ½c1; c2; . . .; cM �T :

JðaÞ ¼ aT Ba
aT Wa

ð5:68Þ

where B ¼
Pc

i¼1

Pc
j¼1
j 6¼i

Pk2
k¼1

Pni
l¼1 wUði; j; k; lÞBði; j; k; lÞ and W ¼

Pc
i¼1

Pk1
k¼1Pni

l¼1 Wði; k; lÞ: The proof of Eq. (5.68) is shown as follows.
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JðaÞ ¼

aTWT Pc
i¼1

Pc
j¼1
j6¼i

Pk2

k¼1

Pni

l¼1
wUði; j; k; lÞ U xl

i

� �
� U yk

j

� �� �
U xl

i

� �
� U yk

j

� �� �T
Wa

aTWT Pc
i¼1

Pk1

k¼1

Pni

l¼1
U xl

ið Þ � U yk
ið Þð Þ U xl

ið Þ
T�U yk

ið Þ
T

� �
Wa

¼

aT
Pc
i¼1

Pc
j¼1
j6¼i

Pk2

k¼1

Pni

l¼1
wUði; j; k; lÞBði; j; k; lÞa

aT
Pc
i¼1

Pk1

k¼1

Pni

l¼1
Wði; k; lÞa

¼ aT Ba
aT Wa

ð5:69Þ

where B ¼
Pc
i¼1

Pc
j¼1
j 6¼i

Pk2

k¼1

Pni

l¼1
wUði; j; k; lÞBði; j; k; lÞ and W ¼

Pc
i¼1

Pk1

k¼1

Pni

l¼1
Wði; k; lÞ:where

Bði; j; k; lÞ ¼ K1ði; j; k; lÞT K1ði; j; k; lÞ; Wði; k; lÞ ¼ K2ði; k; lÞT K2ði; k; lÞ; K1ði; j; k; lÞ
¼ k x1; xl

i

� �
; . . .; k xM ; xl

i

� �	 

� k x1; yk

j

� �
; . . .; k xM; yk

j

� �h i
and K2ði; k; lÞ ¼

k x1; xl
i

� �
; . . .; k xM; xl

i

� �	 

� k x1; yk

i

� �
; . . .; k xM; yk

i

� �	 

where Bði; j; k; lÞ ¼

K1ði; j; k; lÞT K1ði; j; k; lÞ; Wði; k; lÞ ¼ K2ði; k; lÞT K2ði; k; lÞ; K1ði; j; k; lÞ ¼ k x1; xl
i

� �
;

	
. . .; k xM; xl

i

� �
� � k x1; yk

j

� �
; . . .; k xM; yk

j

� �h i
and K2ði; k; lÞ ¼ k x1; xl

i

� �
;

	
. . .; k xM; xl

i

� �
� � k x1; yk

i

� �
; . . .; k xM ; yk

i

� �	 

:

The projection matrix V ¼ a1; a2; . . .; ad½ � is easy to be obtained by the
eigenvectors of W�1B corresponding to the d largest eigenvalue. Calculate the
eigenvectors of W�1B is the same to simultaneous diagonalization of W and B:
Firstly, the eigenvector matrix U and the corresponding eigenvalue matrix H of W

are solved, and then project the class centers onto UH�1=2; thus B is transformed to

BK ¼ H�1=2UT BUH�1=2: Finally, solve the eigenvector matrix W and the eigen-

value matrix K of BK ; the projection matrix V is equal to V ¼ UH�1=2W:

5.7 Experiments on Face Recognition

5.7.1 Experimental Setting

We construct the experimental system as shown in Fig. 5.1 for evaluation algo-
rithms. After describing the two data set used in our experiments. It is worthwhile
to make some remarks on the experiment setting as follows. (1) We randomly
select five images from each subject from ORL face database for training, and the
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rest images are used to test the performance. Similarly, five images of each person
randomly selected from YALE database are used to construct the training set, and
the rest five images of each person are used to test the performance of the algo-
rithms. (2) We run each set of experiments for 10 times, and the averaged results
are used to evaluate the performance of the proposed algorithm. (3) The experi-
ments are implemented on a Pentium 3.0 GHz computer with 512 MB RAM and
programmed in the MATLAB platform (Version 6.5). (4) The procedural
parameters are chosen with cross-validation method.

5.7.2 Experimental Results of AQKDA

The proposed methods are implemented on ORL and YALE databases. Firstly we
evaluate the proposed four methods of choosing XVs and two criterions of solving
the expansion coefficients, and secondly we test the superiority of AQKDA
compared with KDA, KPCA and KWMMDA.

Firstly, we evaluate four methods of choosing XVs and two criterions of
solving expansion coefficients [i.e., FC and MMC]. Tables 5.3 and 5.4 show the
performance on recognition accuracy and computation efficiency. MMC achieves
a higher recognition accuracy and computation efficiency compared with FC. We
evaluate the computation efficiency of FC and MMC through comparing the time
consuming of solving b using FC with the time consuming of solving b using
MMC. The four methods of choosing XVs achieve the approximately same rec-
ognition accuracy but the different computation efficiency. The dimension of the
matrix E corresponding to the method of choosing XVs have great impact on the
computation efficiency of solving the expansion coefficients. The dimension of the
matrix E corresponding to XVs 3 and XVs 4 is smaller than one of the matrix E
corresponding to XVs 1 and XVs 2. As shown in Tables 5.2 and 5.3, XVs 3 and
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Fig. 5.1 Framework of a real system example

5.7 Experiments on Face Recognition 119



XVs 4 outperform XVs 1 and XVs 2 on the computation efficiency. In the next
experiments, we applied the MMC to solve the expansion coefficients.

Secondly, we compare the classification performance of AQKDA, KDA, KPCA
and KWMMDA on the two datasets. All the procedural parameters of these
algorithms are chosen with cross-validation methods. As results shown in
Table 5.4, AQKDA achieves the highest recognition rate compared with other
algorithms. The data in the feature space has the largest class discrimination via
adaptive quasiconformal kernel mapping, so AQKDA outperforms KDA on ORL
and YALE datasets. Although the procedure of finding adaptive expansion coef-
ficients vector incurs a small fractional computational overhead, it does not cause
significantly increasing of the response time, which can be ignored by comparing
with the improved performance.

The experiments on the two real-world datasets have been systematically
performed. These experiments reveal a number of interesting points: (1) All the
experiments indicate that AQKDA consistently performs better than KDA and
other algorithms. It also indicates that AQKDA is adaptive to the input data for
classification. (2) In the experiments, the four methods of choosing the XVs
achieve the same recognition accuracy at most, while perform differently on the
computation efficiency. Since the dimensionality of the matrix E is reduced with
the method XVs 3 and XVs 4, the two methods perform better on the time
consuming. So if the number of samples per class is very large while the number of
class is not so large, the method XVs 3 and XVs 4 are expected to perform more

Table 5.2 MMC versus Fisher with four methods of choosing XVs on ORL face database

XVs 1 XVs 2 XVs 3 XVs 4

Recognition accuracy MMC 0.9365 0.9340 0.9335 0.9355
FC 0.9245 0.9215 0.9210 0.9240

Time consuming (s) MMC 0.05 0.05 0.02 0.02
FC 1.50 1.48 0.20 0.19

Table 5.3 MMC versus Fisher with four methods of choosing XVs on YALE face database

XVs 1 XVs 2 XVs 3 XVs 4

Recognition accuracy MMC 0.9187 0.9227 0.9200 0.9227
FC 0.9000 0.9147 0.9079 0.9187

Time consuming (s) MMC 0.03 0.05 0.02 0.02
FC 0.32 0.32 0.08 0.06

Table 5.4 Performance
comparisons of AQKDA,
KDA, KPCA and
KWMMDA on ORL and
YALE face databases

ORL database YALE database

AQKDA 0.9410 0.9267
KDA 0.9250 0.9040
KPCA 0.8180 0.8253
KWMMDA 0.7980 0.7653
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advantage than other two methods. (3) Two criterions of solving the expansion
coefficients perform differently both on recognition accuracy and computation
efficiency. MMC obtains a better performance than FC.

5.7.3 Experimental Results of Common Kernel Discriminant
Analysis

In the experiments, we test the feasibility of improving the recognition perfor-
mance using Gabor feature analysis and common vector analysis, and then we
evaluate the recognition performance of CGV on the real datasets. The
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effectiveness is evaluated with both absolute performance and comparative per-
formance against other current methods such as PCA, KPCA, LDA, KFD.

The feasibility of kernel trick and Gabor analysis are testified respectively. As
shown in Figs. 5.2 and 5.3, KDCV outperforms DCV under the same dimen-
sionality of feature vector, which demonstrates that kernel method is effective to
enhance the recognition performance of DCV. As shown in Figs. 5.4 and 5.5,
Gabor features analysis method improves the recognition accuracy on the same
experimental conditions on the two databases, where the parameter S ¼ 2; K ¼ 4
is chosen for Gabor wavelet. Since the face images from ORL and Yale databases
are obtained with the different illuminations, poses and expressions conditions, and
the good performance shows that kernel method and Gabor feature analysis are
feasible to solve this PIE problem of face recognition. We evaluate CGV compared
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with PCA, KPCA, LDA, KDA, DCV, KDCV on the recognition performance, and
recognition results are shown in Figs. 5.6 and 5.7. CGV method achieves a highest
recognition accuracy compared with the other algorithms. The face images from
two face databases are achieved under the different poses, illuminations and
expressions conditions, and it demonstrates that CGV method is more robust to the
change in pose, illumination, expression for face recognition compared with other
methods.
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5.7.4 Experimental Results of CKFD

There are many parameters needs to be decided through cross-validation method.
It is not possible to decide all the parameters at one time, we only set some values
in advance and then select other parameters through cross-validation method. In
the simulation, we select the Euclidean distance measure as the similarity measure
and S ¼ 2; K ¼ 4 as parameters of Gabor wavelet for Gabor feature extraction.
Through cross-validation method, the fusion coefficient is set to j ¼ 0:3 for fusion
of two kinds of discriminant feature information in CKFD. Then we select the
procedural parameters through cross-validation method including the kernel
parameters (i.e., the order d of polynomial kernels and the width r2 of Gaussian
kernels) and the degree d of FPP models for recognition performance, fusion
coefficient and similarity measures (i.e. Euclidean distance, L1 distance, and
cosine similarity measures). Six different orders (d ¼ 1; d ¼ 2; d ¼ 3; d ¼ 4;

d ¼ 5; and d ¼ 6) of polynomial kernel are set for kðx; yÞ ¼ ðx � yÞd; ðd 2 NÞ. The
polynomial kernel with the first order (d ¼ 1) performs the best, followed by the
other orders of polynomial kernels (d ¼ 2; d ¼ 3; d ¼ 4; d ¼ 5; and d ¼ 6). We
find that the lower the order of polynomial kernel is, the better the recognition
performance is. It seems that the performance of FPP models with d \ 1 is better
than the polynomial kernel with the first order d ¼ 1: For testifying it, we

implement the simulations with FPP models kðx; yÞ ¼ ðx � yÞd 0 \ d \ 1ð Þ [25].
As shown in Table 5.5, recognition performance performs best with the degree
d ¼ 0:8 of FPP models. For testing the superiority of FPP models in the next step,

we also assess the performance of Gaussian kernels kðx; yÞ ¼ exp � x�yk k2

2r2

� �
with

different width r2 to select the optimal parameter, the width r2 ¼ 0:8	 106 for
Gaussian kernels performs best.

We select the similarity measures (i.e. Euclidean distance measure, L1 distance
measure and cosine similarity measure) through cross-validation method. As
shown in Table 5.6, the Euclidean distance performs better than L1 distance

Table 5.5 Procedural parameters selection through cross-validation method

Polynomial kernel d 1 2 3 4 5 6
Accuracy 0.965 0.905 0.785 0.745 0.685 0.630

FPP model d 0.5 0.6 0.7 0.8 0.9 0.95
Accuracy 0.935 0.940 0.965 0.970 0.960 0.965

Gaussian kernel r2 0.2 9 106 0.4 9 106 0.6 9 106 0.8 9 106 1.0 9 106 1.2 9 106

Accuracy 0.915 0.945 0.955 0.965 0.965 0.965

Table 5.6 Recognition rates versus the number of features, using NNC with Euclidean distance

Feature dimension 5 10 15 20 25 30 35

Euclidean distance 0.905 0.925 0.955 0.960 0.965 0.970 0.980
L1 distance 0.89 0.910 0.940 0.950 0.955 0.965 0.970
Cosine similarity measure 0.87 0.90 0.93 0.935 0.940 0.945 0.950
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measure and cosine similarity measure. So the Euclidean distance measure is
chosen as the similarity measure.

In the procedural parameters selection part, the optimal order d ¼ 1 for poly-
nomial kernels, the optimal width r2 ¼ 0:8	 106 for Gaussian kernels, the opti-
mal degree d ¼ 0:8 of the FPP models are chosen through cross-validation
method. In the following the simulations, we test the feasibility of improving
performance using FPP model and Gabor wavelet. Firstly, we compare the per-
formance of FPP models with other two kinds of kernels with optimal parameters.
As shown in Table 5.7, Gabor-based CKFD with FPP models method performs
best. That is, enhancing the recognition performance using FPP models is feasible.

After testing the feasibility of enhancing recognition performance using FPP
models, we test the feasibility of improving the recognition performance using
Gabor wavelets in this part of simulations. We choose the proper Gabor wavelets
parameters firstly, and then compare recognition performance of Gabor-based
CKFD with FPP models with one of CKFD with FPP models. As shown in
Table 5.8, Gabor wavelet with the number of scales S ¼ 2 performs better than

Table 5.7 Performance comparison of FPP model, polynomial and Gaussian kernel

Feature dimension 5 10 15 20 25 30 35

FPP models 0.905 0.925 0.955 0.960 0.965 0.970 0.980
Polynomial kernels 0.805 0.895 0.915 0.925 0.935 0.940 0.945
Gaussian kernels 0.785 0.880 0.895 0.90 0.915 0.930 0.935

Table 5.8 Recognition rates versus the number of features, using NNC with Euclidean distance

Feature dimension 5 10 15 20 25 30 35

Gabor(2,4) 0.905 0.925 0.945 0.960 0.965 0.970 0.980
Gabor(4,4) 0.87 0.89 0.91 0.925 0.935 0.94 0.9450

Table 5.9 Recognition performance of Gabor-based CKFD with FPP models versus CKFD with
FPP model

Feature dimension 5 10 15 20 25 30 35

Gabor-CKFD with FPP models 0.905 0.925 0.945 0.960 0.97 0.975 0.980
CKFD with FPP models 0.89 0.91 0.925 0.94 0.945 0.95 0.9550

Table 5.10 Performance on ORL face database

Feature dimension 5 10 15 20 25 30 35

Proposed 0.905 0.925 0.945 0.970 0.97 0.975 0.980
CKFD 0.885 0.915 0.925 0.940 0.945 0.95 0.9550
KFD 0.870 0.890 0.905 0.925 0.930 0.935 0.940
LDA 0.865 0.885 0.890 0.905 0.915 0.925 0.930
KPCA 0.840 0.860 0.875 0.885 0.895 0.905 0.915
PCA 0.825 0.845 0.855 0.86 0.875 0.89 0.905
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with the number of scales S ¼ 4: As the results shown in Table 5.9, the Gabor-
based CKFD with FPP models method performs better than the CKFD with FPP
models method. It also indicates that the Gabor wavelets can enhance the face
recognition performance.

We implement Gabor-based CKFD with FPP models method with two face
databases. We also implement the popular subspace face recognition methods, i.e.,
principal component analysis (PCA), Linear (Fisher) discriminant analysis (LDA),
KPCA, KFD and CKFD.

The algorithms are implemented in the ORL face database, and the results are
shown in Table 5.10, which indicate that our method performs better than other
popular method. And we can obtain the accuracy rate 0.98 with our method.
Especially we can acquire the peak recognition rate 0.97 when the number of
feature is only 35, and we can also obtain the recognition rate 0.905 even if the
number of feature decreases to five. Since the feature number of the face image
will influence the computational cost for face recognition, the proposed method
using the small feature number performs better than the PCA, LDA, KPCA, KFD,
and CKFD methods. The proposed method improves the computational efficiency
without influencing the recognition performance. Because in the ORL face data-
base, the variations of the images are across pose, time and facial expression, the
simulations also indicate our method is robust to the change in poses and
expressions.

The same comparison results are obtained with Yale and UMIST face database
shown in Tables 5.11 and 5.12. As shown as Table 5.11, the peak recognition rate
with our method is 0.96 that is higher than other methods, which indicates that our
method is robust to the change of illumination and expression. The highest
accuracy of 0.945 is obtained on UMIST face database.

From the above simulations, we can also acquire the following interesting
points:

All the face recognition approaches mentioned in the simulations perform better
in the optimal face subspace than in the original image space.

Among all the face recognition methods used in the simulations, kernel-based
methods perform better than methods based on the linear subspace. It also indi-
cates the kernel-based method is promising in the area of face recognition.

Table 5.11 Performance on Yale face database

Methods PCA KPCA LDA KFD CKFD Our method

Accuracy rate 0.733 0.767 0.867 0.933 0.947 0.960

Table 5.12 Performance on UMIST face database

Methods PCA KPCA LDA KFD CKFD Our method

Accuracy rate 0.815 0.840 0.885 0.895 0.925 0.945
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In the first part of simulations, Gabor-based CKFD with FPP models method
performs better than with Gaussian kernels and polynomial kernels. Although a
FPP model might not define a positive semi-definite Gram matrix, it has been
successfully used in practice. As results shown in our simulations, FPP models
enhance the face recognition performance.

The advantage of Gabor feature characterized by spatial frequency, spatial
locality and orientation selectivity to cope with the variations due to illumination
and facial expression changes, is approved in the second part of simulations. As
the results shown in the simulations, Gabor wavelets improve the face recognition
performance. What attracts our attention is that Gabor wavelets with low number
of scales perform better than ones with high number of scales, while the choice of
the number of orientations affects not so much the recognition performance. For
the face images, the distribution of feature information mostly converges in the
low frequency phase, so overfull high frequency information will influence rep-
resentation of the discriminant features.

Selection of kernel functions and kernel parameters will influence the recognition
performance straightly and the parameters are selected through cross-validation
method. It is worth to study further that kernel parameters are automatically
optimized.

We implement the simulation with ORL face database, Yale face database and
UMIST face database. The face images of the three face databases are taken under
different lighting conditions and different facial expressions and poses. In all
simulations, our approach consistently performs better than the PCA, LDA,
KPCA, KFD and CKFD approaches. Our method also provides a new idea to do
with PIE problem of face recognition.

5.7.5 Experimental Results of NKDA

In our experiments, we implement our algorithm in the three face databases, ORL,
YALE and UMIST face databases. In the experiments, we implement three parts
of experiments to evaluate the performance on feature extraction and recognition.
In the experiments, we randomly select five images from each subject, 200 images
in total for training, and the rest 200 images are used to test the performance. We
run each set of experiments for 10 times, and the averaged results are used to
evaluate the performance of the proposed algorithm. The experiments are imple-
mented on a Pentium 3.0 GHz computer with 512 MB RAM and programmed in
the MATLAB platform. The procedural parameters are chosen with cross-
validation method. The experiments are implemented to testify the feasibility of
improving the NDA with kernel trick under the same conditions. We choose three
sets of parameters, i.e., k1 ¼ 2; k2 ¼ 2; k1 ¼ 2; k2 ¼ 3 and k1 ¼ 3; k2 ¼ 3; for
NDA and NKDA under the different number of features for face recognition. And
then we compare the recognition performance of the NDA and NKDA algorithms
under the same dimension of the feature vector on ORL face database. We use the
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recognition accuracy to evaluate the recognition performance of the two algo-
rithms. The feasibility of kernel method is testified on the database through
comparing the recognition performance of NKDA and NDA with the same pro-
cedural parameters.

1. Evaluation on ORL face database

In the experiments, we evaluate the recognition performance with the different
feature dimension through comparing NKDA and NDA. Experimental results
under the different procedural parameter are show in Figs. 5.8, 5.9 and 5.10.

As shown in in Figs. 5.3, 5.4, and 5.5, the proposed NKDA outperforms NDA
under the same dimensionality. We compare their recognition performance on the
same feature dimensionality from 10 to 40. As shown in Figs. 5.3, 5.4, and 5.5,
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under the same conditions, NKDA outperforms NDA on the recognition perfor-
mance, which demonstrates that the kernel method is feasible to improve NDA. It
is worth to emphasize that the recognition accuracy of NKDA is higher about
10 % than NDA with 10 features. NKDA achieves the higher recognition accuracy
under the same feature dimension. So it is feasible to improve the performance of
NDA with kernel method. Moreover, the NKDA algorithm is effective to deal with
the illumination changing of face recognition, which is testified in the experiment.

2. Evaluation on YALE face database

The experimental results are shown in Figs. 5.11, 5.12 and 5.13. The same to the
experiments implemented on YALE face database, the recognition accuracy is
used to evaluate the performance of the proposed algorithm compared with linear
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NDA algorithm. The different dimensionality of features is considered in the
experiments. As shown in Figs. 5.7, 5.8 and 5.9, the NKDA achieves the higher
recognition accuracy compared with NNDA algorithm under the same dimen-
sionality of feature from 4 to 14, which shows that it is feasible to enhance the
NDA with kernel trick.

3. Evaluation on UMIST face database

UMIST face database consists of 564 images of 20 people. Each covers a range of
poses from profile to frontal views. Subjects cover a range of race/sex/appearance.
Each subject exists in their own directory labelled 1a, 1b,… 1t and images are
numbered sequentially as they were taken. Some image examples are shown in
Fig. 5.14.

In this part of experiments, we also use the recognition rate to evaluate the
performance of NKDA and NDA algorithms, we use the highest recognition rate to
evaluate the recognition performance. Experimental results shown in Table 5.13
show that the proposed NKDA algorithm outperforms NDA algorithm under the
same conditions. So it is feasible to enhance NDA algorithm using kernel method
to present the NKDA algorithm.

From the above experimental results, we can achieve the following points:
(1) Among the mentioned face recognition methods, kernel-based nonlinear feature
extraction methods perform better than other linear ones, which indicates kernel-
based method is promising for face recognition. (2) Extracting the Gabor features of
face image is feasible to deal with the variations in illumination and facial expression.
The distribution of feature information mostly converges in the low frequency phase,
but the overfull high frequency information influences representation of the dis-
criminant features for face recognition. (3) Kernel functions and the corresponding
parameters have high influence the recognition performance straightly, and the
procedural parameters are chosen through cross-validation method, so how to choose
them automatically should be researched in the future work.
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Chapter 6
Kernel Manifold Learning-Based Face
Recognition

6.1 Introduction

Feature extraction with dimensionality reduction is an important step and essential
process in embedding data analysis [1–3]. Linear dimensionality reduction aims to
develop a meaningful low-dimensional subspace in a high-dimensional input space
such as PCA [4] and LDA [5]. LDA is to find the optimal projection matrix with
Fisher criterion through considering the class labels, and PCA seeks to minimize
the mean square error criterion. PCA is generalized to form the nonlinear curves
such as principal curves [6] or principal surfaces [7]. Principal curves and surfaces
are nonlinear generalizations of principal components and subspaces, respectively.
The principal curves are essentially equivalent to self-organizing maps (SOM) [8].
With the extended SOM, ViSOM preserves directly the distance information on
the map along with the topology [9], which represents the nonlinear data [10] and
represents a discrete principal curve or surface through producing a smooth and
graded mesh in the data space. Recently, researchers proposed other manifold
algorithms such as Isomap [11], locally linear embedding (LLE) [12] and locality
preserving projection (LPP) [13]. LPP projects easily any new data point in the
reduced representation space through preserving the local structure and intrinsic
geometry of the data space [14]. Many improved LPP algorithms were proposed in
recent years. Zheng et al. used the class labels of data points to enhance its
discriminant power in the low-dimensional mapping space to propose supervised
locality preserving projection (SLPP) for face recognition [15]. However, LPP is
not orthogonal, which makes it difficult to reconstruct the data, so researchers
applied the class information to present orthogonal discriminant locality preserv-
ing projections (ODLPP) for face recognition through orthogonalizing the basis
vectors of the face subspace [16]. Cai et al. proposed the orthogonal locality
preserving projection (OLPP) to produce orthogonal basis functions with more
power of preserving locality than LPP [17]. OLPP was reported to have more
discriminating power than LPP. Yu et al. introduced a simple uncorrelated con-
straint into the objective function to present uncorrelated discriminant locality
preserving projections (UDLPP) with the aim of preserving the within-class
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geometric structure but maximizing the between-class distance [18]. In order to
improve the performance of LPP on the nonlinear feature extraction, researchers
perform UDLPP in reproducing kernel Hilbert space to develop kernel UDLPP for
face recognition and radar target recognition. Feng et al. presented an alternative
formulation of kernel LPP (KLPP) to develop a framework of KPCA+LPP algo-
rithm [19]. With the application of the kernel methods in many areas [20, 21],
other researchers improved LPP with kernels in the previous works [22–24]. In
recent research, locality preserving projection and its improved methods are used
in many areas, such as object recognition [25, 26], face recognition [27–29]. For
any special image-based applications, such as face recognition, researchers pro-
posed 2D LPP which extracts directly the proper features from image matrices
without transforming one matrix into one vector [30–32].

From the above survey of LPP, researchers improved LPP from the following
three cases: (1) supervised LPP, which uses the class labels to guide the creation of
the nearest neighbor graph; (2) kernel LPP, which uses kernel tricks to enhance the
performance on the nonlinear feature extraction; (3) 2D LPP, which deals with the
image matrix without transforming 2D image into 1D vector. Our aim is to analyze
and improve kernel LPP. Although the current kernel LPP algorithms are reported
an excellent performance, kernel function and its parameter have significant
influence on feature extraction owing to the fact that the geometrical structure of
the data in the kernel mapping space is determined totally by the kernel function. If
an inappropriate kernel is used, the data points in the feature space may become
worse. However, choosing the kernel parameters from a set of discrete values will
not change the geometrical structures of the data in the kernel mapping space. On
the improved locality preserving projection and kernel optimization methods,
firstly the work in [33] applies kernel optimization method to improve the per-
formance of kernel discriminant analysis, while this book improves the traditional
locality preserving projection with kernel optimization. Secondly, the work in [24]
improves the traditional locality preserving projection with kernel method but
without kernel optimization, so the algorithm is not able adaptively to change the
kernel structure according to the input data. If the kernel function and its parameter
are not chosen, the performance of locality preserving projection with kernel is
reduced for feature extraction and recognition.

In this chapter, we propose a novel supervised feature extraction method
namely kernel self-optimized locality preserving discriminant analysis (KSLPDA)
based on the original definition of LPP to enhance the class structure of the data for
classification. Different from LPP, KSLPDA guides the procedure of modeling the
manifold with the class information and uses kernel self-optimization to overcome
the kernel function selection problem endured by the traditional kernel LPP. In
KSLPDA, the optimal local structure of the original data is achieved with the
special consideration of both the local structure and the class labels with kernel
self-optimization. The data-dependent kernel-based similarity has several good
properties to discover the true intrinsic structure of data to make KSLPDA robust
for classification tasks.
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6.2 Locality Preserving Projection

Locality preserving projection (LPP) is a recently proposed dimensionality
reduction method. The main idea of LPP is generally described as follows. Given a
set of N-dimensional data x1; x2; . . .; xnf g in R

N from the L classes, LPP aims to find
a transformation matrix W to map these points to a set of points z1; z2; . . .; znf g in
R

d (d � N) based on one objective function zi (i = 1, 2,…, n). Different dimen-
sionality reduction method has different objective function which is designed based
on a different criterion. For example, LDA is based on Fisher criterion, and PCA
aims to maximize the variance. The objective function of LPP is defined as follows:

min
X

i;j

zi � zj

�� ��2
Sij ð6:1Þ

where S is a similarity matrix with weights characterizing the likelihood of two
points and zi is the one-dimensional representation of xi with a projection vector w,
i.e., zi ¼ wT xi. By minimizing the objective function, LPP incurs a heavy penalty
if neighboring mapped points zi and zj are far. LPP aims to keep the mapped points
close where their original points are close each other. Thereof, the local infor-
mation in the original space is preserved after dimension reduction with LPP. The
local structure of data in the original space is preserved in lower-dimensional
space. Minimizing (6.1) is equivalent to minimizing the following equation:

1
2

X
i;j

zi � zj

�� ��2
Sij ¼ wT XðD� SÞXT w ¼ wT XLXT w ð6:2Þ

where X ¼ x1; x2; . . .; xnf g, D is a diagonal matrix with its entries being the col-
umn or row (S is symmetric) sums of S, i.e., D ¼ diag

P
jS1j;

P
jS2j; . . .;

P
jSnj

� �
,

and L ¼ D� S is the Laplacian matrix. Matrix D presents local structural infor-
mation of the data in the original space. The bigger the Dii corresponding to xi is,
the more ‘‘important’’ is xi. Impose a constraint as follows:

zT Dz ¼ 1) wT XDXT w ¼ 1 ð6:3Þ

Then, minimization problem reduces to

arg min
w

wT XLXT w

Subject to wT XDXT w ¼ 1 ð6:4Þ

The optimal transformation vector w is calculated through solving the following
eigenvalue problem:

XLXT w ¼ kXDXT w ð6:5Þ
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where L ¼ D� S and D ¼ diag
P

jS1j;
P

jS2j; . . .;
P

jSnj

� �
. The similarity matrix

S is defined as follows:

Sij ¼ exp �1
d xi � xj

�� ��2
� � if xi is among k nearest neighbors of xj

or xj is among nearest neighbors of xi;
0 otherwise

8<
: ð6:6Þ

In many applications, such as face recognition, the dimensionality of the input
data is typically larger than the number samples, i.e., n� N. The rank of XDXT is
at most n, while XDXT is a N � N matrix. The matrix XDXT is singular. LPP
employs a procedure similar to Fisherface to overcome the singularity of XDXT .
The detailed algorithm of LPP is described as follows.

Step 1: PCA projection. Project data from the original space to PCA subspace
vector with the projection matrix WPCA by keeping 98 % information. For
sake of simplicity, xi is used to denote vector in the PCA subspace in the
following steps.

Step 2: Construct the nearest neighbor graph and calculate the similarity matrix
S. Let G be a graph with n nodes and ith node corresponding to xi. An
edge is put between nodes i and j, if xi satisfies that xiis among KNN of xj,
or xjis among KNN of xi and then calculate the similarity matrix S.

Step 3: Eigenmap. Calculate the projection matrix WLPP and then calculate the
projection matrix W ¼ WPCAWLPP.

LPP is a very important approach to extract the feature vector with dimen-
sionality reduction, but it suffering from small sample size (SSS) problem, i.e.,
XDXT is singular. In order to overcome the singularity of XDXT , LPP employs
PCA to reduce the dimensionality. Firstly, the input vector is transformed to the
low-dimensional PCA-transformed vector. Secondly, the nearest neighbor graph
and the similarity matrix S are calculated with the PCA-transformed vectors with
nearest neighbor criterion. Finally, the projection matrix is obtained through
solving the eigenvalue problem.

We can analyze LPP with viewpoint. We compare other dimensionality
reduction methods, PCA and LDA, with LPP. PCA is to seek only linear projection
mapping to transform the original dimensional image space into a low-dimensional
feature space. The optimal projection WPCA of PCA is solved to maximize the
determinant of the total scatter matrix of the transformed sample, i.e.,

WPCA ¼ arg max
W

WTSTW
�� �� ð6:7Þ

where ST is the total scatter matrix of the original sample vectors, i.e.,

ST ¼
Pn

i¼1 xi � uð Þ xi � uð ÞT. Different from the efficient directions of represen-
tation as PCA, LDA aims to seek the efficient direction of discrimination.
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The optimal projection WLDA is the matrix with orthonormal columns to
maximize the ratio of the determinant of the between-class scatter matrix to the
within-class scatter matrix in the projected space, which is defined as

WLDA ¼ arg max
W

WT SBWj j
WT SWWj j ð6:8Þ

where SB ¼
P

c
j¼1Ni ui � uð Þ ui � uð ÞT , SW ¼

Pc
i¼1

PNi
j¼1 x j

i � ui

� 	
x j

i � ui

� 	T
, Ni is

the number of samples in class i, and ui is the mean vector of the class.
Both PCA and LPP are unsupervised learning methods, and LDA is supervised

learning method. One of the differences between PCA and LPP lies in the global or
local preserving property, that is, PCA seeks to preserve the global property, while
LPP preserves the local structure. The locality preserving property leads to the fact
that LPP outperforms PCA. Also as the global method, LDA utilizes the class
information to enhance its discriminant ability which causes LDA to outperform
PCA on classification. But the objective function of LPP is to minimize the local
quantity, i.e., the local scatter of the projected data. This criterion cannot be
guaranteed to yield a good projection for classification purposes. So it is reason-
able to enhance LPP on classification using the class information like LDA.

6.3 Class-Wise Locality Preserving Projection

LPP is an unsupervised feature extraction without using the class label information
to guide the training procedure. The label information can be used to guide the
procedure of constructing the nearest neighbor graph for classification in many
applications. In this section, we describe the CLPP algorithm in detail. CLPP uses
the class information to model the manifold structure. One method is projecting
two points belonging to the same class to the same point in the feature space. The
similarity matrix S is defined as

Sij ¼
1
0



if xi and xj belong to the same class;

otherwise
ð6:9Þ

With the method shown in (6.9), CLPP is apt to over-fit the training data and
sensitive to noise. We propose a novel class-wise way of constructing the nearest
neighbor graph as follows.

Sij ¼ exp �1
d xi � xj

�� ��2
� �

if xi and xj belong to the same class;

0 otherwise

(
ð6:10Þ

The Euclidean distance xi � xj

�� ��2
is in the exponent, and the parameter d is

used as a regulator. How to select the value of the parameter d is still an open
problem. We can control the overall scale or the smoothing of space through
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changing the value of the parameter d. For example, if xi and xj are not very close
and the value of d is very large, then the value of Sij in Eq. (6.10) equals to 1.
Moreover, if the value of d is enough large, then the way of constructing the
nearest neighbor graph shown in (6.9) is equivalent to the way (6.10). Say, the
definition of Sij in (6.10) is regarded as the generalization of that in (6.10).
The way (6.9) uses the class label information to guide the training procedure,
which improve the efficiency of training the model. But the method endures the
free parameter selection problem. The performance of CLPP depends on whether
the value of d is appropriately chosen. An alternative way of constructing the
nearest neighbor graph is proposed as follows:

Sij ¼
xT

i xj

xik k xjk k if xi and xj belong to the same class;

0 otherwise

(
ð6:11Þ

As shown in (6.11), the local structure and discriminative information of the
data may be used for feature extraction. We have a comprehensive analysis on the
above four ways as follows. The ways shown in (6.8), (6.9), (6.10), and (6.11) are
denoted as S0, S1, S2, and S3, respectively. Suppose G be an adjacency graph with
n nodes. S0 puts an edges between nodes i and j if xi and xj are ‘‘close.’’ In other
words, node i and node j are connected with one edge if xi is among k nearest
neighbors of xj or xj is among k nearest neighbors of xi. S0 works well on the
reconstruction, but it is not suitable to classification. For classification, the points
in the feature space hopefully have the large class separability. S0 does not use the
class label information to construct the nearest neighbor graph, so S0 is not so
suitable to classification. S1 makes two points become the same point in the
feature space if they belong to the same class, and the adjacency graph is corrupt
because the nodes have centered into one point and the edges are disconnected. It
contradicts the main idea of LPP. S2 considers the class label and local infor-
mation together to construct the graph. Instead of putting an edge between nodes i
and j if xi and xj are ‘‘close,’’ S2 puts an edge between the nodes i and j if xi and xj

belong to the same class, and it emphasizes the Euclidean distance xi � xj

�� ��2
of

two points in the exponent. However, how to choose the value of parameter d is
still an open problem. S3 measures the similarity of two points with cosine sim-
ilarity measure. CLPP takes advantage of local structure and class label infor-
mation during the procedure of constructing the nearest neighbor graph, so CLPP
expects to outperform LPP on feature extraction for classification.

6.4 Kernel Class-Wise Locality Preserving Projection

The nonlinear mapping U is used to map the input data R
N into a Hilbert space,

i.e., x 7!UðxÞ. We implement CLPP in the Hilbert space U Xð Þ ¼ U x1ð Þ;½
U x2ð Þ; . . .;U xnð Þ�. The objective function of CLPP in the Hilbert space is written
as follows:
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min
Xn

i;j

zU
i � zU

j

��� ���2
SU

ij ð6:12Þ

where SU
ij is a similarity matrix with weights characterizing the likelihood of two

points in the Hilbert space and zU
i is the one-dimensional representation of U xið Þ

with a projection vector wU, i.e., zU
i ¼ wU

� 	T
UðxiÞ. The optimal transformation

matrix wU is calculated through solving an eigenvalue problem. Any eigenvector
may be expressed by a linear combination of the observations in feature space as
follows:

wU ¼
Xn

p¼1

apU xp

� 	
¼ Qa ð6:13Þ

where Q ¼ U x1ð ÞU x2ð Þ � � � U xnð Þ½ � and a ¼ a1 a2 � � � an½ �. We formulate CLPP
with the dot product to generalize it to the nonlinear case. The dot product in the

Hilbert space is presented with a kernel function, i.e., k xi; xj

� 	
¼ U xið ÞTU xj

� 	
.

Accordingly, it is easy to generalize four ways, S0, S1, S2, S3, to the nonlinear
cases. For example, S3 is extended to the following formulation with the kernel
trick:

SU
ij ¼

kðxi;xjÞffiffiffiffiffiffiffiffiffiffi
kðxi;xiÞ
p ffiffiffiffiffiffiffiffiffiffi

kðxj;xjÞ
p if xi and xj belong to the same class;

0 otherwise

(
ð6:14Þ

Proposition 1 1
2

Pn
i;j

zU
i � zU

j

��� ���2
SU

ij ¼ aT K DU � SU
� 	

Ka, where SU is a similarity

matrix calculated with Eq. (6.13), and K is kernel matrix calculated with the

training samples, i.e., K ¼ QT Q and DU ¼ diag
P

jSU
1j;
P

jSU
2j; . . .;

P
jSU

nj

h i
:

Matrix DU provides a natural measure on the data points. The bigger the value
DU

ii (corresponding to zU
i ) is, the more ‘‘important’’ is zU

i . Therefore, we impose a

constraint ZU
� 	T

DUZU ¼ 1, i.e., aT KDUKa ¼ 1. Then, minimization problem is
transformed as

min
a

aT KLUKa

Subject to aT KDUKa ¼ 1 ð6:15Þ

where LU ¼ DU � SU. Now, let us consider QR decomposition of matrix K, i.e.,
K ¼ PKPT , where P ¼ r1; r2; . . .; rm½ �, (m� n) and K ¼ diag k1; k2; . . .; kmð Þ, and
r1; r2; . . .; rm are K’s orthonormal eigenvector corresponding to m largest nonzero
eigenvalue k1; k2; . . .; km. Let b ¼ K

1
2PTa, i.e., a ¼ PK�

1
2b, we can reconsider

Eq. (6.12) as follows:
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wU ¼ Qa ¼ QPK�
1
2b ð6:16Þ

Then, zU
i is the one-dimensional representation of U xið Þ with a projection vector

wU, i.e.,.

zU
i ¼ bT QPK�

1
2

� 	T
UðxiÞ ð6:17Þ

Consequently, zU
i ¼ bT yi, where

yi ¼ QPK�
1
2

� 	T
U xið Þ

yi ¼ QPK�
1
2

� 	T
U xið Þ

¼ r1ffiffiffiffiffi
k1
p r2ffiffiffiffiffi

k2
p � � � rmffiffiffiffiffiffi

km
p

� T

k x1; xð Þ; k x2; xð Þ; . . .; k xn; xð Þ½ �T
ð6:18Þ

where r1; r2; . . .; rm are K’s orthonormal eigenvector corresponding to m largest
nonzero eigenvalue k1; k2; . . .; km. The transformation in (6.18) is exactly KPCA
transformation. We reconsider the objective function (6.11) in the KPCA-
transformed space:

min
Xn

i;j

bT yi � bT yj

�� ��2
SU

ij ð6:19Þ

where yi be the KPCA-transformed feature vector. Then, we use the same method
of solving the minimization problem in (6.1) to solve the Eq. (6.19).
YDUYT (Y ¼ y1; y2; . . .; yn½ �) is a m� m matrix, m � n, so YDUYT is nonsingular.
The procedure of KCLPP is divided into three steps:

1. Project xi to yi with the KPCA transformation by keeping the 98 % information.
2. Construct the similarity matrix SU with kernel function.

3. Project yi to the KCLPP-transformed feature zU
i with zU

i ¼ WU
KCLPP

� 	T
yi, where

WU
KCLPP is a matrix whose column vectors are the d eigenvectors corresponding

to the first d smallest eigenvalues.

Given a training set consisting of N-dimensional data x1; x2; . . .; xnf g in R
N

from the L classes, we firstly train CLPP (or KCLPP) as follows.

Step 1. Project N-dimensional data x1; x2; . . .; xnf g to a lower-dimensional vector
y1; y2; . . .; ynf g through PCA (KPCA if KCLPP) transformation by

keeping the 98 % information.
Step 2. Construct the nearest neighbor graph with the selected method. If CLPP,

construct the nearest neighbor graph of the data y1; y2; . . .; ynf g with S1
(or S2, S3); if KCLPP, construct the similarity matrix SU with

x1; x2; . . .; xnf gwith kernel version of S1 (or S2, S3).
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Step 3. Train the projection matrix WCLPP (WU
KCLPP if KCLPP), where WCLPP

(WU
KCLPP if KCLPP) is a matrix whose column vectors are the d eigen-

vectors corresponding to the first d smallest eigenvalues.

Step 4. Extract the feature zi zU
i if KCLPP

� 	
with zi ¼ WCLPPð ÞT yi (zU

i ¼ WU
KCLPP

� 	T
yi

if KCLPP).

After feature extraction, the nearest neighbor (to the mean) classifier with the
similarity measure d is applied to classification:

d F;M0
k

� 	
¼ min

j
d F;M0

j

� �
ð6:20Þ

where M0
k , k ¼ 1; 2; . . .;L, is the mean of the training samples for class xk. The

feature vector F is classified as belonging to the class of the closet mean, M0
k , using

the similarity measure d. Another classifier, such as Fisher classifier, is also used to
classification, and we evaluate their performance in the experiments.

6.5 Kernel Self-Optimized Locality Preserving
Discriminant Analysis

In this section, firstly we improve the LPP with class labels and propose the
nonparametric similarity measure to construct the nearest neighbor graph, and
secondly, we extend the nonparametric similarity with data-dependent kernel to
propose a novel constraint optimization equation for KSLPDA, and finally, the
detail procedure of solving the constraint optimization equation for KSLPDA is
presented.

6.5.1 Outline of KSLPDA

Firstly, we extend LPP with the corresponding kernel nonparametric similarity
measure, and secondly, we use the data-dependent kernel to kernel LPP with
kernel self-optimization to present kernel self-optimization locality preserving
discriminant analysis (KSLPDA).

The main idea of kernel method is to map data into a feature space with a
nonlinear mapping where the inner products in the feature space can be computed
by a kernel function without knowing the nonlinear mapping explicitly. We apply
the nonlinear mapping to embed the nonlinear mapping U to map the input data
space R

N into the feature space F:U : RN ! F and x 7!UðxÞ. Correspondingly, a
pattern in the original input space R

N is mapped into a potentially much higher-

dimensional feature vector in the feature space F with zU ¼ wU
� 	T

UðxÞ. Based on
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LPP, kernel LPP aims to seek the data points z1; z2; . . .; znf g with the same locality
neighborhood structure as U x1ð Þ;U x2ð Þ; . . .;U xnð Þf g in the nonlinear mapping
space. Then, the objective function is

min
Xn

i;j

zU
i � zU

j

��� ���2
SU

ij ð6:21Þ

Accordingly, the transformation matrix wU is achieved through solving a
generalized eigenvalue problem to minimize the objective function. So
wU ¼

P
n
p¼1apU xp

� 	
¼ Qa, where Q ¼ U x1ð ÞU x2ð Þ � � � U xnð Þ½ � and

a ¼ a1 a2 � � � an½ �. So it is easy to obtain the kernel matrix K0 ¼ QT Q. Three

popular kernel functions are polynomial kernels k0 x; yð Þ ¼ x � yð Þd, d 2 N,

Gaussian kernels k0ðx; yÞ ¼ exp � 1=2r2ð Þ x� yk k2
� �

, r [ 0, and sigmoid kernels

k0ðx; yÞ ¼ tanh kðx � yÞ þ tð Þ; k [ 0; t\0ð Þ.
In many applications, the parameters of kernel function are chosen from dis-

crete values. But the geometrical structure of kernel is not changing with the
change in kernel parameters. The inappropriate choosing of kernel function will
influence the performance of the kernel LPP. We introduce a novel kernel, namely
the data-dependent kernel to improve the kernel LPP. Data-dependent kernel with
a general geometrical structure can obtain the different kernel structure with dif-
ferent combination parameters, and the parameters are self-optimized under the
criterions. The data-dependent kernel k x; yð Þ ¼ f ðxÞf ðyÞk0ðx; yÞ, where k0ðx; yÞ is a
basic kernel, i.e., polynomial kernel, Gaussian kernel, and so on, and f ðxÞ is a
positive real-valued function of x. In the previous work [34], researchers used

f ðxÞ ¼
P

i2SV aie
�d x�exik k2

, where exi is the ith support vector, SV denotes support
vectors, ai is a positive number representing the contribution of exi, and d is a free

parameter. We generalize Amari and Wu’s method as f ðxÞ ¼ b0 þ
PNXV

n¼1 bne x;~xnð Þ
in our previous work [33, 35], where d is the free parameter, ~xi is the expansion
vectors (XVs), NXV is the number of expansion vectors, and bn

(n = 0,1,2,…,NXVs) are the corresponding expansion coefficients. Supposed that
D ¼ diag f ðx1Þ; f ðx2Þ; . . .; f ðxnÞð Þ, the relation between the data-dependent kernel
matrix K and the basic kernel K0 is described as K ¼ DK0D and then D1n ¼ Eb
where b ¼ b0; b1; b2; . . .; bNXVs

½ �T and the matrix E ¼ 1eðxi;ex1Þ � � �½
eðxi; exNXVs

Þ�n�NXVs
. Given the basic kernel matrix K0 and the matrix E, the data-

dependent kernel matrix is

KðbÞ ¼ f K0;E; bð Þ ð6:22Þ

where f ð�Þ is determined with K ¼ DK0D and D1n ¼ Eb. The kernel structure is
changeable with changing b. Based on LPP, it is easy to achieve

1
2

Pn
i;j

zU
i � zU

j

��� ���2
SU

ij ¼ aTKðbÞ DU � SU
� 	

KðbÞa, where SU is a similarity matrix with
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samples and DU ¼ diag
P

jSU
1j;
P

jSU
2j; . . .;

P
jSU

nj

h i
. According to the definition of

C3, the data-dependent kernel nonparametric similarity measure is defined as
CS3:

Sij ¼
kðx;ixjÞffiffiffiffiffiffiffiffiffiffi

kðxi;xiÞ
p ffiffiffiffiffiffiffiffiffiffi

kðxj;xjÞ
p if xi and xj belong to the same class;

0 otherwise

(
ð6:23Þ

The class-wise similarity measures with kernels have the same functions for the
class-wise similarity measures. Matrix DU provides a natural measure on the data
points. The bigger the value DU

ii (corresponding to zU
i ) is, the more ‘‘important’’ is

zU
i . Consider the constraint ðZUÞT DUZU ¼ 1, that is, aT K bð ÞDUK bð Þa ¼ 1. Since

LU ¼ DU � SU, an optimization problem can be obtained as

min
a;b

aTK bð ÞLUK bð Þa

Subject to aT KDUKa ¼ 1 and bTb ¼ 1 ð6:24Þ

KSLPDA is to solve (6.24) to obtain the optimal a and b. b is to optimize the
data-dependent kernel structure, and a is to construct the project matrix for locality
preserving projection. So the procedure of the KSLPDA is divided into two main
steps. One is to construct the optimal kernel structure through solving the optimal
parameter b�, and the second is to seek the optimal projection matrix of a with b�.

Step 1 Solving b

Now, our goal is to seek the optimal parameter b� through solving the constraint
optimal equation. Since KSLPDA is used in classification task, the data from the
input space into the feature space have the largest discriminative ability with the
optimal kernel structure. We use the Fisher criterion and maximum margin criterion
to construct the constraint optimization equation to solve b, and the class separa-
bility of data is achieved for classification with this optimal parameter b�.

Firstly, we construct the constraint optimization equation with Fisher criterion.
The class discriminative ability of the data in empirical feature space is defined as
JFisher ¼ trðSU

B Þ
�
trðSU

WÞ, where JFisher measures the separable scalar, SU
B is between-

class scatter matrix, SU
W is the within-class matrix, and tr is the trace of matrix. Given

B ¼ diag 1
n1

Kc11; 1
n2

Kc22; . . .; 1
nL

KcLL

� 	
� 1

nKtotal and W ¼ diag k11; k22; . . .; knnð Þ
�diag 1

n1
Kc11; 1

n2
Kc22; . . .; 1

nL
KcLL

� 	
, where trðSU

B Þ ¼ 1T
n B1n and tr SU

W

� 	
¼ 1T

n W1n,
where Kcij i; j ¼ 1; 2; . . .; Lð Þ is a data-dependent kernel matrix calculated with the ith
and jth class samples and the data-dependent kernel matrix Ktotal with its elements kij

calculated with pth and qth samples. Since K ¼ DK0D, D1n ¼ Eb, B ¼ DB0D, and
W ¼ DW0D, and bTb ¼ 1, the constraint optimization equation is defined as
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max JFisherðbÞ

subject to bTb� 1 ¼ 0 ð6:25Þ

where JFisherðbÞ ¼ bT ET B0Eb
� 	

= bT ET W0Eb
� 	

, ET B0E and ET W0E are constant
matrices. Many algorithms are proposed for the solution of the above optimization
equation [36]. The iteration algorithm is shown as

oJFisherðbÞ
ob

¼ 2

J2
2

J2ET B0E � J1ET W0E
� 	

b ð6:26Þ

Let
oJFisherðbÞ

ob
¼ 0, then J1ET W0Eb ¼ J2ET B0Eb. If ET W0Eð Þ�1 exists, then

JFisherb ¼ ETW0E
� 	�1

ET B0E
� 	

b ð6:27Þ

The optimal expansion vector b is obtained through solving the eigenvalue of

ET W0Eð Þ�1
ET B0Eð Þ. But in many practical applications, ET W0Eð Þ�1

ET B0Eð Þ is
not symmetric or ET W0E is singular. The optimal solution b� is solved through the
iteration algorithm [36], then

bðnþ1Þ ¼ bðnÞ þ e
1
J2

ETB0E � JFisher

J2
ET W0E

� 
bðnÞ ð6:28Þ

e is the learning rate, then eðnÞ ¼ e0 1� n=Nð Þ, where e0 is the initial learning rate,
and n and N are the iteration number and total iteration number.

Secondly, we create the constraint optimization equation with maximum mar-

gin criterion to solve b. The average margin Jmmc ¼ 1
2n

PL
i¼1

PL
j¼1

ninjd ci; cj

� 	
between

classes ci and cj, where d ci; cj

� 	
¼ d mU

i ;m
U
j

� �
� SðciÞ � SðcjÞ denotes the margin

between any two classes, and SðciÞ denotes the measure of the scatter of class ci

and d mU
i ;m

U
j

� �
denotes the distance between the means of two classes. Supposed

that trðSU
i Þ measures the scatter of the class i, then it is easy to obtain

Dis ¼ tr 2SU
B � SU

T

� 	
. Since Y ¼ KPK�1=2 and K ¼ PKT PT in the kernel empirical

feature space, Y0 ¼ K0P0K
�1=2
0 and K0 ¼ P0K

T
0 PT

0 , it is easy to achieve

traceðSTÞ ¼ bTðXTÞT XTb, trace SBð Þ ¼ bT XT
BXBb, where XT ¼ Y0 � 1

m Y01T
m1m

� 	
E,

XB ¼ Y0MT E, M ¼ M1 �M2, M1 ¼ diag 1ffiffiffiffi
mi
p

h i
mi�mi


 �
; i ¼ 1; 2; . . .; cð Þ,

M2 ¼ diag 1
m

Pc
j

ffiffiffiffiffi
mj
p

( )
. Then, the optimization equation is

max
b

JmmcðbÞ
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subject to bTb� 1 ¼ 0 ð6:29Þ

where JmmcðbÞ ¼ trace bTð2~SB � ~ST

� 	
bÞ, ~SB ¼ XBXT

B and ~ST ¼ XT XT
T . The optimal

b� equals to the eigenvector of 2~SB � ~ST corresponding to the largest eigenvalue.

Due to PT~SBP ¼ K and PT~ST P ¼ I, where P ¼ /h�1=2w, h and / are the eigen-

value and eigenvector of ~ST , w is the feature matrix of h�1=2/T~SB/h�1=2, then P is
the eigenvector of 2~SB � ~ST corresponding to 2K� I.

Thirdly, we present four versions of e x;~xnð Þ marked by E1, E2, E3, and E4 [33],
shown as follows:

E1: e x;~xnð Þ ¼ 1
e�d x�xnk k2



x and xn come from the same class

x and xn come from the different class
, which regards

all the training samples with the class labels as the expansion vectors, and
considers the class information of samples and expects that the samples from
the same classes will centralize into one point.

E2: e x;~xnð Þ ¼ e�d x�xnk k2
, (n ¼ 1; 2; . . .;M), which expects all training samples as

the expansion vectors, and is equivalent to the traditional method. In many
practical applications, such as linear discriminant analysis, all training sam-
ples are considered as support vectors. In this case, the number of training
samples is equal to the number of expansion vectors.

E3: e x;~xnð Þ ¼ 1
e�d x��xnk k2



x and �xn come from the same class

x and �xn come from the different class
, where �xn is

the mean vector of all samples, NXV ¼ L. This method is proposed for the
computation of E1 and E2, the above two methods regard all training samples
as expansion vectors. Not so heavy computation stress incurs for the small
number of training samples, but it will bring big computation stress for the
large number of training samples. This method regards the mean vectors of all
samples as expansion vectors; this method considers the distribution of center
of all training samples, and the class labels of all training samples are
considered.

E4: e x;~xnð Þ ¼ e�d x��xnk k2
, (n ¼ 1; 2; . . .; L), which regards the mean vector of

samples as the expansion vector. This method only considers the distance
between any sample and the center of all samples without considering the
class label of each sample.

Step 2 Solving a

After the optimal b� is obtained, we seek the optimal projection a as follows:

min
a

aT K b�ð ÞLUK b�ð Þa

Subject to aT K b�ð ÞDUK b�ð Þa ¼ 1 ð6:30Þ
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Supposed that r1; r2; . . .; rm are K’s orthonormal eigenvector corresponding to
m largest nonzero eigenvalue k1; k2; . . .; km. i.e., K ¼ PKPT with QR decompo-
sition, where P ¼ r1; r2; . . .; rm½ � and K ¼ diag k1; k2; . . .; kmð Þ. Let u ¼ K

1
2PTa, i.e.,

a ¼ PK�
1
2u, Lk ¼ K

1
2PT LUPK

1
2, Dk ¼ K

1
2PT DUPK

1
2, then

Lðu; kÞ ¼ uT Lku� k uT Dku� I
� 	

ð6:31Þ

with the parameter k. The Lagrangian L must be minimized with respect to k and
u. The eigenvalue decomposition is used to solve the above optimization equation.
Let k� ¼ 1=k, then we can solve the eigenvectors of the generalized equation
problem shown as follows:

Dku ¼ k�Lku ð6:32Þ

The solution of the above constrained optimization problem is equal to the
eigenvector corresponding to the largest eigenvalue. The detailed procedure of
solving the Eq. (6.22) is presented in the previous work [24].

Step 3 Classification with Fisher classifier

After the features are extracted with KSLPDA, then the dimensionality of the
KSLPDA-based feature is reduced with Fisher discriminant analysis [4] to the c-1
of dimensionality, where c denotes the class number of samples, and finally, we
apply the nearest neighbor (to the mean) rule for classification with some simi-
larity (distance) measure.

Supposed that y is the n-dimensional feature vector extracted by KSLPDA, the
classification procedure with Fisher classifier is described as follows.

Firstly, the feature vector y is reduced into c-1-dimensional vector z for
classification with Fisher discriminant analysis. We calculate the optimal Fisher
projection matrix WF to maximize the Fisher ratio, that is,

WF ¼ arg max
W

jWT SbW j=jWT SwW jf g, where SB ¼
Pc

j¼1 Ni ui � uð Þ ui � uð ÞT ,

SW ¼
Pc

i¼1

PNi
j¼1 y j

i � ui

� 	
y j

i � ui

� 	T
, Ni is the number of samples in class i and ui

is the mean vector of the class. Then, the c-1-dimensional vector z is calculated
with z ¼ wT

Fy.
Secondly, we apply the nearest neighbor (to the mean) rule to classify the c-1-

dimensional vector z. Supposed that Ck be the mean of the training samples for
class xk, the c-1-dimensional vector z is classified into the class using the rule
C z;Ckð Þ ¼ min

j
C z;Cj

� 	
! z 2 xk based on the similarity measure C and the

Euclidean distance measure dL.
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6.6 Experiments and Discussion

6.6.1 Experimental Setting

ORL face database, developed at the Olivetti Research Laboratory, Cambridge,
UK, is composed of 400 grayscale images with 10 images for each of 40 indi-
viduals. The variations in the images are across pose, time, and facial expression.
YALE face database was constructed at the YALE Center for Computational
Vision and Control. It contains 165 grayscale images of 15 individuals. These
images are taken under different lighting conditions (left-light, center-light, and
right-light), and different facial expressions (normal, happy, sad, sleepy, surprised,
and wink), and with/without glasses. To reduce computation complexity, we resize
the original ORL face images sized 112� 92 pixels with a 256 gray scale to
48� 48 pixels. Similarly, the images from YALE databases are cropped to the size
of 100� 100 pixels.

We implement experiments with two manners. (1) A deterministic manner. The
training set and the testing set are constructed as shown in Tables 6.1 and 6.2.
Here, our goal is to have a good look at the performance of specific partition of the
database; thus, we can see how much the influence of recognition rate under the
different PIE (pose, illumination, and expression). (2) A random manner. From
ORL face database, we randomly select 5 images from each subject, 200 images in
total for training, and the rest 200 images are used to test the performance. Five
images of each person randomly selected from YALE database are used to con-
struct the training set, and the rest 5 images of each person are used to test the
performance of the algorithms.

Table 6.1 Deterministic training and test set on ORL dataset

ORL_A ORL_B ORL_C ORL_D ORL_E

Training
set

1#, 2#, 3#, 4#,
5#

10#, 1#, 2#, 3#,
4#

9#, 10#, 1#, 2#,
3#

8#, 9#, 10#, 1#,
2#

7#, 8#, 9#, 10#,
1#,

Testing set 6#, 7#, 8#, 9#,
10#

5#, 6#, 7# ,8#
,9#

4#, 5#, 6#, 7#,
8#

3#, 4#, 5#, 6#,
7#

2#, 3#, 4#, 5#,
6#

Table 6.2 Deterministic training and test set on YALE dataset

YALE_a YALE_b YALE_c YALE_d YALE_e

Training
set

1#, 2#, 3#, 4#,
5#

11#, 1#, 2#, 3#,
4#

9#, 10#, 11#,
1#, 2#,

8#, 9#, 10#,
11#, 1#

7#, 8#, 9#,
10#, 11#

Testing
set

6#, 7#, 8#, 9#,
10#, 11#

5#, 6#, 7#, 8#,
9#, 10#

3#, 4#, 5#, 6#,
7#, 8#

2#, 3#, 4#, 5#,
6#, 7#

1#, 2#, 3#, 4#,
5#, 6#

Notes 1# denotes the first image of each person, 2# denotes the second image of each person, and
other images are marked with the same ways
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6.6.2 Procedural Parameters

We choose the procedural parameters for each algorithm with the cross-validation
method. These procedural parameters are summarized as follows. (1) k and d of S0
for LPP; (2) the best value of the d of S1 for CLPP1; (3) the kernel parameters for
KCLPP and KPCA. Moreover, the dimensionality of feature vector is set to 60 on
ORL database, and the dimensionality of feature vector is set to 40 on YALE
database.

As shown in Tables 6.3 and 6.4, the parameters k ¼ 4 and d ¼ 105 are chosen
on ORL dataset, and the parameters k ¼ 1 and d ¼ 107 are chosen on YALE

Table 6.3 Recognition accuracy under different k and d for S0 on ORL face database

d ¼ 104 d ¼ 105 d ¼ 106 d ¼ 107 d ¼ 108

k ¼ 1 0.6100 0.6450 0.8300 0.7635 0.7350
k ¼ 2 0.6000 0.7950 0.8500 0.7900 0.7800
k ¼ 3 0.6650 0.8350 0.8000 0.7600 0.7500
k ¼ 4 0.6650 0.9050 0.7700 0.7500 0.7400
k ¼ 5 0.6650 0.8700 0.7500 0.6735 0.6950

Table 6.4 Recognition accuracy under different k and d for S0 on YALE face database

d ¼ 105 d ¼ 106 d ¼ 107 d ¼ 108 d ¼ 109 d ¼ 1010

k ¼ 1 0.6222 0.4589 0.8111 0.7856 0.8133 0.8000
k ¼ 2 0.6111 0.5778 0.7222 0.7111 0.7000 0.7000
k ¼ 3 0.7000 0.6111 0.6756 0.6222 0.6111 0.5778
k ¼ 4 0.7000 0.6000 0.7000 0.6778 0.6556 0.6667
k ¼ 5 0.7000 0.6333 0.6833 0.7000 0.7111 0.7111

Table 6.5 Recognition accuracy under d for S2 on ORL face database

d 104 105 106 107

Recognition rate (%) 61.20 84.40 93.60 93.80

Table 6.6 Recognition accuracy under d for S2 on YALE face database

d 106 107 108 109

Recognition rate (%) 53.36 86.22 95.11 95.33

Table 6.7 Recognition accuracy (%) under four linear methods of constructing the nearest
neighbor graph

S0 S1 S2 S3

ORL 87.00 92.00 94.50 95.00
YALE 70.58 91.33 94.44 95.11
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database. And the procedural parameter of S2 is d ¼ 107 on ORL database and
d ¼ 109 on YALE database, which are shown in Tables 6.5 and 6.6.

We compare four ways of constructing the nearest neighbor graph on the
recognition performance. As shown in Table 6.7, S3 outperforms other three ways
on recognition performance. In the next experiments, S3 is chosen to construct the
nearest neighbor graph.

Polynomial kernel kðx; yÞ ¼ ðx � yÞd ðd 2 NÞ and Gaussian kernel kðx; yÞ ¼

exp � x�yk k2

2r2

� �
ðr [ 0Þ with the best kernel parameters are chosen in the following

experiments. As shown in Table 6.8, KCLPP achieves the highest recognition
accuracy on ORL dataset where polynomial kernel with d ¼ 2, while Gaussian
kernel with r2 ¼ 1� 109, is chosen for KCLPP on YALE database.

6.6.3 Performance Evaluation of KCLPP

In this section, we evaluate the proposed algorithm on computation efficiency and
recognition accuracy. The time consumption of calculating the projection matrix is
used to evaluate the algorithms on computation efficiency [17]. We compare PCA,
KPCA, LPP, CLPP, and KCLPP on computation efficiency. The procedure of
CLPP and LPP is divided into three steps: PCA projection, constructing the nearest
neighbor graph, and eigenmap. KCLPP is implemented with three steps: KPCA
projection, constructing the nearest neighbor graph, and eigenmap. Accordingly,
we calculate the time cost of executing KCLPP with sum of time cost of above
three steps. The results on two datasets are shown in Table 6.9. Firstly, the linear
methods cost less time compared with their corresponding kernel versions owing
to the high time consumption of calculating the kernel matrix. Secondly, both LPP
and CLPP achieve the lower computation efficiency than PCA because PCA is the
one step of the procedure of LPP and CLPP. Finally, CLPP costs less time than
LPP because CLPP constructs the nearest neighbor graph under the guidance of

Table 6.8 Selection of kernel parameters on ORL dataset

Kernels Polynomial kernel Gaussian kernel

d ¼ 1 d ¼ 2 d ¼ 3 r2 ¼ 1� 107 r2 ¼ 1� 108 r2 ¼ 1� 109 r2 ¼ 1� 1010

Recognition
rate (%)

95.00 95.50 94.50 91.00 94.00 95.00 94.00

Table 6.9 Computation cost (seconds) in calculating the projection matrices

PCA KPCA LPP CLPP KCLPP

ORL 0.9409 5.7252 1.6448 1.3217 5.7897
YALE 0.8705 2.3794 1.2709 1.2133 2.4539
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class label information and need not search the whole training samples set for seek
the k nearest neighbors as LPP.

After evaluating the performance on computation efficiency, we test the rec-
ognition performance of the proposed algorithm. On the two databases with the
deterministic, we implement the following algorithms: KCLPP+nearest neighbor
(to mean) classifier, CLPP+LDA, LPP+LDA, KCLPP+LDA, PCA+LDA,
KPCA+LDA, PCA+NNC, KPCA+NNC. All above algorithms are implemented
with the best procedural parameters. As results shown in Tables 6.10 and 6.11,
CLPP performs better than LPP when the same classifier is chosen for classifica-
tion. KCLPP achieves the higher recognition accuracy than CLPP. The results show
that LPP is improved with the class label information. Kernel method improves the
classification performance of linear feature extraction methods. For example,
KPCA and KCLPP outperform PCA and CLPP, respectively. LPP, CLPP, and its
kernel version outperform PCA and its kernel version, which demonstrates the
advantage of the local structure-based feature extraction methods.

Experiments on two databases have been systematically implemented, and the
experiments reveal a number of interesting points which are summarized as fol-
lows: (1) The procedural parameters have heavy impact on performance of the
algorithm, and the algorithm achieves the different performance with the different
parameters. For example, two procedural parameters are chosen to construct the
nearest neighbor graph for LPP, while CLPP is successful to avoid the parameter
selection problem owing to the nonparametric way of constructing the nearest
neighbor graph. Thereof, CLPP hopefully achieves the consistent recognition
performance without influencing the parameter selection. (2) On the computation
efficiency, CLPP also outperforms LPP because LPP does k nearest neighbor
search, while CLPP uses the class label information to guide the procedure of
constructing the nearest neighbor graph without searching in the whole sample set.

Table 6.10 Recognition accuracy (%) on YALE dataset with a deterministic manner

PCA+LDA LPP+LDA CLPP+LDA KPCA+LDA KCLPP+NNC KCLPP+LDA

YALE_a 92.00 86.33 90.00 94.44 94.44 86.67
YALE_b 92.00 90.67 91.11 92.22 92.22 86.67
YALE_c 93.00 88.56 86.67 93.33 93.33 74.44
YALE_d 92.00 88.89 90.00 93.33 93.33 90.00
YALE_e 90.50 95.56 93.33 96.67 96.67 80.00

Table 6.11 Recognition accuracy (%) on ORL dataset with a deterministic manner

PCA+LDA LPP+LDA CLPP+LDA KPCA+LDA KCLPP+NNC KCLPP+LDA

ORL_A 92.00 95.00 96.00 93.50 95.50 96.50
ORL_B 92.00 93.50 94.00 93.50 95.50 95.50
ORL_C 93.00 95.50 97.00 94.00 97.00 98.50
ORL_D 92.00 93.50 94.50 93.50 95.50 96.00
ORL_E 90.50 91.50 92.50 91.00 92.00 96.00
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6.6.4 Performance Evaluation of KSLPDA

We randomly select 5 images from each subject from ORL face database for
training, and the rest of the images are used to test the performance. Similarly, 5
images of each person randomly selected from YALE database are used to con-
struct the training set, and the rest of the images of each person are used to test the
performance of the algorithm. Fisher classifier is applied for classification, and the
average recognition accuracy is used to evaluate kernel self-optimization. Four
methods of choosing expansion vector and two kernel self-optimization methods
are evaluated on ORL and YALE databases. As shown in Tables 6.12 and 6.13,
MMC achieves a higher recognition accuracy and computation efficiency com-
pared with FC. The computation efficiency of FC and MMC is evaluated through
comparing the time consumption of solving the expansion coefficient vector
between FC and MMC. The four methods achieve approximately the same rec-
ognition accuracy but the different computation efficiency. E3 and E4 outperform
E1 and E2 on the computation efficiency. MMC-based kernel self-optimization
method is applied to solve the expansion coefficients. The performance of kernel
self-optimization is shown in Table 6.14.

In this section, we evaluate the performance of the proposed algorithms with the
ORL, YALE, Wisconsin Diagnostic Breast Cancer (WDBC), and UCI databases.
We evaluate the computation efficiency on ORL and YALE databases and com-
pare the recognition accuracy on ORL, YALE, WDBC, and UCI databases. The
optimal procedural parameters of each algorithm were chosen through the cross-

Table 6.12 MMC versus Fisher with four methods of choosing XVs on ORL face database

E1 E2 E3 E4

Recognition accuracy MMC 0.9365 0.9340 0.9335 0.9355
FC 0.9245 0.9215 0.9210 0.9240

Time consumption (second) MMC 0.05 0.05 0.02 0.02
FC 1.50 1.48 0.20 0.19

Table 6.13 MMC versus Fisher with four methods of choosing XVs on YALE face database

E1 E2 E3 E4

Recognition accuracy MMC 0.9187 0.9227 0.9200 0.9227
FC 0.9000 0.9147 0.9079 0.9187

Time consumption (seconds) MMC 0.03 0.05 0.02 0.02
FC 0.32 0.32 0.08 0.06

Table 6.14 Kernel self-optimization performance on ORL and YALE databases

ORL YALE

Kernel self-optimization-based KDA 0.9410 0.9267
KDA without kernel optimization 0.9250 0.9040
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validation method. We evaluate class-wise LPP (CLPP) and kernel class-wise LPP
(KCLPP) proposed in the previous work [24]. CLPP and KCLPP are the repre-
sentative algorithms of supervised LPP and kernel supervised LPP, respectively.
Moreover, we also implement the traditional LPP [13] together with PCA [4] and
KDA [37]. We compare their recognition performance on the computation effi-
ciency and recognition accuracy. For the computation efficiency, we apply the
time consumption of calculating the projection matrix to evaluate the algorithms
on computation efficiency with random manner. With the random manner, 5
samples are randomly selected as the training samples from ORL database with the
rest samples as the test samples. Similarly, 5 samples are chosen as the training
dataset from YALE face database, and the rest face images are selected as the test
dataset. For the recognition accuracy, we evaluate the algorithms with the deter-
mined manner. With the determined manner, we denote the subdataset with
ORL_SD1, ORL_SD2,…, ORL_SD5 on ORL database, and YALE_SD1,
YALE_SD2,…, YALE_SD5 on YALE database with the goal of analyzing the
influence of PIE (pose, illumination, and expression) conditions on recognition
accuracy. We construct the subdataset with 5 training samples and 5 test samples
in ORL face database, and 5 training samples and 6 test samples per class are
chosen to construct the subdataset of YALE database. Firstly, we evaluate the
computation efficiency on the ORL and YALE databases with the random manner.
As shown in Table 6.15, the linear methods cost less time compared with their
corresponding kernel versions owing to the high time consumption of calculating
the kernel matrix. Both LPP and CLPP achieve the lower computation efficiency
than PCA because PCA is one step of the procedure of LPP and CLPP. CLPP costs
less time than LPP because the nearest neighbor graph in CLPP is created with the
guidance of class label information but without searching the whole training
sample set for k nearest neighbors. But the KSLPDA costs more time because of
the time cost of computing the optimal procedural parameter of the data-dependent
kernel for the high recognition accuracy. The procedure of CLPP and LPP is
divided into three steps: PCA projection, constructing the nearest neighbor graph,
and eigenmap. KCLPP is divided into kernel mapping and CLPP, and the proposed
KSLPDA is divided into kernel self-optimization and KCLPP. KSLPDA has the
highest time consumption.

Secondly, we evaluate the algorithms on the recognition accuracy with ORL
and YALE databases. We use Fisher classifier for classification and implement the
algorithms for many times, and the averaged recognition rate is considered as the
recognition accuracy. LPP, CLPP, and KCLPP [24] are implemented together with
other feature extraction methods including PCA [5] and KDA [15] for comparison.
As the results on ORL face database are shown in Table 6.16, the averaged

Table 6.15 Computation cost (seconds) in calculating the projection matrices

PCA KDA LPP CLPP KCLPP KSLPDA

ORL 0.9409 5.7252 1.6448 1.3217 5.7897 8.7567
YALE 0.8705 2.3794 1.2709 1.2133 2.4539 4.8693
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recognition rate of LPP, CLPP, and KCLPP and the proposed KSLPDA are
93.80 %, 94.80 %, 96.50 %, and 98.00 %, respectively. CLPP outperforms LPP
owing to the class labels, KCLPP performs better than CLPP owing to kernel trick,
and KSLPDA achieves the highest recognition accuracy through using kernel self-
optimization and class information. Similar results obtained on the YALE database
in Table 6.17 demonstrate that KSLPDA outperforms other algorithms on clas-
sification performance, and LPP, CLPP, KCLPP, and KSLPDA achieve the rec-
ognition accuracy of 90.00 %, 90.22 %, 93.99 %, and 94.62 %, respectively.
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Chapter 7
Kernel Semi-Supervised Learning-Based
Face Recognition

7.1 Introduction

Semi-supervised learning methods attempt to improve the performance of a
supervised or an unsupervised learning in the presence of side information. This
side information can be in the form of unlabeled samples in the supervised case or
pair-wise constraints in the unsupervised case. Most existing semi-supervised
learning approaches design a new objective function, which in turn leads to a new
algorithm rather than improving the performance of an already available learner.
Semi-supervised learning-based classifier design is feasible to solve the above
problem. Kernel learning-based semi-supervised classifier is feasible to enhance
the performance of CAD. The popular semi-supervised learning algorithms
include disagreement algorithms [1–4], LDS [5], CM [6], and other side-infor-
mation-based supervised learning algorithm [7–9], and these semi-supervised
learning algorithms are widely used in computer-aided diagnosis [10], content-
based image retrieval [11], and speech processing [12]. Semi-supervised kernel
classifier has its potential application, but kernel function and its parameter will
influence the performance. In the past research, Huang [13], Wang [14], Chen [15]
had proposed some kernel learning method-based parameter adjusting of kernel
function, and Xiong [16] introduced the data-dependent kernel and applied it to
change the kernel structure through changing the relative parameter of data-
dependent kernel. Micchelli and Pontil [17] proposed the combination of basic
kernel method for kernel function choosing.

Techniques to perform dimensionality reduction for high-dimensional data can
vary considerably from each other due to, e.g., different assumptions about the
data distribution or the availability of the data labeling. We categorize them as
follows [18]. Unsupervised DR—Principal component analysis (PCA) is the most
well-known one that finds a linear mapping by maximizing the projected vari-
ances. For nonlinear DR techniques, isometric feature mapping (Isomap) [19] and
locally linear embedding (LLE) [20] both exploit the manifold assumption to yield
the embeddings. And, to resolve the out-of-sample problem in Isomap and LLE,
locality preserving projections (LPP) [21] are proposed to uncover the data
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manifold by a linear relaxation. Supervised DR—Linear discriminant analysis
(LDA) assumes that the data of each class have a Gaussian distribution, and
derives a projection from simultaneously maximizing the between-class scatter
and minimizing the within-class scatter. Alternatively, marginal Fisher analysis
(MFA) [22] and local discriminant embedding (LDE) [23] adopt the assumption
that the data of each class spread as a submanifold and seek a discriminant
embedding over these submanifolds. Semi-supervised DR—If the observed data
are partially labeled, dimensionality reduction can be performed by carrying out
discriminant analysis over the labeled ones while preserving the intrinsic geo-
metric structures of the remaining. Such techniques are useful, say, for vision
applications where user interactions are involved, e.g., semi-supervised discrimi-
nant analysis (SDA) [24] for content-based image retrieval with relevance
feedback.

The advantage of this method is that the input data structure can be optimized
through self-adjusting the parameter of data-dependent kernel. In order to increase
the generalization ability of semi-supervised kernel classifier, it is necessary to
make the kernel to change with the different input training samples. So, it is
necessary to study the kernel self-adaptive optimization for semi-supervised kernel
learning classifier to improve the generalization ability of the classifier and to
enhance the application system.

Three classical problems in pattern recognition and machine learning, namely,
classification, clustering, and unsupervised feature selection, are extended to their
semi-supervised counterpart. Unlabeled data are available in abundance, but it is
difficult to learn the underlying structure of the data. Labeled data are scarce but
are easier to learn from. Semi-supervised learning is designed to alleviate the
problems of supervised and unsupervised learning problems and has gained sig-
nificant interest in the machine learning research community.

Semi-supervised classification

Semi-supervised classification algorithms train a classifier given both labeled and
unlabeled data. A special case of this is the well-known transductive learning [8],
where the goal is to label only the unlabeled data available during training. Semi-
supervised classification can also be viewed as an unsupervised learning problem
with only a small amount of labeled training data.

Semi-supervised clustering

Clustering is an ill-posed problem, and it is difficult to come up with a general
purpose objective function that works satisfactorily with an arbitrary dataset [4]. If
any side information is available, it must be exploited to obtain a more useful or
relevant clustering of the data. Most often, side information in the form of pairwise
constraints (‘‘a pair of objects belonging to the same cluster or different clusters’’)
is available. The pairwise constraints are of two types: must-link and cannot-link
constraints. The clustering algorithm must try to assign the same label to the pair
of points participating in a must-link constraint and assign different labels to a pair
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of points participating in a cannot-link constraint. These pairwise constraints may
be specified by a user to encode his preferred clustering. Pairwise constraints can
also be automatically inferred from the structure of the data, without a user having
to specify them. As an example, web pages that are linked to one another may be
considered as participating in a must-link constraint [9].

Semi-supervised feature selection

Feature selection can be performed for both supervised and unsupervised settings
depending on the data available. Unsupervised feature selection is difficult for the
same reasons that make clustering difficult—lack of a clear objective apart from the
model assumptions. Supervised feature selection has the same limitations as clas-
sification, i.e., scarcity of labeled data. Semi-supervised feature selection aims to
utilize pairwise constraints in order to identify a possibly superior subset of features
for the task. Many other learning tasks, apart from classification and clustering, have
their semi-supervised counterparts as well (e.g., semi-supervised ranking [10]). For
example, page ranking algorithms used by search engines can utilize existing partial
ranking information on the data to obtain a final ranking based on the query.

Although there are many algorithms on kernel learning-based semi-supervised
classification methods, there is little research on improving the classifier through
optimizing the kernel. This research is able to increase the theory research from
other viewpoint for semi-supervised classification. This research expects to extend
the research areas of kernel optimization. There are many theory researches on
supervised learning-based kernel optimization, but there is little attention on the
semi-supervised learning-based kernel optimization research. This research can
extend the research area of kernel optimization and can be used in other kernel
learning areas. This research supplies the theory support for other machine
learning. The research ideas of kernel self-adaptive learning is introduced to other
machine learning methods including nonlinear kernel discriminant analysis, sup-
port vector machine, and neural networks. Finally, this theoretical research fruits
of semi-supervised learning can be used to solve the practical system problems
including biometrics, medical image processing, and other classification systems.

Machine learning methods are divided into three kinds: supervised learning,
unsupervised learning, and semi-supervised learning. Supervised learning—Given
a set of input objects and a set of corresponding outputs (class labels) for the
object, supervised learning aims to estimate a mapping such that the output for a
test object (that was not seen during the training phase) may be predicted with high
accuracy. The algorithm must learn a function f that predicts whether the user will
be interested in a particular document that has not yet been labeled. Unsupervised
Learning. Given a set of objects, a similarity measure between pairs of objects, the
goal of unsupervised learning is to partition the set such that the objects within
each group are more similar to each other than the objects between groups. For
example, given a set of documents, the algorithm must group the documents into
categories based on their contents alone without any external labels. Unsupervised
learning is popularly known as clustering.

7.1 Introduction 161



Supervised learning expects training data that are completely labeled. On the
other extreme, unsupervised learning is applied on completely unlabeled data.
Unsupervised learning is a more difficult problem than supervised learning due to
the lack of a well-defined user-independent objective. For this reason, it is usually
considered an ill-posed problem that is exploratory in nature; that is, the user is
expected to validate the output of the unsupervised learning process. Devising a
fully automatic unsupervised learning algorithm that is applicable in a variety of
data settings is an extremely difficult problem and possibly infeasible. On the other
hand, supervised learning is a relatively easier task compared to unsupervised
learning. The ease comes with an added cost of creating a labeled training set.
Labeling a large amount of data may be difficult in practice with the following
causes. Firstly, data labeling is expensive: human experts are needed to perform
labeling. For example, experts need to be paid to label, or tools such as Amazon’s
Mechanical turk must be used. Secondly, data labeling has uncertainty about the
level of detail: the labels of objects change with the granularity at which the user
looks at the object. As an example, a picture of a person can be labeled as
‘‘person’’, or at a greater detail face, eyes, torso, etc. Thirdly, data labeling is
difficult: sometimes objects must be subdivided into coherent parts before they can
be labeled. For example, speech signals and images have to be accurately seg-
mented into syllables and objects, respectively, before labeling can be performed.
Fourthly, data labeling can be ambiguous: objects might have nonunique labeling
or the labeling themselves may be unreliable due to a disagreement among experts.
Data labeling uses limited vocabulary: typical labeling setting involves selecting a
label from a list of prespecified labels which may not completely or precisely
describe an object. As an example, labeled image collections usually come with a
prespecified vocabulary that can describe only the images that are already present
in the training and testing data.

7.2 Semi-Supervised Graph-Based Global and Local
Preserving Projection

Side-information-based semi-supervised dimensionality reduction (DR) is widely
used in many areas without considering the unlabeled samples, and however, these
samples carry some important information for DR. For that purpose of enough
usage of side-information and unlabeled samples, we present a novel DR method
called Semi-supervised Graph-based Global and Local Preserving Projection
(SGGLPP) through integrating graph construction with the specific DR process
into one unified framework; SGGLPP preserves not only the positive and negative
constraints but also the local and global structure of the data in the low-dimen-
sional space. In SGGLPP, the intrinsic and cost graphs are constructed using the
positive and negative constraints from side information and k-nearest neighbor
criterion from unlabeled samples. Experiments are implemented in two real image
databases to test the feasibility and the performance of the proposed algorithm.
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With the rapid accumulation of high-dimensional data, such as image classifi-
cation, gene microarrays, dimensionality reduction (DR) method plays a more and
more important role in practical data processing and analysis tasks. Graph-based
DR methods have been successfully used as an important methodology in machine
learning and pattern recognition fields. Recently, some semi-supervise graph-based
DR methods are investigated, but they are based on side information, which only
knows whether two samples come from the same classes or different classes but
without knowing the class label information. All these algorithms use only the
positive constraint information but ignore the unlabeled data.

In order to use the side-information and unlabeled samples, we propose a novel
dimensionality reduction method namely Semi-supervised Graph-based Global
and Local Preserving Projection (SGGLPP) for image classification. In SGGLPP,
we construct the intrinsic and cost graphs using the positive and negative con-
straints with side-information samples, and we also apply the nearest neighbor
graph with the unlabeled information samples.

We present the SGGLPP algorithm with graph-based viewpoint. Firstly, we
introduce the side-information-based positive and negative constraint graph for the
construction of the constraint equation to seek the projection matrix for dimen-
sionality reduction. Secondly, in order to use enough the unlabeled samples, we
introduce the side-information- and k-nearest neighbor-based positive and nega-
tive constraint graphs for solving the projection matrix. About the graph, the
intrinsic graph demonstrates the relation between two samples belonging to the
same classes, and the cost graph demonstrates the different classes of samples
which are denoted by the constraint or the non-k-nearest neighbor.

7.2.1 Side-Information-Based Intrinsic and Cost Graph

We consider the side information of samples for training. The intrinsic graph is
created by positive constraint, and the cost graph is constructed with the negative
constraint. As shown in Fig. 7.1, we expect to shorten the distance of data points in
intrinsic graph and lengthen the distance between the data points in the cost graph.

The mathematic expression of the intrinsic and cost graphs is shown as follows.
Supposed that P is the positive constraint and N is the negative constraint,

Positive constrain based
intrinsic graph

Negative constrain based
cost graph

Fig. 7.1 Side-information-
based intrinsic and cost
graphs
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P denotes that two samples belong to the same class, but the class labels are not
known, and N denotes that two samples belong to two different classes of samples.
From P and N, we cannot know the class labels of samples. Within-class com-
pactness of samples M is defined as

M ¼
X
ðxi;xjÞ2P

ðwT xi � wT xjÞ2

¼ 2
X

i

ðwT xiD
P
iixiwÞ � 2

X
ij
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Between–class compactness of samples is defined as
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The objective function is defined as

w� ¼ arg max
w

B

M
¼ arg max

w

wT XLPXT w

wT XLNXT w
ð7:3Þ

The above equation aims to maximize the distance between the samples
belonging to the different classes but minimize the distance within the samples
from the same classes. This equation only considers the side information but
without using the nonlabeled data.

7.2.2 Side-Information and k-Nearest Neighbor-Based
Intrinsic and Cost Graph

In order to make enough use of a large number of unlabeled samples, we regard the
samples belonging to the k-nearest neighbor as the positive constraint and the
negative constraint for the non-k-nearest neighbor as shown in Fig. 7.2. Supposed
that the samples will be closed in the low-dimensional projection space where its
samples are closed in the high-dimensional input space. The improved objective
function is defined as
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w� ¼ arg max
w

B þ aBknn

M þ bMknn

¼ arg max
w

wT XLPXT w þ awT XLP
knnXT w

wT XLNXT w þ bwT XLN
knnXT w

ð7:4Þ

where Bknn ¼ wT XLP
knnXT w, Mknn ¼ wT XLN

knnXT w. The LP
knn and LN

knn are calcu-
lated with the positive and negative graph created by the k-nearest neighbor cri-
terion. The samples belong to the k-nearest neighbors of each other. a and b are
weight parameters.

7.2.3 Algorithm Procedure

Input: The input samples set X ¼ x1; x2; . . .; xn 2 RD� n, positive constraint P and
negative constraint N.
Output: Transformation matrix W 2 RD� dðd � DÞ.

Step 1. Implement PCA to reduce the dimension of the training samples.
Step 2. Construct the positive and negative graph according to positive constraint

P and negative constraint N and k- and non-k-nearest neighbor.
Step 3. Determine the weight parameters a and b, and obtain the transformation

vector w� through solving the constraint equation created with graph.
Step 4. Calculate the linear transformation matrix W ¼ w1;w2; . . .;wd, where

w1;w2; . . .;wd are the eigenvectors corresponding to the d largest
eigenvalues.

Step 5. Reduce the input vector x to the low-dimensional vector y with y ¼ WT x.

7.2.4 Simulation Results

In order to testify the feasibility and performance of SGGLPP algorithm, we
construct the framework of experiment system. For the performance evaluation,
we classify a new sample from the test samples and use the positive constraint to
determine whether the classification result is right. We apply the image

k nearest neighbor based
intrinsic graph

Non k nearest neighbor based
cost graph

Fig. 7.2 k- and non-k-
nearest neighbor-based
intrinsic and cost graphs
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classification as the practical application, and we use the face images to test the
performance of the proposed algorithm. For the image classification task, face
image classification is a difficult task owing to the pose, illumination, and
expression changes. The practical databases, ORL and Yale databases, are used in
the real system example.

In the experiments, we randomly choose five samples from the databases as the
training samples. For semi-supervised learning, we construct the positive and
negative constraints with 3 of these 5 samples according to the labeled class
information. And the rest two samples are considered the unlabeled training
samples. In the experiments, we construct positive and negative graphs with k- and
non-k-nearest neighbor criterion. And the rest samples from the databases are
considered as the test samples. We use the positive graph to evaluate the classi-
fication performance of the compared algorithm. For the purpose of comparison,
we also implement the other semi-supervised and unsupervised learning algo-
rithms, including principal component analysis (PCA), locality preserving pro-
jection (LPP), and semi-supervised locality preserving projection (SLPP). Since
there is no labeled class information, we have not implemented the supervised
learning for the comparison in the experiments for comparison. The experiment
parameters including the weight parameter a, b, and k are determined with the
cross-validation method; moreover, other algorithms achieve their optimal pro-
cedural parameters with cross-validation method.

As shown in Tables 7.1 and 7.2, SGGLPP outperforms other algorithms for the
same training and test sets. Although the recognition rate is not high, it indicates
that it is feasible to improve the performance with unlabeled classes together with
the side information. Moreover, semi-supervised learning methods perform better
than the unsupervised learning methods; for example, SLPP outperforms LPP.

SGGLPP integrates graph construction with specific SGGLPP-based DR pro-
cess into a unified framework for image classification. The global and local
structure of data is preserved in the low-dimensional feature space. In SGGLPP,
we apply the graph-based constraint equation to seek the optimal projection matrix
for dimensionality reduction. The intrinsic and cost graphs are constructed with the
positive and negative constraints and k-nearest neighbor criterion. Experiments
show that the SGGLPP algorithm outperforms other side-information-based semi-
supervised learning such as SLPP and unsupervised learning such as PCA and
LPP, which demonstrates that it is feasible to improve the performance with
unlabeled samples using k-nearest neighbor graph. Besides the above advantage,
the parameter selection is still one problem. The proposed algorithm chooses the

Table 7.1 Performance
comparison on Yale face
database

Algorithms Recognition accuracy (%)

PCA 80
LPP 84
SLPP 86
SGGLPP 90
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experimental parameters with the cross-validation method. Then, how to choose
the procedural parameter is one important work in the future research.

7.3 Semi-Supervised Kernel Learning

The important ideas of this research on semi-supervised kernel optimized learning
are shown as follows. (1) This research is to study small dataset-based object
function of kernel optimization design methods. Compared with the supervised
kernel learning, the loosing of the class labels of the samples is the problem endured
by kernel object function design. This project is to propose the semi-supervised
kernel learning, ensuring the generalization ability of the system. The object
function is constructed to optimize the global ability by analyzing the relation
between data distribution and class labels. (2) This research is to changeless
structure-based semi-supervised kernel parameter. When the kernel function is
selected in advance for some applications, in order to achieve the class discrimi-
native ability, kernel self-adaptive optimization aims to solve the optimal kernel
parameter according to the optimal object function designed by the loosing of the
class labels information of samples. (3) This research is to changeable structure-
based semi-supervised kernel self-adaptive optimization method. Owing to the
complex data distribution and less priori knowledge in many applications, it cannot
determine the kernel function in advance fitted to the sample data distribution.
In order to make the kernel function to fit to the sample data distribution, this project
extends the data-dependent kernel function under the semi-supervised learning and
studies the optimization algorithm of seeking the parameter of data-dependent
kernel. (4) This research is to construct the semi-supervised kernel self-adaptive
optimization-based medical image recognition demo. The demo is constructed on
the basis of practical computer-aided diagnosis system; the practical medical images
are used to evaluate the system. And finally, the general application framework is
presented for the semi-supervised kernel self-adaptive optimization.

The research framework is shown in Fig. 7.3. Firstly, given the training sam-
ples, we determine the label information (class labels information, side informa-
tion). If the label information of training samples is given with the class label
information, then the Fisher criterion and maximum margin criterion are applied to
design the object function, and if the information of the training samples is given
with the side information, then the global manifold preserving criterion is applied

Table 7.2 Performance
comparison on ORL face
database

Algorithms Recognition accuracy (%)

PCA 86
LPP 88
SLPP 89
SGGLPP 92
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to design the object optimization function. Secondly, given the object optimization
function, according to the function of basic kernel, we apply the unchangeable
kernel structure with the self-adaptive optimization method 1. And if we apply the
changeable kernel structure, then we apply the data-dependent kernel and the self-
adaptive optimization method 2 to solve the optimal parameter of data-dependent
kernel to achieve the optimal kernel structure. Finally, we use the optimized kernel
function to design the semi-supervised classifier to obtain the semi-supervised
classifier.

Small labeled samples dataset-based objective function designing for kernel
optimization

We study class label information and side-information-based kernel object
function design. We apply the same structure mapping of the data, in the side
information and class label information, and introduce empirical feature space. And
we design the object function of kernel optimization in the empirical feature space.
(1) Class label-based kernel optimization function design. This project is to use the
Fisher criterion and maximum margin criterion as the design criterion for designing
the kernel optimization function. Firstly, we use EM algorithm to estimate the class
labels of unlabeled samples, and then we implement the optimization design. (2)
Side-information-based kernel optimization function design. Firstly, for the input
dataset, we construct the intrinsic graph and penalty graph and k-nearest neighbor
graph, and then design the optimization function. For the input samples and the
positive and negative constraints, where two samples come from the same class,
they belong to positive constraint. Accordingly, they belong to negative constraint
if they come from the different classes. The optimization equation is designed to
preserve the side information of positive and negative constraints. In order to take
enough use of unlabeled samples, the k-nearest neighbor and non-k-nearest
neighbor graphs are constructed for the optimization equation.

Fisher criterion-based data-dependent kernel parameter optimization

The main idea is shown in Fig. 7.4. Firstly, we use the class label information-
based data-dependent kernel, then we introduce the relations between data-
dependent kernel and basic kernel, and create the function of parameter of
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Fig. 7.3 Study frame of semi-supervised kernel self-adaptive optimization
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data-dependent kernel. Secondly, we design the object function according to the
input samples and solve the constraints with data-dependent kernel. Finally, we use
the iteration method to solve the optimal parameter according to the input sample.

Side-information-based changeable structure kernel self-adaptive
optimization method

The main idea is shown in Fig. 7.5. Firstly, given the training samples, we
determine the label information (class label information, side information). If the
label information of training samples is given with the class label information, then
the Fisher criterion and maximum margin criteria are applied to design the object
function, and if the information of the training samples is given with the side
information, then the global manifold preserving criterion is applied to design the
object optimization function. Secondly, given the objection optimization function,
according to the function of basic kernel, we apply the unchangeable kernel structure

Achieve the denotation
with Fisher scalar

Create the function with
data-dependent kernel

Extend the data-
dependent kernels with

class labels

Present the relation between
data-dependent kernel with the

basic kernel

Create the constraint
equation to solve the

optimal data-dependent
kernel

Optimize the object
function

Solve the optimal
solution with

iteration method

Solve the adaptive
parameter

Fig. 7.4 Fisher criterion-based kernel optimization procedure
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function with the input
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Optimize the
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function
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function denoted
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Solve the optimal constraint
equation with Lagrange

equation

Side information

Optimal solution

Fig. 7.5 Maximum margin
criterion-based data-
dependent kernel
optimization procedure
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with the self-adaptive optimization method 1. And if we apply the changeable kernel
structure, we apply the data-dependent kernel and the self-adaptive optimization
method 2 to solve the optimal parameter of data-dependent kernel to achieve the
optimal kernel structure. Finally, we use the optimized kernel function to design the
semi-supervised classifier to obtain the semi-supervised classifier.

Firstly, we use side information of training samples to introduce the function in
the empirical feature space, and then we use side information to data-dependent
kernel function to design the object function. Secondly, according the margin of
samples, we create the data-dependent kernel and object function, and then create
the constrain equation of data-dependent kernel. Finally, we use Lagrange method
to solve the optimization equation.

Although the proposed research will mainly make theoretic and methodological
contributions, we plan to investigate possible applications as well. One main domain
of application is biometrics including 2D/3D face recognition, fingerprint recogni-
tion, iris recognition, and other biometrics. The research algorithms are applied into
the practical 2D/3D recognition. The system framework is shown in Fig. 7.6.

7.3.1 Ksgglpp

The main idea of KSGGLPP is to map the original training samples to the feature
space F through the nonlinear mapping U and then to implement linear discrim-
inant analysis in the feature space F. Supposed N-dimensional M training sample

x1; x2; . . .; xMf g from L classes, then

U : RN ! F; x 7!UðxÞ ð7:4Þ

Image preprocessor

Kernel self-optimal
processor

Kernel based feature
extractor

Image
preprocessor

Kernel self-optimal
feature extractor

Feature extractor

KNN classifier

Training sample dataset

Preprocessed images

Optimal parameter

Parameters

Parameters

FeaturesPreprocess
ed images

Test
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Recognition
result

Features

Fig. 7.6 Framework of semi-supervised kernel self-optimization-based medical face recognition
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The dimension of feature space F is very high, in order to avoid to deal with the
mapped samples, kernel function is calculated by kðx; yÞ ¼ \UðxÞ; UðyÞ[ :
KSGGLPP is shown in U Xð Þ ¼ U x1ð Þ;U x2ð Þ; . . .;U xnð Þ½ � in the Hilbert space.
The objective function of KSGGLPP in the Hilbert space is written as follows.

wU� ¼ arg max
wU

BU

MU
¼ arg max

wU

wUT XULUPXUT wU

wUT XULUNXUT wU
ð7:5Þ

where SU
ij is a similarity matrix with weights characterizing the likelihood of two

points in the Hilbert space, and zU
i is the one-dimensional representation of U xið Þ

with the a projection vector wU, i.e.,zU
i ¼ wU

� �T
UðxiÞ. The optimal transformation

matrix wU is calculated through solving an eigenvalue problem. Any eigenvector
may be expressed by a linear combination of the observations in feature space as
follows.

wU ¼
Xn

p¼1

apU xp

� �
¼ Qa ð7:6Þ

where Q ¼ U x1ð Þ U x2ð Þ � � � U xnð Þ½ � and a ¼ a1 a2 � � � an½ �. We for-
mulate SGGLPP with the dot product to generalize it to the nonlinear case. The dot
product in the Hilbert space is presented with a kernel function, i.e.,

k xi; xj

� �
¼ U xið ÞTU xj

� �
. Matrix DU provides a natural measure on the data points.

The bigger the value DU
ii (corresponding to zU

i ) is, the more ‘‘important’’ is zU
i .

Then minimization problem in (4) is transformed as

a� ¼ argamax
aT KLUPKa
aT KLUNKa

ð7:7Þ

DUN
ii ¼

P
j

SUN
ij , and LUN ¼ DUN � SUN . Now let us consider QR decompo-

sition of matrix K, i.e., K ¼ PKPT , where P ¼ r1; r2; . . .; rm½ �, m � nð Þ, and
K ¼ diag k1; k2; . . .; kmð Þ, and r1; r2; . . .; rm are K’s orthonormal eigenvector cor-

responding to m largest nonzero eigenvalue k1; k2; . . .; km. Let b ¼ K
1
2PTa, i.e.,

a ¼ K�
1
2PTb, we can reconsider Eq. (7.6) as follows.

wU ¼ Qa ¼ QPK�
1
2b ð7:8Þ

Then zU
i is the one-dimensional representation of U xið Þ with the a projection

vector wU, i.e.,.

zU
i ¼ QPK�

1
2

� �T
U xið Þ ð7:9Þ

Consequently, zU
i ¼ bT yi, where
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yi ¼ QPK�
1
2

� �T
U xið Þ

¼ r1ffiffiffiffiffi
k1
p r2ffiffiffiffiffi

k2
p � � � rmffiffiffiffiffiffi

km
p

� 	T

k x1; xð Þ; k x2; xð Þ; . . .; k xn; xð Þ½ �T
ð7:10Þ

where r1; r2; . . .; rm are K’s orthonormal eigenvector corresponding to m largest
nonzero eigenvalue k1; k2; . . .; km. The procedure of KSGGLPP is divided into
three steps. Project xi to yi with the KPCA transformation by keeping the 98
percent information. Construct the similarity matrix SU with kernel function.

(3) Project yi to the KSGGLPP transformed feature zU
i with zU

i ¼ WU
KSGGLPP

� �T

yi
,

where WU
KSGGLPP is a matrix whose column vectors are the d eigenvectors corre-

sponding to the first d smallest eigenvalues.

7.3.2 Experimental Results

On six UCI datasets, we implement some algorithms to compare the unsupervised
learning (PCA, LPP), supervised learning (SLPP [18]), and semi-supervised
learning (SGGLPP, KSGGLPP). We use the whole unlabeled training samples and
labeled training samples. In the experiments, we choose the Gaussian kernel with
its parameters determined by the training samples. For the purpose of comparison,
we also implement the other semi-supervised and unsupervised learning algo-
rithms, including principal component analysis (PCA), locality preserving pro-
jection (LPP), and supervised locality preserving projection (SLPP) [18]. The
comparison of the results shows KSGGLPP achieves the highest recognition
accuracy than SGGLPP, SLPP, LPP, and PCA. In these algorithms, PCA and LPP
apply the whole training samples with unsupervised learning, and KSGGLPP and
SGGLPP use the whole training samples with semi-supervised learning.

As shown in Tables 7.2 and 7.3, SGGLPP outperforms other algorithm for the
same training and test sets. Although the recognition rate is not high, it indicates
that it is feasible to improve the performance with unlabeled classes together with
the side-information. Moreover, semi-supervised learning methods perform better
than the unsupervised learning methods, for example, SLPP outperforms LPP.

Table 7.3 Recognition performance of KPCA error rate (%)

Datasets Training samples/
labeled samples

PCA LPP [18] SLPP [18] SGGLPP KSGGLPP

Banana 400/120 14.5 ± 0.1 14.2 ± 0.2 14.0 ± 0.2 13.7 ± 0.2 13.4 ± 0.1
Image 1,300/180 5.6 ± 0.2 5.3 ± 0.2 4.7 ± 0.3 4.5 ± 0.3 4.3 ± 0.4
F.Solar 666/50 35.2 ± 2.1 34.2 ± 2.3 32.1 ± 2.4 29.9 ± 2.2 29.4 ± 2.3
Splice 1,000/280 9.0 ± 0.8 8.8 ± 0.7 8.7 ± 0.5 8.5 ± 0.6 8.2 ± 0.7
Thyroid 140/30 2.5 ± 1.1 2.4 ± 1.0 2.3 ± 1.0 2.2 ± 1.2 2.0 ± 1.1
Titanic 150/30 24.8 ± 0.8 24.4 ± 0.9 23.3 ± 0.4 22.3 ± 0.3 21.8 ± 0.2
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Moreover, KSGGLPP performs best among these algorithms, which denotes the
kernel method is feasible to improve the performance of SGGLPP. In the exper-
iments, kernel functions and its parameters are chosen with cross-validation
methods. Gaussian kernel and polynomial kernel are chosen as the candidate
kernel for kernel learning (Tables 7.4, 7.5).
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Chapter 8
Kernel-Learning-Based Face Recognition
for Smart Environment

8.1 Introduction

Multimedia multisensor system is used in various monitoring systems such as bus,
home, shopping mall, school, and so on. Accordingly these systems are imple-
mented in an ambient space. Multiple sensors such as audio and video are used for
identification and ensure the safety. The wrist pulse signal detector is used to
health analysis. These multisensor multimedia systems are be recording, pro-
cessing, and analyzing the sensory media streams and providing the high-level
information.

Person identification using face, palmprint, and fingerprint images is crucial in
smart environment. Extracting the features of the images is the important step for
classification. As the dimensionality reduction methods for feature extraction,
principal component analysis (PCA) and linear discriminant analysis (LDA)
methods are widely used successfully in real-world applications. In order to
overcome this weakness of LDA, the kernel trick is used to represent the com-
plicated nonlinear relationships of input data to develop kernel discriminant
analysis (KDA) algorithm. Kernel-based nonlinear feature extraction techniques
have attracted much attention in the areas of pattern recognition and machine
learning [1, 2]. Some algorithms using the kernel trick are developed in recent
years, such as kernel principal component analysis (KPCA) [3], kernel discrimi-
nant analysis (KDA) [4], and support vector machine (SVM) [5]. KDA has been
applied in many real-world applications owing to its excellent performance on
feature extraction. Researchers have developed a series of KDA algorithms [6–26].
Because the geometrical structure of the data in the kernel mapping space, which is
totally determined by the kernel function, has significant impact on the perfor-
mance of these KDA methods. The separability of the data in the feature space
could be even worse if an inappropriate kernel is used. However, choosing the
parameters for kernel just from a set of discrete values of the parameters does not
change the geometrical structures of the data in the kernel mapping space. In order
to overcome the limitation of the conventional KDA, we introduce a novel kernel
named quasiconformal kernel which were widely studied, where the geometrical
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structure of data in the feature space is changeable with the different parameters of
the quasiconformal kernel.

All these methods process the image as the vector through transforming the
image matrix into vector. This procedure causes the high dimensionality problem,
and accordingly, it also is difficult to implement PCA, LDA, and other similar
dimensionality reduction. For example, one image of 100 plus 100 pixels as
usually is low resolution image in many applications. The corresponding dimen-
sionality of vector is 10,000. That is, the correlation matrix is 10,000 plus 10,000.
It brings the high computation problem. So researchers developed the 2D PCA
which reduces the computational cost by directly using the original image
matrices. Current method endures the following problems, (1) 2D PCA is not
suitable to nonlinear feature extraction, while currently there is no 2D kernel
function to process the image matrix directly; (2) kernel learning is heavy influ-
enced by parameter selection, the current parameter adjusting using the fixed
kernel function cannot change the data structure; (3) the large size of training
samples occurs the high computation and saving space for kernel matrix. In this
work, we present a framework of multisensor multimedia data with kernel opti-
mization-based 2D principal analysis for smart environment for identification and
health analysis. The face, palmprint, and fingerprint images are used to identify the
person, and the wrist pulse signal is used to evaluate the performance on health
analysis. This framework uses 2D kernel function of processing the image matrix
without vector transforming, applies proposed kernel optimization-based 2D ker-
nel with adaptive self-adjusting parameter ability, and presents kernel optimiza-
tion-based 2D principal analysis for image feature extraction for the higher
computation efficiency and recognition performance.

Sensor-based monitoring systems use multiple sensors to identify high-level
information based on the events that take place in the monitored environment.
Identification and health care are the important tasks in the smart environment.
This book presents a framework of multisensory multimedia data analysis using
kernel optimization-based principal analysis for identification and health care in
the smart environment. The face, palmprint, and fingerprint images are used to
identify the persons, and the wrist pulse signal is to analyze the person’s health
conditions. The recognition performances evaluations are implemented on the
complex dataset of face, palmprint, fingerprint, and wrist pulse signal. The
experimental results show that the proposed algorithms perform well on identifi-
cation and health analysis.

8.2 Framework

The framework of the multimedia multisensor smart environment is shown in
Fig. 8.1. The sensors S1, S2, and Sn denote the different sensors to collect the
different multimedia data. Each data is preprocessed or processed with media
processor, and then, the features of the sensor data are extracted for event detection.
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The event detectors include the identification and health analysis. So the multi-
media multisensor decision is to determine the identification and health status of the
entrance person. Identification: In this step, the face, fingerprint, and iris images are
to identify the person with the fusion method. The face, fingerprint, and images are
extracted with kernel optimization-based 2D principal analysis. Health: Wrist pulse
signals with the vital information of health activities can reflect the pathologic
changes of a person’s body condition. The health conditions of a patient are
detected with his wrist pulses in the smart environment. This method is widely used
in traditional Chinese medicine for over thousands of years. Today modern clinical
diagnosis also applies the arterial elasticity and endothelial function for patients
with certain diseases, such as hypertension, hypercholesterolemia, and diabetes
[27]. The wrist pulse signals are used to analyze a person’s health status in that they
reflect the pathologic changes of the body condition. Different practitioners may not
give identical diagnosis results for the same patient. Developing computerized
pulse signal analysis techniques with the digitized pulse signals
[28–32] is to standardize and objectify the pulse diagnosis method. Traditional
Chinese pulse diagnosis is widely paid attentions through the wrist pulse assess-
ment. In this framework, the wrist pulse signals are analyzed with Gaussian model.

The architecture of the practical system is shown in Fig. 8.2. The practical
application system contains user interface, computation module, fusion module,
and data collection and processing module. In the user interface module, users
apply the interface including identification and health for the persons entering the
smart room. In the computation module, the kernel learning algorithm is applied
into feature extraction of multimedia multisensor data. Fusion module implements
the identification results and wrist pulse detection as the final results. The cameras
and wrist pulse sensors are used to data collecting; and the health analysis service;
face, iris, and fingerprint identification. The samples of signal, face, iris, and
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Fig. 8.1 Framework of generic event detection (identification and health) based multisensor
multimedia streams
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fingerprint images are saved in the four separate databases, and these samples are
used to identification and health analysis.

Wrist pulse recognition: The wrist pulse signal of a person contains important
information about the pathologic changes of the person’s body condition.
Extracting this information from the wrist pulse waveforms is important for
computerized pulse diagnosis [33]. This book aims to establish a systematic
approach to the computerized pulse signal diagnosis, with the focus placed on
feature extraction and pattern classification. The collected wrist pulse signals are
first denoised by the wavelet transform. To effectively and reliably extract the
features of the pulse signals, a two-term Gaussian model is then adopted to fit the
pulse signals. The reason of using this model is because each period of a typical
pulse signal is composed of a systolic wave and a diastolic wave, both of which are
bell-shaped [34].

Face recognition: Compared with the fingerprint, retina, iris, and other human
biometric recognition system, face recognition system is more directly, user
friendly, without any mental disorder, and can get some information though facial
expressions, posture analysis which other recognition system difficult to get.

Palmprint recognition: Palmprint recognition is a new branch of biometric
identification technology. Compared with other biometric technology, palmprint
recognition has some unique advantages: palmprint information is not related to
privacy issues; rich information but also has the uniqueness and stability of low
cost acquisition equipment. Face and palmprint recognition both have not infringe
on the user and acceptable levels are high. The most important is these two kinds
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of biometric recognition method can use the same acquisition device. For example,
using a low resolution of the camera can complete acquisition of face and palm-
print image. At the same time, we can use a same method for feature extraction of
face and palmprint recognition. So the features are compatible, we can analyze the
integration at all levels. This book will draw lessons from the newest achievement
of the international biometric recognition, information fusion and image pro-
cessing, information fusion problem analysis. Research on the face and palmprint
biological feature fusion based on the face recognition and palmprint recognition.

8.3 Computation

In the computation module, the two issues include feature extraction and classi-
fication. Firstly, the feature extraction uses dimensionality reduction method to
extract the features of input multimedia multisensory data. Especially, on the wrist
pulse signal, the wavelet decomposition method is to extract the features of the
input pulse signal for health analysis. The features of the face, palmprint, and
fingerprint images are extracted with 2D Gaussian-kernel-based dimensionality
reduction for the identification. Secondly, the classification method is to determine
the health/disease and identification through classifying the features.

8.3.1 Feature Extraction Module

For the large size of training sample I ¼ I1; I2; . . .; IMf g, the Nz representative

training samples I0 ¼ I01; I
0
2; . . .; I0Nz

n o
with sparse analysis, and then the optimized

2D kernel mapping K að Þ X; Yð Þ for input image matrix X and Y with the optimized
parameter b, the feature Y of the input image matrix Iinput is

y ¼ WK að Þ Iinput; I
0
j

� �
; j ¼ 1; 2; . . .;Nz; ð8:1Þ

where the projection matrix W is solved under the different criterion. The method
(8.1) is divided into two steps, one is to find the representative training samples

I0 ¼ I01; I
0
2; . . .; I0Nz

n o
with sparse analysis, and second is to seek the optimized 2D

kernel mapping K að Þ X; Yð Þ with the optimized parameter a:
Step 1. Finding the representative training samples
We use direct sparse kernel learning method using definitions of ‘‘expansion

coefficients’’ and ‘‘expansion vectors.’’ Suppose a matrix I0 ¼ I01; I
0
2; . . .; I0Nz

n o
,

composed of Nz expansion vectors, and bi j ¼ 1; 2; . . .;Nð Þ N\Mð Þ are expansion
coefficients, we modify the optimization problem to the following problem:
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max
w;e

Jðw; eÞ ¼ � 1
2

wT wþ c
2

XN

i¼1

e2
i

subject to ei ¼ wT /ðIiÞ � u/
� �

; i ¼ 1; 2; . . .;N;

w ¼
XN

i¼1

/ðIiÞbi

ð8:2Þ

where /ðIÞ ¼ /ðI1Þ;/ðI2Þ; . . .;/ðINzÞ
� �

. Now our goal is to solve the above
optimization problem, similar to the method in [35]. We can divide the above
optimization problem into two steps, one is to find the optimal expansion vectors
and expansion coefficients; second is to find the optimal projection matrix. Firstly,
we reduce the above optimization problem, and then, we can obtain

max
b;e

Jðb; eÞ ¼ � 1
2

XN

r¼1

XN

s¼1

bsbr/ Irð ÞT/ Isð Þ þ
c
2

XN

i¼1

e2
i

subject to ei ¼
XN

r¼1

br/ðIrÞT
 !

/ðIiÞ � u/
� � ð8:3Þ

where u/ ¼ 1
N

� �PN
i¼1 / xið Þ. We apply the kernel function, that is, given a random

I0, then

W ¼max
b;e
� 1

2
bTKbþ c

2

XN

i¼1

e2
i

subject to ei ¼ bT g Iið Þ
ð8:4Þ

where b ¼ b1; b2; . . .; bN½ �T , and Kij ¼ k Ii; Ij

� �
, and g Iið Þ is calculated with

g Iið Þ ¼ kðIn; IiÞ �
1
N

XN

q¼1

kðIn; IqÞ
" #T

n¼ 1;2;...;N

ð8:5Þ

The solution of the above-constrained optimization problem can often be found
by using the so-called Lagrangian method.

Step 2. Seeking the optimized 2D kernel mapping
Based on the above definition, we extend it to the matrix version and propose

the adaptive 2D Gaussian kernel as follows. Suppose that kb X; Yð Þ is so-called
matrix-norm-based Gaussian kernel (M-Gaussian kernel) as the basic kernel and
kd X; Yð Þ is a data-dependent matrix-norm-based Gaussian kernel.

It is easy to prove that k X; Yð Þ ¼ e�

PN

j¼1

PM

i¼1
ðxij�yijÞ2

� �1=2

2r2 is a kernel function.
Kernel function can be defined in various ways. In most cases, however, kernel
means a function whose value only depends on a distance between the input data,
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which may be vectors. And the following is the concept of Gram matrix and a
sufficient and necessary condition for a symmetric function to be a kernel function.

Then data-dependent matrix-norm-based Gaussian kernel is defined as follows

kd X; Yð Þ ¼ f Xð Þf Yð Þkb X; Yð Þ ð8:6Þ

where f Xð Þ is a positive real-valued function X,

f Xð Þ ¼ b0 þ
XNXV

n¼1

bne X; ~Xn

� �
ð8:7Þ

where e X; ~Xn

� �
1� n�NXMð Þ is defined as follows:

e X; ~Xn

� �
¼ exp �d

XN

j¼1

XM
i¼1

xij � ~xij

� �2

 !1=2
0
@

1
A ð8:8Þ

where ~xij(i ¼ 1; 2; . . .;M, j ¼ 1; 2; . . .;N) is the elements of matrix ~Xn

(n ¼ 1; 2; . . .;NXM), and d is a free parameter, and ~Xn, 1� n�NXM are called the
‘‘expansion matrices (XMs)’’ in this book, NXM is the number of XMs, and bi 2 R
is the ‘‘expansion coefficient’’ associated with ~Xn. The ~Xn, 1� n�NXM, for its
vector version, have different notations in the different kernel learning algorithms.
Given n samples Xq

p (Xq
p 2 R

M�N), (p ¼ 1; 2; . . .; L, q ¼ 1; 2; . . .; np) where np

denotes the number of samples in the pth class and L denote the number of the
classes. M-Gaussian kernel kb X; Yð Þ is defined as follows:

k X; Yð Þ ¼ exp �

PN
j¼1

PM
i¼1

xij � yij

� �2
� 	1=2

2r2

0
BBBB@

1
CCCCAðr [ 0Þ ð8:9Þ

where X ¼ xij

� �
i¼1;2;...;M;j¼1;2;...;N and Y ¼ yij

� �
i¼1;2;...;M;j¼1;2;...;N denote two sample

matrices.
Now our goal is to optimize the kernel function to maximize the largest class

discrimination in the feature space. We apply the maximum margin criterion to
solve the expansion coefficients. We maximize the class discrimination in the
high-dimensional feature space by maximizing the average margin between dif-
ferent classes which is widely used as maximum margin criterion for feature
extraction. As the expansion vectors and the free parameter, our goal is to find the
expansion coefficients varied with the input data to optimize the kernel. Given one
free parameter d and the expansion vectors Iif gi¼1;2;...;Nz

, we create a matrix as

E ¼
1 e X1; ~X1

� �
� � � e X1; ~XNXMs

� �
..
. ..

. . .
. ..

.

1 e XM; ~X1
� �

� � � e XM; ~XNXMs

� �
2
64

3
75 ð8:10Þ
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Let b ¼ b0; b1; b2; . . .; bNz
½ �T and K ¼ diag f ðX1Þ; f ðX2Þ; . . .; f ðXNzÞð Þ, we obtain

K1n ¼ Eb ð8:11Þ

So the problem of solving the constrained optimization function is transformed
to the problem of solving eigenvalue equation. We can obtain the optimal
expansion coefficient vector b�, that is, the eigenvector of ET ME corresponding to
the largest eigenvalue. It is easy to see that the data-dependent kernel with b� is
adaptive to the input data, which leads to the best class discrimination in feature
space for given input data.

Given the input samples, we obtain the adaptive 2D kernel, where the samples
have the largest class separability in the high kernel space. Then, we implement
KPCA with adaptive 2D kernel for image feature extraction, which is so-called
adaptive class-wise 2DKPCA for performance evaluation on the proposed scheme.

8.3.2 Classification

After feature extraction, the nearest neighbor (to the mean) classifier with the
similarity measure d is applied to classification:

d F;M0
k

� �
¼ min

j
d F;M0

j

� �
ð8:12Þ

where M0
k , k ¼ 1; 2; . . .;L, is the mean of the training samples for class xk. The

feature vector F is classified as belonging to the class of the closet mean, M0
k , using

the similarity measure d. Another classifier, such as Fisher classifier, is also used to
classification, and we evaluate their performance in the experiments.

8.4 Simulation and Analysis

8.4.1 Experimental Setting

We have the simulations to testify the proposed framework in the complex database
consisted of 50 persons. Each person has 10 samples, and each sample contains face
image, palmprint image, fingerprint image, and wrist pulse signal. The face images
come from ORL and Yale databases [36, 37], palmprint image [33], fingerprint
image, wrist pulse signal from Hong Kong Polytechnic University [34]. Some
examples are shown in Fig. 8.3. ORL face database, developed at the Olivetti
Research Laboratory, Cambridge, U.K., is composed of 400 grayscale images with
10 images for each of 40 individuals. The variations of the images are across pose,
time, and facial expression. The YALE face database was constructed at the YALE
Center for Computational Vision and Control. It contains 165 grayscale images of
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15 individuals. These images are taken under different lighting condition, and
different facial expression, and with/without glasses. To reduce computation
complexity, we resize the original ORL face images sized 112� 92 pixels with a
256 gray scale to 48� 48 pixels. Similarly, the images from YALE databases are
cropped to the size of 100� 100 pixels. The training set and test set are determined
as shown in Table 8.1.

After describing the two dataset used in our experiments, it is worthwhile to
make some remarks on the experiment setting as follows: (1) we run experiments
for 10 times, and the average rate is used to evaluate the classification perfor-
mance. (2) the experiments are implemented on a Pentium 3.0 GHz computer with
512 MB RAM and programmed in the MATLAB platform (Version 6.5). (3) the
procedural parameters, i.e., kernel parameters and the free parameter d of a
quasiconformal kernel, are chosen with cross-validation method. (4) The number
of projection vectors in each dimensionality reduction method is set to M � 1 in all
experiments.

On the experimental procedure parameters selection, first select the optimal
parameters of three Gaussian kernels and then the free parameter of the data-
dependent kernel for Gaussian kernel, and followed by adaptive 2D Gaussian
kernel. Performance evaluation: comparing the recognition performance of KPCA,
2DKPCA, adaptive Class-wise 2DKPCA. In our experiments, we implement our
algorithm in the two-face databases, ORL face database and Yale face database.
We select the following parameters for selection of Gaussian kernel and the free
parameter for 2D Gaussian kernel, r2 ¼ 1� 105, r2 ¼ 1� 106, r2 ¼ 1� 107 and
r2 ¼ 1� 108 for matrix-norm-based Gaussian kernel parameter, the free param-
eter of the data-dependent kernel, d ¼ 1� 105, d ¼ 1� 106, d ¼ 1� 107,
d ¼ 1� 108, d ¼ 1� 109, and d ¼ 1� 1010. Moreover, the dimension of the
feature vector is set to 140 for ORL face database, and 70 for Yale face base. From
the experimental results, we find that the higher recognition rate is obtained under
the following parameters, r2 ¼ 1� 108 and r2 ¼ 1� 105 for ORL face database,
and r2 ¼ 1� 108 and d ¼ 1� 107 for Yale face database. After we select the
parameters for Adaptive 2D Gaussian kernel, we select the Gaussian parameter for
Gaussian kernel and 2D Gaussian kernel. The same to the selection of parameters
of Adaptive 2D Gaussian kernel, the r2 ¼ 1� 105, r2 ¼ 1� 106, r2 ¼ 1� 107

and r2 ¼ 1� 108 are selected to test the performance. From the experiments, we
find that, on ORL face database, r2 ¼ 1� 106 is selected for Gaussian, and r2 ¼
1� 105 is selected for 2D Gaussian kernel. And r2 ¼ 1� 108 is selected for
Gaussian, and r2 ¼ 1� 105 is selected for 2D Gaussian kernel on Yale face
database. All these parameters are used in the next section.
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Fig. 8.3 Examples of input data
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8.4.2 Results on Single Sensor Data

We implement the single sensor classification including face, palmprint, finger-
print, and wrist pulse signal. The proposed method is evaluation from the view-
points of the efficiency and recognition performance. Principal component analysis
(PCA), kernel discriminant analysis (KDA), fuzzy kernel Fisher discriminant
(FKFD), locality preserving projection (LPP), class-wise locality preserving pro-
jection (CLPP), kernel class-wise locality preserving projection (KCLPP), and
proposed adaptive class-wise 2DKPCA are implemented for the comparison.

On the face image sensor data applied the recognition accuracy to evaluate the
performance of this single face image sensor. The experimental results are shown
in Table 8.2. On the palmprint and fingerprint images, we implement the same
experiments on the evaluations of the single-image sensory data. The experimental
results are shown in Tables 8.3 and 8.4.

On the pulse signal sensory data, the analysis on the pulse signal based tradi-
tional pulse diagnosis including the pulse pattern reorganization, the arterial wave
analysis [33, 34]. The pulse signal diagnosis has the three issues of data collection,
feature extraction, and pattern classification. The pulse signals are collected using
a Doppler ultrasound device and some preprocessing of the collected pulse signals
has been performed. And the features with the characteristics of the measured
pulse signals are extracted with the Doppler parameters [38, 39], Fourier transform
[40], and wavelet transform [35, 41–44]. In these experiments, we apply the
wavelet transform to feature extraction of wrist pulse signal for health evaluation.
After extracting the features, the classification performance are evaluated with the
popular classification methods including principal component analysis (PCA),
kernel discriminant analysis (KDA), fuzzy kernel Fisher discriminant (FKFD),
locality preserving projection (LPP), class-wise locality preserving projection

Table 8.1 Deterministic training and test set on YALE dataset

SD1 SD2 SD3 SD4 SD5

Training set 1, 2, 3, 4, 5 10, 1, 2, 3, 4 8, 9, 10, 1, 2 7, 8, 9, 10, 1 6, 7, 8, 9, 10
Testing set 6, 7, 8, 9, 10 5, 6, 7, 8, 9, 3, 4, 5, 6, 7 2, 3, 4, 5, 6 1, 2, 3, 4, 5

Note 1 denotes the first sample of each person, 2 denotes the second sample of each person, and
other samples are marked with the same ways

Table 8.2 Recognition performance on face images (%)

Datasets PCA KDA FKFD LPP CLPP KCLPP Proposed

SD1 84.33 94.44 95.67 86.33 90.23 94.34 95.33
SD 2 86.77 92.22 93.33 90.67 91.11 94.32 95.33
SD 3 85.33 93.33 94.22 88.56 86.67 94.53 96.67
SD4 85.67 93.33 94.33 88.89 90.00 94.33 96.71
SD 5 88.67 96.67 97.67 95.56 93.33 97.67 98.87

8.4 Simulation and Analysis 185



(CLPP), kernel class-wise locality preserving projection (KCLPP), and the pro-
posed adaptive Class-wise 2DKPCA. The experimental results are shown in
Table 8.5.

8.4.3 Results on Multisensor Data

We implement the multisensor data for identification and health analysis. The
classification performances are evaluating on the classification methods including
principal component analysis (PCA), kernel discriminant analysis (KDA), fuzzy
kernel Fisher discriminant (FKFD), locality preserving projection (LPP), class-
wise locality preserving projection (CLPP), kernel class-wise locality preserving
projection (KCLPP), and the proposed adaptive class-wise KPCA. Table 8.6
describes the results of the identification and health analysis based on different
classification methods. In these experiments, we test the algorithms on all training
samples.

Table 8.3 Recognition performance on fingerprint images (%)

Datasets PCA KDA FKFD LPP CLPP KCLPP Proposed

SD1 85.36 95.54 96.35 87.37 91.44 95.23 96.35
SD 2 87.65 93.34 94.34 91.77 92.25 95.35 96.35
SD 3 86.45 94.54 95.45 89.65 87.77 95.76 97.55
SD4 86.45 94.53 95.54 88.98 91.23 95.13 97.54
SD 5 89.34 97.45 98.13 96.45 94.35 98.12 99.21

Table 8.4 Recognition performance on palmprint images (%)

Datasets PCA KDA FKFD LPP CLPP KCLPP Proposed

SD1 83.23 93.25 94.56 85.14 89.24 93.32 94.16
SD 2 85.67 91.24 92.45 89.24 90.12 93.33 94.14
SD 3 84.33 92.45 93.15 87.25 85.36 93.23 95.37
SD4 84.23 92.45 93.13 87.65 89.24 93.12 95.24
SD 5 87.77 95.24 96.17 94.24 92.35 96.33 97.25

Table 8.5 Recognition performance on wrist pulse signal (%)

Datasets PCA KDA FKFD LPP CLPP KCLPP Proposed

SD1 85.25 91.25 92.15 87.15 88.25 92.25 93.15
SD 2 86.85 89.25 90.45 85.25 87.25 91.15 93.15
SD 3 85.50 90.25 91.15 86.15 87.25 91.05 94.25
SD4 85.75 90.25 91.25 86.45 87.25 91.15 94.55
SD 5 88.75 92.25 92.15 87.25 88.25 92.25 95.55
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Chapter 9
Kernel-Optimization-Based Face
Recognition

9.1 Introduction

Feature extraction is an important step and essential process in many data analysis
areas, such as face recognition, handwriting recognition, human facial expression
analysis, speech recognition. As the most popular method for feature extraction,
dimensionality reduction (DR) has been widely studied and many DR methods
were proposed such as linear discriminant analysis (LDA) and principal compo-
nent analysis (PCA) [1, 2]. These methods are linear dimensionality reduction and
fail to capture a nonlinear relationship of the data. Kernel method was widely used
to DR owing to its excellent performance on discovering the complicated non-
linear relationships of input data [3]. Accordingly, kernel version of linear DR
methods was developed, such as kernel principal component analysis (KPCA),
kernel discriminant analysis (KDA) [4], and its improved methods (Baudat and
Anouar [5], Liang and Shi [6], Wang [7], Chen [8] and Lu [9]). Moreover, other
kernel methods, such as kernel locality preserving projection (KLPP), have been
widely studied and used in many areas such as face recognition and radar target
recognition [10, 11], and other researchers also improved LPP with kernels in the
previous works [12, 13, 14, 4]. Kernel learning methods improve the performances
of many linear feature extraction methods owing to the self-adaptive data distri-
butions for classification. Kernel functions have a heavy influence on kernel
learning, because the geometrical structure of the data in the kernel mapping space
is totally determined by the kernel function. The discriminative ability of the data
in the feature space could be even worse with an inappropriate kernel. The method,
optimizing kernel parameters from a set of discrete values, was widely studied
[13, 15, 16], but this method did not change the geometry structure of the data for
classification. Xiong proposed a data-dependent kernel for kernel optimization for
the different [17], and Amari presented support vector machine classifier through
modifying the kernel function [1]. In our previous works [15, 18], we present data-
dependent kernel-based KDA algorithm for face recognition application.

As above discussions, kernel learning is an important research topic in the
machine learning area, and some theory and application fruits are achieved and
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widely applied in pattern recognition, data mining, computer vision, and image
and signal processing areas. The nonlinear problems are solved with kernel
function, and system performances such as recognition accuracy, prediction
accuracy are largely increased. However, kernel learning method still endures a
key problem, i.e., kernel function and its parameter selection. Kernel function and
its parameters have the direct influence on the data distribution in the nonlinear
feature space, and the inappropriate selection will influence the performance of
kernel learning. In this book, we focus on two schemes: One is kernel optimization
algorithm and procedure, and the other is the framework of kernel learning
algorithms. To verify the effectiveness of the kernel optimization scheme pro-
posed, the proposed kernel optimization method is applied into popular kernel
learning methods, including kernel principal component analysis, kernel dis-
criminant analysis, and kernel locality preserving projection.

Kernel learning has become an important research topic of machine learning
area, and it has wide applications in pattern recognition, computer vision, and
image and signal processing. Kernel learning provides a promising solution to the
nonlinear problems including nonlinear feature extraction, classification, and
clustering. However, kernel-based system still endures the problem of how to
select the kernel function and its parameters. Previous researches presented the
method of choosing the parameters from a discrete value set, and this method did
not change the structure of data distribution in kernel-based mapping space.
Accordingly, the performance did not increase owing to the unchangeable data
distribution. Based on this motivation, we present a uniform framework of kernel
self-optimization with the ability of adjusting data structure. In this framework,
firstly data-dependent kernel is extended for the higher ability of kernel structure
adjusting, and secondly, two criterions of measuring the data discrimination are
used to solve the optimal parameter. Some evaluations are implemented to testify
the performance on popular kernel learning methods including kernel principal
component analysis (KPCA), kernel discriminant analysis (KDA), and kernel
locality preserving projection (KLPP). These evaluations show that the framework
of kernel self-optimization is feasible to enhance kernel-based learning methods.

9.2 Data-Dependent Kernel Self-optimization

9.2.1 Motivation and Framework

Kernel matrix computing is the key step of kernel-based learning for the classi-
fication, clustering, and other statistical pattern analysis. This procedure causes
two problems: computation burden and kernel selection. In this book, we aim to
present a framework of kernel optimization to improve the kernel learning per-
formance. Instead of only choosing the parameters for kernel from a set of discrete
values of the parameters, we apply data-dependent kernel to kernel optimization
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because the geometrical structures of the data in the kernel mapping space are
adaptively changeable through adjusting the parameter of data-dependent kernel.
This contribution of this book is to present a uniform framework of kernel opti-
mization to solve the kernel selection problem widely endured by kernel-based
learning method in the practical applications. Although some improved kernel
learning methods based on adaptive kernel selection have been proposed in
author’s previous work, a general framework of kernel optimization has not been
proposed in the previous work. So, different from author’s previous work [18], this
book presents a uniform framework of kernel optimization for kernel-based
learning. The framework of kernel optimization is applied into three kinds of
kernel-based learning methods to demonstrate the feasibility of kernel optimiza-
tion. Figure 9.1 shows the framework of kernel optimization with its application.
The framework includes kernel optimizing, training and testing for kernel-based
feature extraction, and recognition.

Constructing objective function 
of kernel optimization

Solving optimized data-
dependent kernel parameter

Constructing optimized 
kernel

Learning kernel-based 
feature extractor/recognizer

Optimized  kernel-based 
feature extractor/recognizer

Objective function

Optimized parameters

Optimized kernel

Optimized kernel-based 
feature extractor/recognizer

Training samples

Test samples

Kernel optimizing

Results

Basic kernel and parameters

Training

Testing

Fig. 9.1 Framework of kernel optimization and its application
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9.2.2 Extended Data-Dependent Kernel

The recognition accuracy is improved with the extended data-dependent kernel
with the adaptive parameter through constructing the constraint optimization
equation. Data-dependent kernel is defined as [15]

k x; yð Þ ¼ f xð Þf yð Þk0 x; yð Þ; ð9:1Þ

where k0 x; yð Þ is the basic kernel, for example, polynomial kernel and Gaussian
kernel. f xð Þ is the positive value of x as follows:

f xð Þ ¼ a0 þ
XNEV

n¼1

ane x; znð Þ; ð9:2Þ

where zn is the nth expansion vector (EV), NEV is the number of support vectors,
and an represents the contribution of zn, e x; znð Þ represents the similarity between
zn and x. We propose four versions of defining e x; znð Þ marked with M1, M2, M3,
and M4, respectively, for different applications as follows:

M1, e x; znð Þ ¼ 1 x; zn : same class
e�d x�znk k2

x; zn : different class

�
, regards all the class-

labeled training samples as the expansion vectors and centralizes the same class of
samples into one point in the feature space.

M2, e x; znð Þ ¼ e�d x�znk k2
, considers all training samples as the expansion

vectors as in the traditional method. The number of training samples is equal to the
number of expansion vectors.

M3, e x; znð Þ ¼ 1 x; zn : same class
e�d x�znk k2

x; zn : different class

�
, considers the mean vectors

of all samples as expansion vectors, where zn is the mean vector of all samples.
The small number of expansion vectors decreases the computation stress.

M4, e x; znð Þ ¼ e�d x�znk k2

, regards the mean vector of samples as the expansion
vector. This method only considers the distance between any sample and the center
of all samples without considering the class label of each sample.

According to the extended definition of data-dependent kernel function, sup-
pose the free parameter d and expansion vector zn, n ¼ 1; 2; . . .; NEV , the
geometry structure of the data is changed through adjusting the expansion coef-
ficient an. So, we construct the constraint optimization equation of maximizing
discrimination to find the optimal expansion coefficients.

9.2.3 Kernel Optimization

We present two kernel optimization methods based on Fisher criterion and max-
imum margin criterion. Under the different expansion coefficient vector an, the
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geometry structure of data in the empirical space causes the discriminative ability

of samples. Let A ¼ a1; a2; . . .; an½ �T , where AT A ¼ 1, then we obtain the fol-
lowing optimization equation:

max Q Að Þ;

s:t: AT A� 1 ¼ 0: ð9:3Þ

The definition of Q Að Þ-based Fisher criterion and maximum margin criterion is
shown as follows:

Q Að Þ ¼
AT ET B0EA
AT ET W0EA ; FC

AT 2SB � STð ÞA; MMC
;

(
ð9:4Þ

where FC represents Fisher criterion and MMC represents maximum margin cri-

terion.E ¼
1 e x1; z1ð Þ . . . e x1; znð Þ
..
. ..

. . .
. ..

.

1 e xn; z1ð Þ . . . e xn; znð Þ

2
64

3
75 is the matrix of using e x; znð Þ with

different methods, M1, M2, M3, and M4 for different applications. In the following
experiments, we evaluate M1, M2, M3, and M4 methods of defining e x; znð Þ in the
different databases. For c classes of training sample sets, the matrix, Kii,
i ¼ 1; 2; . . .; c, denotes the kernel matrix of the cth class of ni training samples,
and K is the kernel matrix of all n training samples. Kii, i ¼ 1; 2; . . .; c, is the
element of the kernel matrix. Then, the matrices B0 and W0 in (9.4) are computed
with

B0 ¼

1
n1

K11
1
n2

K22

. .
.

1
nc

Kcc

2
66664

3
77775�

1
n

K; ð9:5Þ

and

W0 ¼

k11

k22

. .
.

knn

2
6664

3
7775�

1
n1

K11
1
n2

K22

. .
.

1
nc

Kcc

2
66664

3
77775; ð9:6Þ

ST is the total scatter matrix, ST ¼ Y � 1
n Y1T

n 1n

� �
Y � 1

n Y1T
n 1n

� �T
, where

Y ¼ KPK�
1
2. SB is the between-class scatter matrix, and u1; u2; . . .; uc are the

mean vectors of each classes, and 1c ¼ 1; 1; . . .; 1½ �1�c. Then,

SB ¼
ffiffiffiffiffi
n1
p

u1 � uð Þ; . . .;
ffiffiffiffiffi
nc
p

uc � uð Þ
� � ffiffiffiffiffi

n1
p

u1 � uð Þ; . . .;
ffiffiffiffiffi
nc
p

uc � uð Þ
� �T

.
The solution of Eq. (9.4) is shown in Appendix.
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The initialized learning rate e0 and the total iteration number N are chosen in
advance. The initial learning rate e0 influences the convergence speed of the
algorithm, and the total iteration number N determines the time of solution. Only
when the parameters e0 and N are chosen appropriately, then the optimal expansion
coefficient vector is solved. So the solution of expansion coefficient is not unique,
which is determined by the selection of learning parameter. The iteration algorithm
costs much time. Fisher-criterion-based kernel optimization method solves the
optimal solution with the iteration method, while maximum margin criterion
method uses the eigenvalue equation. Fisher criterion method costs much more
time than maximum margin criterion method. Moreover, Fisher criterion method
needs to choose the procedural parameters.

The geometry structure of sample data in the nonlinear projection space is
different with the different kernel function. Accordingly, data in the nonlinear
projection space have the different class discriminative ability. So the kernel
function should be dependent on the input data, which is the main idea of data-
dependent kernel which was proposed in [19]. The parameter of the data-depen-
dent kernel is changed according to the input data so that the optimal geometry
structure of data in the feature space is achieved for the classification. In this book,
we extend the definition of the data-dependent kernel as the objective function for
creating the constrained optimization equation to solve the solution.

k x; yð Þ ¼ f xð Þf yð Þk0 x; yð Þ ð9:7Þ

where k0(x,y) is the basic kernel function, such as polynomial kernel and Gaussian
kernel. The function f(x) is defined as [19]

f xð Þ ¼
X

i2SV
aie
�d x�~xik k2

ð9:8Þ

where ~xi is the support vector, SV is the set of support vector, ai denotes the
positive value which represents the distribution of ~xi, d is the free parameter. We
extend the definition of data-dependent kernel through defining the function
f(x) with the different ways as follows.

f xð Þ ¼ b0 þ
XNXV

n¼1

bne x; ~xnð Þ ð9:9Þ

where d is the free parameters, ~xi is the expansion vectors (xvs), NXV is the number
of expansion vectors, and bn (n = 0, 1, 2,…, NXV) is the according expansion
coefficients. Xiong [20] selected randomly the one-third of total number of sam-
ples as the expansion vectors. This book proposed four methods of defining
e x; ~xnð Þ as follows:

m1:

e x; ~xnð Þ ¼ e x; xnð Þ

¼ 1 x and xn with the same class label information
e�d x�xnk k2

x and xn with the different class label information

�
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This method regards the all labeled samples as the expansion vector. This
method is applicable to supervised learning method. This method must consider
the class label of samples and causes the samples from the same class labels
centralize into one point in the feature space. Currently, many pattern recognition
methods are supervised learning methods, such as linear discriminant analysis,
support vector machine.

m2:

e x; ~xnð Þ ¼ e x; xnð Þ ¼ e�d x�xnk k2

; n ¼ 1; 2; . . .; Mð Þ

All training samples are considered as the expansion vectors. The total number
of expansion vectors is equal to the total number of all training samples, i.e.,
M ¼ XVs.

m3:

e x; ~xnð Þ ¼ e x; xnð Þ

¼ 1 The class label information of x and �x is same;
e�d x��xnk k2

The class label information of x and �x is different;

�

where NXV ¼ L; �xn is the class mean of the nth class of samples. This method is to
solve the computation problem faced by methods m1 and m2.

m4:

e x; ~xnð Þ ¼ e x; �xnð Þ ¼ e�d x��xnk k2

; n ¼ 1; 2; . . .; Lð Þ

This method considers the class mean as the expansion vector. This method
considers the distance between any samples with the mean of sample but rarely
considers the class label.

According to the extended definition of data-dependent kernel function, sup-
pose the free parameter d and expansion vector ~xn n ¼ 0; 1; 2; . . .; NXVð Þ, the
geometry structure of the data in the nonlinear mapping projection space is
changeable with the changing of the expansion coefficient
an n ¼ 0; 1; 2; . . .; NXVsð Þ. So we can adjust the geometry structure of data in the
nonlinear mapping space through changing the expansion coefficient.

In order to optimize the kernel function through finding the optimal expansion
coefficient, consider the computation problem, we optimize the kernel function in
the empirical feature space [20].

Suppose that xif gn
i¼1 be d-dimensional training samples. X is the n� d matrix

with its column xT
i ; i ¼ 1; 2; . . .; n, K is n� n kernel matrix K ¼ Kij

� �
n�n. The

element of matrix kij is

kij ¼ U xið Þ � U xj

� �
¼ k xi; xj

� �
ð9:10Þ

where K is positive definite symmetrical matrix. So the matrix is decomposed into

Kn�n ¼ Pn�r ^r�r PT
r�n ð9:11Þ
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where ^ is the diagonal matrix consisted of r positive eigenvalue of kernel matrix.
P is the matrix consisted of eigenvectors corresponding to the eigenvalue. Then,
the mapping from the input space to r dimensional space is defined as

Ue
r : v! Rr

x! ^�1=2PT k x; x1ð Þ; k x; x2ð Þ; . . .; k x; xnð Þð ÞT ð9:12Þ

This mapping is called empirical kernel map. Accordingly, the mapping space
Ue

r vð Þ � Rr is called empirical feature space.

1. Fisher-criterion-based kernel optimization

Fisher criterion is used to measure the class discriminative ability of the
samples in the empirical feature space [20]. The discriminative ability of samples
in the empirical feature space is defined as

JFisher ¼
tr SU

B

� �
tr SU

Wð Þ ð9:13Þ

where JFisher measure the linear discriminative ability, SU
B is the between-class

scatter matrix, SU
W is interclass scatter matrix, and tr denotes the trace. Let K is the

kernel matrix with its element kij i; j ¼ 1; 2; . . .; nð Þ is calculated with xi and xj.
The matrix Kpq; p; q ¼ 1; 2; . . .; L is the np � nq matrix with p and q classes.
Then, in the empirical feature space, we can obtain tr SU

B

� �
¼ 1T

n B1n and

tr SU
W

� �
¼ 1T

n W1n, where B ¼ diag 1
n1

K11;
1
n2

K22; . . .; 1
nL

KLL

� 	
� 1

n K. The class

discriminative ability is defined as

JFisher ¼
1T

n B1n

1T
n W1n

ð9:14Þ

According to the definition of the data-dependent kernel, let D ¼
diag f x1ð Þ; f x2ð Þ; . . .; f xnð Þð Þ the relation between the data-dependent kernel
matrix K and the basic kernel matrix K0 calculated with basic kernel function
K0 x; yð Þ is defined as

K ¼ DK0D ð9:15Þ

Accordingly, B ¼ DB0D and W ¼ DW0D. Then,

JFisher ¼
1T

n DB0 D1n

1T
n DW0 D1n

ð9:16Þ

where 1n is n-dimensional unit vector, according to the definition of data-depen-
dent kernel, then

D1n ¼ Ea ð9:17Þ
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where, a ¼ a0; a1; a2; . . .; aNXVs
½ �T , the matrix E is

E ¼
1 e x1; ~x1ð Þ . . . e x1; ~xNXVs

ð Þ
..
. ..

. . .
. ..

.

1 e xn; ~x1ð Þ . . . e xn; ~xNXVs
ð Þ

2
64

3
75

Then,

JFisher ¼
aT ET B0Ea
aT ET W0Ea

ð9:18Þ

where ET B0E and ET W0E are constant matrix and JFisher is a function with its
variable a. Under the different expansion coefficient vector a, the geometry
structure of data in the empirical space causes the discriminative ability of sam-
ples. Our goal is to find the optimal a to maximize JFisher. Suppose that a is a unit
vector, i.e., aTa ¼ 1. ,the constrained equation is created to solve the optimal a as
follows:

max JFisher að Þ

subject to aTa� 1 ¼ 0 ð9:19Þ

There are many methods of solving the above optimization equation. The
following method is a classic method. Let J1 að Þ ¼ aT ET B0Ea and
J2 að Þ ¼ aT ET W0Ea, then

oJ1 að Þ
a
¼ 2ET B0Ea ð9:20Þ

oJ2 að Þ
a
¼ 2ET W0Ea ð9:21Þ

then

oJFisher að Þ
oa

¼ 2

J2
2

J2ET B0E � J1ET W0E
� �

a ð9:22Þ

In order to maximize JFisher, let oJFisher að Þ=oa ¼ 0, then

J1ET W0Ea ¼ J2ET B0Ea ð9:23Þ

If ET W0Eð Þ�1 exists, then

JFishera ¼ ETW0E
� ��1

ET B0E
� �

a ð9:24Þ

JFisher is equal to the eigenvalue of ET W0Eð Þ�1 ET B0Eð Þ, and the corresponding
eigenvector is equal to expansion coefficients vector a. In many applications, the
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matrix ET W0Eð Þ�1
ETB0Eð Þ is not symmetrical or ET WE is singular. So the iter-

ation method is used to solve the optimal a, that is,

a nþ1ð Þ ¼ a nð Þ þ e
1
J2

ET B0E � JFisher

J2
ET W0E


 �
a nð Þ ð9:25Þ

e is the learning rate as follows. The definition of learning rate is

e nð Þ ¼ e0 1� n

N

� 	
ð9:26Þ

where e0 is the initialized learning rate, n and N are the current iteration number
and the total iteration number in advance, respectively.

The initialized learning rate e0 and the total iteration number N are set in
advance for the solution of the expansion coefficient. The initial learning rate e0

influences the convergence speed of the algorithm, and the total iteration number
N determines the time of solution. Only when the parameters e0 and N are chosen
appropriately, we choose the optimal expansion coefficient vector. So the solution
of expansion coefficient is not unique, which is determined by the selection of
learning parameter. The iteration algorithm costs much time. So we select the
maximum margin criterion as the objective function to solve the optimal expan-
sion coefficients.

2. Maximum margin criterion (MMC)-based kernel optimization

Kernel optimization is also implemented in the empirical feature space.
Compared with Fisher-criterion-based kernel optimization, maximum-margin-
criterion-based kernel optimization uses MMC to create the constrained optimi-
zation equation to solve the optimal expansion coefficient vector. MMC is used for
feature extraction [1], and the main idea is to maximize the margin of the different
class of samples. The average margin the class ci and class cj is obtained as
follows:

Dis ¼ 1
2n

XL

i¼1

XL

j¼1

ninjd ci; cj

� �
ð9:27Þ

where d ci; cj

� �
¼ d mU

i ; mU
j

� 	
� S cið Þ � S cj

� �
denotes the margin between class

i and class j, d mU
i ; mU

j

� 	
denotes the distance between the centers of two classes

of samples, and S cið Þ denotes the scatter matrix ci i ¼ 1; 2; . . .; Lð Þ which is
defined as follows:

S cið Þ ¼ tr SU
i

� �
ð9:28Þ

where tr SU
i

� �
¼ 1

ni

Pni

p¼1
U xp

ið Þ � mU
i

� �T
U xp

ið Þ � mU
i

� �
,SU

i is the scatter matrix of ith
class.
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Suppose that tr SU
B

� �
and tr SU

W

� �
are the trace of the between-class and interclass

scatter matrix, then Dis ¼ tr SU
B

� �
� tr SU

W

� �
�

It is easy to obtain

Dis ¼ tr 2SU
B � SU

T

� �
ð9:29Þ

In the empirical feature space, the sample set Y ¼ KP^�1=2, where K is the
data-dependent kernel. P and ^ satisfies

K ¼ P ^T PT ð9:30Þ

Rewrite ST as

ST ¼ Y � 1
m

Y1T
m1m


 �
Y � 1

m
Y1T

m1m


 �T

ð9:31Þ

where 1m ¼ 1; 1; . . .; 1½ �1�m, then

trace STð Þ ¼ 1m Y � 1
m

Y1T
m1m


 �T

Y � 1
m

Y1T
m1m


 �
1T

m ð9:32Þ

Since D1n ¼ Ea, then

trace STð Þ ¼ 1mD Y0 �
1
m

Y01T
m1m


 �T

Y0 �
1
m

Y01T
m1m


 �
D1T

m

¼ Eað ÞT Y0 �
1
m

Y01T
m1m


 �T

Y0 �
1
m

Y01T
m1m


 �
Ea

¼ aT Y0 �
1
m

Y01T
m1m


 �
E


 �T

Y0 �
1
m

Y01T
m1m


 �
E


 �
a ð9:33Þ

Let XT ¼ Y0 � 1
m Y01T

m1m

� �
E, then

trace STð Þ ¼ aT XTð ÞT XTa ð9:34Þ

where Y0 ¼ K0P0^�1=2
0 , K0 ¼ P0 ^T

0 PT
0 and K0 is the basic kernel matrix. Simi-

larly, it easy to obtain

SB ¼
ffiffiffiffiffiffi
m1
p

u1 � uð Þ; . . .;
ffiffiffiffiffiffi
mc
p

uc � uð Þð Þ ffiffiffiffiffiffi
m1
p

u1 � uð Þ; . . .;
ffiffiffiffiffiffi
mc
p

uc � uð Þð ÞT ð9:35Þ

where 1c ¼ 1; 1; . . .; 1½ �1�c. Then, trace SBð Þ is defined as

trace SBð Þ ¼ 1mMYT YMT 1T
m ¼ 1m YMT

� �T
YMT
� �

1T
m ð9:36Þ

Let M ¼ M1 �M2 and
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M1 ¼

1ffiffiffiffi
m1
p
h i

m1�m2

0m1�m2 . . . 0m1�mc

0m2�m1
1ffiffiffiffi
m2
p
h i

m2�m2

. . . 0m2�mc

..

. ..
. . .

. ..
.

0mc�m1 0mc�m2 . . . 1ffiffiffiffi
mc
p
h i

mc�mc

2
666666664

3
777777775

and

M2 ¼

Pc

j

ffiffiffiffi
mj
p

m 0 . . . 0

0

Pc

j

ffiffiffiffi
mj
p

m

..

. ..
. . .

. ..
.

0 0 . . .

Pc

j

ffiffiffiffi
mj
p

m

2
6666666666664

3
7777777777775

:

So

trace SBð Þ ¼ Eað ÞT Y0MT
� �T

Y0MT
� �

Eað Þ
¼ Eað ÞT Y0MT

� �T
Y0MT
� �

Eað Þ

¼ aT Y0MT E
� �T

Y0MT E
� �

a

ð9:37Þ

Let XB ¼ Y0MT E, then

trace SBð Þ ¼ aT XT
BXBa ð9:38Þ

Let ~SB ¼ XBXT
B and ~ST ¼ XT XT

T , then

gDis að Þ ¼ trace aT 2~SB � ~ST

� �
a

� �
ð9:39Þ

Optimizing the kernel with maximum margin criterion aims to maximize the
margin of samples in the empirical feature space, that is, to find the optimal a to

maximize gDis að Þ. As same as the Fisher criterion method, let aTa ¼ 1, the opti-
mization is defined as

max aT 2~SB � ~ST

� �
a

subject to aTa� 1 ¼ 0 ð9:40Þ

It is easy to know that the optimal expansion coefficient vector a� is equal to the
eigenvector of 2~SB � ~ST corresponding to the maximal eigenvalue. We use the
similar method in [1] to solve the eigenvector and eigenvalue of matrix 2~SB � ~ST

as follows:
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PT~SBP ¼ ^ ð9:41Þ

PT~ST P ¼ I ð9:42Þ

where P ¼ /h�1=2w, h, and / are the eigenvalue and eigenvector of ~ST , respec-

tively. w is the eigenvalue matrix of h�1=2/T~SB/h�1=2. So the column vector of P

is the eigenvalue matrix of 2~SB � ~ST corresponding to the eigenvalue 2 ^ �I.
We apply SVD method to calculate the eigenvalue matrix .
The differences between two kernel optimization methods are shown as fol-

lows. Solution method: Fisher criterion method use iteration method to solve the
solution, while maximum margin criterion method is used to find the optimal
solution with the eigenvalue equation. Computation method: FC method costs
much more time than MMC method. Moreover, FC method needs to choose the
relative parameters in advance, while MMC method needs not to choose the
parameters in advance.

9.3 Simulations and Discussion

9.3.1 Experimental Setting and Databases

In this section, we evaluate kernel optimization methods on simulated data, UCI
database, ORL database, and Yale database. The general scheme of experiments is
shown in Figure 9.2. We evaluate the popular kernel learning methods including
sparse KPCA [21], KDA, and KCLPP [10] under kernel optimization. Firstly, on
simulated data, we evaluate the data distribution in discriminant with kernel-
optimized learning on Fisher and maximum margin criterions. From this set of
experiments, the results are shown directly. Secondly, we implement the kernel-
optimized learning method on UCI database compared with sparse KPCA method.
Finally, we compare KDA and KCLPP with its kernel optimization methods on
ORL and Yale databases. The experiments are implemented on a Pentium 3.0 GHz
computer with 512-MB RAM and programmed in MATLAB, and the procedural
parameters are chosen with cross-validation method.

1. Simulated Gaussian dataset

On the simulated Gaussian dataset, we use two classes of samples for the
performance evaluation of kernel optimization. Figure 9.3 describes the 2D data
distribution of two classes, and the two classes include 150 and 170 samples under
the different parameter of Gaussain function.

2. UCI dataset

On 6 UCI datasets, we evaluate the kernel optimization under KPCA. In the
experiments, we randomly choose 20 % of the total number as the training
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samples in image and splice datasets, and the rest other samples are regarded as the
test samples. Moreover, on other 4 datasets, 100 samples are chosen randomly as
the training samples, and the rest samples of each dataset are considered as the test
training samples.

3. Yale database

The Yale face database [22] was constructed at the Yale Center for Compu-
tational Vision and Control. It contains 165 grayscale images of 15 individuals in
this database. These images are taken under different lighting conditions (left-light,
center-light, right-light) and different facial expressions (normal, happy, sad,
sleepy, surprised, and wink) and with/without glasses. Some example face images
were cropped to the size of 100� 100 pixels.

Data preprocessor

Kernel self-optimal 
processor

Kernel based feature 
extractor

Data  
preprocessor

Kernel self-optimal 
feature extractor

Feature extractor 

Classifier

Training sample dataset

Preprocessed data

Optimal parameter

Parameters

Parameters

FeaturesPreprocessed 
data

Test 
sample

Recognition 
result

Features

Fig. 9.2 Framework of kernel self-optimization learning

Fig. 9.3 Two classes of two-
dimensional data samples
with Gaussian distribution
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4. ORL database

The ORL face database [6], developed at the Olivetti Research Laboratory,
Cambridge, UK, is composed of 400 grayscale images, and each of 40 individuals
has 10 images. The variations in the images are across pose, time, and facial
expression. The image is resized to 48� 48 pixels in this experiment.

5. MIAS database

On MIAS database, we evaluate the medical classification performance on
MATLAB platform on the simulation condition. The set of experiments are
implemented in a digital mammography database, Mini-MIAS database [23],
developed by the Mammography Image Analysis Society. The 1024 9 1024
pixels of image were achieved through digitizing X-ray films with a Joyce-Loebl
scanning microdensitometer to a resolution of 50� 50 lm. The experiment
framework includes the two key steps of preprocessing and classification. The
preprocessing step removes the artifacts and pectoral muscle, and the classification
step classifies the test image into three types of fatty, glandular, and dense. The
experimental sample database includes 12 fatty images, 14 glandular tissue ima-
ges, and 16 dense tissue images. The recognition accuracy is evaluated with cross-
validation method.

9.3.2 Performance Evaluation on Two Criterions and Four
Definitions of e x; znð Þ

In this section, we evaluate two criterions, Fisher criterion and maximum margin
criterion, and then, we test the feasibility of four methods of defining e x; znð Þ, M1,
M2, M3, and M4. The experiments are implemented on simulated dataset and two

face databases. Gaussian kernel k x; yð Þ ¼ e�0:001 x�yk k2

and polynomial kernel

k x; yð Þ ¼ xT yð Þ2are considered as the basic kernel.
On two criterions of solving the expansion coefficients, as shown in Fig. 9.4,

the discriminative ability of samples decreases owing to the bad chosen basic
kernel, so the kernel optimization is necessary to enhance the discriminative ability
of data in the empirical feature space. Figure 9.5 shows the result of Fisher cri-
terion under the different iterations. Figure 9.5a, c, and e are the results under the
Gaussian kernels as the basic kernel during kernel optimization, and the rest
choose polynomial kernel as the basic kernel. Under the same basic kernel, the
different iterations have the different data class discrimination. For examples, as
shown in Fig. 9.5b and f, 25 iterations of kernel optimization have less class
discrimination compared with 150 iterations. Under the enough number of itera-
tions, Fisher criterion achieves the similar discriminative ability to maximum
margin criterion, which is shown in Fig. 9.6. So, iteration number has heavy
influences on performance of kernel optimization based on Fisher criterion.
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We also implement some experiments with the practical face recognition sys-
tem as shown in Fig. 9.7. The computation efficiency and recognition accuracy are
used to evaluate the performance of kernel optimization. The computation effi-
ciency is measured with the time consumption of solving the expansion coefficient
vector.

We also evaluate the four definitions of e x; znð Þ in (9.2) marked by M1, M2,
M3, and M4, under the framework of Fig. 9.7. Evaluation results are shown in
Table 9.1. MMC achieves a higher recognition accuracy and computation effi-
ciency compared with FC under the same method of defining e x; znð Þ, M1, M2,
M3, and M4. The four methods achieve the similar recognition accuracy but
different computation efficiency. M3 and M4 outperform M1 and M2 on the
computation efficiency. MMC-based kernel self-optimization method is applied to
solve the expansion coefficients [13].

9.3.3 Comprehensive Evaluations on UCI Dataset

We evaluate the kernel optimization on sparse kernel principal component analysis
(SKPCA) [21], and SKPCA is formulated with least-squares support vector
machine. The main idea of SKPCA is to choose the representative training samples
to save the number of training samples. This method only needs little number of
training samples for computing the kernel matrix during kernel learning.

For input vector x, the SKPCA-based vector y should be computed as follows:

y ¼ BT Vzx ð9:43Þ

where Vzx ¼ g z1; xð Þ; g z2; xð Þ; . . .; g zNz; xð Þ½ �T , g zi; xð Þ ¼ k zi; xð Þ � 1
q

PN
q¼1 k zi; xq

� �
,

Nz is the number of representative training samples, and B is the projection matrix.
Kernel-optimized SKPCA chooses adaptively a few of samples from the training

Fig. 9.4 Distribution of data samples in the empirical feature space. a Gaussian kernel.
b Polynomial kernel
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sample set and maintains the maximum recognition performance. The kernel-
optimized SKPCA saves much space of storing training samples on computing the
kernel matrix with the lower time consumption. In the practical applications,
kernel-optimized SKPCA solves the KPCA’s limitations on high store space
and time consumption. So from the theory viewpoint, this application of

Fig. 9.5 Fisher-criterion-based kernel optimization. a Gaussian kernel (25 iterations). b Polyno-
mial kernel (25 iterations). c Gaussian kernel (75 iterations). d Polynomial kernel (75 iterations).
e Gaussian kernel (150 iterations). f Polynomial kernel (150 iterations)
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kernel-optimized learning is adaptive to the applications with the demand of the
strict computation efficiency but not strict on recognition.

In the experiments, we use the sparse analysis to determine some key training
samples as the final sample for kernel learning. In our previous work [21], we have
concluded the good recognition performance be achieved only using the less size

Fig. 9.6 Performance comparison of two algorithms. a Maximum margin criterion. b Fisher
criterion
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Fig. 9.7 A framework of face recognition system

Table 9.1 Performance of two kernel optimization methods under four extended data-dependent
kernel

ORL YALE

Performance Optimization
methods

M1 M2 M3 M4 M1 M2 M3 M4

Recognition
accuracy (%)

MMC 93.65 93.40 93.35 93.55 91.87 92.27 92.00 92.27
FC 92.45 92.15 92.10 92.40 90.00 91.47 90.79 91.87

Computation
efficiency

(seconds)

MMC 0.05 0.05 0.02 0.02 0.03 0.05 0.02 0.02
FC 1.50 1.48 0.20 0.19 0.32 0.32 0.08 0.06
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of training samples. Kernel optimization performs well on recognition perfor-
mance as shown in Table 9.2. Kernel-optimization-based SKPCA outperforms
SKPCA under the same number of training samples. It is feasible to improve the
SKPCA with kernel optimization.

Moreover, we also evaluate kernel-optimization-based SKPCA on the practical
ORL and YALE databases. The experimental results are shown in Table 9.3, and
kernel-optimization-based SKPCA performs better than SKPCA under the same
number of training samples. On the computation efficiency, computing the kernel
matrix has its heavy time consumption, so only a part of training samples are
selected as the representative training samples, which increase computation effi-
ciency. Kernel-optimization-based SKPCA algorithm achieves the higher recog-
nition accuracy than SKPCA owing to its kernel optimization combined with
SKPCA, which is adaptive to the applications with the demand of the strict
computation efficiency but not strict on recognition.

9.3.4 Comprehensive Evaluations on Yale and ORL
Databases

On real Yale database, we evaluate the recognition performance of kernel opti-
mization on KCLPP [10]. The kernel LPP is shown as follows:

min
w

wT KLKw;

subject to wT KDKw ¼ 1; ð9:44Þ

where L and D are the matrix computed with the input samples and w is the
projection vector. Based on KCLPP, we extend it to kernel-optimization-based
KCLPP as

min
w

wT K Að ÞLK Að Þw;

subject to wT K Að ÞDK Að Þw ¼ 1; ð9:45Þ

where w is the optimal projection matrix and K Að Þ is data-dependent kernel matrix.

Table 9.2 Error rate of kernel optimization on UCI database (%)

Datasets Training samples Key training samples SKPCA [25] Kernel optimization SKPCA

Banana 400 120 14.2 ± 0.1 13.9 ± 0.2
Image 1,300 180 5.4 ± 0.3 5.1 ± 0.2
F.Solar 666 50 34.2 ± 2.3 32.8 ± 2.1
Splice 1,000 280 9.4 ± 0.9 9.0 ± 0.7
Thyroid 140 30 2.2 ± 0.7 1.2 ± 0.6
Titanic 150 30 24.4 ± 0.4 23.2 ± 0.5
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In the experiments, we implement the algorithms on five subdatasets SD1, SD2,
SD3, SD4, and SD5 for analyzing the influence of pose, illumination, and
expression (PIE) (Table 9.4).

The computation efficiency and recognition accuracy are used to evaluate the
performance of the proposed algorithm. The optimal procedural parameters of
each algorithm were chosen through the cross-validation method. Moreover, we
also implement the traditional LPP [10] together with PCA [22], KDA [24], CLPP
[10]. Moreover, we also implement fuzzy-based kernel classifier, fuzzy kernel
Fisher discriminant (FKFD), through applying fuzzy trick [20, 19] into kernel
Fisher classifier. The experimental results are shown in Table 9.5. Kernel-opti-
mized fuzzy-based kernel Fisher classifier achieves the higher recognition accu-
racy than fuzzy kernel Fisher classifier. On the KCLPP and KDA methods, kernel
optimization versions improve the recognition performance.

On ORL database, we implement kernel-optimized learning version of KDA,
FKFD, and KCLPP [10, 21] compared with PCA [22], KDA [24], CLPP [10], and
KCLPP [10]. The averaged recognition rate is considered as the recognition
accuracy. As shown in Table 9.6, the averaged recognition rate of LPP, CLPP, and
KCLPP and the proposed kernel-optimized KCLPP are 93.80, 94.80, 96.50, and
98.00 %, respectively. It is feasible to apply kernel optimization method to
improve the recognition performance of kernel-based learning.

The feasibility and performance are evaluated on Gaussian data dataset, UCI
dataset, and ORL and Yale databases. Firstly, on the simulated Gaussian dataset,
the data distribution has the large class discriminant for classification. Fisher and
maximum margin criterions have the similar performance for classification under
the same experimental condition. Secondly, on the UCI, ORL, and Yale databases,
kernel-optimized learning methods can obtain the higher recognition accuracy than
the traditional kernel learning methods. Data-dependent kernel-based optimization
improves kernel-based learning. Besides the excellent recognition performance,

Table 9.3 Performance evaluation of kernel-optimization-based SKPCA on YALE and ORL
databases

YALE database ORL database

Methods Error rate (%) Training samples Error rate (%) Training samples
KPCA 17.8 ± 0.7 75 15.3 ± 0.8 200
SKPCA 20.4 ± 0.8 45 (60 %) 18.4 ± 0.9 120 (60 %)
Kernel-optimized SKPCA 18.7 ± 0.6 45 (60 %) 17.5 ± 0.7 120 (60 %)

Table 9.4 Deterministic training and test set on YALE dataset

SD1 SD2 SD3 SD4 SD5

Training set 1,2,3,4,5 11,1,2,3,4 9,10,11,1,2, 8,9,10,11,1 7,8,9,10,11
Testing set 6,7,8,9,10,11 5,6,7,8,9,10 3,4,5,6,7,8 2,3,4,5,6,7 1,2,3,4,5,6

Note 1 denotes the first image of each person, 2 denotes the second image of each person, and
other images are marked with the same ways
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the efficiency of kernel-optimized learning algorithms is still one problem worth to
discuss. We also evaluate the efficiency of kernel optimization method. The
computation cost is measured with the time of calculating the projection matrices.
The experimental result is shown in Table 9.7. The experimental results show that
the proposed kernel optimization method is adaptive to the practical applications
of high recognition accuracy but low time consumption. The experiments are
implemented on face databases, and the largest dimension of kernel matrix is 400
plus 400. The main time consumption comes from kernel matrix computing, so the
dimension of matrix has a more influence on time consumption. If the scale of
dataset is more than 50,000 points, 20 classes, and the dimension of feature is 200,
then the dimension of kernel matrix is 1,000,000 plus 1,000,000. Thus, the com-
putation consuming increases at a very large scale. So the proposed learning
method endures time computation problem for a very large scale of dataset.

Table 9.5 Recognition accuracy on Yale subdatabases (%)

Datasets PCA
[1]

KDA
[5]

Kernel-
optimized
KDA

FKFD Kernel-
optimized
FKFD

LPP
[13]

CLPP
[13]

KCLPP
[13]

Kernel-
optimized
KCLPP

SD1 84.33 94.44 95.22 95.67 96.33 86.33 90.00 94.44 95.67
SD2 86.77 92.22 93.33 93.33 94.33 90.67 91.11 92.22 93.33
SD3 85.33 93.33 94.44 94.22 95.67 88.56 86.67 93.33 94.44
SD4 85.67 93.33 94.67 94.33 95.71 88.89 90.00 93.33 92.33
SD5 88.67 96.67 98.22 97.67 98.87 95.56 93.33 96.67 97.44
Averaged 86.15 94.00 95.18 95.00 96.18 90.00 90.22 93.99 94.62

Table 9.6 Recognition accuracy on ORL subdatabases (%)

Datasets PCA
[1]

KDA
[5]

Kernel-
optimized
KDA

FKFD Kernel-
optimized
FKFD

LPP
[13]

CLPP
[13]

KCLPP[13] Kernel-
optimized
KCLPP

SD1 92.00 93.50 94.50 94.00 94.50 95.00 96.00 96.50 98.50
SD2 92.00 93.50 94.50 94.00 94.50 93.50 94.00 95.50 97.50
SD3 93.00 94.00 95.50 94.50 95.00 95.50 97.00 98.50 99.50
SD4 92.00 93.50 94.50 94.00 94.50 93.50 94.50 96.00 97.50
SD5 90.50 91.00 92.50 92.00 92.50 91.50 92.50 96.00 97.00
Averaged 91.90 93.10 94.30 94.20 94.70 93.80 94.80 96.50 98.00

Table 9.7 Computation cost (seconds) in calculating the projection matrices on Yale database

KDA Kernel-optimized KDA KCLPP Kernel-optimized KCLPP

ORL 5.7252 6.8345 5.7897 8.7567
YALE 2.3794 3.8305 2.4539 4.8693
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9.4 Discussion

In this book, we present a framework of kernel optimization for kernel-based
learning. This framework solves the kernel function selection problem endured
widely by many kernel learning methods. In the kernel-based system, the data
distribution in the nonlinear feature space is determined by kernel mapping. In this
framework, two-criterion-based kernel optimization objective functions are
applied to achieve the optimized parameters for the good data discriminative
distributions in the kernel mapping space. Time consumption is a crucial issue of
kernel optimization in the large scale of datasets. The main time consumption lies
in kernel matrix computing, so the dimension of matrix has more influence on time
consumption. How to improve the computing efficiency is the future work.
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Chapter 10
Kernel Construction for Face Recognition

10.1 Introduction

Face recognition and its relative research [1–3] have become the very active
research topics in recent years due to its wide applications. An excellent face
recognition algorithm should sufficiently consider the following two issues: what
features are used to represent a face image and how to classify a new face image
based on this representation. So the facial feature extraction plays an important
role in face recognition. Among various facial feature extraction methods, the
dimensionality reduction technique is exciting since the low-dimensional feature
representation with high discriminatory power is very important for facial feature
extraction, such as principal component analysis (PCA) and linear discriminant
analysis (LDA) [4–6]. Although successful in many cases, these linear methods
cannot provide reliable and robust solutions to those face recognition problems
with complex face variations since the distribution of face images under a per-
ceivable variation in viewpoint, illumination, or facial expression is highly non-
linear and complex. Recently, researchers applied kernel machine techniques to
solve the nonlinear problem successfully [7–9], and accordingly some kernel-
based methods are developed for face recognition [10–14]. But current kernel-
based facial feature extraction methods face the following problems. (1) Current
face recognition methods are based on image or video, while the current popular
kernels need format of the input data as a vector. Thus, kernel-based facial feature
extraction causes the large storage requirements and the large computational effort
for transforming images to vectors owing to its viewing images as vectors.
(2) Different kernels can cause the different RKHS in which the data have different
class discrimination, so the selection of kernels will influence the recognition
performance of the kernel-based methods. And the inappropriate selection of
kernels will decrease the performance. But unfortunately the geometrical struc-
tures of the data in the feature space will not be changeable when we only change
the parameter of the kernel.

In this chapter, a novel kernel named Adaptive Data-dependent Matrix Norm-
Based Gaussian Kernel (ADM-Gaussian kernel) is proposed in this chapter.

J.-B. Li et al., Kernel Learning Algorithms for Face Recognition,
DOI: 10.1007/978-1-4614-0161-2_10,
� Springer Science+Business Media New York 2014

213



Firstly, we create a novel matrix norm-based Gaussian kernel, which views images
as matrices for facial feature extraction, as the basic kernel of data-dependent
kernel, while the data-dependent kernel can change the geometrical structures of
the data with different expansion coefficients. And then we apply the maximum
margin criterion to solve the adaptive expansion coefficients of ADM-Gaussian
kernel which leads the largest class discrimination in the feature space.

In this chapter, we propose a novel kernel named Adaptive Data-dependent
Matrix Norm-Based Gaussian Kernel (ADM-Gaussian kernel) for facial feature
extraction. As a popular facial feature extraction method for face recognition, the
current kernel method endures some problems. Firstly, the face image must be
transformed to the vector, which leads to the large storage requirements and the
large computational effort, and secondly, since the different geometrical structures
lead to the different class discrimination of the data in the feature space, the per-
formance of the kernel method is influenced when kernels is inappropriately
selected. In order to solve these problems, firstly, we create a novel matrix norm-
based Gaussian kernel which views images as matrices for facial feature extraction,
which is the basic kernel for the data-dependent kernel. Secondly, we apply a novel
maximum margin criterion to seek the adaptive expansion coefficients of the
data-dependent kernel, which leads to the largest class discrimination of the data in
the feature space. Experiments on ORL and Yale databases demonstrate the
effectiveness of the proposed algorithm.

10.2 Matrix Norm-Based Gaussian Kernel

In this section, firstly, we introduce the data-dependent kernel-based on vectors,
and then we extend it to the version of matrices. Secondly, we introduce the
theoretical analysis of matrix norm-based Gaussian kernel, and finally, we apply
the maximum margin criterion to seek the adaptive expansion coefficients of the
data-dependent matrix norm-based Gaussian kernel.

10.2.1 Data-Dependent Kernel

Data-dependent kernel with a general geometrical structure is applied to create a
new kernel in this chapter. Given a basic kernel kb x; yð Þ, its data-dependent kernel
kd x; yð Þ can be defined as follows.

kd x; yð Þ ¼ f xð Þf yð Þkb x; yð Þ ð10:1Þ

where f xð Þ is a positive real-valued function x, which is defined as follows.
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f xð Þ ¼ b0 þ
XN

n¼1

bne x;~xnð Þ ð10:2Þ

In the previous work in [15], Amari and Wu expanded the spatial resolution in

the margin of a SVM by using f xð Þ ¼
P

i 2 SVaie�d x�~xik k2

, where ~xi is the ith
support vector, SV is a set of support vector, ai is a positive number representing
the contribution of ~xi, and d is a free parameter.

We extend it to the matrix version and propose the Adaptive Data-dependent
Matrix Norm-Based Gaussian Kernel (ADM-Gaussian kernel) as follows. Sup-
posed that kb X; Yð Þ is so-called matrix norm-based Gaussian kernel (M-Gaussian
kernel) as the basic kernel, and kd X; Yð Þ is a data-dependent matrix norm-based
Gaussian kernel. Then data-dependent matrix norm-based Gaussian kernel is
defined as follows.

kd X; Yð Þ ¼ f Xð Þf Yð Þkb X; Yð Þ ð10:3Þ

where f Xð Þ is a positive real-valued function X,

f Xð Þ ¼ b0 þ
XNXV

n¼1

bne X; eXn

� �
ð10:4Þ

where e X; eXn

� �
1� n�NXMð Þ is defined as follows.

e X; eXn

� �
¼ exp �d

XN

j¼1

XM
i¼1

xij � exij

� �2

 !1=2
0
@

1
A ð10:5Þ

where exij i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;Nð Þ are the elements of matrixexn n ¼ 1; 2; . . .;NXMð Þ, and d is a free parameter, and ~Xn; 1� n�NXM are called
the ‘‘expansion matrices (XMs)’’ in this chapter, NXM is the number of XMs, and
bi 2 R is the ‘‘expansion coefficient’’ associated with ~Xn. The ~Xn; 1� n�NXM , for
its vector version, have different notations in the different kernel learning
algorithms.

10.2.2 Matrix Norm-Based Gaussian Kernel

Given n samples Xq
p Xq

p 2 R
M�N

� �
, p ¼ 1; 2; . . .; L; q ¼ 1; 2; . . .; np

� �
where np

denotes the number of samples in the pth class and L denote the number of the
classes. M-Gaussian kernel kb X; Yð Þ is defined as follows.
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k X; Yð Þ ¼ exp �

PN
j¼1

PM
i¼1

xij � yij

� �2
� �1=2

2r2

0
BBBB@

1
CCCCA r[ 0ð Þ ð10:6Þ

where X ¼ xij

� 	
i¼1;2;...;M; j¼1;2;...;N and Y ¼ yij

� 	
i¼1;2;...;M; j¼1;2;...;N denote two sample

matrices. Now we want to prove that k X; Yð Þ ¼ e�

PN
j¼1

PM
i¼1

xij�yijð Þ2
� �1=2

2r2 is a kernel
function. Kernel function can be defined in various ways. In most cases, however,
kernel means a function whose value only depends on a distance between the input
data, which may be vectors.

It is a sufficient and necessary condition for a symmetric function to be a kernel
function that its Gram matrix is positive semi-definite [16]. Given a finite data set
X ¼ x1; x2; . . .; xNf g in the input space and a function k �; �ð Þ, the N � N matrix K
with elements Kij ¼ k xi; xj

� �
is called Gram matrix of k �; �ð Þ with respect to

x1; x2; . . .; xN . And it is easy to know that k X; Yð Þ ¼ e�

PN
j¼1

PM
i¼1

xij�yijð Þ2
� �1=2

2r2 is a
symmetric function. The matrix K, which is derived from the k X; Yð Þ, is

positive and definite. While it is easy to know that F Xð Þ ¼
PN
j¼1

PM
i¼1

x2
ij

� �1
2

;

X ¼ xij

� 	
i¼1;2;...;M; j¼1;2;...;N

� �
is a matrix norm. k X; Yð Þ ¼ e�

PN
j¼1

PM
i¼1

xij�yijð Þ2
� �1=2

2r2 is

derived form the matrix norm, so we can call it a matrix norm-based Gaussian
kernel.

Gaussian kernel denotes the distribution of similarity between two vectors.
Similarly M-Gaussian kernel also denotes the distribution of similarity between two
matrices. M-Gaussian kernel views an image as a matrix, which enhances the
computation efficiency without influencing the performance of kernel-based method.

10.3 Adaptive Matrix-Based Gaussian Kernel

In this section, our goal is to seek the optimal expansion coefficients for the data-
dependent matrix norm-based Gaussian kernel (ADM-Gaussian kernel), and the
ADM-Gaussian kernel is adaptive to the input data in the feature space. The data in
the feature space have the largest class discrimination with the ADM-Gaussian
kernel.
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10.3.1 Theory Deviation

Firstly, our goal is to select the free parameter d and the expansion matrices
~Xn; 1� n�NXM . In this chapter, we select the mean of the class as the expansion
matrix. That is, NXM ¼ L. Let Xn denotes the mean of the nth class, then

e X; eXn

� �
¼ e X;Xn

� �
¼ exp �d

XN

j¼1

XM
i�1

xij � xij

� �2

 !1=2
0
@

1
A ð10:7Þ

where xij i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;Nð Þ are the elements of matrix Xn

n ¼ 1; 2; . . .; Lð Þ.
After selecting the expansion vectors and the free parameter, our goal is to find

the expansion coefficients varied with the input data to optimize the kernel.
According to the equation (2), given one free parameter d and the expansion
vectors ~xif gi¼1;2;...;NXVS

, we create a matrix as follows.

E ¼
1 e X1; ~X1

� �
� � � e X1; ~XNXMS

� �
..
. ..

. . .
. ..

.

1 e XM; ~X1
� �

� � � e XM; ~XNXMS

� �
2
6664

3
7775 ð10:8Þ

Let b ¼ b0; b1; b2; . . .; bNXM½ �T and K ¼ diag f X1ð Þ; f X2ð Þ; . . .; f Xnð Þð Þ, and
according to the equation (2), we obtain

K1n ¼ Eb ð10:9Þ

where 1n is a n-dimensional vector whose entries equal to unity.

Proposition 1 Let Kb and Kd denote the basic M-Gaussian kernel matrix and
ADM-Gaussian kernel matrix, respectively, then Kd ¼ KkbK.

Proof Since Kb ¼ kb Xi;Xj

� �� 	
n�n and Kd ¼ kd Xi;Xj

� �� 	
n�n, according to equa-

tion (1), we can obtain

kd Xi;Xj

� �
¼ f Xið Þf Xj

� �
kb Xi;Xj

� �
ð10:10Þ

And

Kd ¼ kd Xi;Xj

� �� 	
n�n¼ f Xið Þf Xj

� �
kb Xi;Xj

� �� 	
n�n ð10:11Þ

Hence, Kd ¼ KkbK h

Now our goal is to create a constrained optimization function to seek an optimal
expansion coefficient vector b. In this chapter, we apply the maximum margin
criterion to solve the expansion coefficients. We maximize the class discrimination
in the high-dimensional feature space by maximizing the average margin between
different classes which is widely used as maximum margin criterion for feature
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extraction [17]. The average margin between two classes ci and cj in feature space
can be defined as follows.

Dis ¼ 1
2n

XL

i¼1

XL

j¼1

ninjd ci; cj

� �
ð10:12Þ

where d ci; cj

� �
¼ d mU

i ;m
U
j

� �
� S cið Þ � S cj

� �
; i; j ¼ 1; 2; . . .; L denotes the mar-

gin between any two classes, and S cið Þ; i ¼ 1; 2; . . .; L is the measure of the scatter

of the class ci; i ¼ 1; 2; . . .; L, and d mU
i ;m

U
j

� �
, i; j ¼ 1; 2; . . .; L is the distance

between the means of two classes. Let SU
i , i ¼ 1; 2; . . .; L denote the within-class

scatter matrix of class i, which is defined as follows.

tr SU
i

� �
¼ 1

ni

Xni

p¼1

U xp
ið Þ � mU

i

� �T
U xp

ið Þ � mU
i

� �
ð10:13Þ

and tr SU
i

� �
measures the scatter of the class i, that is, S cið Þ ¼ tr SU

i

� �
;

i ¼ 1; 2; . . .; L.

Proposition 2 Let tr SU
B

� �
and tr SU

W

� �
denote the trace of between-class

scatter matrix and within classes scatter matrix, respectively, then
Dis ¼ tr SU

B

� �
� tr SU

W

� �
h

Proposition 3 Assume Kcij i; j ¼ 1; 2; . . .; Lð Þ is kernel matrix calculated with the
i th and j th class samples and kernel matrix Ktotal with its elements Kij: Let

M ¼ 2 � diag 1
n1

Kc11;
1
n2

Kc22:. . .; 1
nL

KcLL

� �
� diag K11;K22; . . .;Knnð Þ � 1

n Ktotal,

then tr SU
B

� �
� tr SU

W

� �
¼ 1T

n M1n.

Detailed proof of the Proposition 2 and 3 can be found in the our previous
work [18]. According to Proposition 2 and 3, we can obtain

Dis ¼ 1T
n M1n ð10:14Þ

Simultaneously, according to Proposition 1,we can acquire

eM ¼ KMK ð10:15Þ

where eM ¼ 2 � diag 1
n1

~K11;
1
n2

~K22:. . .; 1
nL

~KLL

� �
� diag ~K11; ~K22; . . .; ~Knn

� �
� 1

n
~Ktotal

and ~Kij i; j ¼ 1; 2; . . .; Lð Þ is calculated by the ith and jth class of samples with the
data-dependent kernel, and ~Ktotal represents the kernel matrix with its elements
~kpq p; q ¼ 1; 2; . . .; nð Þ which is calculated by pth and qth samples with adaptive
data-dependent kernel. Thus, when a data-dependent kernel is selected as the

general kernel, gDis is obtained as follows.

gDis ¼ 1T
n KMK1T

n ð10:16Þ

The above equation can be written as follows.
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gDis ¼ bTET MEb ð10:17Þ

Given a basic kernel k x; yð Þ and relative data-dependent kernel coefficients,

ET ME is a constant matrix, so gDis is a function with its variable b. So it is

reasonable to seek the optimal expansion coefficient vector b by maximizing gDis.
Now we create an optimization function constrained by the unit vector b, i.e.,
bTb ¼ 1 as follows.

max bT ET MEb

subject to bTb� 1 ¼ 0 ð10:18Þ

The solution of the above constrained optimization problem can often be found
by using the so-called Lagrangian method. We define the Lagrangian as

L b; kð Þ ¼ bT ET MEb� k bTb� 1
� �

ð10:19Þ

with the parameter k. The Lagrangian L must be maximized with respect to k and
b, and the derivatives of L with respect to b must vanish, that is,

oL b; kð Þ
ob

¼ ET ME � kI
� �

b ð10:20Þ

And

oL b; kð Þ
ob

¼ 0 ð10:21Þ

Hence,

ET MEb ¼ kb ð10:22Þ

10.3.2 Algorithm Procedure

So the problem of solving the constrained optimization function is transformed to
the problem of solving eigenvalue equation shown in (10.22). We can obtain the
optimal expansion coefficient vector b�, that is, the eigenvector of ET ME
corresponding to the largest eigenvalue. It is easy to see that the data-dependent
kernel with b� is adaptive to the input data, which leads to the best class dis-
crimination in feature space for given input data.

The procedure of creating the ADM-Gaussian kernel can be described as
follows.

Step 1. Compute the basic M-Gaussian kernel matrix Kb ¼ kb Xi;Xj

� �� 	
n�nwith

the formulation (6).
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Step 2. Compute the matrix E and M with the formulation (8) and the proposition 2.
Step 3. Obtain the adaptive expansion coefficients vector b� by solving

Eq. (10.22).
Step 4. Calculate the ADM-Gaussian kernel matrix with the kd X; Yð Þ with the

optimal expansion coefficients vector b�.

10.4 Experimental Results

10.4.1 Experimental Setting

We implement KPCA with Gaussian kernel, M-Gaussian kernel, and ADM-
Gaussian kernel on the two face databases, i.e., ORL face database [19] and Yale
face database [1]. We carry out the experiments with two parts as follows:
(1) Model selection—selecting the optimal parameters of three Gaussian kernels
and the free parameter of the data-dependent kernel for Gaussian kernel,
M-Gaussian kernel, and ADM-Gaussian kernel. (2) Performance evaluation—
comparing the recognition performance of KPCA with Gaussian kernel,
M-Gaussian kernel, and ADM-Gaussian kernel.

In our experiments, we implement our algorithm in the two face databases, ORL
face database[19] and Yale face database[1]. The ORL face database, developed at
the Olivetti Research Laboratory, Cambridge, U.K., is composed of 400 grayscale
images with 10 images for each of 40 individuals. The variations of the images are
across pose, time, and facial expression. The Yale face database was constructed at
the Yale Center for Computational Vision and Control. It contains 165 grayscale
images of 15 individuals. These images are taken under different lighting condition
(left-light, center-light, and right-light), and different facial expression (normal,
happy, sad, sleepy, surprised, and wink), and with/without glasses.

10.4.2 Results

In this section, our goal is to select the kernel parameters of three Gaussian kernels
and the free parameter of the data-dependent kernel for Gaussian kernel,
M-Gaussian kernel, and ADM-Gaussian kernel. We select the following param-
eters for selection of Gaussian kernel and the free parameter for M-Gaussian
kernel, r2 ¼ 1� 105, r2 ¼ 1� 106, r2 ¼ 1� 107, and r2 ¼ 1� 108 for M-
Gaussian kernel parameter, the free parameter of the data-dependent kernel,
d ¼ 1� 105, d ¼ 1� 106, d ¼ 1� 107, r2 ¼ 1� 108, d ¼ 1� 109, and
d ¼ 1� 1010. Moreover, the dimension of the feature vector is set to 140 for ORL
face database and 70 for Yale face base. From the experimental results, we find
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that the higher recognition rate can be obtained under the following parameters,
r2 ¼ 1� 108 and d ¼ 1� 105 for ORL face database and r2 ¼ 1� 108 and d ¼
1� 107 for Yale face database. After selecting the parameters for AMD-Gaussian
kernel, we select the Gaussian parameter for Gaussian kernel and M-Gaussian
kernel. r2 ¼ 1� 105, r2 ¼ 1� 106, r2 ¼ 1� 107, and r2 ¼ 1� 108 are selected
to test the performance. From the experiments, we find that, on ORL face database
r2 ¼ 1� 106 is selected for Gaussian, and r2 ¼ 1� 105 is selected for
M-Gaussian kernel. And r2 ¼ 1� 108 is selected for Gaussian, and r2 ¼ 1� 105

is selected for M-Gaussian kernel on Yale face database. All these parameters are
used in the next section.

In this section, we evaluate the performance the three kinds of Gaussian kernel-
based KPCA on the ORL face database and Yale face database. In these experi-
ments, we implement KPCA with the optimal parameters which are selected in the
last section. We evaluate the performance of the algorithms with the recognition
accuracy with different dimension of features, and as shown in Fig. 10.1 and
Fig. 10.2, we can obtain the highest recognition rate of ADM-Gaussian kernel-
based KPCA, which is higher than M-Gaussian kernel-based KPCA and Gaussian
kernel based on KPCA. Moreover, the higher recognition rate is obtained with
M-Gaussian kernel compared with Gaussian kernel.

M-Gaussian kernel achieves the higher recognition accuracy than the traditional
Gaussian kernel. Because the ADM-Gaussian kernel is more adaptive to the input
data than M-Gaussian kernel, it achieves the higher recognition accuracy than
M-Gaussian kernel. All these experimental results are obtained under the optimal
parameters, and the selection of optimal parameters of the original Gaussian kernel
will influence the performance the kernel. But the ADM-Gaussian will decrease
the influence of the parameter selection by its adaptability to the input data.

A novel kernel named Adaptive Data-dependent Matrix Norm-Based Gaussian
Kernel (ADM-Gaussian kernel) is proposed for facial feature extraction.
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The ADM-Gaussian kernel views images as matrices, which saves the storage and
increase the computational efficiency of feature extraction. Adaptive expansion
coefficients of ADM-Gaussian kernel are obtained with the maximum margin
criterion, which leads to the largest class discrimination of the data in the feature
space. The results, evaluated on two popular databases, suggest that the proposed
kernel is superior to the current kernel. In the future, we intend to apply the ADM-
Gaussian kernel to other areas, such as content-based image indexing and retrieval
as well as video and audio classification.
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